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Abstract

Observation and measurement of γγ → W+W− in pp collisions at
√
s = 13 TeV using the

ATLAS detector

by

William Patrick McCormack III

Doctor of Philosophy in Physics

University of California, Berkeley

Dr. Maurice Garcia-Sciveres, Co-chair

Professor Marjorie Shapiro, Co-chair

While CERN’s Large Hadron Collider (LHC) is primarily a high-energy proton or heavy ion
collider, it can also be used as a high-energy photon collider. This is possible because the
highly boosted electromagnetic fields surrounding the circulating ions behaves like a flux of
photons. A search for the process γγ → W+W− was conducted in the 139 fb−1 of proton-
proton collision data collected in LHC Run 2 between 2015 and 2018. Events were tagged
using the e±νµ∓ν decay channel of the W+W− system, where the event was determined
to be photon-induced due to a lack of charged hadronic activity near the leptons. The
process was observed with a significance of 8.4σ, with a measured fiducial cross section of
3.13± 0.31 (stat.)± 0.28 (syst.) fb. This fiducial cross-section agrees with Standard Model
expectations. A strategy to improve the γγ → W+W− measurement with the use of a novel
low-pT tracking algorithm in ATLAS is also presented. The use of low-pT tracks improves
the rejection of QCD-induced backgrounds to γγ → W+W−, leading to an expected increase
in statistical significance of 3–4σ.
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Chapter 1

Introduction

The Standard Model is the most rigorously tested theory in the history of science. It math-
ematically encapsulates three of the four fundamental forces of nature, Electromagnetism,
the Weak Force, and the Strong Force, and all of the known fundamental particles. And
just as Maxwell unified Electricity and Magnetism into the theory of Electromagnetism, the
Standard Model unifies Electromagnetism and the Weak Force into a combined Electroweak
theory.

Electroweak theory describes a rich phenomenology of Boson interactions with only a few
fundamental parameters, which have been well measured within the past century. However,
not all predicted interaction have been observed yet. One such interaction is the process
γγ → W+W−, or the conversion of two photons into two W Bosons. The leading order
Feynman diagrams for this process are shown in Figure 1.1. Because the Electroweak theory
is overconstrained, it is important to test all of its predictions. A deviation from expectation
could be a hint at the nature of Beyond the Standard Model (BSM) physics. In particular,
the quartic vertex in the right-most diagram of Figure 1.1 can be strongly influenced by
BSM physics, and it is difficult to probe through any other mechanism.

Observing this process is an experimental challenge: initial state photons with a center
of mass energy of 160 GeV are needed. There is currently no photon collider that can
access such energies, so we must turn to photons radiated from the 6.5 TeV protons at the

Figure 1.1: Leading order Feynman diagrams that contribute to γγ → WW scattering.
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Figure 1.2: Illustration of γγ → W+W− at a proton collider. In this diagram, both protons
remain intact after radiating photons, but one or both could dissociate in reality.

Large Hadron Collider (LHC). Figure 1.2 illustrates such an interaction, showing a case
where both protons remain intact after radiating photons. While the protons at the LHC
provide access to the γγ → W+W− process, they also introduce significant backgrounds,
as QCD-induced WW production has a much higher cross-section that that predicted for
γγ → W+W−. Discriminating the photon-induced signal from background in the LHC
environment requires accurate charged particle reconstruction. While the final state W
bosons in γγ → W+W− will be isolated, QCD-induced WW will be surrounded by hadronic
material due to the direct interaction of the initial state protons.

This document details the first ever observation of γγ → W+W−. The analysis was
performed using the 139 fb−1 of proton-proton collision data collected at

√
s = 13 TeV with

the ATLAS detector throughout 2015 – 2018. The fiducial cross-section was measured to
be 3.13 ± 0.31 (stat.) ± 0.28 (syst.) fb. This agrees with the Standard Model within two
standard deviations, constituting a signal strength of 1.33+0.14

−0.14(stat.)+0.22
−0.17(syst.) relative to

the Standard Model expectation.
It also details the development of low-pT tracking for use in nominal pileup environments.

The use of low-pT tracks will improve signal vs. background discrimination, enhancing the
γγ → W+W− analysis and any future analysis of photon-induced phenomena with ATLAS.

This thesis is structured as follows:

• Part I explains the background knowledge needed to understand this thesis. Chapter 2
explains the phenomenology of the γγ → W+W− process, relevant historical and con-
temporary measurements, and how the process can be used to constrain BSM physics.
Chapter 3 explains practical experimental aspects of the analysis, including the LHC
and the construction and design of the ATLAS detector. Chapter 4 continues the
discussion of Chapter 3, detailing how particles are reconstructed by ATLAS. Lastly,
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Chapter 5 explains the simulations used to understand what signal and background
will look like in ATLAS.

• Part II details the complete γγ → W+W− analysis without low-pT tracks. Chapter 6
explains the strategy behind this analysis, laying out the steps needed to make an
observation. Chapters 7 – 10 explain corrections that are made to the simulation in
order to make an accurate prediction of background rates. Chapter 11 introduces
the signal region and main control regions used to isolate signal and study major
backgrounds in the analysis. Chapter 12 details sources of uncertainty in the analysis
and Chapter 13 presents the final result.

• Part III introduces the concept of low-pT tracking and motivates its use for a re-analysis
of γγ → W+W−. Chapter 15 illustrates how low-pT tracks will improve the analysis,
and Chapter 16 details the implementation of the algorithm used to reconstruct them.
Chapter 17 explains how high-quality low-pT tracks are selected for the re-analysis and
new cuts that will be applied to events for signal vs. background discrimination. Lastly,
Chapter 18 provides the first comparison of ATLAS data with low-pT tracks in nominal
pileup to simulation, proving with data that low-pT tracking improves background
rejection for the γγ → W+W− analysis and presenting the expected results of the
re-analysis.

Additionally, the appendices detail various projects that the author worked on throughout
graduate school. Appendix A is most relevant to the γγ → W+W− analysis presented in the
main body of the thesis, detailing the optimization of the criteria used to select events for
Part II. Appendices B – F present projects to improve tracking in ATLAS, implement a new
luminosity measurement algorithm, discriminate quark and gluon jets, and calibrate thin
silicon sensors. Appendix G contains a lecture series which provides an introduction to the
mathematics underlying the Standard Model intended for an undergraduate-level audience.
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Part I

Foundations of Particle Experiments
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Chapter 2

Electroweak and Photon-Induced
Physics

This chapter lays out the relevant background needed to understand the rest of this thesis,
including a brief summary of the Electroweak theory and a theoretical and experimental
introduction to photon-induced physics. A gentler introduction1 to the history and mathe-
matics behind this chapter can be found in Appendix G.

Section 2.1 describes the Standard Model with particular focus on the Electroweak Sec-
tor. Section 2.2 covers more practical aspects of performing cross-section calculations of
hadron collisions, particularly for photon-induced processes at hadron colliders. Section 2.3
provides a survey of recent and historical experimental results relevant to this thesis. Lastly,
Section 2.4 looks to the unknown, describing possible modifications to the Standard Model
and the role that the γγ → W+W− process plays in constraining such modifications.

2.1 The Standard Model

The Standard Model (SM) of particle physics is the great triumph of physics in the second
half of the 20th century. It describes almost every particle interaction that has ever been
observed, making predictions that agree with experiment over many orders of magnitude
of energy and rareness. Similarly, most field interactions predicted by the SM have been
observed. However, there are still SM processes that have not yet been observed due to energy
constraints or experimental difficulty. This thesis presents the observation and measurement
of a process predicted by the SM that had not been previously established: the conversion
of two photons into two W Bosons (γγ → W+W−).

1Aimed at the level of a curious undergraduate student
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Figure 2.1: The particles of the Standard Model. There are 12 Fermionic particles, four
vector Bosons, and one scalar particle, called the Higgs Boson.

2.1.1 Particle Content of the Standard Model

The SM is constructed using the tools discussed in Appendix G. There are Fermion fields,
three gauges and their corresponding vector Bosons, and one scalar field that breaks gauge
symmetries when it acquires a vacuum expectation value (vev). Some of the Fermion and
Boson fields acquire mass through this symmetry breaking.

The particle content of the SM is shown in Figure 2.1. All of the particles in this figure
are “fundamental” in the sense that they have no known constituents or dimension. They
are all of the fundamental particles that have ever been observed experimentally. Many
other well-known particles, such as protons and neutrons, are actually composite particles,
being composed of fundamental particles just as atoms are actually composed of electrons,
protons, and neutrons. The mass, charge, and spin of the particles are expressed in the
figure.

There are 12 Fermions in the SM, which are arranged in three generations. The third
generation particles typically have the highest mass and the first generation the lowest.
Otherwise each generation has the same interactions as the other generations row-by-row.
For example, the electron, muon, and tau all interact in the same way with respect to all
of the forces in the SM, though the muon and tau are both able to decay because they
have higher mass than the electron. The Fermions are further divided into “leptons” and
“quarks”. The chief difference between leptons and quarks is that quarks can interact with
gluons while leptons cannot.
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There are four vector Bosons, which carry the three forces that are expressed by the
SM: the strong nuclear force (also known as Quantum Chromodynamics or QCD), the weak
force, and Electromagnetism. The gluon and the photon are both massless and electrically
neutral, the Z Boson is massive and electrically neutral, and the W Boson is massive and
has an electric charge equal to that of the electron (there is a +e and −e version of the W
Boson). The gluon is the only Boson that is charged under the strong force. There is also
the scalar Higgs Boson, which is massive and electrically neutral.

2.1.2 The Standard Model Lagrangian

The starting point of constructing the SM is its three gauge symmetries. There is an SU(3)C
gauge, where the C stands for “color”, an SU(2)L gauge, where the L stands for “left”, and
an U(1)Y gauge, where the Y stands for “hypercharge”. A complex doublet scalar Boson (the
Higgs Boson), which is a doublet under SU(2)L and charged under U(1)Y , is used to break
the SU(2)L and U(1)Y symmetries2. The U(1) symmetry of Electromagnetism emerges from
this symmetry breaking. Before the introduction of the Higgs’s vev, there are 8 massless
vector Bosons from SU(3)C , 3 massless Bosons from SU(2)L, and 1 massless Boson from
U(1)Y . The 8 SU(3)C Bosons are treated as the same particle: the gluon. The 3 SU(2)L
and 1 U(1)Y Boson combine to become the W Bosons, the Z Boson, and the photon.

The Fermions of the SM are introduced as separate, massless left-handed spinors and
massless right-handed spinors. The Higgs mechanism is used to combine the massless spinors
into the massive particles that we observed experimentally. The introduction of massless
single-handed spinors is not just for aesthetics. The left-handed spinors are combined into
SU(2)L doublets, while the right-handed spinors are not charged under SU(2)L

3. Therefore,
in full, the Fermion fields in the SM are:

L :

(
νeL
eL

)
,

(
νµL
µL

)
,

(
ντL
τL

)
,

(
uL
dL

)
,

(
cL
sL

)
,

(
tL
bL

)
R : eR, µR, τR, uR, dR, cR, sR, tR, bR.

(2.1)

The names of the quarks are up, down, charm, strange, top, and bottom. The leptons are
the electron, muon, and tau, along with their respective neutrinos. In the SM, there are no
right-handed neutrinos, so the neutrinos are massless particles. It is actually experimentally
known that the neutrinos do have a very small mass, but it is unclear whether they acquire
their mass through the Higgs mechanism. If the neutrinos do get mass through the Higgs
mechanism, then there may indeed be right-handed neutrinos.

Given the particle content discussed in the last two paragraphs, the Lagrangian for the
SM can then be written as:

LSM = Lgauge + LFermion + LHiggs + LYukawa. (2.2)

2Mathematical details are explained in Section G.2.6 of Appendix G
3The underlying mathematics of this mechanism are also laid out in Section G.2.6
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The Lgauge component is associated with the gauge Bosons:

Lgauge = −1

4
(Ga

µν)
2 − 1

4
(W a

µν)
2 − 1

4
B2
µν . (2.3)

Here, terms like Wµν represent Wµν = ∂µW
a
ν −∂νW a

µ+gfabcW b
µW

c
ν , where fabc is the structure

function of the group associated with the gauge Boson. The Ga
µ fields are the gluons, eight

for the eight generators of SU(3C). The W a
µ fields are the three fields of the SU(2)L group.

The Bµ field is associated with the U(1)Y group; this is the only Abelian gauge group in the
SM, so it has fabc = 0.

The LFermion component of the Lagrangian can be written as:

LFermion =
∑

Fermions

iψ̄ /Dψ, (2.4)

where the sum runs over each of the Fermion fields in Eq. 2.1. For the left-handed fields, ψ
is in the form of an SU(2) doublet, and for the right-handed field, ψ is a singlet. Dµ is the
covariant derivative, which takes the form

Dµ = ∂µ − igcqcGa
µ

λa

2
− igLqLW a

µ

σa

2
− igY qYBµ. (2.5)

The three g parameters are the overall coupling strengths of the three gauges, and the three
q parameters represent the “charges” of the Fermion fields under the gauge relative to the
coupling strength. Each field has a different set of q values as expressed in Table 2.1. The λa

are the 3x3 matrices that generate SU(3), also known as the Gell-Mann matrices [1], and the
σa matrices are the Pauli matrices4. In both cases, the factors of 1

2
are just a conventional

normalization. After the Higgs field breaks the SU(2)L and U(1)Y gauges down to U(1)EM ,
the electric charges of the particles are given by qy for the right-handed Fermions, (1

2
+ qy)

for the left-handed Fermions on the top of their doublet, and (−1
2

+ qy) for the left-handed
Fermions on the bottom of their doublet.

The LHiggs component of the Lagrangian can be written as:

LHiggs = (DµH)†(DµH) + µ2H†H − λ(H†H)2, (2.6)

where the covariant derivative is the same as in Eq. 2.5, with the gauge charges of the Higgs
field from Table 2.1.

Lastly, the LYukawa component of the Lagrangian can be written as:

LYukawa = −yL̄iLHliR + h.c.− Y d
ijQ̄

i
LHd

j
R + h.c.− Y u

ij Q̄
i
LH̃u

j
R + h.c. (2.7)

The sum over the repeated i index in the first term represents a sum over all of the lepton
generations (or “flavors”). The Higgs vev will generate mass terms for the bottom fields

4see Eq. G.3
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Field qC qL qY

LL 0 1 −1/2
QL 1 1 1/6
eR 0 0 -1
νR 0 0 0
uR 1 0 2/3
dR 1 0 −1/3
H 0 1 1/2

Table 2.1: The charges of the Standard Model Fermion fields and Higgs Boson under the
three gauges. Each generation of Fermion has the same charges, so only the first generation
is written explicitly. The LL field stands for the left-handed νe-electron doublet, and the QL

field stands for the left-handed u-d doublet. A right-handed neutrino is included here for
reference; it would not couple to any gauge.

in the lepton SU(2) doublets: the electron, muon, and tau. In the two explicitly written
quark terms, the sums over i and j run over the three generations. The first quark term will
generate mass for the down-type quarks. The H̃ field that was introduced is just H̃ = iσ2H,
which allows the Higgs vev to appear in the top of the doublet, generating mass terms for
the up-type quarks. For the quark terms, there are Yukawa matrices Y d

ij and Y u
ij . These

are 3x3 matrices, where the indices run over the generations. There are significant physical
consequences due to these matrices. The matrices allow the mass terms to be mixed between
generations. We are free to choose a basis where there are no mass-mixing terms between
the generations, in which case what we find is that the W Bosons allows direct interactions
between the different generations of quarks in a single Fermion current5. This is in contrast
to the lepton sector of the SM. There, the W Boson does not mix the generations: if a W
Boson couples to a lepton current, the current must contain only one generation, such as a
νe − e pair. If a W Boson couples to a u-quark, it could be part of a u− d current, a u− s
current, or a u− b current for example.

In total, there are 18 real parameters in the SM.

• Three gauge couplings: gC , gL, gY

• Six quark masses, three lepton masses

• Four mixing parameters associated with the Yukawa matrices for the quarks

• The µ and λ from LHiggs (which can alternatively be expressed as mh and the vev)

5If we choose to write the SM Lagrangian in the mass basis after symmetry breaking, the mixing between
generations shows up in LFermion
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This list can be expanded if we allow for neutrino masses through the introduction of right-
handed neutrinos. In this case, there are three additional neutrino masses, and intergenera-
tion mixing parameters for leptons, just as in the quark case.

The SM is a highly overconstrained system in the sense that every particle physics process
should be a function of those 18 parameters alone. From another perspective, this implies
that every particle physics experiment constitutes a measurement of at least one of those
18 parameters. If two experiments find contradictory values for the same parameter, that
would imply that the SM needs to be modified somehow. In the next section, we will explore
some of the rich phenomenology of Electroweak physics, which relies only on a small subset
of the SM parameters. The parameters that govern the γγ → W+W− process6 have been
measured in other experiments using other processes. Because of this, accurate predictions
of the production rate of γγ → W+W− can be made. If our measurement of the process
disagrees with the prediction, that would suggest that some Beyond the Standard Model
(BSM) physics occurred.

2.1.3 Interactions Among the Vector Bosons

The parts of the SM that relate to the SU(2)L and U(1)Y gauge symmetries and their
breaking due to the Higgs mechanism are known as “Electroweak physics”7.

We can start from a Lagrangian of the form

L = −1

4
(W a

µν)
2 − 1

4
B2
µν + (DµH)†(DµH) + µ2H†H − λ(H†H)2, (2.8)

using the covariant derivative from Eq. 2.5. When the Higgs field acquires its vev, v = m√
λ
,

it can be written as

H =

(
0

v√
2

+ h√
2

)
. (2.9)

Substituting this form for H into Eq. 2.8 generates mass terms for the Bosons:

(DµH)†(DµH) = g2v
2

8

[
(W 1

µ)2 + (W 2
µ)2 +

(g′
g
Bµ −W 3

µ

)2]
. (2.10)

The mass terms for the B and W 3 are mixed, but can be separated by defining the fields

Zµ = cos θwW
3
µ − sin θwBµ

Aµ = sin θwW
3
µ + cos θwBµ,

(2.11)

where the mixing angle θw is defined by tan θw = gY
gL

. The Z field here is just the massive
SM Z, and A is the massless photon. The mass of the Z Boson is

mZ =
1

2 cos θw
gLv.

6The signal process in this thesis
7More detail on the mathematics can be found in Section G.2.6 of Appendix G
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This is purely a function of the gY , gL, µ, and λ parameters in the SM.
To make the SM W Bosons, which have charge of ±e, we need to form linear combinations

of the W 1 and W 2 Bosons:

W±
µ =

1√
2

(W 1
µ ∓ iW 2

µ).

We will find that the identification e = gL sin θw = gY cos θw simplifies upcoming equations.
This is the coupling strength of the W Boson to the photon, which is the same as electric
charge of the electon. Because of this this, we can see that electric charge is a function of
the gY and gL parameters of the SM. We can also take a moment to note from Eq. 2.10 that
the mass of the W Boson is given by

mW =
v

2
gL.

The masses of the Z and W Bosons are related by mW = mZ cos θw. All of these values are
functions of gY , gL, µ, and λ, and the SM tells us unambiguously that the W Boson has a
smaller mass than the Z Boson.

If we write out all of the interaction terms in Eq. 2.8 after symmetry breaking explic-
itly, we find terms that correspond to ZWW , AWW , WWWW , ZZWW , AAWW , and
AZWW interactions. The coupling strengths of all of these interactions depend on different
combinations of e and trigonometric functions of θw. This thesis is concerned primarily with
the interactions of photons and W Bosons; the terms corresponding to these interactions
are:

Lγ+W = − ie
[
∂µAν(W

+
µ W

−
ν −W+

ν W
−
µ )

+ Aν(−W+
µ ∂νW

−
µ +W−

µ ∂νW
+
µ +W+

µ ∂µW
−
ν −W−

µ ∂µW
+
ν )
]

+ e2(AµW
+
µ AνW

−
ν − AµAµW+

ν W
−
ν ).

(2.12)

It should not be surprising here that the coupling strengths in both of these terms rely only
on e. The Feynman diagrams associated with these terms are shown in Figure 2.2. The forms
of the terms dictating the other 3- and 4-pronged interactions among the gauge Bosons are
exactly as in Eq. 2.12 up to the coupling strengths, which are presented in Table 2.2.

It is also possible to expand out the Eq. 2.8 to find terms describing interactions between
the Higgs Boson and massive gauge Bosons and terms expressing Higgs self-interactions:

LH = − g m2
h

4mW

h3 − g2

32

m2
h

m2
W

h4

+ 2
h

v
(m2

WW
+
µ W

−
µ +

1

2
m2
ZZ

2
µ) +

h2

v2
(m2

WW
+
µ W

−
µ +

1

2
m2
ZZ

2
µ).

(2.13)

We can note in particular that the coupling strength of the Higgs Boson to the W Boson is
proportional to m2

W , and that the coupling strength of the Higgs Boson to the Z Boson is
proportional to m2

Z . The Higgs Boson does not couple to the massless photon or gluon.
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Figure 2.2: Feynman diagrams for 3-pronged γWW vertex (top) and the 4-pronged γγWW
vertex in the Electroweak sector of the Standard Model. Associated Feynman rule used in
calculation of scattering amplitudes also provided.

Vertex Strength

ZWW e cot θw

γWW e

WWWW e2 csc2 θw

ZZWW e2 cot2 θw

γγWW e2

γZWW e2 cot θw

Table 2.2: Coupling strengths of the gauge Boson interaction vertices in the Standard Model.
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Figure 2.3: Feynman diagrams of the leading order processes contributing to WZ → WZ
scattering. Without the fourth diagram, the cross section would diverge at high energy.

Figure 2.4: Feynman diagrams of the leading order processes contributing to γγ → WW
scattering.

The coupling of the Higgs Boson to the massive vector Bosons has important consequences
in the SM. In a theory with massive vector Bosons but no Higgs Boson, cross sections for
vector Boson scattering are proportional to E2

m2 , where m is the Boson mass and E is the
scattering energy. Since the mass is fixed, that would imply the unphysical consequence
that the cross section should increase as a function of energy with no upper bound. The
introduction of the Higgs Boson and its interaction with the massive Bosons precisely cancels
this high-energy behavior, yielding physically meaningful results. For example, there are
four leading order Feynman diagrams associated with the scattering process WZ → WZ, as
shown in Figure 2.3. The high-energy behavior of the fourth diagram exactly subtracts the
high-energy behavior associated with the first three.

The divergence associated with massive Boson only scattering is not a concern for the
γγ → W±W∓ process that this thesis seeks to observe, as the photon is massless. The
leading order Feynman diagrams associated with this process are shown in Figure 2.4. This
process is unique in that it only involves Electroweak Boson vertices at leading order, making
it a powerful probe of the gauge structure of the SM. In order to produce two on-shell W
Bosons, both of which will have a mass of 80.4 GeV [2], the total energy of the two initial
state photons must be at least 160.8 GeV.
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Figure 2.5: Feynman diagrams that dictate the decay of W Bosons. Decay can be into either
a lepton and neutrino or into two quarks.

2.1.4 W Boson Decay

When an on-shell W Boson is produced, it decays quickly, with a half-life of 3× 10−25 s [2].
The decay of a W Boson proceeds via one of the Feynman diagrams in Figure 2.5. There are
two decay options: either a lepton and neutrino pair are created or a quark pair is created.
If the decay is to a quark pair, one of the quarks must be an up-type quark, and the other
must be a down-type quark. No decay may involve the top quark because its mass is higher
than the W Boson’s. The charge of the W Boson dictates the charge of the decay particles,
as charge must be preserved. W− Bosons decay to an e+ ν̄e pair 10.9% of the time, a µ+ ν̄µ
pair 10.7% of the time, and a τ + ν̄τ pair 10.6% of the time. Decays to quark pairs occur
the other 67.8% of the time.

2.1.5 Quantum Effects on Couplings

So far this discussion of the SM has involved only leading-order effects and Feynman dia-
grams with no loops. Tree diagrams essentially encapsulate classical physics; for example,
performing calculations using the leading order diagrams for the interaction of the electron
and the photon will give the same results as the Maxwell equations. Loops, however, are a
purely quantum mechanical effect that have profound consequences.

The most important consequence in the context of this thesis is the running of coupling
constants. When calculating the scattering of electrons and positrons in Quantum Electro-
dynamics one of the second order diagrams looks like that in Figure 2.6. The Bosons in the
diagram are photons, but any Fermion that couples to the photon can run around the loop,
so this diagram effectively corresponds to multiple diagrams, one for each charged Fermion
type.

When these diagrams are added to the leading order diagrams, the results can be inter-
preted as causing the value of the electric charge8 to change as a function of energy. If the
theory involves only a photon and an electron, the functional relationship between electric

8Which is to say the strength of the coupling of charged particles and photons
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Figure 2.6: One of the second order diagrams that contribute to 2 → 2 Fermion scattering
in Quantum Electrodynamics. The Bosons in the diagram are photons, and any Fermion
that couples to the photon can appear in the loop.

charge and energy at high energy is

e2
eff(Q) =

e2
R

1− e2R
12π2 ln Q2

m2

. (2.14)

Here Q is the energy of the interaction being studied, m is the electron mass, and eR is
just the electric charge, which has been measured at some energy value. A typical choice is
eR = eeff(m). Because the charge changes as a function of energy it is no longer just a value
that is written into the equation; a measurement must be made at at least one energy, so
that the value can be predicted for other energies. We should note here that as Q increases,
the denominator of Eq. 2.14 gets smaller, meaning that e increases. The electric charge
increases as a function of energy. Admittedly, this running is pretty subtle over the ranges of
energies that are consequential for everyday life, but it is an experimentally confirmed effect.
Based on this formula, when Q becomes very large, the electric charge diverges towards
infinity. This is not actually a physical consequence, rather a breakdown in the perturbative
framework used to derive Eq. 2.149. Luckily though, e remains small enough for perturbation
theory to work at energies that are currently experimentally accessible.

A dramatically different behavior occurs for the coupling of the strong force, which is
associated with the SU(3)C gauge and gc coupling constant. Gluons can self interact, so in
addition to diagrams like Figure 2.6, there are second-order diagrams that involve gluon loops
(which replace the Fermions in the middle with gluons) and gluon bubbles, which attach a
gluon loop to the middle propagator using the 4-point interaction vertex. Physically, the
consequence is that the strong coupling constant runs as

αs(µ) =
2π

β0

1

ln µ
ΛQCD

. (2.15)

9In perturbation theory, processes are calculated by summing up diagrams that contain progressively
more factors of e. When e is small, that means that only a few diagrams are important. As e becomes
large, more and more diagrams become relevant, up to the point that every conceivable diagram must be
considered to make an accurate calculation. Unfortunately, that’s impossible, as there are infinitely many
possible diagrams. See Section G.2.7 in Appendix G for more details
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Figure 2.7: Running of the strong coupling constant αs as a function of energy, Q [2].

Here, αs = g2c
4π

is used to make the equations simpler, µ is the observation energy, and

β0 = 11− 2nf
3

(nf is the number of quarks), which comes from group theory considerations.
ΛQCD is the energy at which αs = 1, or in other words, where perturbation theory breaks
down, as every diagram would be of equal importance. As long as there are fewer than 17
quarks (which is the case in the SM), then the numerator in Eq. 2.15 is positive, meaning
that the coupling actually decreases at higher energy and is stronger at lower energy. In
fact, ΛQCD is about 1 GeV, which is about the energy of the proton mass. The fact that
perturbation theory breaks down at low energy is problematic in the sense that effects related
to the strong force are largely incalculable at low energy. For example, while the strong force
binds the quarks in a proton together and the protons and neutrons of a nucleus together,
it is very difficult to calculate these binding energies. However, there are phenomenological
models based on data observations that allow for approximations to be made10. The change
in αs is a real phenomenon, and the value of αs has been measured in many experimental
contexts, as demonstrated in Figure 2.7.

The running of the strong force coupling also means that it is impossible to observe
“bare” quarks. When an object that has color charge, such as a quark, moves through
space and time, the strong force pulls particle-antiparticle pairs into existence to create
color-neutral objects. This process is known as “hadronization”. Hadrons are color-neutral
composite particles composed of quarks, bound together by the strong force. Baryons, such

10Such models are important to the simulations described in Chapter 5, and lead to the need for the
corrections described in Chapter 8
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as the proton and neutron, are a class of hadrons formed from three quarks, where each
quark carries one of the three colors (combining all three colors makes a color-neutral sum).
Mesons, such as pions and kaons, are formed by quark-antiquark pairs, where the color and
anti-color cancel each other.

2.2 Proton-Proton and Photon-Photon Collisions

2.2.1 Cross Sections and Proton Distribution Functions

Some of the most important values calculated using the SM are scattering cross sections,
which are normally denoted with σ. A cross section represents the probability that a par-
ticular process will occur. For example, we might want to calculate the probability that
an electron and positron with 4-momenta pe and pp collide and create a µ−µ+ pair. That
probability would be total cross section of this particular process, denoted as σe−e+→µ−µ+ .
Such a calculation is useful if we only care about the creation of the muons, regardless of
their kinematics. If we instead calculated the probability that the muon goes off in a partic-
ular direction with the anti-muon travelling in some other direction, that would be known
as a “differential cross section”. If we wanted to calculate the probabilty that the electron
and positron interact at all, regardless of the final state, that would be called a “total cross
section”. Process-specific, differential, and total cross sections are all calculable using per-
turbation theory as long as the coupling value is sufficiently small at the scattering energy
scale.

Cross sections in particle physics are conceptually related to the cross-sectional area of
an object, with both carrying units of area (or distance2). A larger value means a higher
probability of interaction. The unit of cross section that will be used throughout this thesis
is the “barn”11 (denoted by b). The conversion between barns and m2 is 1b = 10−28m2 =
100 fm2, where a femtometer12, fm, is 10−15 m. Total cross sections for a variety of scattering
interactions are presented as a function of center-of-mass energy in Figure 2.8. Center-of-
mass energy is the energy in a reference frame where the two incoming or scattering particle
have equal and opposite-direction momentum, meaning that the sum of their 4-momenta is
just a vector of the form (m, 0, 0, 0), where m is the sum of the energies of the two particles.
The energy sum, m, is also commonly denoted as

√
s, which comes from nomenclature used

in Feynman diagram calculations. Figure 2.8 shows that the total cross section for proton-
proton interactions at a center-of-mass energy of about 10,000 GeV – equivalently, 10 TeV
– is about 100 mb. Similarly the total cross section for two photons to interact and produce
hadrons is about 1 µb when

√
s = 10 TeV.

Scattering cross sections for particles such as photons, electrons, and positrons are all
calculable from the SM, as these are fundamental particles. Historically, many experiments
have accelerated electrons or positrons to high energies, and observed the resulting interac-

11The larger the side of the barn, the more likely you are to hit it after all.
12For context, the radius of the proton is just shy of 1 fm.
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Figure 2.8: Total cross sections for various proton+hadron interactions, including proton-
proton interactions, as a function of the center-of-mass energy of the scattering,

√
s. Cross

sections proton+photon and photon+photon interactions that yield hadrons in the final state
are also shown [2].

tions to see if they match SM expectations. This class of experiment is known as lepton
collider experiments. One can also collide high energy protons or other heavier ions. These
setups are called hadron colliders, and they can access higher energies than lepton colliders.
However, protons are not fundamental and do not appear in the SM. It is actually very
difficult to calculate total proton-proton scattering cross sections. The scattering of QCD
composite particles is physics that emerges from the SM but is not nicely encapsulated in a
clean, perturbative framework.

Fortunately, we are not totally out of luck when using proton colliders. When protons
of sufficiently high energy collide, the collision can actually be thought of as a collision of
the protons’ constituent particles. This is because the coupling of the strong force becomes
weaker at higher energies. Rather than behaving as a single strongly bound object, a proton
behaves as a collection of loosely bound quarks and gluons when probed at sufficiently high
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Figure 2.9: Parton Distribution Functions for two different energy scales. The x-axis in both
plots is the Bjorken x, which represents a fraction of the proton’s total momentum. The
y-axis for both is xf(x, µ), where f is the PDF [2].

energy. While a proton is nominally a bound state of 3 quarks, that is only half of the story.
Those 3 quarks are known as “valence quarks”, but they are bound together by a sea of
gluons and qq̄ pairs. Collectively the valence quarks, gluons, and sea quarks are known as
“partons”. The partons which comprise a proton are fundamental particles that appear in
the SM, so they can be used to calculate cross sections in a straightforward way. The trick
is that we must know what fraction of the partons are, say, up-quarks or gluons at a given
proton energy scale. Many experimentalists and theorists have done a great deal of work to
measure and derive these values, called “Parton Distribution Functions” (PDFs). Example
PDFs for two different proton energy scales are shown in Figure 2.9. The y-axis for both
is xf(x, µ), where f is the PDF, x is the “Bjorken x”, which represents a fraction of the
proton’s total momentum carried by the parton, and µ is the proton energy scale. Here,
f is the PDF, which is a probability distribution function. The sum of all of the partons’
momenta exactly equals the total momentum of the proton.

To calculate a cross section in a proton-proton collision, we must use the PDFs as

σab→X =

∫ ∫
dxa dxb fa(xa, µ) fb(xb, µ) σ̂ab→X(pa, pb). (2.16)

For example, we might be interested in the cross section for the process uū→ W+W−. Here,
a and b are the two types of partons that are colliding, u and ū. We must integrate over all
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of the possible momenta of these partons within the proton, where pi = xiP (P being the
total momentum of the proton). These integrals are weighted by the PDFs. The σ̂ is the
parton-level cross section for given momentum of the partons, which is calculable from the
SM.

We are typically interested in collisions involving high-energy partons. In the case of
uū → W+W−, the two partons must have sufficient energy to actually produce a W+W−

pair. When the partons carry such high energy, the strong coupling constant is small, and the
partons behave essentially as free particles. When such a process occurs in a proton-proton
collision, it is said to factorize into the hard-scatter and an underlying event (UE). The
underlying event involves the interactions of the rest of the two protons. These interactions
involve lower-energy partons and are not necessarily perturbative, but they can result in
many particles (mostly pions and kaons) being emitted in random directions13.

2.2.2 Equivalent Photon Approximation

The goal of this thesis is to observe the process γγ → W+W−. In order to produce two
W Bosons, the colliding photons must have very high energy- far above what is achievable
using a laser or synchrotron radiation. Unfortunately, neutral particles like photons cannot
be accelerated using conventional means, so a high energy photon collider is difficult to build.
However, in proton-proton collisions, we are able to directly study one type of high-energy
neutral particle interaction, gluon-gluon collisions, as gluons carry non-negligible fractions
of the proton momentum.

Photons are not partons, but photon-photon interactions do occur at hadron colliders.
These collisions are understood through the Equivalent Photon Approximation14 (EPA),
which interprets the highly boosted Electric field around accelerated hadrons as a flux of
photons [3, 4, 5].

Photons are particle interpretations of the propagation of the Electromagnetic field
through free space. They travel at the speed of light in and have direction. It is impor-
tant to note, however, that the Electric and Magnetic fields are transverse to the direction
of photon motion as shown in Figure 2.10.

A proton at rest produces an electric field that points directly away from the proton,
and there is no Magnetic field. This field can be interpreted as a somewhat complicated
superposition of low-energy photons, but when the field is boosted, things simplify. If we
embed the Electric and Magnetic fields in the Electromagnetic field strength tensor15, then

13Underlying Events play a major role in this thesis, particularly as a discriminant between our γγ →
W+W− signal and various backgrounds. They will be discussed in greater detail in Chapter 8 and Part III

14Sometimes referred to as the Weizsäcker-Williams Approximation.
15See Eq. G.24 in Appendix G. This appendix also has a more detailed review of Electromagnetism and

Relativity
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Figure 2.10: The Electric and Magnetic fields are transverse to the direction of photon
propagation [6].

a Lorentz boost in the x-direction takes the form of

Fµν =


0 Ex Ey Ez
−Ex 0 0 0
−Ey 0 0 0
−Ez 0 0 0

→

F ′µν =


cosh βx sinh βx 0 0
sinh βx cosh βx 0 0

0 0 1 0
0 0 0 1




0 Ex Ey Ez
−Ex 0 0 0
−Ey 0 0 0
−Ez 0 0 0




cosh βx sinh βx 0 0
sinh βx cosh βx 0 0

0 0 1 0
0 0 0 1

 .

(2.17)
After performing the matrix multiplications, we find

|E ′x| = |Ex|
|B′x| = 0

|E ′⊥| = | cosh βx E⊥|
|B′⊥| = | sinh βx E⊥|.

(2.18)

Here the prime indicates the field strength in the boosted frame, and the ⊥ symbol denotes
the transverse direction, which in this case is the y-z plane. As the speed of the boosted frame
relative to the stationary proton approaches the speed of light (v → 1), cosh βx becomes very
large, and sinh βx → cosh βx. In fact, at the Large Hadron Collider16, the protons that are
being collided travel at a speed of v = 0.99999999c, and they have cosh βx = 7460. This
means that |E ′x| � |E ′⊥|, so |E ′x| can effectively be ignored. We also have that |E ′⊥| ≈ |B′⊥|,
which is what we would expect for the Electric and Magnetic fields of a photon. The boosting
of the Electric field is visualized in Figure 2.11.

This approximation is used in a similar way to PDFs for parton collisions. The flux of
photons as a function of photon frequency, ω, is given heuristically as [7]

n(ω) =
2

π
Z2
p α ln

cosh β

ωR
. (2.19)

16see Chapter 3
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Figure 2.11: Visualization of the Equivalent Photon Approximation. The Electric field
around a stationary proton (left), can be approximated as a flux of photons after a large boost
(right). The compression of the photon is due to relativistic length contraction. Adapted
from [3]

Here, α = 1
137

, which is related to the strength of the electric charge. This equation is
approximate, but valid for any accelerated nucleus17, where Zp is the number of protons
in the nucleus, and R is the radius of the nucleus. In the case of a single proton, Zp = 1
and R ≈ 0.8 fm18. In truth, the photon flux depends strongly on the impact parameter, or
distance from the proton.

These fluxes can be used to calculate simplified photon-photon interaction cross sections
as [7]

σγγ→X =

∫ ∫
dω1 dω2

n(ω1)

ω1

n(ω2)

ω2

σ̂γγ→X(ω1, ω2). (2.20)

This equation is reminiscent of Eq. 2.16. To find the total cross section associated with
a γγ → X process, we have to integrate over all of the photon frequencies present. For
each combination of two frequencies, there is some cross section σ̂γγ→X(ω1, ω2) that can
be calculated from the SM. For γγ → W+W−, that calculation would be done using the
Feynman diagrams in Figure 2.4. A full calculation in EPA extends Eq. 2.19 with an integral
over impact parameter and retains the impact parameter-dependence of the flux functions;
thorough mathematical details of EPA can be found in Ref. [8] and Ref. [9].

2.2.3 Proton Dissociation

In EPA, the photons are radiated off of the proton as a coherent unit. However, because
quarks can radiate gluons, there is a non-zero photon PDF [10, 11, 12]; a photon emitted by

17A proton is a Hydrogen nucleus.
18Photon-photon collisions can also be studied in heavy-ion colliders. Heavy ions bring an increase in the

approximate photon flux thanks to the factor of Z2
p in Eq. 2.19; however, while more photons may collide,

they typically have lower energy than would be seen in the photon-photon interactions at a proton collider.
The smaller the ion R becomes, the higher the flux of high-frequency photons.
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one proton might interact with a photon “inside” the other proton. In general, this photon
PDF is known well thanks to electron-proton deep inelastic scattering results [13].

In the case that a high-energy photon is emitted or absorbed by parton, the proton can
dissociate. This is to say that the proton becomes a spray of hadronic material as the proton’s
partons separate and hadronize. The proton’s dissociation involves non-perturbative QCD,
so it is difficult to calculate the expected spectra for the directions and momenta of the
outgoing particles. However, the particles are expected to be forward19, potentially out of
the range of detection20. In the UE of a typical proton-proton interaction, there is a higher
probability that hadronic material is emitted transverse to the motion of the original proton.
It is not too hard to imagine why this is the case by considering momentum conservation.
After a proton radiates a photon, it still has significant momentum in its original direction of
motion. Conversely, a more typical proton-proton collision studied at the LHC is relatively
head-on: lower-energy partons travelling in opposite directions can interact with each other,
so the products of these interactions have less net momentum in the direction of either
proton.

In general, proton dissociation can occur for one or both of the protons. When there is no
dissociation, the interaction is labelled as elastic, as no energy is transferred into breaking up
the binding of the proton. If only one of the protons dissociates, that collision is labelled as
single dissociative, and if both protons dissociate it is double dissociative. These three types
of collisions are visualized in Figure 2.12. Regardless of the protons’ status after the emission
of the photons, all of the interactions can be called photon-induced, and they all provide access
to the γγ → W+W− process. Because of the presence of outgoing protons or their decay
products, at a proton collider this process can be expressed as pp(γγ) → p(∗)W+W−p(∗),
where p(∗) means that the proton can remain intact or dissociate.

EPA only accounts for photons coherently radiated from protons, so to account for dis-
sociative effects it is typical to define a cumulative photon PDF which is a sum of the
photon “PDF” from EPA and the PDF resulting from quark-radiated photons. Ref. [8] pro-
vides mathematical details on how to perform cross-section calculations with this cumulative
PDF, and furthermore how to compute cross-sections with rapidity21 restrictions on quarks
after photon radiation. This can be done by modifying the DGLAP equations [14, 15, 16]
which govern the energy-scale evolution of PDFs.

2.2.4 Survival Factors

While EPA is a good way to approximate photon collisions at hadron colliders, it decouples
the proton and the photon in a way that is not entirely realistic22. In EPA, the interacting
photons are on-shell, but in reality they are virtual particles emitted by the protons or their

19A “forward” particle is one travelling with direction similar to the incoming particles
20See Chapter 3
21A measure of how transverse a particle is to the initial proton direction (see Chapter 3).
22Beyond the dissociative effects discussed in Section 2.2.3
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Figure 2.12: Illustrations of the three photon-induced processes that contribute to γγ →
W+W− production at a proton collider. From left to right, the illustrations represent elastic,
single dissociative, and double dissociative production.

constituents. The use of EPA is justified when the energy of the colliding photons far exceeds
their virtuality, which is the case for photon collisions at the LHC23.

However, there are still corrections that can be made to improve the accuracy of predic-
tions using this framework. In particular, we can note that in EPA, the protons that emit
the photons are effectively ignored. While the protons may not exert a great deal of influ-
ence on the photon-photon collision24, the protons may still interact with each other 25 [9,
8]. This important fact can influence the overall cross-sections computed with EPA and the
phenomenology of photon-induced events.

The proton-proton multiple interactions (MI) in otherwise photon-induced events, de-
picted in Figure 2.13 with the skinny grey oval, primarily occur at low energy scales. These
interactions are due to the strong force in an energy regime where QCD is strong and non-
perturbative. While a precise calculation of this MI effect with perturbation theory is not
possible, approaches have been developed to parameterize its effects [17, 18, 19, 8, 9]. The
main effect of MI is encapsulated in a survival factor, S2. The term “survival factor” refers
to the survival of the “rapidity gap” between the two hadronic final states26. Explicitly, we
are interested in how often there are no additional particles produced transverse to the initial
direction of the protons due to proton MI, and S2 is the fraction of photon-induced events
that do not have central hadrons. S2 depends on the specific color-neutral exchange between
the two protons27, but here of course we only focus on the case of photon exchange. It also
depends on the impact parameter of the two protons, which is their physical separation. A
large distance between the protons leads to less MI.

23quark-radiated photons tend to be more virtual, with higher relative transverse momentum.
24After the photons have been emitted, that is.
25Either before or after photon emission.
26Either the two final state protons, or their remains in the case of dissociation.
27In general, photon-induced processes at hadron colliders can be called “exclusive”, where an exclusive

event is typically defined as one where the primary interaction between the initial state hadrons does not
involve any color flow.
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Figure 2.13: Multiple interactions of protons in a γγ → W+W− process. The skinny grey
region indicates low-momentum proton-proton interactions, while the circular region is a
stand-in for the different vertices in the γγ → W+W− process.

For photon-induced processes, S2 must be calculated separately for the cases when both
photons are emitted coherently from the protons, when one is a quark-radiated photon
and one is coherently emitted, and when both are quark-radiated photons. Cases involving
quark-radiated photons involve much smaller impact parameters, and therefore much smaller
survival factors.

Two modern approaches to survival factor calculations can be found in Ref. [17] and
Ref. [8, 9, 20]. Both methods encapsulate the survival factor in a suppression form factor
that is integrated over proton-proton impact parameters, though the S2 predictions of the
first tend to be little lower. The first method predicts an S2 of 0.7 for the case of photon-
induced high-m`` di-muon production28 and an S2 of 0.65 for γγ → W+W−. The second
method predicts an S2 of 0.86 for the high-m`` di-muon case and 0.82 for γγ → W+W−.
These predictions agree within uncertainty with a measurement of γγ → l+l− performed by
ATLAS [21].

2.3 Experimental Status of Photon-Induced Physics

The success of the SM can be summarized succinctly with Figures 2.14 and 2.15. These plots
show that the SM correctly predicts cross sections that differ by over 10 orders of magnitude
and span a wide range of phenomena, from vector Boson interactions to quark scattering.
No other theory in any discipline has matched the precision and breadth of the SM.

2.3.1 Recent and Historical Measurements

The earliest published experimental results regarding photon-induced processes at acceler-
ators date back to the 1990s. These were primarily observations of e+e− production in

28With m`` > 160 GeV
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Figure 2.14: Summary of Standard Model cross section measurements performed by the
ATLAS Collaboration using proton proton collisions at

√
s = 7, 8, 13 TeV [22].

ultra-peripheral heavy ion collisions, which is dominated by the γγ → e+e− process. The
leading order Feynman diagram for this process is shown in Figure 2.16. Heavy-ion collisions
have enhanced photon fluxes relative to proton-proton collisions thanks to the factor of Z2

p

in Eq. 2.19, and production of e+e− pairs requires the lowest center of mass energy of the
two-photon initial state. Some early results are:

• The CERES/NA45 observed e+e− production with 10 MeV < m`` < 100 MeV when
Sulfur at 200 GeV/u29 collided with a stationary Platinum Target at the CERN Super
Proton Synchrotron (SPS)30 [23]. A separate group observed e+e− production when
SPS Sulfur ions at the same energy collided with stationary Aluminum, Gold, and
Palladium targets [24].

• At the Lawrence Berkeley National Lab Bevelac, Uranium ions at 0.96 GeV/u and
Lanthanum ions at 0.405, 0.96, and 1.3 GeV/u produced e+e− pairs when colliding
with Silver, Gold, and Copper targets [25].

29GeV per nucleon
30See Chapter 3
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Figure 2.15: Summary of Standard Model cross section measurements performed by the
CMSs Collaboration using proton proton collisions at

√
s = 7, 8, 13 TeV [22].

• The STAR Collaboration at the Relativisitic Heavy Ion Collider (RHIC) observed e+e−

production in Gold-Gold collisions at a nucleon-nucleon pair center of mass energy of√
sNN = 200 GeV [26]. This experiment involves collisions of two accelerated beams

of ions, rather than an accelerated beam and a stationary target.

There were also some results from electron-proton colliders in the early 2000s. For ex-
ample, the H1 and ZEUS Collaborations at the DESY’s HERA accelerator also observed
photon-induced e+e− and µ+µ− production [27, 28, 29]. These measurements were per-
formed at center of mass energies of

√
s = 301 and 319 GeV.

The first photon-induced processes observed in hadron colliders were photon-induced
e+e− and µ+µ− production in proton-antiproton collisions at

√
s = 1.96 TeV at FermiLab’s

Tevatron [30, 31, 32]. The first observation, which was γγ → e+e− in Ref. [30], was estab-
lished with 16 events with 10 < m`` < 40 GeV, 2 of which were expected to be background.

Within the past 10 years, the ATLAS and CMS collaborations have produced many
measurements of photon-induced phenomena, which have either matched SM predictions or
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Figure 2.16: Feynman diagram depicting the process γγ → l+l−.

have been used to improve survival factor modeling31.
Of course, a benchmark measurement is still photon-induced di-lepton production. This

process has been observed by ATLAS in proton-proton collisions at
√
s = 7 TeV and 13

TeV [33, 34], and has even been observed with reconstructed final state protons32 [21]. In
Ref. [33], ATLAS found fiducial cross-sections of 0.43 ± 0.04 pb for the e+e− channel, and
0.63 ± 0.04 pb for the µ+µ− channel33. In Ref. [34], the fiducial cross-section of the µ+µ−

was measured to be 3.12 ± 0.16 pb; part of the increase comes from difference in the leptons
selections, and part is due to an increase in the cross-section with

√
s – the cross-section

scales as σ ∝ (ln
√
s)3. The photon-induced di-lepton process has also been observed in

lead-lead collisions at a nucleon-nucleon center of mass energy of
√
sNN = 5.02 TeV [35].

Similar measurements have been produced by CMS [36, 37].
Another impressive result is the observation of light-by-light scattering, or γγ → γγ.

This is a process that can only proceed via a quantum loop, with the dominant loop shown
in Figure 2.17. This is a dramatic quantum effect in the SM, as light cannot interact with
itself in classical Electromagnetism. This process was first observed by ATLAS is lead-lead
collisions at a

√
sNN = 5.02 TeV [38, 39]. In this context, an “observation” means a 5σ

significance rejection of the hypothesis that light-by-light scattering does not occur. This
means that we are at least 99.99997% sure that we have observed the process. A result
with a significance of at least 3σ is called “evidence” for a process. ATLAS measured a
fiducial cross-section for this process of 78 ± 15 nb. This indicates 99.7% confidence that a
process has been observed. CMS has established evidence for light-by-light scattering, also
in lead-lead collisions at a nucleon-nucleon center of mass energy of 5.02 TeV [40].

31The impact-dependent form factors mentioned in Section 2.2.4 rely on experimental input.
32See Section 3.2.6
33A fiducial cross-section is the cross-section after applying cuts on various observables, such as lepton

kinematics. Different requirements were used to select electrons and muons, leading to some of the difference
in the fiducial cross-sections
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Figure 2.17: Feynman diagram depicting the process γγ → γγ. The particles in the loop
can be any charged Fermion.

Prior to the work presented in this thesis, evidence for γγ → W+W− had been established
by both ATLAS and CMS in proton-proton collisions at both 7 and 8 TeV [41, 42, 43]. In
Ref. [41], ATLAS measured the fiducial cross-section to be 6.9 ± 2.6 fb, when requiring one
W to decay to an electron and the other to decay to a muon. This thesis focuses on an
analysis with ATLAS, using 13 TeV proton-proton collisions.

2.4 Beyond the Standard Model

While the SM accurately describes almost every particle interaction that has every been
observed, there are phenomena that are not explained by the SM, suggesting that it is not
complete or that it must be modified somehow. Some of these open problems are:

• Gravity is not explained by the SM. Currently, the best theory of gravity is Einstein’s
General Relativity, which is not quantum mechanical in any way. At extremely short
distance scales and at high spacetime curvatures, this description of gravity is expected
to be insufficient.

• Dark matter is not primarily composed of any of the particles in the SM. Despite this
fact, Dark Matter accounts for about 85% of the mass in the universe, as deduced from
various Astrophysical observations [44, 45]. New particles are needed to explain Dark
Matter.

• The SM does not explain why the universe is primarily composed of matter rather
than anti-matter. As the universe cooled after the Big Bang, some process or pro-
cesses favored the existence of matter over anti-matter, but most of the interactions in
the SM treat matter and anti-matter symmetrically [46]. There are some subtle SM
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mechanisms that favor matter over anti-matter, but they are not sufficient to explain
the predominance of matter in the current universe [47].

• It has been experimentally confirmed that neutrinos have mass [48], though it is not
known how they acquire their mass. It could be through the introduction of right-
handed neutrinos as discussed in Section 2.1.2, but it could be through other mecha-
nisms [49].

There are also some theoretical open questions in the SM. While in some sense, these are
primarily aesthetic issues rather than inconsistencies, two major examples are [50]:

• It is strange that the mass of the Higgs Boson is so “low” compared to the Planck scale,
which is about 1019 GeV. The mass of a quantum field is related to its propagation
through space and time, and this propagation is in turn sensitive to quantum effects,
such as loops. If there is some quantum theory of gravity at high energy, then the
quantum corrections to the mass of any fundamental scalar field, such as the Higgs,
should be sensitive to this physics. The fact that the Higgs mass is not near the
Planck mass suggests that some miraculous fine-tuning exists in the SM. This problem
is referred to as the “hierarchy problem”.

• Almost every possible term that respects the symmetries of the SM is in the SM.
However, there is one term that could be added to the SU(3) sector that would cause
matter and anti-matter to be treated slightly differently. Any asymmetry that would
result from this term has never been observed. It is unclear why this term is not
present, or alternatively why it has a coefficient that is nearly 0. This is referred to as
the “strong CP” problem.

Many “Beyond the Standard Model” (BSM) theories have been proposed to resolve one
or more of these observational and theoretical issues. The following list barely scratches the
surface:

• In “Supersymmetry” every Fermion in the SM gains a new Bosonic counterpart, and
every Boson gains a Fermion partner [51]. This theory is designed to resolve the
hierarchy problem and provides a dark matter candidate.

• If right-handed neutrinos exist, they can acquire a unique mass term in the SM La-
grangian, known as a “Majorana mass” [52]. This term can force the regular neutrino
masses to be small, introduce a mechanism to generate the universe’s matter-anti-
matter asymmetry, and can provide a dark matter candidate.

• A new U(1) symmetry can be introduced to the SM to resolve the strong CP prob-
lem [53]. This solution can also provide a dark matter candidate.

• String theory [54] and Quantum Loop Gravity [55] have both been proposed as poten-
tial quantum theories of gravity.
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2.4.1 Effective Field Theory and the Importance of γγ → W+W−

Most BSM models have consequences that should be experimentally verifiable. If a new field
is introduced, then the resulting particle should be able to be discovered directly. However,
if this particle is too massive to be produced at current colliders or too difficult to detect
directly, its presence can still have physical consequences due to quantum effects. These
mostly manifest as modifications of SM predictions for the interactions of the known particles.
A popular mathematical framework for “parameterizing our ignorance” and allowing for BSM
effects in the SM is known as Effective Field Theory (EFT).

In the SM Lagrangian, terms such as (Fαβ)W 2 or FαµFανWµWν weren’t allowed due to
gauge symmetry considerations. Such terms are Lorentz invariant, and can be added to the
SM after the SU(2)×U(1) symmetry is broken by the Higgs mechanism. However, quantum
corrections, similar those that make the Higgs mass sensitive to high-energy physics, actually
suppress terms like these, which are said to have high mass-dimension. Every factor of a
vector field, scalar field, or derivative adds 1 to the mass-dimension of a term, so the two
examples given above have mass-dimension of 6. These terms would actually modify the
γγWW coupling predictions of the SM, but they are suppressed by a factor of 1

Λ2 , where Λ
is the energy scale at which the new physics exists. If new physics only exists at the Planck
scale, then these terms would be highly suppressed, but new physics could exist at the order
of 1-10 TeV.

In general, every term of high mass-dimension, di, has a unique coefficient, fi
Λdi−4 , allowing

the terms to contribute with different strengths. It is unknown a priori what fi or Λ should
be, but in the SM, fi = 0. Lists of potential di = 6 and di = 8 terms that could affect the
γγ → W+W− are given in [56, 57, 58, 59]. Terms that affect the γγW vertices in Figure 2.4
are said to induce anomalous trilinear gauge couplings, and terms that affect the γγWW
vertices induce anomalous quartic gauge couplings. The γγ → W+W− scattering process is
especially relevant in searching for (and placing constraints on) anomalous couplings [60], and
studies have been performed in the past at both LEP [61] and the Tevatron [62]. Experiments
at these colliders were not able to find the γγ → W+W− process, suggesting that a large
enhancement above the SM production rates does not occur. The LHC produces much more
data though and at significantly higher energy, increasing sensitivity to anomolous couplings
by more than an order of magnitude [63]. Both ATLAS and CMS have placed constraints
using LHC proton-proton data at 7 and 8 TeV [41, 43, 42].

A widely used EFT Lagrangian is be expressed as [57]

LEFT = LSM +
∑

dim−6

ci
Λ2
Oi +

∑
j=1,2

fS,j
Λ4
OS,j +

∑
j=0,...,9

fT,j
Λ4
OT,j +

∑
j=0,...,7

fM,j

Λ4
OM,j. (2.21)

Here, the Oi, OS,j, OT,j, and OM,j operators refer to specific combinations of fields. For
the dimension-8 operators, normally only combinations of the W , Z, B, and H fields are
considered, but there are some dimension-6 terms that involve Fermions. Analyses that
interpret their results in light of this framework often place constraints on the c/Λ2 or f/Λ4

coefficients.
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The γγ → W+W− process is not the only one that can be used to constrain these
factors [64, 58]. Its relevance to the dimension-6 and OS,j operators is generally considered
marginal, with analyses such as generic Vector Boson Scattering with jets, and QCD-induced
WW , WZ, or ZZ production placing stronger limits. However, γγ → W+W− is considered
more relevant for the dimension-8 OT,j and OM,j operators, which are

OT,0 = Tr[Wµ,νW
µ,ν ]× Tr[Wα,βW

α,β]

OT,1 = Tr[Wα,νW
µ,β]× Tr[Wµ,βW

α,ν ]

OT,2 = Tr[Wα,µW
µ,β]× Tr[Wβ,νW

ν,α]

OT,5 = Tr[Wµ,νW
µ,ν ]×Bα,βB

α,β

OT,6 = Tr[Wα,νW
µ,β]×Bµ,βB

α,ν

OT,7 = Tr[Wα,µW
µ,β]×Bβ,νB

ν,α

OT,8 = Bµ,νB
µ,ν ×Bα,βB

α,β

OT,9 = Bα,µB
µ,β ×Bβ,νB

ν,α

(2.22)

and
OM,0 = Tr[Wµ,νW

µ,ν ]×
[
(DβH)†DβH

]
OM,1 = Tr[Wµ,νW

ν,β]×
[
(DβH)†DµH

]
OM,2 = [Bµ,νB

µ,ν ]×
[
(DβH)†DβH

]
OM,3 = [Bµ,νB

ν,β]×
[
(DβH)†DµH

]
OM,4 =

[
(DµH)†Wβ,νD

µH
]
×Bβ,ν

OM,5 =
[
(DµH)†Wβ,νD

νH
]
×Bβ,µ

OM,6 =
[
(DµH)†Wβ,νW

β,νDµH
]

OM,7 =
[
(DµH)†Wβ,νW

β,µDνH
]
.

(2.23)

In particular, initial projections indicate that the γγ → W+W− analysis should be able
to place leading constraints on the OT,0, OT,5, OT,6, and OT,7 operators and the OM,0, OM,1,
OM,2, OM,3, OM,4, and OM,5 operators.

Another experimental handle that allows for stronger limit placement is the fact that
these operators do not only cause potential enhancements to (or deficits in) the overall
cross-section. For example, they can cause enhancements in certain kinematic regimes, such
as at higher mγγ, or distort spectra, such as the expected momentum of the W Bosons [41,
43, 42]. Typically, γγ → W+W− analyses look for leptonic decays of the W Bosons, so
differential cross-section distributions in quantities such as m`` or pT,`` can be made. A
differential distribution shows the cross section as a function of some kinematic variable,
enabling comparisons to the spectrum shape predicted by the SM or by EFT-enhanced
models.
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Chapter 3

The Large Hadron Collider and the
ATLAS Detector

This chapter summarizes the experimental underpinnings of this thesis, from the acceleration
of charged particles at the Large Hadron Collider (LHC) to the various components of the
ATLAS detector.

3.1 Synchrotrons and the Large Hadron Collider

3.1.1 Particle Accelerators

As discussed in Section 2.2.2, high energy photon collisions are experimentally accessible at
lepton or hadron colliders: energetic, slightly-virtual photons emitted by the high-energy
charged particles can interact. While photons cannot be accelerated by conventional means,
charged particles can be with simple Electromagnetism. Electric fields exert forces on
charged particles, causing acceleration. In fact the electron-volt (eV) unit is defined as
the amount of energy an electron would gain if accelerated over a potential difference of 1
V in vacuum (remember that a Electric field is created by potential difference). The greater
the potential difference, the greater the energy a charged particle would gain.

While establishing a potential difference in the TeV range is practically impossible, accel-
erators can push protons to energies in the 1-10 TeV range through successive accelerating
“kicks”. The first type of accelerator to realize this concept was the “cyclotron”, which
was incidentally developed at Berkeley [65]. An additional insight in the development of
this type of accelerator is that if the charged particles are travelling in a circle, then they
can be kicked many times using a small number of accelerating units. The “cyclo” in the
cyclotron’s name comes from this circular motion principle. Cyclotrons use a radiofrequency
(RF) alternating current source to accelerate particles over a gap between two semicircular
bending regions, where the alternating orientation of the field kicks the charged particles in
the correct direction as they pass between the semicircles. They use a fixed magnetic field to
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bend the particles in a circle, and as the speed of the particle increases, its radius of motion
increases. The maximum accessible energy with a cyclotron is limited by its radius and by
relativistic effects. As a particle approaches the speed of light, the frequency of its passes
between the hemispheres becomes out of phase with the RF source driving it.

The prevailing type of accelerator for modern high energy physics is the synchrotron [66,
67]. The synchrotron overcomes the cyclotron’s limitations with two key insights. First,
synchrotrons are fixed-radius accelerators. Where the cyclotron’s magnets had fixed field
strength, the bending magnetic field for a synchrotron is adjusted as the particles speed
up, causing them to bend with a set radius. Additionally, the RF sources that drive the
particles have adjustable frequency, allowing the kicks to be carefully synchronized with the
particles’ arrival times. This synchronization is where the synchrotron derives its name. In
principle, the synchrotron can accelerate particles to arbitrarily high energies, but this is not
achievable in reality. Charged particles will lose energy through synchrotron radiation when
they are accelerated by the bending magnets, and there are limits to how fast RF fields can
be made to oscillate. Another limiting factor is the achievable magnetic field strength for
bending particles. Increasingly high fields are needed to hold increasingly energetic particles
at the same radius of curvature. Most magnet setups can only exert a limited range of field
strengths, so acceleration is often performed in multiple stages, where particles are injected
into rings of increasing radius as they gain energy.

3.1.2 The Large Hadron Collider

The world’s largest and highest energy collider, the Large Hadron Collider (LHC) [68], is
located at the European Organization for Nuclear Research (CERN) near Geneva, Switzer-
land. The LHC sits in a 27 km circumference tunnel that is about 100 m underground,
passing beneath the Franco-Swiss border. This tunnel was previously used by the Large
Electron-Positron (LEP) collider [69], which, as the name suggests, was an electron-positron
collider. An illustration of the complete accelerator complex is given in Figure 3.1. The
protons that will eventually be sent into the LHC are initially stored in a bottle of Hydrogen
gas. The Hydrogen is ionized, yielding protons that are passed through a linear accelera-
tor, the Linac2, and the circular Proton Synchrotron (PS) Booster, reaching energies of 50
MeV and 1.4 GeV after the two steps respectively [70]. From the booster, the protons are
accelerated to 25 GeV in the PS and are injected into the Super Proton Synchrotron (SPS).
The SPS was final accelerator in the CERN complex in the 1980s, accelerating protons and
anti-protons to an energy around 250 GeV; it was used to discover the W and Z bosons [71,
72, 73, 74].

After being accelerated to 450 GeV by the SPS, the protons are injected into the LHC.
In Run 1 of the LHC, which was in 2009-2012, protons were accelerated to either 3.5 TeV
or 8 TeV, depending on the year, yielding a center of mass collision energy of

√
s = 7 or 8

TeV. In Run 2 of the LHC, which was from 2015-2018, the protons were brought to 6.5 TeV,
for a collision energy of

√
s = 13 TeV. After reaching their maximum energy, the protons

circulate in the LHC for several hours.
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Figure 3.1: Map of the CERN accelerator complex. A proton starts its journey through the
accelerator in the linear accelerator labelled LINAC2. It then is sent into the BOOSTER and
then the Proton Synchrotron (PS). From the PS it is sent into the Super Proton Synchrotron
(SPS), and from the SPS it is sent into the LHC. The proton’s energy increases at each
subsequent step. [75].

The LHC “ring” itself is in truth comprised of eight arcs and eight “insertions” [70].
The different insertions are where protons are injected into the LHC, extracted from the
LHC, accelerated, or collided. There are two proton beams in the LHC, running in opposite
directions; for most of the LHC’s length, there are two beampipes that keep the beams
separated by 192 mm. The beampipes are kept at ultrahigh vacuum to prevent beam protons
from interacting with gas in the pipes. At “interaction points”, the two beams are passed
through each other in a single beampipe. Four experiments are built around the interaction
points: ATLAS [76], CMS [77], LHCb [78], and ALICE [79].

Sixteen total RF cavities are used to accelerate the beams (eight cavities per beam),
where each cavity delivers 2 MV at 400 MHz [70]. The RF nature of the cavities is key to
the actual structure of the LHC beams, which is composed of circulating bunches of about
1.2 × 1011 protons each. The RF cavities create an oscillating electric field, and as protons
circulate, those on the front end of a bunch receive a smaller kick than protons in the back
of the bunch, thus preserving the bunch structure of the beam. At a maximum fill, there
are 2808 bunches circulating in each beam of the LHC at any given moment. At interaction
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Figure 3.2: Beamspot size information for Run 2 of the LHC as recorded by ATLAS [80].
The left plot shows the typical transverse size of the beamspot, and the right plot shows the
typical longitudinal size, where in both directions, the density of interactions is modelled as
a Gaussian distribution.

points, bunches pass through each other once every 25 ns (assuming each bunch is filled for
both beams). For some perspective, the protons in the LHC travel at about 99.999999% of
the speed of light, and circulate the LHC 11,245 times per second.

A system of magnets keep the beams rotating in the beampipes and focused [70]. Super-
conducting dipole magnets are built around the pipes in the arc sections of the LHC, which
bend the beams. Series of quadrupole magnets are used to focus the beams, which naturally
disperse due to electromagnetic repulsion between the protons that make up the bunches.

When the beams pass through each other in the interaction points, the region where
the bunches overlap is called the “Luminous Region” or “beamspot”. This is the physical
location where proton-proton collisions actually occur. ATLAS monitors the size and shape
of the beamspot, and this information for LHC Run 2 is shown in Figure 3.2. The left-
hand plot shows the transverse size of the beam as a function of time, and the right-hand
plot shows the longitudinal size. In the transverse direction, the interactions were typically
contained in a roughly circular region with a diameter of about 10 µm, but occurred in
a region with a length of about 42 mm in 2015 and 35 mm in 2016-2018 [80]. This was
determined by fitting a Gaussian function to the z distribution of reconstructed vertices [81]
(see Section 4.1). For context, that is bit narrower than a typical human hair, though it may
be about as long as a hair, depending on the barber.

3.1.3 Luminosity

To predict the number of times a particular process, such as γγ → W+W−, will occur, we
must know both the cross section for the process (see Sec. 2.2) and the “luminosity” delivered
by the LHC. The luminosity is primarily a function the number of protons delivered to each



CHAPTER 3. THE LARGE HADRON COLLIDER AND THE ATLAS DETECTOR 37

experiment per second, the beam size, and the overlap of the beams. It can be functionally
expressed as [2]

L = f
n1n2

4πσxσy
. (3.1)

Here, f is the frequency with which a bunch circulates the LHC: 11,245 Hz. There are two
bunches passing through each other, and n1 and n2 are the numbers of protons per bunch.
The σx and σy values are the transverse root mean squared sizes of the beam, assuming
that both beams have identical shape. Equation 3.1 additionally assumes that the center
of the beams overlap; if the beams are off-center the equation must be modified such that
the denominator encapsulates the overlapping area of the beams. Heuristically, the units of
luminosity carry a factor of 1/area and 1/time. Instantaneous luminosity is often cited in
units of cm−2s−1.

The total number of times a process occurs is given by the formula

Np = σp

∫
L(t)dt. (3.2)

Here, L is the instantaneous luminosity, which can change as a function of time, Np is the
total number of times a process is predicted to occur, and σp is the process’s cross section.
The time integral is performed over the period for which we are trying to predict Np. The
quantity

∫
L(t)dt is often called the “integrated luminosity”, and it is often expressed in

units of b−1 (or nb−1, pb−1, or fb−1 as the case may be). This makes calculating Np easier,
given that σp is often expressed in barns. To be explicit, 1 fb−1 corresponds to more pp
collisions than 1 pb−1, and 1 pb−1 is more than 1 nb−1, etc. To observe processes with
smaller and smaller cross sections, you need more and more integrated luminosity.

The integrated luminosity as a function of time delivered to and recorded by the ATLAS
experiment over the course of LHC Run 2 is shown in Figure 3.3 [82]. The integrated
luminosity of data considered good for physics analysis is also shown [83]. This is the data
that will be used in this thesis, corresponding to 139 fb−1 of proton-proton data. This value
was determined using the LUCID-2 detector [84] with the algorithm described in Ref. [85].
More information on luminosity measurements is given in Appendix D, which also describes
a luminosity algorithm I developed based on Pixel Cluster Counting.

3.1.4 Pileup

Despite the fact that there are about 1.2×1011 protons in each bunch, the bunches are mostly
empty space. Almost all of the protons in the opposite-moving bunches in the interaction
point simply pass by each other without interacting. However, some of the protons must
interact for there to be data. The probability distribution for the mean number of interactions
per bunch crossing as recorded by ATLAS for LHC run 2 is shown in Figure 3.4 [82]. The
distributions are normalized to integrated luminosity and are shown for Run 2 in its entirety
and for each year separately. The fewest numbers of collisions per crossing were seen in
2015, with the highest rate of collisions seen in 2017 and 2018. On average, 33.7 interactions
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Figure 3.3: Integrated luminosity delivered to and recorded by the ATLAS experiment as a
function of time in LHC Run 2 [82]. The integrated luminosity of data considered good for
physics analysis is shown in blue, totalling 139 fb−1 over all of 2015-2018.

per crossing occurred in Run 2, with a range extending down to 10 and up to 70. The
definitions of luminosity and integrated luminosity already account for the possibility of
multiple interactions per crossing, so no modifications are needed.

We will find that the density of interactions is a very important factor in the search
for γγ → W+W−. Figure 3.5, shows the typical interaction density in the middle of the
interaction point as a function of the number of interactions per bunch crossing for a few
months of 2017 data-taking [80]. For this time period, the most data was collected in beam
conditions with 60 interactions per crossing, and a density of about 0.75 interactions per
mm.

3.2 ATLAS Detector

Having learned how particles interact in Chapter 2 and how to collide high energy protons
in Section 3.1, the last major piece of the puzzle is learning how to observe proton collisions.
There is no microscope that is strong enough to observe fundamental particles, and even if
you did stand near the interaction point with a lens of some sort, you wouldn’t last long due
to the radiation. Somewhat paradoxically, large, multi-component detectors must be used
to measure fundamental particles precisely. One such detector, the ATLAS detector [76],
was used to collect the data used in this thesis. This section presents the design details of
the detector and how the components are used to detect particles.
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Figure 3.4: Probability distribution functions of the mean number of proton-proton inter-
actions per bunch crossing as recorded by ATLAS in LHC Run 2 normalized to integrated
luminosity, both cumulatively and for each year individually [82].

Figure 3.5: Typical interaction density in the middle of the interaction point as a function
of the number of interactions per bunch crossing for a few months of 2017 data-taking [80].
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3.2.1 Overview

The ATLAS detector, pictured in Figure 3.6 [86], is a cylindrical multi-purpose detector built
around one of the LHC interaction points. It is about 44m long and 25m high, providing
nearly 4π coverage around the proton-proton collisions. To mathematically refer to the
positions and trajectories of particles, a right-handed Cartesian coordinate system is defined
such that the positive x-axis points towards the inside of the LHC ring, the y-axis points up,
and the z-axis is along the beamline, in the direction of oncoming protons. The (0, 0, 0)
position is in the center of the detector, which is symmetric in the positive-z and negative-z
directions. One can also use a polar coordinate system based on the Cartesian one, where
the φ angle is the inclination from the x-axis, spinning counterclockwise around the z-axis
from 0 to 2π, and r is the perpendicular distance from the z-axis. A θ angle is often used,
which is the inclination from the positive-z axis, extending from 0 to π.

There are two magnet systems in ATLAS [76]: a solenoid magnet provides a 2 T field
that points in the z-direction for the innermost section of the detector, and a toroidal magnet
system creates a magnetic field for the outermost sections of the detector. The magnetic
fields allow for the measurement of charged particles’ momenta using the formula pT = qBR,
where pT is the momentum of the particle transverse to the magnetic field, q is the charge
of the particles, B is the strength of the magnetic field, and R is the bending radius of
the particle. In the context of ATLAS and similar experiments, this relationship can be
rewritten as pT = 0.3BR, as long as the momentum is in GeV, the particle’s charge is the
same as that of an electron, the magnetic field is in T, and the radius is in m.

Because the magnetic field due to the solenoid is in the z-direction and therefore parallel
to the beamline, the component of a particle’s momentum transverse to the beamline is an
important quantity:

pT =
√
p2
x + p2

y.

A last important quantity used in describing position and trajectory in ATLAS is “pseu-
dorapidity”. Pseudorapidity, or η, is a transformation of the angle θ:

η = − ln
[

tan
(θ

2

)]
. (3.3)

For massless particles, pseudorapidity is equivalent to “rapidity”, which can be defined
as

y =
1

2
ln
(E + pz
E − pz

)
.

For massive particles, pseudorapidity is a good approximation of rapidity, especially when
the particle’s energy is large compared to its mass. The introduction of this rapidity might
seem arbitrary, but it is related to the rapidity that was discussed in the context of relativity
(see e.g. Eq. G.10). Differences in rapidity are actually Lorentz invariant. This is important
because while collisions in the LHC occur in the center-of-mass frame of the incoming protons,
the fundamental particles that collide (the quarks, gluons, or in our case, photons) don’t
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Figure 3.6: The ATLAS detector with various subsystems labelled. Average-sized humans
are shown in red for scale [86].

necessarily have perfectly balanced momentum in the z-direction. Furthermore, particle
production in proton-proton collisions is roughly isotropic in η rather than θ [87]. A few
lines illustrating η in physical space are drawn in Figure 3.7.

The trajectories of particles are most often specified in ATLAS using η and φ, and the
angular distance between two particles is given as ∆R =

√
(∆η)2 + (∆φ)2.

3.2.2 Inner Detector

When a particle is emitted by a proton-proton collision at the ATLAS interaction point, the
first object it encounters is the beampipe [88]. This is not an active element of the detector,
just a 0.8 mm thick Beryllium pipe with an inner radius of 23.5 mm. Most particles pass
through the beampipe without interacting; it constitutes 0.32% of a radiation length (X0),
which is the distance over which a high-energy electron loses all but 1/e of its energy.

Immediately outside of the beampipe is the inner detector [76, 89, 90], which has a
primary purpose of reconstructing charged particles with |η| < 2.5 and measuring their
momenta. The inner detector is schematically laid out in Figure 3.7. Broadly speaking,
there are three subcomponents of the inner detector: the Pixel Detector and Insertable
B-Layer (IBL), the Semiconductor Tracker (SCT), and the Transition Radiation Tracker
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Figure 3.7: Cross-sectional layout of ATLAS inner detector [88]. The different components
of the detector, including the IBL are specified, along with their radial information. Guid-
ing lines are also included to illustrate the η values for particles passing through various
components of the detector.

(TRT).

The IBL and Pixel Detector

The IBL and Pixel Detector comprise the components of the detector closest to the interac-
tion point [76, 89, 91, 90]. They are four layers of silicon pixel modules, forming cylinders
around the beampipe with radii of 33.5 mm (IBL), 50.5 mm, 88.5 mm, and 122.5 mm (Pixel
Detector). A “pixel” is a small, rectangular region of silicon. When a charged particle passes
through the silicon, charge is liberated within the silicon that can be read out by attached
electronics. As a charged particle passes through multiple layers of the detector, it’s position
at the layers’ radii is known to within the resolution of the pixels, allowing its trajectory to
be calculated.

The IBL was inserted into the ATLAS detector, along with a new beam pipe, between Run
1 and Run 2 of the LHC. It’s main purpose was to improve the resolution of measurements
of where charged particles originate, both in z and in r. This origin resolution is important
for identifying B-hadrons, which is where the IBL gets its name. The IBL consists of 14
staves, laid out around the beampipe as illustrated in Figure 3.8 (a) and (b). The pixels
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Figure 3.8: Illustration of the ATLAS Insertable B-Layer (IBL) [90]. A cross-sectional image
in the bottom left illustrates how the staves are oriented around the beam pipe, and the top
image illustrates how the modules are arranged on each stave.

on the staves have a width in the φ-direction of 50 µm, a length in the z-direction of 250
µm, and are either 200 µm or 230 µm thick, depending on whether they are “planar” or
“3D” pixels (see Figure 3.8). In the barrel layers, the size of the pixels allow for position
measurements with a resolution of about 10 µm in the φ-direction and about 70 µm in the
z-direction. Each module consists of 336 columns and 80 rows of pixels. There are about 12
million total pixels in the IBL.

The three layers of the Pixel Detector are called the “B-layer”, “Layer 1”, and “Layer
2” in order of increasing radius and are arranged similarly to those of the IBL. There are
additionally two disks with three layers each, as shown in Figure 3.7. The pixels in the Pixel
Detector have width in the φ-direction of 50 µm, a length in the z-direction of 400 µm, and
are 250 µm thick. The rφ and z resolutions are about 10 µm and 120 µm, respectively, in
the barrel layers. Each module consists of 160 columns and 18 rows of pixels. There are
about 80.4 million pixels in the Pixel Detector.

Appendix F details a calibration method I developed for the charge readout of silicon
pixel detectors.

The Semiconductor Tracker (SCT)

The Semiconductor Tracker (SCT) [76, 92, 93] comprises the next four layers of the detector
beyond the Pixel Detector. The radii of the layers in the barrel component of the SCT are
299 mm, 371 mm, 443 mm, and 514 mm. There are also two endcaps with nine disks each,
as shown in Figure 3.7. The active elements of the SCT are made of silicon, like the IBL
and Pixel Detector, but instead of pixels, these layers have silicon strips. A silicon strip
detects charged particles in a similar way to a pixel detector, but instead of being composed
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of relatively small rectangles, the detecting units are long, thin strips. The strips in the
SCT have a width of 80 µm and a length of approximately 12 cm. If a single strip was
isolated parallel to the beamline, it would allow for a position resoltion of about 23 µm in
the φ-direction and about 3.5 cm in the z-direction.

However, each of the four layers of the SCT consists of sheets of strips that are glued
back-to-back of each other. The strips of one side are oriented with their long side parallel
to the beamline. The other side is rotated with respect to its counterpart by 40 mrad (such
that the strips’ long sides form an “x”). Combining the hit information in the two sides
allows for a position resolution of about 17 µm in the φ-direction and about 580 µm in the
z-direction.

In the full SCT, there are about 6.3 million strips.
If a charged particle passed through all of the barrel layers of the IBL, Pixel Detector,

and SCT, it would leave 12 hits: 4 in the silicon pixels and 8 in the strips (2 per SCT layer).
Most charged particles that pass through the endcaps of either system would leave 12 hits
as well.

The Transition Radiation Tracker (TRT)

The Transition Radiation Tracker (TRT) [76, 89, 94] is a drift tube tracker that extends from
a radius of 563 to 1066 mm in the barrel region. There is also an end-cap component to the
TRT as indicated in Figure 3.7. A drift tube (or straw) tracker consists of a large number of
long skinny tubes that are filled with a gaseous mixture that is ionized as charged particles
pass through. A wire runs along the center of the tube, and an electrical potential difference
is maintained between the wire (anode) and tube (cathode). This causes the liberated charge
to drift to the wire, creating a current that can be read out. The amount of charge created
will depend on the sagitta of the chord created by the charged particle’s trajectory.

The straws in the TRT have a diameter of 4 mm, a length of 144 cm, and were initially
filled with a mixture of gas that is 70% Xenon. Due to leaks, some fraction of tubes have
been filled with an Argon-based gas, which is significantly cheaper [95]. The anode wire is
gold-plated tungsten. There are 52,544 straws in the barrel region and 122,880 straws in
the endcap, arranged such that a charged particle with |η| < 2 should pass through 35-40
straws. A TRT straw can determine a charged particle’s distance of closest approach to the
anode wire with a resolution of 130 µm.

The TRT derives its name from the phenomenon of “transition radiation”. This phe-
nomenon occurs when a relativistic particle passes between two media with different dielectric
constants [96]. There are polypropylene fibers between the straws in the barrel region and
foils between the straws in the endcap. As the particles pass between these materials and
the straws, photons are emitted. For electrons, these photons tend to have energy of around
6 keV, which is about an order of magnitude higher than the typical energy deposited by
a charged particle ionizing the straws’ gas. Therefore, detecting higher-energy deposits can
improve electron identification. Unfortunately, the use of an Argon-based gas mixture has
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Figure 3.9: Layout of the ATLAS Electromagnetic and Hadronic Calorimeters, including
barrel and endcap regions [98]

effectively taken away this aspect of the TRT, as Argon is a poor absorber of transition
radiation. However, it is still adequate for tracking purposes.

3.2.3 Electromagnetic Calorimeters

Immediately outside of the Inner Detector is the ATLAS central solenoid [97], which provides
the z-directional, 2 T magnetic field in the inner detector. It is a cylindrical barrel, with an
inner radius of 1.23 m, an outer radius of 1.28 m, and a length of 5.8 m, contributing about
0.66 radiation lengths to the material in the detector at normal incidence.

Beyond the solenoid magnet is the ATLAS Electromagnetic (EM) Calorimeter system,
which is a liquid Argon (LAr) sampling calorimeter. The primary goal of this component
of the detector is to fully capture electrons and photons and to measure their energies.
The layout of the EM Calorimeter, including the barrel and endcap regions is shown in the
indicated components of Figure 3.9.

The EM Calorimeter consists of a barrel region, two endcaps (EMEC), and two Forward
Calorimeters (FCal), one each on either side of the detector, providing full coverage in
φ. Combining all components of the EM Calorimeter, there is coverage for particles with
|η| < 4.9, where coverage for 3.1 < |η| < 4.9 is provided by the FCal.

The barrel region and endcaps are constructed from interleaved lead and LAr, arranged
in an accordion layout, as shown in Figure 3.10. When a high-energy photon or electron
interacts with the electrons of the lead component of the detector, it causes a shower of
additional (lower energy) photons, electrons, and positrons. The shower creates ionization in
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Layer ∆η ×∆φ
1 0.003× 0.1
2 0.025× 0.025
3 0.05× 0.025

Table 3.1: Granularities of the three layers of the ATLAS Electromagnetic Calorimeter’s
barrel and endcap regions. There is no third layer for the region 2.5 < |η| < 3.2.

Figure 3.10: Cross-sectional image of the ATLAS Electromagnetic (EM) Calorimeter as
would be seen in the barrel region, exhibiting the accordion layout of interleaved lead and
liquid Argon [99]. The three layers of decreasing granularity in η are typical of the barrel
region of the EM Calorimeter.

the LAr, which creates a current in the associated electronics. The “precision measurement”
region covers particles with |η| < 2.5. Here the EM Calorimeter has three layers, as seen in
Figure 3.10. In the region 2.5 < |η| < 3.2, there are two layers. There is a LAr presampler
before the EM Calorimeter in the region |η| < 2.5 to measure energy lost in front of the EM
Calorimeters. The barrel region of the EM Calorimeter has an inner radius of 1.4 m and an
outer radius of 2 m. The granularities of the three layers of the EM Calorimeter are presented
in Table 3.1. There are about 164,000 total readout channels in the EM Calorimeter.

The FCal consists of one layer of interleaved LAr and copper and two layers of interleaved
LAr and tungsten. The LAr-copper component provides primary EM calorimetry for this
component. The FCal will be discussed more in Section 3.2.4.

The total number of radiation lengths traversed by particles before and within the EM
Calormeters is shown in Figure 3.11, as a function of the particles’ η.
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Figure 3.11: Total number of radiation lengths traversed by particles prior to and through
the Electromagnetic Calorimeter in the barrel region (left) and endcap (right) [76]

3.2.4 The Hadronic Calorimeters

The ATLAS Hadronic Calorimeter [76] has three components: the Tile Calorimeter [100],
the Hadronic Endcap (HEC), and the LAr FCal [99]. The layout of these components is
shown in Figure 3.9.

All three of these components are sampling calorimeters, like the EM Calorimeters. How-
ever, where an EM calorimeter detects photons, electrons, and positrons through their in-
teractions with the absorbing material’s electrons, a hadronic calorimeter detects hadrons
via their interactions with the absorber’s nuclei. For EM calorimeters, a typical measure
of depth is radiation lengths (X0), but for hadronic calorimeters, the corresponding value is
nuclear interaction lengths (λ), which is the mean distance travelled by a hadron before a
nuclear interaction.

The Tile Calorimeter

In the Tile Calorimeter, the absorbing material is steel and the active material is scintillating
tiles. The layout of the steel and scintillator is shown in Figure 3.12. The inner radius of
the Tile Calorimeter is 2.28 m, extending to an outer radius of 4.25 m, with a 5.8 m long
barrel region that covers a region of |η| < 1.0 and 2.6 m long extended barrels that cover
the regions with 0.8 < |η| < 1.7. The depth of Tile Calorimeter in interaction lengths is
exhibited in Figure 3.13. There are three layers in the Tile Calorimeter; the first two layers
have a ∆η × ∆φ granularity of 0.1 × 0.1, and the last layer has a granularity of 0.2 × 0.1.
The light created by the scintillating tiles are transmitted to photomultiplier tubes using
wavelength shifting optical fibers. There are 5076 readout channels in the barrel component
and 4092 channels in each of the extended barrels.
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Figure 3.12: Layout of the Tile Calorimeter [76]. Steel and scintillating tiles are interleaved
to created and measure hadronic showers.

Figure 3.13: Total amount of material (in interaction lengths) encountered by a particle up
to and including the Hadronic Calorimeters as a function of η [76]. The contributions of the
different components of the detector are labelled.
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Figure 3.14: Layout of the Hadronic Endcap Calorimeter [76]. Copper and LAr are inter-
leaved to created and measure hadronic showers. The distance measurements are in mm.

The Hadronic Endcap (HEC)

The HEC uses LAr as the active material, similar to the EM Calorimeters, but it uses copper
as an absorber. It also uses a flat-plate design rather than the accordion layout, as shown in
Figure 3.14. The HEC covers particles with 1.5 < |η| < 3.2, and specifications of its design
are included in Figure 3.14, where the dashed line at the bottom indicates the beamline.
In the z-direction, each endcap is divided into four sections, where the inner two sections
are more granular than the outer two. The depth in interaction lengths is presented in
Figure 3.13. For particles with 1.5 < |η| < 2.5, the ∆η×∆φ granularity is 0.1× 0.1, and for
2.5 < |η| < 3.2, it is 0.2× 0.2. There are 5632 readout channels on both sides.

The Forward Calorimeters (FCal)

The ATLAS FCal was first introduced in Section 3.2.3. It provides coverage for particles with
3.2 < |η| < 4.9. Some of the design details are shown in the left-hand image of Figure 3.15,
including its radius, length, and positioning relative to the HEC and EMEC. It has three
layers, where the first is interleaved LAr and copper, and the second and third are interleaved
LAr and tungsten. The first layer is primarily for EM calorimetry, while the second and third
are for hadronic calorimetry. The depth in interaction lengths is presented in Figure 3.13.
The FCal is laid out as a matrix of tubes with their axes parallel to the beamline as shown
in right-hand image of Figure 3.15. The LAr forms a ring along the inside the tube, and
there is a rod of absorber in the tube. There are 3542 FCal readout channels on both sides
of the detector.
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Figure 3.15: Layout of the Forward Calorimeter (FCal) [76]. Copper and LAr are interleaved
in the first layer, and Tungsten and LAr are interleaved in the second and third layers.
(Right) The positioning relative to the Hadronic Endcap (HEC) and Electromagnetic Endcap
(EMEC) is shown. (Left) The matrix of absorber tubes and LAr is shown.

3.2.5 Muon Spectrometer

The outermost section of the ATLAS detector is the multi-component Muon Spectrometer
(MS) [76, 101, 102]. Muons are the most penetrating long-lived particle that we know of
(other than neutrinos), which is why this system is the farthest from the interaction point.
Few other types of particles should reach the MS. The four main active components are
the Monitored Drift Tubes (MDT), the Cathode Strip Chambers (CSC), the Resistive Plate
Chambers (RPC), and the Thin Gap Chambers (TGC). There are three large air-coil toroidal
magnets that create a magnetic field for the spectrometer: a barrel component and two
endcaps. In fact, the ATLAS collaboration derives its name from these toroids, as originally
ATLAS stood for “A Toroidal LHC ApparatuS”. The layout of the active components and
magnet systems are shown in Figure 3.16.

Magnet System

The barrel toroid and toroidal endcaps create a magnetic field that primarily curls around
the detector in the φ-direction. Because of this, a muon travelling exactly transverse to the
beamline would be deflected in the z-direction. Thus a muon has a relatively complicated
trajectory in the ATLAS detector, being bent in the φ-direction by the solenoid magnet and
then in the z-direction by the toroids. The bending power of the magnets results from the
integral

∫
B dl. The barrel toroid covers particles with |η| < 1.4 and provides 1.5 to 5.5 Tm

of bending power. The endcaps cover particles with 1.6 < |η| < 2.7, providing 1 to 7.5 Tm
of bending power. Particles with 1.4 < |η| < 1.6 do encounter a magnetic field, but with
reduced bending power. The non-uniform magnetic field created by this system is simulated
as the superposition of the Biot-Savart contributions of all of the magnet windings. A system
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Figure 3.16: Layout of the ATLAS Muon Spectrometer, including the active components
and toroidal magnet system [76].

of 1720 Hall cards are positioned throughout the MDT chambers to measure the magnetic
field in practice.

Monitored Drift Tubes (MDT) and Cathode Strip Chambers (CSC)

The MDT and CSC components of the MS are designed to provide accurate muon tracking
information, with the bulk of the performance coming from the MDTs. In the barrel region,
the MS is arranged in three concentric shells, and in the endcap region, there are four layers
in z, as illustrated in Figure 3.17. The MDTs cover a region of |η| < 2.7, though there is a
crack in between the two halves of the detector (split in z), such that particles with |η| < 0.04
might not pass through three MS layers. Similarly, there are some gaps in φ coverage due
to support structures.

The principle of operation of the MDTs, illustrated in Figure 3.18, is similar to that of
the TRT (see Section 3.2.2). The MDTs are constructed from 3 cm-diameter Aluminum
tubes that are filled with pressurized Ar/CO2 gas at 3 bar, and ionization electrons are
collected with a 50 µm, gold-plated tungsten-rhenium wire. The central axis of the tubes
is oriented in the φ-direction so that bending in the z direction can be measured well. The
average position resolution is about 80 µm. Each of the approximately 1,100 MDT chambers
is composed of two multilayers of tubes, where a multilayer has three or four layers of tubes.
There are about 350,000 readout channels in the MDTs.

As can be seen in Figure 3.17, the CSC contributes to muon tracking only in the innermost
endcap layer, for particles with 2 < |η| < 2.7. The CSCs are multiwire proportional chambers
with cathode strip readouts. The layout of a CSC is illustrated in Figure 3.18. A multiwire



CHAPTER 3. THE LARGE HADRON COLLIDER AND THE ATLAS DETECTOR 52

Figure 3.17: Cross-sectional layout of the ATLAS Muon Spectrometer [76]. The green and
blue regions are Monitored Drift Tubes.

Figure 3.18: Illustration of the operation principle of a Monitored Drift Tube (left), and an
illustration of the layout of a Cathode Strip Chamber [76].

proportional chamber is filled with gas that is ionized when a charged particle passes through.
An electic field is maintained using central anode wires and outer cathode strips, so ionization
charge drifts onto these strips, where it is collected, giving a 1D position measurement. The
wires are in the radial direction, and the strips on either side are perpendicular, so they can
be combined to give a 2D measurement. CSCs are used in this region due to their higher
rate capability and time resolution. They have a resolution of about 40 µm in the bending
plane and about 5 µm in the transverse plane. There are about 31,000 total CSC channels.

Resistive Plate Chambers (RPC) and Thin Gap Chambers (TGC)

Muons are a common feature in “interesting” proton-proton collisions at the LHC and are
a feature in events used for the γγ → W+W− analysis. It is important for ATLAS to
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efficiently store these events, which is why high-quality data-taking triggers are important to
the collaboration (see Section 3.3). The RPC and TGC components of the MS are primarily
used to quickly identify muons, determine their multiplicty and estimate their energy for
triggering purposes. They also contribute to the precision measurement goal of the MS.

The RPCs are used only in the barrel section of the MS as indicated in Figures 3.16
and 3.17, providing triggering for muons with |η| < 1.05. RPCs are attached on the inner
and outer side of the Barrel Middle Layer and on the outside of the Barrel Outer Layer,
meaning that every muon that escapes the MS should pass through at least three RPCs. An
RPC is a gaseous parallel electrode-plate detector: two resistive plates are placed parallel
to each other, 2 mm apart, and an electric field of 4.9 kV/mm causes avalanches to form
from ionising tracks. The avalanche is detected with a signal width of about 5 ns. There are
about 370,000 total channels in the RPCs.

The TGCs are only used in the MS endcaps, as shown in Figures 3.16 and 3.17. They
cover particles with 1.05 < |η| < 2.7 but provide triggering information for 1.05 < |η| < 2.4,
as higher pseudorapidity muons travel through fewer TGCs. There are seven layers of TGCs
on the middle layer of the endap and two in the innermost layer. TGCs are multi-wire
proportional chambers, like the CSCs, and the principle of operation is therefore the same,
though the spacing of the wires is reduced to 1.8 mm and the wire-to-cathode distance is
reduced to 1.4 mm. There is a 99% probability that signals are recorded within a time
window of 25 ns.

3.2.6 ATLAS Forward Proton Detector (AFP)

While the ATLAS Forward Proton detector (AFP) [103, 104] is not used in the γγ →
W+W− analysis, it was designed to be used in photon-fusion analyses, and therefore bears
mentioning. The AFP is not pictured in Figure 3.6, as it is actually positioned about 200
m away from the interaction point, on both sides of the main detector. The positioning of
the AFP is shown in the left-hand image of Figure 3.19. Physically, the AFP is inside the
LHC beampipe, attached to Roman Pots [105], on bellows which allow the detector to be
positioned closer to or further from the actual beamline as desired.

The AFP consists of a silicon pixel tracking component and a Time of Flight component.
The tracking component consists of five layers on both sides of the ATLAS detector. The
pixels are similar to those used in the IBL, with a size of 50× 250µm2. Typically, the AFP
keeps the closest edge of the pixel module at a distance of 2-3 mm from the beamline. The
tracking component of the AFP is critical for measuring the energy of a deflected proton. If
a proton does not interact at all as it passes through the beamline, then the magnet system
of the LHC will keep it in the beamline. However, if the proton interacts and loses energy
(by emitting a high-energy photon, for example), then it will be deflected outside of the
beamline. The AFP measures the physical deflection of the proton, which can be converted
into a measurement of the proton’s energy when combined with detailed knowledge of the
magnetic field in the LHC’s beampipe. For example, the components in the left-hand image
in Figure 3.19 labelled as Q and D are quadrupole and dipole magnets that the protons will
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Figure 3.19: (Left) Physical positioning of the ATLAS Forward Proton detector (AFP) [104].
It occupies two stations on both sides of the detector, both more than 200 m from the
interaction point. (Right) Expected acceptance of forward proton system as a function of
the center of mass energy of the two-photon system in an elastic photon-fusion event.

pass through. If an elastic photon-fusion event occurs (see Section 2.2.2) and both protons
remain intact, then the energy lost by both protons can be measured using the AFP, giving
a precise measurement of the center of mass energy of the two-photon state. The acceptance
for such protons is given as a function of the photon center of mass energy in the right-hand
image of Figure 3.19. The timing component of the AFP is constructed from quartz radiator
bars coupled to micro-channel plate photomultiplier tubes. It is primarily used for pileup
suppression.

The AFP was not used in this thesis because data was taken incorrectly with this detector
component in Run 2. While information was read out, it was for different bunch crossings
than those that triggered readout in the main ATLAS detector. Only about 10 fb−1 of good
data was collected in Run 2, which was enough data for a γγ → `+`− analysis [21], but the
γγ → W+W− cross-section is too low to make an observation in such a small dataset.

3.3 Triggers

During nominal running, proton bunches pass through each other at the ATLAS interaction
point every 25 ns, or with a frequency of 40 MHz. Each crossing where a proton-proton
interaction occurs is called an “event”. The amount of information collected for a single
event is on the order of 1 MB, so the data rate associated with recording every event at
the LHC would be about 40 TB/s. Not only is transmitting that much data out of the
detector almost impossible given current technology, but recording LHC collisions for a 24
hour period would use up over a million TB of storage space. However, depending on how
you look at it, the situation is not actually so dire. The collisions in most events are not very
“interesting”. In fact, a popular statistic to throw around about the LHC is that a Higgs
Boson is produced in about one out of a billion proton-proton collisions [106]. If only one
out of a billion events must be recorded, then the data rate drops below 1 MB/s and the
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daily storage requirements below 100 GB, both of which are easily achievable. Of course,
ATLAS cares about more than Higgs events alone, but it is still necessary to be selective
about which events get recorded. Deciding on these events is the the job of the ATLAS
Trigger system [76, 107, 108].

The ATLAS trigger system has two components: a hardware-based first level trigger
(L1) [109] and a software-based High Level Trigger (HLT) [110]. The L1 trigger reduces the
event rate down to about 100 kHz, making decisions to retain events in about 2.5 µs. The
HLT further reduces the rate to about 1 kHz, with a processing time of about 200 ms. The
trigger makes its decisions about keeping or rejecting events by reconstructing objects in
the event, such as a muon (see Section 3.2.5), and determining if the objects pass certain
criteria. For example, an event might be triggered if there is a single muons with pT > 20
GeV. Additionally, there might be a prescale factor applied to randomly accept or reject
events; if an event type has a prescale factor of n, then there is a 1/n chance that the event
is kept. In Run 2, about 1500 event selections were included to build up a trigger menu. If
an object or combination of objects in an event appears on the menu, then the event may
be saved.

Level-1 (L1) Trigger

The L1 Trigger consists of two components: a L1 Calorimeter trigger and a L1 Muon trigger.
The calorimeter system uses reduced-granularity objects to search for electrons, photons,
taus, jets, and missing energy, and the muon system uses the RPCs and TGCs to search for
muons. The custom electronics of the L1 trigger identify regions of interest (RoIs) in the
detector which should be investigated by the HLT.

The ultimate L1 trigger decision is made by the Central Trigger Processor, which com-
bines the calorimeter and muon information, as well as information from additional subsys-
tems that can be used to trigger readout on random events. The L1 trigger also applies
dead time to the trigger, enforcing a minimum time between subsequent L1 triggers to avoid
overlapping readout. At the end of Run 2, the dead time was four bunch crossings, which
caused a performance inefficiency of about 1%. When a event passes the L1 trigger, all of the
ATLAS detector systems are read out, and their data is processed and temporarily stored
until requested by the HLT. Rates of the various objects that triggered L1 readout for an
LHC fill in July 2016 are shown in Figure 3.20. A fill is the period between when protons
are injected into the LHC and when they are dumped, corresponding to a time period of
about 24 hours. The instantaneous luminosity decreases over this period as protons collide
or are otherwise deflected out of the beamline, leading to a decrease in the trigger rates. The
occasional increases in rates are when the prescale factors are adjusted.

The High Level Trigger (HLT)

The software-based HLT operates by using fast trigger algorithms to provide early rejection
if possible and more sophisticated reconstruction algorithms for events where rejection is
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Figure 3.20: Rates of the various objects that triggered L1 readout for an LHC fill in July
2016 [111]. Rates decrease as a function of time because the instantaneous luminosity de-
creases over this period.

ambiguous. It only considers events that have passed the L1 trigger. The more sophisticated
algorithms are similar to those discussed in Chapter 4 and are used for high-quality particle
reconstruction. The efficiency of the HLT is improved by performing reconstruction only in
the RoI passed to it by the L1 trigger, though for some events, information from the full
detector can be used. If the event is not rejected at any point, then it is accepted. The
total data output of events that pass the HLT is about 1.2 GB/s; these events are sent
to permanent storage on magnetic tapes. Events that do not pass are removed from the
temporary buffer that stored events that passed the L1 trigger. The rates of various objects
that pass the HLT for an LHC in July 2016 are shown in Figure 3.21.

3.3.1 Single Electron and Muon Triggers

Events that are saved by ATLAS are categorized by the triggers they satisfy. As a specific
example, the γγ → W+W− analysis uses events that pass single electron [112] or single
muon [113] triggers. Events that are triggered by the presence of a high-energy jet are less
interesting in this analysis, for example.

The electron trigger at the L1 level uses EM calorimeter information. To pass L1 selec-
tion, an event must have a cluster of calorimeter energy that passes a minimum ET threshold,
where ET = E sin θ for the energy deposit. There are a variety of potential ET cuts, de-
pending on the HLT trigger for which the event will be considered. There are also possible
isolation cuts, rejecting an event if there is either too much energy behind the EM calorime-
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Figure 3.21: Rates of the various objects that passed the HLT for an LHC fill in July
2016 [111].

ter cluster in the hadronic calorimeter or if the energy in the EM calorimeter is too spread
out from the center of the cluster. At the HLT level, fast tracking is performed using inner
detector information in the RoI created around the EM calorimeter deposit. To identify a
particle as an electron at trigger level, the |∆η| and |∆φ| of the track and energy cluster
must be smaller than 0.05.

For the single electron triggers used in the γγ → W+W− analysis, the minimum ET was
24 GeV in 2015 and 26 GeV in 2016-2018. The thresholds are set to ensure that the trigger
rate remains within the L1 bandwidth. The rates of these triggers are shown as a function
of instantaneous luminosity in the left-hand plot of Figure 3.22. The efficiency of correctly
triggering on electrons is shown in Figure 3.23 as a function of ET and η. The efficiency
was determined using the tag-and-probe method with Z → ee events [114], and it plateaus
above 90% for high-ET electrons.

The single muon trigger at the L1 level uses the RPCs and TGCs to measure how distinct
the hit pattern is from what would be expected for a muon with infinite momentum. The L1
trigger is operational for about 99% of the endcap, but only about 80% of the barrel region
of the MS. This is due to the gaps around η = 0 and around the MS support structures,
as were mentioned in Section 3.2.5. At the HLT level, MDT information is used to perform
more precise muon tracking in the RoI indicated by the L1 trigger. The muon track is then
extrapolated back to the interaction point to be combined with a track in the inner detector.
The isolation of the muon can be factored into the trigger decision by summing up the pT

of the inner detector tracks that point to a ±6 mm region in z around the muon (a ±2 mm
window was used in 2018 due to higher pileup). The rates of single muon triggers are shown
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Figure 3.22: (Left) Trigger rates of the lowest threshold, isolated single electron trigger as a
function of instantaneous luminosity for the four years of LHC Run 2 [112]. (Right) Trigger
rates for the lowest threshold single muon trigger [113].

Figure 3.23: Efficiency for single electron trigger as a function of the offline (fully processed)
ET (left) and η (right) [112]. The electrons considered for this plot must be “tight” and
satisfy the “FCTight” isolation requirement, which indicate high confidence that they are
well-isolated, real electrons (see Section 4.2).
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Figure 3.24: Efficiency for single muon trigger as a function of pT in the barrel region (left)
and the endcap region (right) [113].

as a function of instantaneous luminosity on the right-hand plot in Figure 3.22. Similar
to the electron case, the efficiency was determined using the tag-and-probe method with
Z → µµ events [113]. The efficiency is shown as a function of pT separately for the barrel
and endcap regions. In the barrel region, the efficiency plateaus at around 70%, and in the
endcap region the plateau is at about 90% for high-pT muons.

For the single muon triggers used in the γγ → W+W− analysis, the minimum pT was 20
GeV in 2015 and 26 GeV in 2016-2018.
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Chapter 4

Particle Reconstruction and
Performance

The ATLAS detector is formed from many components, and these components work in
concert to allow for particle reconstruction and measurement. A few examples of this concept
were introduced in Section 3.3.1, when discussing how EM calorimeter hits and inner detector
(ID) tracks are combined to find electrons and how MS tracks and ID tracks are combined
to find muons. Rather than working with a collection of, say, MS tracks and EM calorimeter
clusters for each event, analyses are typically performed using collections of all of the fully
reconstructed photons, electrons, muons, jets (which result from the scattering of color-
charged particles), and tracks in each event. Each of these objects has a host of potential
associated properties, such as momentum and η for a muon, the number of ID hits along a
track, or the number of tracks in a jet.

Detecting a particle is inherently a noisy process, which is to say that it is impossible to
measure a feature like energy or momentum with infinite precision. Understanding resolu-
tion effects is an important feature of any analysis, as it will have a strong impact on any
measurement or search. The resolution goals of ATLAS are laid out in Figure 4.1.

Figure 4.1: Resolution goals of the ATLAS Experiment for track pT, electron and photon
energy, hadronic jet energy, and muon pT [76].
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Figure 4.2: Distributions of pion, kaon, and proton yields vs pT as observed by the CMS
collaboration [115]. The distributions are normalized such that the relative yields of the
particle species are preserved.

4.1 Charged Particle Tracking

Charged particle tracking plays a central role in this thesis1. At high pileup, there can be
on the order of 1000 trackable charged particles passing through the detector per event.
Accurately and efficiently reconstructing the trajectories of these particles is highly non-
trivial, requiring both sophisticated hardware and software.

Over 90% of the particles of the charged particles created at the LHC are pions, most of
which come from pileup collisions. Kaons and protons are the next most likely particles to
be produced, and all of these particles are most likely to have pT below 500 MeV as can be
seen in Figure 4.2 [115]. While the low-momentum pileup hadrons are not relevant for most
ATLAS analyses, they play a large role in this thesis (see Part III).

Tracking in ATLAS proceeds algorithmically as follows [116, 117, 118]:

1. Individual hits in the pixel layers and SCT layers are combined to form clusters [119].

2. These clusters are interpreted as space points and are stored in a space point collection.

3. Combinations of three clusters (on three different inner detector layers) are combined
to form a track seed. Three SCT hit combinations are most favored, then three pixel
hit combinations, then mixed SCT+pixel combinations. The seed can be extended to
include a fourth confirmation hit.

1Throughout this thesis I will use the word “tracking” to refer to the determination of charged particles’
trajectories using the ID.



CHAPTER 4. PARTICLE RECONSTRUCTION AND PERFORMANCE 62

4. Seeds are extended into track candidates with a Kalman Filter [120] that iteratively
updates track parameters and next-layer position estimates based on newly acquired
hits. A collection of track candidates is created. Track candidates may have holes
in silicon layers or share hits with other candidates (a “hole” occurs when a track’s
trajectory is extrapolated through an active silicon layer, but the expected hit there is
not found).

5. Ambiguity solving is performed on the track candidate collection. A score is assigned to
each track based on quality. Score is reduced for issues such as having too many holes,
too few hits, or too many shared hits with accepted higher-quality tracks. Candidates
with scores above a certain threshold are accepted, and candidates with low scores are
rejected.

6. Tracks are extended into the TRT and parameters are further refined.

7. A final track collection is created.

Appendices B and C discuss work I performed to improve ATLAS tracking by identifying
SCT clusters that should be shared between tracks and by identifying single tracks created
by charged particles with similar trajectories.

After the inside-out tracking, a second tracking pass is performed that starts with TRT
“segments” and proceedes inwards, which is called “back tracking” or outside-in tracking.
The hits used in the first set of tracks are removed for consideration in this round. The
primary goal of this tracking pass is to find tracks associated with secondary vertices -
sometimes particles decay in flight (such as a KS) or interact with the detector material,
creating a set of two or more particles that might not leave enough hits in the silicon layers
to create a traditional seed.

An illustration of the hits used for tracking in a simulated tt̄ event with no pileup is shown
in Figure 4.3. The red points indicate hits that were used in the first round of tracking, and
the darker highlighted TRT hits show those that were associated in the back tracking step.

Because charged particles are travelling in a magnetic field, their trajectories will be
helical. A helix is completely described by five parameters, such as the radius of curvature,
tilt, and a starting point. The set of parameters chosen by ATLAS for each track are:

• q/pT, which is the charge divided by the transverse momentum. The pT is related to
the radius of curvature, and the charge dictates which way the particle bends.

• d0, which is the transverse distance of the closest approach of the track to the beamline
(signed depending on the particle’s charge and whether the closest approach is in front
of or behind the beamline relative to the center of the helix).

• z0, which is the longitudinal (z-direction) distance of closest approach of the track to
the primary vertex in the event [121] at the point were d0 is measured. Alternatively,
a z coordinate can be defined for each track using the center of the detector as the
location of z = 0.
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Figure 4.3: Hits used in tracks associate with a simulated tt̄ event with no pileup [116]. Red
points indicate hits that were used in the first round of tracking, and the black TRT hits
show those that were associated in the back tracking step.

• φ0, which is the initial angle of the trajectory in the φ-direction where d0 and z0 are
measured.

• η, which is the track’s pseudorapidity.

Track selection

An important thing to note is that tracks with pT below a certain threshold are rejected
outright. In 2015 - 2016, this threshold was 400 MeV, and in 2017 - 2018, it was 500 MeV.
The minimum threshold was set at these values for two primary reasons. First, it is set
to reduce storage space requirements for each event. Approximately half of the charged
particles produced in a proton-proton collision at

√
s = 13 TeV will have pT below 500

MeV [115, 87]. Second, the processing time is reduced by not having to consider seeds that
would be extended into low-pT tracks. Seed making is primarily a problem in combinatorics.
The more possible combinations, the longer the required processing time. It is also possible
that ID hits can be combined to form fake tracks; if noise hits or hits left by different charged
particles are arranged in a way that looks roughly helical, the algorithm may associate them
into a track. While this is not exclusively a feature at low-pT, the problem is exacerbated in
that regime.

Beyond the minimum-pT cut, there are other quality control cuts placed on tracks from
the first tracking pass:

• |η| < 2.5. This is the intended range of track coverage.
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• Minimum of 7 pixel and SCT clusters. Leaving one hit in each layer would result in
12 hits. A track might leave fewer hits due to inefficiencies in the silicon or a dead
module, for example.

• Track can share a maximum of either one pixel hit or two SCT clusters on the same
layer with another track.

• Track can have a maximum of 2 holes in the combined pixel and SCT layers.

• A maximum of 1 hole in the pixel layers.

• |d0| < 2.0 mm and |z0 sin θ| < 3.0 mm. |z0 sin θ| is a good proxy for for the track’s
resolution in the z-direction.

Tracks that fail these quality cuts are rejected. Tracks that pass these selections are
labelled as “loose”. There is a “tight-primary” track selection working point that is used to
reduce fake rate at the expense of tracking efficiency. Tight-primary tracks must satisfy all
of the criteria above and have:

• At least 9 silicon hits if |η| ≤ 1.65.

• At least 11 silicon hits if |η| > 1.65.

• At least 1 hit in the IBL or B-Layer.

• No pixel holes.

The expected tracking efficiency as a function of charged particle pT and η is shown in
Figure 4.4. Tracking efficiency is the likelihood that a charged particle will be reconstructed
as a track. For tight primary tracks, tracking efficiency is generally above 80%, though it is
worse at higher η.

Before the application of the tight selection, the fake rate in events of interest for this
thesis is generally below 1%. After application of the tight selection, the fake rate is reduced
to below 0.2%. More details on fake rate are given in Chapter 17.

Track resolution

Another particularly relevant track feature in this thesis is the d0 and z0 resolution. Plots
of these resolution values as a function of pT and η are shown in Figure 4.5. The resolution
of both d0 and z0 improve as a function of pT and are worse for higher η. For central,
higher-pT tracks, the d0 resolution is about 50 µm, and the z0 resolution is about 100 µm.
For higher-η tracks, the resolution can be on the order of 0.5 mm or more. As indicated
in Figure 4.1, the resolution of track pT gets worse with increasing pT, with a minimum
uncertainty of about 1%.

Tracking is extremely important in the γγ → W+W− analysis for signal vs. background
discrimination purposes. The primary backgrounds to the γγ → W+W− process are QCD
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Figure 4.4: Simulated tracking efficiency as a function of η (left) and pT (right) [122]. The
“tight primary” and “loose” requirements are track selection working points.

Figure 4.5: Resolution of track impact parameters as a function of pT and eta [123].
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induced proton-proton interactions, which have underlying events (UEs). These UEs are
primarily soft2 pions, which manifest as tracks pointing to where the proton-proton interac-
tion occurred. Photon-induced events will not have UEs, so in a γγ → W+W− event, there
should be no additional tracks pointing to the interaction location, other than those coming
from the W decays.

An additional purpose of tracking for generic ATLAS analyses is vertex finding [121].
Vertices are defined as locations where proton-proton interactions occur along the beamline.
A main goal in vertex finding is the association of tracks with a hard-scatter vertex, where a
hard-scatter is loosely-speaking defined as a proton-proton event that results in an interesting
interaction. For example, a QCD induced W+W− interaction would be a hard-scatter, but
pileup interactions are not hard-scatters. If all of the tracks are assigned correctly, then the
kinematic information associated with the interaction can be more fully reconstructed.

Vertex reconstruction is performed in two steps in ATLAS: vertex finding and vertex
fitting. Vertex finding is the process of associating tracks together into vertices, and vertex
fitting is the process of assigning a specific location to the vertex. Vertex finding proceeds
iteratively. First a seed position is selected as the mode of the z-coordinate of tracks in the
event. The vertex position is then determined through an iterative χ2-minimization process,
with tracks being assigned a weight based on their compatibility with the vertex. Once the
fit converges, tracks that are deemed incompatible with the vertex are removed, and the
remaining tracks are considered to be associated with the vertex. The process starts again
with a new seed using all un-assigned tracks, and ends once all tracks have been assigned
to a vertex. After the finding process ends, all of the vertices’ positions are refitted and
finalized. This vertex finding process is how the beamspot size information is determined,
as shown in Figure 3.2.

The vertex with the highest sum of the pT of its associated tracks (
∑

pT) is called the
“primary vertex”. The primary vertex usually coincides with a hard-scatter in the event.

4.2 Electrons and Photons

Electron3 and photon reconstruction relies on both the EM calorimeters and the ID [124,
125, 126]. Electron reconstruction plays a more significant role in this thesis than photon
reconstruction, as W bosons can decay into electrons. There are some background processes
that involve photons, but these are primarily a problem if the real photon is incorrectly
determined to be an electron.

The first step of electron and photon reconstruction is the same for both species of
particle. The EM calorimeter is divided into ∆η × ∆φ towers of 0.025 × 0.025, and the
total energy in each tower is computed. Electromagnetic energy clusters are then found by
combining 3 × 5 towers into segments, forming seeds, and eventually applying a clustering

2“Soft” means relatively low energy or momentum
3Here and elsewhere “electron” refers to both electrons and positrons
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Figure 4.6: Illustration of the path that an electron takes through the ATLAS detector [125].

algorithm [127]. For electrons and photons with ET > 20 GeV, the cluter-finding efficiency
is 99%.

Both electrons and photons rely on ID track reconstruction, which was described in
Section 4.1. A Gaussian Sum Filter [128] is applied to the tracks to account for energy
loss of electrons in the detector material, and the tracks are extrapolated to the second
layer of the EM calorimeter. They are then matched to EM clusters, with the requirements
that |ηEM cluster − ηtrack| < 0.05 and either −0.20 < −q ∗ (φEM cluster − φtrack) < 0.05 or
−0.10 < −q ∗ (φEM cluster − φtrack)res < 0.05. In those equations, q is the particle charge as
derived from the direction of bending, and “res” means that the momentum of the track has
been rescaled to the energy of the EM cluster.

Using the EM cluster and tracking information, it is determined whether each EM cluster
corresponds to an electron, a converted photon, or an unconverted photon. A converted
photon occurs when a photon interacts with the detector material, splitting into an electron
and positron. Information about the cluster’s energy, the potential track’s momentum, the
number of silicon-layer hits on the potential track, and secondary-vertex information is used.
An EM cluster matched to a high quality track with pixel hits generally indicates an electron,
whereas a cluster with no track or with a track stemming from a secondary vertex is generally
a photon. An illustration motivating the above electron reconstruction algorithm is given
in Figure 4.6; an electron created at in a proton-proton interaction in the beamline should
create a complete track before leaving its energy in the EM calorimeter. Because final-state
photons are not used in this thesis, only electron selection working points will be discussed
further.

Electron identification

Similar to the situation with tracks, different working points are chosen for electrons to
balance reconstruction efficiency and fake rate. For each reconstructed electron, an electron-
likelihood value is computed using a variety of discriminating variables [125], such as the
ratio of a cluster’s energy in the EM calorimeter to that in the hadronic calorimeter just
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Figure 4.7: Electron identification efficiency as a function of ET (left) and η (right) for the
loose, medium , and tight electron identification working points [125].

behind it, relative energy of the cluster in the last EM calorimeter layer, EM cluster width,
number of silicon hits on the associated track, and the angular agreement between the track
and cluster. Four working points are chosen based on the outcome of the likelihood score:
very loose, loose, medium, and tight. The electron identification efficiency for the loose,
medium, and tight working points are given in Figure 4.7 as a function of the electron’s ET

and η.

Electron isolation

An additional criterion is applied to electrons is that of isolation, which as no analog in the
case of tracks. A well-isolated electron is likely to have come directly from a hard-scatter
event, but a poorly-isolated electron is likely to have originated in a heavy-flavor hadron
decay, such as a B-hadron decay4. Two types of isolation are considered for electrons. First,
there is calorimeter isolation, which determines the ratio of the energy in the electron’s
EM cluster to the energy in the EM calorimeter in topological clusters in a cone around
the electron [129]. The other isolation definition is track-based. For track-based isolation,
the sum of the pT of tracks within a cone of the electron is computed, with a few cuts on
the tracks, such as requiring a pT of > 1 GeV and that they point to where the electron
originated in z. Three classes of working points are established: one that seeks uniform
electron reconstruction efficiency in both ET and η, one that seeks ET-dependent efficiency
that must still be uniform in η, and a last one that has efficiency that varies with both ET and
η, but has fixed cuts in the isolation variables. The first class is called “Loose”, the second
class is called “Gradient”, and the last class is called “Fix”. The “Fix” type of isolation is
used in the γγ → W+W− analysis. This class has several working points: loose, tight, tight
(track only), Calo only, and Track Rmax = 0.4. The efficiencies of the “Fix” isolation criteria

4There are some isolation requirements in the Electron-based triggers
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Figure 4.8: Electron isolation efficiencies for the “Fix” isolation working points plotted
against electron ET (left) and η (right) [125].

against electron ET and η are shown in Figure 4.8. The loose version of the “Fix” working
point is used in the γγ → W+W− analysis, which requires that the track-based isolation
variable be less than 15% of the electron pT and that the calorimeter-based variable be less
than 20% of the electron pT.

The cumulative efficiency to find an electron for the purposes of an analysis will come from
a convolution of the electron reconstruction efficiency, the identification effienciency, and the
isolation efficiency. The reconstruction efficiency itself plateaus above 95% for electrons with
ET above 10 GeV. As can be seen in Figure 4.1, the electron energy resolution actually
improves with increasing energy and is about 6% for an electron with an energy of 20 GeV.

4.3 Muons

Muon reconstruction by ATLAS involves both the ID and the MS [130]. The ID component
of a muon is reconstructed just as any other charged particle would be, using the algorithm
described in Section 4.1. In the MS, each chamber is initially treated separately, with a Hough
transform [131] used to search for track segments. These segments are then combined across
chambers to form complete MS tracks.

By combining ID and MS information, four types of muons are created: combined (CB),
segment-tagged (ST), calorimeter-tagged (CT), and extrapolated (ME). For CB muons,
tracking is done separately in the ID and MS, and then a global refit is performed to improve
muon parameter resolution and potentially add MS segments. Normally this is done by ex-
trapolating an MS track inwards. For ST muons, an ID track is extrapolated into the MS
and matched to a segment in the CSCs or MDTs. This is used in the case that the muon’s
energy is too low to pass through all layers of the MS. For CT muons, a track in the ID is
matched to a calorimeter energy deposits consistent with the passage of a minimum ionizing
particle. The muon loses energy by ionizing detector material throughout the detector, not
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Figure 4.9: Reconstruction efficiency for medium tagged muons with pT > 10 GeV as a
function of η [130]. The efficiency is determined using the tag-and-probe method in Z → µµ
events.

just in the ID and MS. The MS does not have good coverage for muons with |η| < 0.1, so
CT tracks are useful in that region. Lastly, ME muons are created using MS information
alone. At least two MS chambers must be traversed for this type of muon, which is used
for |η| > 2.5, where there is no ID coverage. An overlap removal procedure is performed
such that ID tracks and MS segments can only be used by one track, with the assignment
preference being the order of presentation in this paragraph

Muon identification

As with electrons and tracks, muons have identification likelihood working points that seek
to balance reconstruction efficiency and fake rate. For muons, there are four working points:
loose, medium, tight, and high-pT. These working points are formed using information such
as the muon type, the agreement between the pT measured in the ID and MS for a candidate
muon, the χ2 of the combination fit, and the numbers of hits in the ID or MS. For muons
with 20 GeV < pT < 100 GeV, the reconstruction efficiencies of the four working points
are 98.1%, 96.1%, 91.8%, and 80.4%, in order from loose to high-pT. The reconstruction
efficiency for medium muons as a function of η is shown in Figure 4.9.

Muon isolation

Muons have isolation working points analogous to the electron isolation working points
discussed in Section 4.2. Cuts on isolation are designed to separate muons produced directly
in the hard-scatter from those resulting from a heavy-flavor hadron decay in a jet. As in
the electron case, two types of isolation are defined: calorimeter-based and track-based. For
muons, the track-based isolation variable is the sum of the pT of tracks with pT > 1 GeV
within ∆R = min(10GeV/pµT, 0.3) of the muon. The calorimeter-based definition is the sum
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Figure 4.10: Muon isolation efficiency for the FixedCutLoose isolation working point [130].

of topological cluster energies within ∆R = 0.2 of the muon, above what is expected from
pileup alone. There are seven isolation working points, divided into three classes. The first
class has constant efficiency in both muon pT and η: LooseTrackOnly, Loose, and Tight. The
second class has constant efficiency in η, but is pT dependent: Gradient and GradientLoose.
The last class has both η- and pT - dependent efficiencies, but uses fixed cuts in the isolation
variables: FixedCutTightTrackOnly and FixedCutLoose. The FixCutLoose working point
is used in the γγ → W+W− analysis, which requires that the track-based isolation variable
be less than 15% of the muon pT and that the calorimeter-based variable be less than 30%
of the muon pT. The isolation efficiency for this working point is shown in Figure 4.10.

Because muon reconstruction is tracking-based, the pT resolution for muons gets worse
with increasing pT. The resolution is relatively position dependent due to the different
components of the MS and magnetic field inhomogeneity. As seen in Figure 4.1, the goal for
muon reconstruction is to have a resolution better than 10% for muons with pT < 1 TeV.
At a pT of 100 GeV, the resolution is generally better than 5%.

4.4 Jets and Missing Energy

At particle-level, jets are collimated sprays of hadrons, and are one of the most common
features of events at the LHC. Roughly speaking, jets are caused by the creation of high-
energy quarks and gluons. For example, if a qq̄ → qq̄ hard-scattering process takes place,
then the observed final state will likely be two jets. Quarks and gluons cannot be observed
as independent particles due to the running of the strong coupling constant, which results in
hadronization (see Section 2.1.5). As hadronization occurs, many hadrons are created, and
these are collimated by the initial boost of the underlying quark or gluon. The physics of jets
is a rich and evolving subject, but they only appear in the γγ → W+W− analysis as back-
grounds when they are accidentally reconstructed as electrons or give rise to a non-isolated
electron or muon. W bosons can decay into jets, but due to experimental considerations dis-
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cussed in Chapter 6, no specific attempt to find jets is made. Because of this, the discussion
of jets here is rather cursory and is primarily included for the sake of completeness.

At reconstruction-level, there is no single definition of a jet. This contrasts somewhat
strongly with the rest of the experimental objects discussed above in this chapter, which
essentially seek to reconstruct single particles. Traditionally, jets are found by grouping
together clusters of energy in the calorimeter, and nothing in the standard model dictates
exactly which clusters to include or leave out. Many grouping schemes have been developed,
with context-dependent advantages and drawbacks to each. The most common jet-clustering
algorithm used in ATLAS [132, 133] is the anti-kt algorithm [134] with a distance parameter
of either R = 0.4 or R = 1.0. This algorithm attempts to group energy deposits around the
highest energy calorimeter clusters roughly into circles in η×φ space with radii of ∆R = 0.4
or ∆R = 1.0. Larger radii jets capture a higher fraction of the energy of a single jet, but are
more susceptible to noise, particularly from pileup. Large-R jets are often groomed to make
them less sensitive to noise [135].

In ATLAS, the calorimeter energy deposits are combined into topological clusters [129],
which are then the inputs for the jet-clustering algorithm [132, 133]. A jet energy scale
calibration is performed to reduce the effects of pileup and potential position-dependent
effects within the detector [136]. The jet energy resolution improves with energy as indicated
in Figure 4.1 and can be as good as 1% for high-pT central jets, though it can reach 6% for
20 GeV jets. Attempts to improve this resolution include particle-flow algorithms [137]
that match tracks to calorimeter deposits and then use tracking momentum measurements
rather than calorimeter energy measurements. This can improve the energy resolution for
low energy jets to about 3%.

Flavor tagging

In many analyses, it is useful to try to identify the “flavor” of a jet, or the species of quark
or gluon that the jet originated from. For example, identifying if a jet comes from a b quark
is necessary in analyses looking for Higgs bosons decaying to bb̄ pairs. Some of the most
common types of jet tagging are described below. None of the methods are perfect, and it is
not uncommon for jets to be tagged incorrectly; there is always a trade off between tagging
efficiency and fake rate.

• B-tagging is the processes of identifying when a jet comes from a b quark [138]. Because
b quarks form relatively long-lived B hadrons [2], b-jets often have displaced vertices.
These occur because a B hadron can travel a distance of a few mm’s before decaying,
and the tracks of the decay products will point to where the decay occured, rather
than to the primary vertex. ATLAS uses several multivariate approaches to b-tag jets.

• Charm tagging is harder than b-tagging, as charmed hadrons typically have shorter
lifetimes, leading to less displaced vertices. C-jets can be identified using similar algo-
rithms to those used for b-jets, though the efficiency is lower [138]. C-jets can also be
identified by fully reconstructing charmed hadrons inside a jet.
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• Using variables such as jet mass [139] can allow for jets from heavy particle decays,
such as W or Higgs bosons, to be distinguished from generic QCD jets.

• Various substructure variables, such as the number of particles in a jet allow for some
degree of quark vs. gluon jet discrimination [133]. Appendix E describes a few of these
variables in more detail.

• τ -leptons most often decay into either one or three charged hadrons plus up to two neu-
tral hadrons. Particle flow techniques allow for the reconstruction of these dominating
decay modes [140].

Top quarks are unique among the quarks in that they do not have time to hadronize before
decaying. They almost exclusively decay into a b quark and a W boson, so reconstructing
these two decay products allows for the identification of top quarks.

Missing energy

Missing transverse energy, or Emiss
T , allows for the identification of unobservable particles [132,

141]. For example, neutrinos do not interact with the detector, and some models for dark
matter expect dark matter particles to be produced in LHC collisions that would be unde-
tectable after their production. These particles can be “found” if they recoil off a detectable
particle. Momentum must be conserved in the plane transverse to the beamline (or in any
direction for that matter), so if there is an imbalance in the measured momentum, that
indicates the presence of some undetected particle.

Missing energy is the last reconstructed object mentioned in this chapter because it is
determined using all of the other objects. In general, the missing energy in the x (y) direction
is given by:

Emiss
x(y) = −

∑
i∈{hardobjects}

px(y),i −
∑

j∈{softobjects}

px(y),j.

Here, the hard objects are electrons, photons, hadronically-decaying τ -lepton, muons, and
jets, and the soft objects are tracks not used by the hard objects.

Missing transverse energy is itself treated as a vectorial quantity:

Emiss
T = (Emiss

x , Emiss
y ).

The magnitude of the missing transverse energy is given by√
(Emiss

x )2 + (Emiss
y )2,

with direction given by
φmiss = tan−1Emiss

y /Emiss
x .

Like jets, Emiss
T is not used in the γγ → W+W− analysis. While the analysis does look

for final states with neutrinos, Emiss
T has relatively poor resolution and introduces systematic
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Figure 4.11: Expected Emiss
T resolution in simulated events with a single neutrino resulting

from a W boson decay [141]. The resolution is given as a function of Emiss,true
T = pT,ν .

uncertainties to an analysis. The expected resolution of Emiss
T in the case of an event with a

single neutrino from a leptonic W decay is shown in Figure 4.11. The resolution metric here
is the root-mean-square of the distribution of the difference between the neutrino pT and
the Emiss

T . The neutrinos in the γγ → W+W− analysis generally have pT well below 100
GeV, so the Emiss

T resolution could range from 20 - 50%. While, Emiss
T itself is not used in

the γγ → W+W− analysis, a proxy based on charged lepton kinematics is used as described
in Chapter 6.



75

Chapter 5

Simulating ATLAS Events

To find the γγ → W+W−process, we must not only understand what that process will “look
like” in the ATLAS detector, but we must also know what other processes could mimic the
γγ → W+W−signal. In this context, the processes that mimic our signal would be considered
as “backgrounds”. To predict how any particle physics process, either signal or background,
will look like in the detector, we must put together both Standard Model calculations and
calculations of particle-detector interactions.

The Standard Model will tell us how often a process will occur and the probability
distribution functions for particles’ energies and directions. For example, if we know the
initial energies and momenta of two initial state photons, then the Standard Model can tell
us how likely it is for two W bosons to be produced, and how likely it is for one of the W
bosons to have 0.5 < η < 0.55 and 0.0 < φ < 0.05. An even more complicated calculation
could tell us how likely it is for both of the W bosons to decay to muons and the angular
and energy distributions for the muons.

Understanding how a particle will interact with the detector takes a combination of
calculation and calibration. For example, it is possible to calculate a probability distribution
function for the amount of energy a particle deposits in a particular segment of the detector
due to ionization. It is also necessary to know how that energy would get read out from the
detector; if an electrical signal is created, what is the energy to signal-height conversion?

There is also a complication from the fact that not all quantities can be computed exactly.
For example, due to the strength of QCD at low energies, it is not easy to calculate the the
number of of hadrons produced due to the underlying event of a proton-proton collision or
the number of particles created in the hadronization process leading to jet formation. In
these cases, a model is used in order to make a well-informed guess about such quantities.
Similarly, parton distribution functions (PDFs) are not known with perfect precision, so
different choices can be made as to the exact compositions of protons at different energy
scales.

Of course, in one event at the LHC, 1,000 or more particles may be produced, and each
will interact with many meters worth of both active and inactive detector material. To
fully predict what a signal or background event would look like in data, each particle would
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have to be completely characterized. Performing such a complicated series of calculations
by hand would be practically impossible, so to make meaningful predictions, physicists turn
to computer simulations [142, 2]. Sophisticated programs can generate large numbers of
events using the Monte Carlo (MC) method, which can compute integrals or determine the
likelihood of sequential probabilistic processes by randomly sampling from distributions. For
example, for one simulated γγ → W+W−event, the direction of one of the W s would be
selected from a probabilty distribution function, its decay muon’s direction from a different
distribution, the amount of energy the muon leaves in the IBL from another distribution,
etc.

In general, there are three steps involved in event simulation, though these steps can over-
lap. First there is a physics generator that simulates the hard-scatter process and subsequent
decays that can be calculated perturbatively. Then non-perturbative physics is simulated,
such as a potential underlying event or jet formation. This step relies on information from
the hard-scatter. Lastly, the interactions of the final-state particles with the detector are
simulated.

Of course, simulations are not perfect. Even for perturbative processes, calculations
are only computed at finite order, leading to uncertainties on cross sections or distribution
shapes. The models for non-perturbative physics also carry occasionally large uncertainties
and may systematically mis-model distributions such as the number of particles in an un-
derlying event. Because of this, different generators are used and compared to determine
reasonable ranges of what to expect in the detector and to set numerical uncertainties. There
is often a need to correct simulation by using data. For example, it is often possible to define
a “control region” which contains data events that do not appear in the signal region. Then
by comparing the simulation and data in the control region, a correction for the simulation
can be derived that can then improve simulation predictions for signal region yields. This
concept will be applied repeatedly in Part II.

Frequently, the correction takes the form of MC reweighting. When generating a simu-
lation sample, it is not actually necessary to generate events by performing a truly random
sampling from distributions. For example, if a distribution has a peak and a tail, then a
random sampling from the distribution will select mostly events from the peak with few
events from the tail. If the events from the tail are most interesting for an analysis, then it
would be necessary to generate a large number of events to populate the tail segment of the
distribution well. To avoid having overly-large simulation samples, it is possible to sample
from the tail more often than from the peak. In this case, each generated event will be given
a weight. Events from the peak will have a higher weight, as that part of the distribution
was sampled less frequently, and events from the tail will have smaller weights. The total
cross section squared would then be

σ2 =
∑
i

w2
i , (5.1)

where the sum is over each event, and wi is the weight for the i-th event.
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In light of the fact that simulation is not perfect, the weights generated by the MC may
not be correct a priori. Events can be reweighted to make the distributions in MC match
those in data.

In the γγ → W+W− analysis, a variety of specialized corrections will be applied to the
simulation, which are described in more detail in Chapters 7 - 10. Plots illustrating the
agreement of data and simulation both before and after correction will be shown throughout
these chapters, and the cumulative agreement of fully corrected photon-induced (Section 5.1)
and QCD-induced (Section 5.2) simulation with data is shown in Chapter 11.

5.1 Simulation of Photon-Induced Processes

The primary photon-induced processes that need to be considered in this analysis are
γγ → W+W−, γγ → e+e−, γγ → µ+µ−, and γγ → τ+τ−, where the first is our signal
and the photon-induced dilepton processes can be backgrounds by mimicking the signal.
These processes are occasionally referred to as “exclusive”. As discussed in Section 2.2.3,
three scenarios can occur in photon-induced events: both protons remain intact (“elastic”),
one proton remains intact and the other dissociates (“single-dissociation”), or both pro-
tons dissociate (“double-dissociation”). Feynman diagrams for exclusive WW and di-lepton
production are shown in Figures 2.4, 2.12, and 2.16. Because these different scenarios are
sufficiently different physically and because the modelling of photon-induced physics is itself
a somewhat niche field, different generators are used for the different scenarios.

In general, modelling photon-induced physics is difficult, so correcting the simulations
is an important part of this analysis1. The corrections applied to these samples will be
discussed in Chapter 10. A summary of the different generators used for photon-induced
physics is given in Table 5.1.

There are some photon-induced hadron production processes, and photon-induced four-
lepton processes that could act as minor backgrounds in this analysis. These were modelled
with Pythia8.244 and MadGraph5 AMC@NLO [143] and found to be negligible.

For all Pythia8 and Herwig7 samples that involve parton showers, the decays of bottom
and charm hadrons was performed with EvtGen 1.2.0 [144]

5.1.1 Elastic Production

Elastic production of the four considered processes was modelled at leading order (LO)
using Herwig 7.1.5 [145, 146]. To model the initial state photons, the BudnevQED photon
flux [147] was used, having been interfaced with Herwig using ThePEG software [148].

MG5 AMC@NLO was used as an alternate sample for the four elastic processes, with its
default flux for photons radiated from protons. However, the initial state photons in this
generator have no pT, which is not necessarily physically accurate.

1For example, the only relevant generator that includes the Survival Factor effects discussed in Sec-
tion 2.2.4 is SuperChic [19], which is not currently used in this analysis.
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Process Generator (+ Shower) PDF Use
El. WW Herwig 7.1.5 - Main

El. ll Herwig 7.1.5 - Main
SD WW MG5 AMC@NLO+Pythia8.243 CT14QED Alternate

SD ll LPAIR (built-in) Main
SD ll MG5 AMC@NLO+Pythia8.243 CT14QED Alternate

DD WW MG5 AMC@NLO+Pythia8.243 CT14QED Alternate
DD ll Pythia8.240 NNPDF3.1NLOluxQED Main
DD ll MG5 AMC@NLO+Pythia8.243 CT14QED Alternate

Table 5.1: Summary of the different generators used for photon-induced processes considered
in the γγ → W+W−analysis. Here, “El.” indicates elastic production, and “SD” and “DD”
indicate single- and double-dissociative production, respectively.

5.1.2 Single-Dissociative Production

The single-dissociative component of the four processes was modelled with MG5 AMC@NLO
interfaced with Pythia8.243 for the dissociation of the proton. The default photon flux was
used for the non-dissociating proton, and the CT14QED PDF [149] was used to model
the photon flux from quarks for the dissociating proton. The multiplicity of particles re-
sulting from the proton shower is not expected to be accurate in this simulation, because
the Pythia showering stage is tacked on after the emission of the photon. However, the
hadronization step can help correct the issues caused by the lack of initial-state photon pT.

The primary generator for single-dissociative di-lepton production was LPAIR [150]. This
is a generator specifically used for photon-induced physics, with its own proton showering
model. However, LPAIR cannot generate the γγ → W+W−process, so it is not used for that
component of the signal.

5.1.3 Double-Dissociative Production

Double-dissociative production can be modelled using the same MG5 AMC@NLO setup dis-
cussed for single-dissociative production, though of course both of the protons are showered
using Pythia8.243, rather than just one.

For double-dissociated dilepton production, Pythia8.240 was used, with the photon
fluxes given by the NNPDF3.1NLOluxQED PDF set [13].

5.2 Simulation of QCD-Induced Processes

In the γγ → W+W− analysis, several QCD-induced processes can act as background. In
general, these processes will be referred to as “inclusive”. In the following, for all Pythia8
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Figure 5.1: Feynman diagrams for inclusive WW production, which is the primary back-
ground in the γγ → W+W−analysis. The lefthand diagram depicts the qq̄ → W+W−process;
the middle diagram depicts gluon-induced WW production with an intermediate Higgs bo-
son; and the righthand diagram depicts a possible Vector Boson Scattering diagram.

and Herwig7 samples that involve parton showers, the decays of bottom and charm hadrons
were performed with EvtGen 1.2.0 [144]. A summary of the different generators used for
QCD-induced physics is given in Table 5.2. The simulations of inclusive processes receive
several corrections, primarily described throughout Chapters 8 and 9.

5.2.1 Inclusive WW

The primary background process is inclusive WW production, which itself is primarily qq̄ →
W+W−. Inclusive WW production has a total cross-section that is about 1,000 times higher
than exclusive WW , and some inclusive events are expected to pass even a very efficient
signal vs. background discrimination scheme (see Chapter 6). The Feynman diagram for
this process is depicted in the left-most diagram of Figure 5.1. Inclusive WW can also have
a qg or a gg initial state, with an intermediate Higgs boson possible in the gg case, and
there is also a Vector Boson Scattering (VBS) mechanism for W+W− production. Feynman
diagrams for the gg → h and VBS processes are also given in Figure 5.1.

The qq̄ → W+W− process was simulated at next-to-leading (NLO) order using the
Powheg-Box v2 generator [151, 152, 153, 154, 155], which uses the CT10 PDF [156].
Parton showering and hadronization were performed with Pythia 8.212 as a baseline, us-
ing the AZNLO tune2 [157] and the CTEQ6L1 PDF [158]. An alternate parton shower-
ing/hadronization simulation was provided by Herwig 7.1.6, employing the H7UE tune [159]
and the MMHT2014LO PDF set [160].

Sherpa 2.2.2 [161, 162] was used as an alternate generator for the qq̄ → W+W−.
Sherpa performs calculations at NLO if there is up to one extra parton emitted in the hard
scatter and LO if there are up to three additional partons. Sherpa’s own parton shower and
hadronization models were used [163, 164, 165, 166, 167, 167], though some QCD corrections

2The models used to simulate non-perturbative physics generally have a variety of parameters that can
be set by experimenters. Designated sets of parameters are known as “tunes”.
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were performed with the OpenLoops 1 library [168, 169, 170]. The Sherpa sample used
the NNPDF3.0NNLO PDF set [171].

The gg → h → W+W− process was modelled at next-to-next-to leading order (NNLO)
order using Powheg NNLOPS program [172, 173], along with the NNPDF3.0NNLO PDF
set. Showering was performed with Pythia 8.240.

Vector-boson scattering induced WW production was modelled with Sherpa 2.2.2, also
with the NNPDF3.0NNLO PDF set. Generic gg → WW production was modelled with
Sherpa 2.1.1 and the CT10 PDF set.

5.2.2 Inclusive Di-Boson Production

The two-lepton decay of a Z boson can mimic a W decay if a lepton is missed at reconstruc-
tion level; similarly, photons can be incorrectly reconstructed as electrons. Because of this,
inclusive di-boson production processes, such as WZ, ZZ, and Wγ, can act as backgrounds.

The primary generator for the WZ, ZZ, Wγ, and Zγ backgrounds was Sherpa 2.2.2,
calculated at NLO with the NNPDF3.0NNLO PDF set. Here again, Sherpa’s own showering
model was used. The minimum pT for the photons in the Wγ and Zγ was set to 7 GeV.

The Powheg-Box v2 setup, interfaced to Pythia 8.212 was also used for WZ and ZZ
production, calculated at NLO, using the same settings as used for the qq̄ → W+W− simu-
lation discussed in Section 5.2.1.

5.2.3 Drell-Yan Production

The Drell-Yan (DY) di-lepton production process, which is qq̄ → Z/γ∗ → l+l− can also
mimic signal in the case where the W bosons decay to leptons. The two l’s must be the same
flavor in Drell-Yan production, but if two taus are produced, the taus are not constrained
to decay in the same way.

The Drell-Yan process was modelled with the Powheg-Box v1, using the CT10 PDF
set. The parton showering and hadronization was performed with Pythia 8.210, once again
with the AZNLO tune and CTEQ6L1 PDF. The Herwig 7 setup for showering described
in Section 5.2.1 was used as an alternate. Another alternate sample was provided by the
Sherpa 2.2.1 generator, using the NNPDF3.0NLO PDF set and its own showering model.

Dedicated ττ samples were created where the taus were forced to decay leptonically to
improve statistics of this important background. These were created with the Powheg gen-
erator interfaced with Pythia 8.186 and the NNPDF3.0NLO PDF set.

5.2.4 Top Background Production

Top quark decays involve the production of an on-shell W boson, so tt̄ and Wt processes can
act as background. Both were modelled at NLO with the Powheg-Box v2 generator [174,
175] using the NNPDF3.0NLO PDF set. A diagram removal scheme was applied to prevent
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Process Generator (+ Shower) PDF Use
qq̄ → WW Powheg-Box v2+Pythia 8.212 CT10 Main
qq̄ → WW Powheg-Box v2+Herwig 7.1.6 CT10 Alternate
qq̄ → WW Sherpa 2.2.2 NNPDF3.0NNLO Alternate

gg → h→ WW Powheg NNLOPS+Pythia 8.240 NNPDF3.0NNLO Main
VBS WW Sherpa 2.2.2 NNPDF3.0NNLO Main
gg → WW Sherpa 2.1.1 CT10 Main

WZ, ZZ, Wγ, Zγ Sherpa 2.2.2 NNPDF3.0NNLO Main
WZ, ZZ Powheg-Box v1+Pythia 8.212 CT10 Alternate

DY ll Powheg-Box v1+Pythia 8.210 CT10 Main
DY ll Powheg-Box v1+Herwig 7.1.6 CT10 Alternate
DY ll Sherpa 2.2.1 NNPDF3.0NLO Alternate
DY ττ Powheg-Box v1+Pythia 8.186 NNPDF3.0NLO Main
tt̄, Wt Powheg-Box v2+Pythia 8.230 NNPDF3.0NLO Main

Table 5.2: Summary of the different generators used for QCD-induced processes considered
in the γγ → W+W−analysis.

overlap between the two samples [176]. Pythia 8.230 was used for showering, employing
the A14 tune [177] and NNPDF2.3LO PDF set.

5.3 Simulation of Pileup

Pileup interactions, or additional proton-proton interactions in an event other than the
hard-scatter, are simulated using Pythia8.186 [178] and the . The decays of bottom and
charm hadrons was performed with EvtGen 1.2.0 [144]. The “A3” tune of Pythia 8 [179]
was used, which is a tune optimized for collisions where little momentum is transferred
between the colliding protons. Lastly, the NNPDF2.3LO set of PDFs [180] was used for
pileup interactions. This PDF set used Run 1 LHC data to refine predictions about proton
constituents at higher energies than had previously been experimentally accessible. Pileup
is included in the simulation by overlaying several events.

The number of pileup interactions and their spatial distributions are simulated based on
what is expected at the LHC prior to running. For example, the majority of samples used
in this analysis had beamspots with σz values of 42 mm, while a σz value of about 35 mm
was actually observed for the majority of Run 2 (see Figure 3.2). It is standard to reweight
the simulation to make the distribution of the number of pileup interactions in simulation
events match what was actually observed in data. In the γγ → W+W−analysis, the spatial
distribution of pileup interactions is also corrected (see Chapter 7).



CHAPTER 5. SIMULATING ATLAS EVENTS 82

5.4 Modelling the ATLAS Detector and Pileup

In ATLAS, the final step of simulation is the same for all generated events, both signal
and background. Events are passed through a Geant4 [181] simulation of the ATLAS
detector [182] or a combination of Geant4 and parameterized calorimeter response for the
sake of increasing simulation speed [183]. This simulation involves a detailed spatial layout
of the entire detector, with the chemical composition of both active and inactive material
specified. This step also produces simulated activity in the detector, such as hits in the ID
or MS. Using these simulated hits, events and their corresponding objects are reconstructed
using the same software that is used to process data.
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Part II

Observation of γγ → W+W−
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Chapter 6

Analysis Strategy

The γγ → W+W− analysis can essentially be classified as a “cut-and-count” analysis, which
is a straightforward way to establish an observation. These generally proceed as follows.

1. A “signal region” (SR) is defined, which is a set of event selections designed to empha-
size signal with minimal background contamination. The event selections are based on
the objects reconstructed in the events and their kinematic properties, with cuts that
are optimized using simulations as discussed in Chapter 5. Cut-and-count analyses are
typically “blinded”, meaning that experimentalists avoid looking at data events in the
SR to avoid biasing how they develop the cuts.

2. Having defined a SR, the number of background events in the SR is estimated using
a combination of simulation and data in “control regions” (CR). Control regions are
similar to, but do not overlap with, the SR, instead emphasizing backgrounds. They
allow for the validation of simulations.

3. The SR is then unblinded, and the number of signal events in the SR (Nsig,SR) is taken
to be

Nsig,SR = Ndata,SR −Nbkgd,SR. (6.1)

Here, Ndata,SR and Nbkgd,SR are the number of data and background events in the SR,
respectively.

4. The significance of the observation is determined based on the statistical and systematic
uncertainties on the data yield and background estimates in the SR. The cross-section
of the signal is given by the formula

σ =
Nsig,SR

L · εS · A
. (6.2)

Here, L is the integrated luminosity of the data, εS is the expected efficiency of selecting
the signal, and A is the the expected kinematic acceptance of the signal. The rate
of signal production can be compared to the Standard Model prediction based on
simulations of the signal.
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This chapter details how data and simulation events are selected in the γγ → W+W− anal-
ysis. In particular, the question of how to discriminate photon-induced processes from QCD-
induced processes is addressed. At the end of this chapter, a road map is given for the rest
of Part II, describing the various corrections that will need to be made to ensure accurate
estimates of Nbkgd,SR. Precise definitions of the main SR and CRs will be given in Chapter 11.

6.1 Data Used

The data used in this analysis comes from Run 2 of the LHC (see Chapter 3). In Run 2,
protons were collided at a center-of-mass energy of

√
s = 13 TeV, and the ATLAS collab-

oration recorded a total integrated luminosity of L = 139.0 ± 2.4 fb−1 after data quality
selections were applied to remove data when detector components were non-functional1 [83].
The length of the beamspot in the z direction and the number of pileup interactions are
both important features for this analysis; these are described in more detail in Sections 3.1.2
and 3.1.4, respectively. In Run 2, the beamspot length was about 40 mm long, with an
average of about 34 pileup interactions per event.

Photon-induced physics can also be studied in Lead-Lead (PbPb) collisions data [35, 38]
(see Section 2.3.1). In Run 2, ATLAS collected an integrated luminosity of L = 1.76 nb−1

of PbPb data at a nucleon-nucleon center-of-mass energy of 5.02 TeV [82]. There was
essentially no pileup in this dataset. While the total integrated luminosity is much lower
than that for proton-proton running, the per-hadron photon flux is much higher. In EPA
(see Section 2.2.2), each hadron adds a factor of Q2 to the photon flux, where Q = 82 is the
atomic number of a Lead ion. However, the energy of the photons produced by Lead ions at
the LHC tends to be lower than those produced by photons. As can be seen from Figure 6.1,
in PbPb collisions, there are not many photon-photon interactions that occur with center-
of-mass energy above 80 GeV, which is 80 GeV shy of the center-of-mass energy needed to
produce two W bosons [39]. Because of the lack of photon luminosity at high-energy during
PbPb data-taking, this dataset is not used.

6.2 Event Selection

The defining features of the elastic γγ → W+W− process are the two final state W bosons
with no additional underlying event. Even in the single- and double-dissociative cases, little
central activity is expected in the detector from the dissociating protons. Each of the W
bosons can either decay into a lepton and a neutrino or into two quarks, which will result in
either one or two jets per W .

In the case when both of the W ’s decay into leptons, the only central activity expected
from the γγ → W+W− process are the two charged leptons. To re-iterate, that is the unique
signature of two leptons emerging from the same point of origin with no other tracks nearby.

1Please see Section 3.1.3 for additional details on the luminosity.
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Figure 6.1: Number of photon-induced e+e− events observed as a function of mee in 1.76 nb−1

of PbPb data collected by ATLAS during LHC Run 2. There are few events with a photon-
photon center-of-mass energy above 80 GeV, making WW production unobservable in this
dataset.

Furthermore, these leptons are not expected to be back-to-back, as each lepton must balance
its respective neutrino in the W decays. Another unique possibility is that one W can decay
into an electron and the other into a muon. Experimentally, an isolated e + µ final state
should only occur for processes with two final state W bosons, two final state τ leptons, or
when leptons are missed or reconstructed incorrectly. For each W boson, there is a 10.8%
chance that it decays into an electron, a 10.6% chance that it decays into muon, and an
11.3% chance that it decays into a tau [2]. Therefore, there is a 10.7% chance that both W
bosons decay leptonically and a 2.3% chance that the WW decay results in an e + µ final
state.

In the case where one or both of the W bosons decays into jets, the experimental signature
is less distinct. Jets are comprised of many hadrons, making it hard to distinguish underlying
event particles from W -decay particles. Jets are the most commonly produced objects at
the LHC, so backgrounds would be significant if W -to-jet decays were used in this analysis.

The case where both W bosons decay leptonically is favored in this analysis, as it allows
for a cleaner distinction between photon-induced and QCD-induced processes. And while
the e+ µ final state is relatively rare, the low background rates make it the most promising
channel to observe the γγ → W+W− process. However, ee and µµ events are also usedful in
this analysis to study background modelling. The selection of relevant data events is detailed
in the following subsections. Simulated events are required to pass the same selections.
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Selection Electrons Muons
ET or pT ET > 20 GeV pT > 20 GeV

η |η| < 1.37 or 1.52 < |η| < 2.47 |η| < 2.4
Identification Medium Medium

Isolation Fix: loose FixCutLoose
|d0|/σd0 < 5.0 < 3.0

Table 6.1: Summary of the selections that electrons and muons must pass to be considered
in the γγ → W+W− analysis.

6.2.1 Triggers

The single electon and single muon triggers, which were discussed in more detail in Sec-
tion 3.3.1, are used to select events in this analysis. For the single electron triggers, the
minimum ET was 24 GeV in 2015 and 26 GeV in 2016-2018. In 2015, trigger electrons were
required to pass a medium identification criteria2 if the ET was below 120 GeV or a loose
requirement if above 120 GeV. In 2016-2018, a tight requirement was employed below 60
GeV, a medium requirement between 60 and 140 GeV, and a loose requirement above 140
GeV. For the single muon triggers, the minimum pT was 20 GeV in 2015 and 26 GeV in
2016-2018. For all years, the trigger muon had to be considered isolated3 if its pT was below
50 GeV.

A trigger matching scheme was employed to ensure that at least one of the fully recon-
structed leptons in the event was the object that triggered the event readout.

6.2.2 Lepton Selections

Electrons are reconstructed as detailed in Section 4.2. They are required to have ET >
20 GeV and |η| < 2.47. They are also rejected if they fall in the region 1.37 < |η| < 1.52,
which is the transitional region between the barrel and endcaps of the EM calorimeter. For
this analysis, electrons are required to pass the medium identification criteria and the loose
version of the “Fix” isolation criteria. The significance of the d0 value, |d0|/σd0 , must be less
than 5.0 for electrons.

Muons are reconstructed as detailed in Section 4.3. They are required to have pT >
20 GeV and |η| < 2.4. They are also required to pass the medium or high-pT identification
criteria and the FixCutLoose isolation criteria. The significance of the d0 value, |d0|/σd0 ,
must be less than 3.0 for muons.

The selection criteria for leptons are summarized in Table 6.1.

2similar to that discussed in Section 4.2
3using criteria similar to those discussed in Section 4.3
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6.2.3 Additional Selections

Beyond the generic single-lepton selections, additional kinematic selections are used to create
a final event-level pre-selection:

• Exactly two leptons in the event which pass the criteria discussed in Section 6.2.2.

• The two leptons must have opposite charge.

• Both leptons must have a measured z0 value within 0.5 mm of the “lepton vertex” (zllvtx).
Because photon-induced do not produce charged particle tracks from an underlying
event, generic ATLAS vertex reconstruction is insufficient for identifying where in z
the interaction occurred. The algorithm tends to associate pileup tracks with the lepton
vertex, biasing the position measurement. Additionally, using the standard method,
the vertex associated with the leptons is occasionally not considered the primary vertex,
as it does not always have the highest

∑
pT in the event. A selection based on the

primary vertex would therefore result in lost efficiency. To address these issues, a
custom vertex definition was created, which only depends on the lepton kinematics:

zllvtx =
z0(l1) sin2 θ(l1) + z0(l2) sin2 θ(l2)

sin2 θ(l1) + sin2 θ(l2)
. (6.3)

Here, the θ values are the angles between the leptons and the beamline, as discussed
in Section 3.2.1. The use of sin2 θ serves as a proxy for the resolution of the z0 of the
leptons, giving leptons with a better resolution (those with θ closer to π/2) a higher
weight.

• The lepton with higher pT, or the “leading lepton”, must have pT > 27 GeV.

• The lepton with lower pT, or the “subleading lepton”, must have pT > 20 GeV.

• The invariant mass of the di-lepton system must be greater than 20 GeV (mll >
20 GeV). Modelling di-lepton final states with lower invariant mass is difficult due to
the presence of hadronic resonances that can decay to two leptons.

Tracks considered in this analysis must pass the “tight-primary” selection discussed in
Section 4.1. They must additionally have |d0| < 1 mm measured with respect to the beam-
line. This reduces likelihood of considering tracks from secondary vertices or material inter-
actions.

There are no selections in this analysis based on jets or missing energy. The use of these
objects would introduce uncertainties to the analysis due to calibration and pileup. While
a jet veto could eliminate some backgrounds and neutrinos from W decays result in Emiss

T ,
proxies for both can be implemented using lepton kinematics and tracking information. In
lieu of a jet veto, a track veto is implemented as described below, and the pT of the di-lepton
system, pT,``, can be used instead of Emiss

T .
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Figure 6.2: Average angular density of charged particles with pT > 500 MeV and |η| < 2.5
produced in proton-proton collisions in LHC Run 2 as a function of the leading charged
particle’s pT [184]. The data was collected using ATLAS’s minimum bias triggers [108],
which is a small dataset that does not rely on the presence of a particular object. The
densities are given per unit of η and φ in radians, so the total area covered is 5 units of η and
2π units of φ. The densities are broken down into those within ±30◦ of the leading charged
particle (Towards region), those within ±30◦ of the direction exactly opposite of the leading
charged particle (Away region), and the remaining 240◦ of the transverse plane (Transverse
region).

6.3 Discriminating Photon-Induced and

QCD-Induced Physics

The primary means to distinguish a photon-induced event from a QCD-induced event is the
presence of an underlying event (UE) or lack thereof. The UE will produce charged particles,
and therefore tracks that point to the interaction location. The UE will also produce neutral
particles, though these do not result in pointing information.

The number of charged particles that are produced in a typical proton-proton collision
depends on the momentum transferred between the two protons and therefore on the pT of
the leading charged particle. The typical angular density of charged particles as a function of
the leading charged particle’s pT is illustrated in Figure 6.2 [184]. For collisions with a leading
charged particle with pT > 27 GeV, such as those required by the γγ → W+W− analysis,
more than one charged particle is expected per unit of η and φ, representing an average of
over 30 charged particles throughout the tracking region.

A photon-induced interaction will have 0 UE tracks in most cases, though there is a small
chance of having a track if at least one proton dissociates. This suggests that a powerful
means of photon-induced vs. QCD-induced collision discrimination is simple track counting.
If there are UE tracks (i.e. those not matched to a lepton), then the event can be classified
as background-like, and if there are no tracks, then the event can be classified as signal-like.
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Of course, this classification scheme is not perfect. While the average number of tracks in a
QCD-induced event is significantly more than 0, some small fraction of events4 will have no
reconstructed tracks.

Additionally, there is an important factor that has been ignored so far in this section:
pileup (PU). The tracks in the events considered for the γγ → W+W− analysis will not
all be from the collision that yields the WW pair, as PU collisions will also create tracks.
This is illustrated in Figure 6.3 [185]. It should be noted that this simulated event only had
23 simultaneous collisions, which is below average for a data event in Run 2. The presence
of PU tracks, along with the non-zero z-resolution for tracks (illustrated in Figure 4.5),
complicates the track counting metric for signal vs. background discrimination. If there
were no PU collisions in the events considered for the γγ → W+W− analysis, then one
could simply count all tracks in the event for discrimination purposes. However, given the
presence of PU, no data event would pass that all-track inclusive selection. While this
means the background rate would be 0, which is a good thing, it also means that the signal
selection efficiency would be 0, which makes an observation impossible. Because of this,
tracks must only be counted in a restricted region, or an “exclusivity window”. However, we
must determine how wide this window should be.

The truth-level charged particles produced in a collision will originate in a space that is
about the size of a proton. Of course, tracking resolution is not so fine, being about 100
µm at best, so most UE tracks will point to within about ±100 µm from the truth-level
interaction location. If a very small window size is used, say on the order of ±1 µm away
from the leptons, then a large fraction of QCD-induced events would pass the selection,
leading to overwhelming background rates and, once again, no observation.

Setting a window size is a balancing act: too small a window increases background
rates5, and too large a window reduces signal acceptance rates6. A window centered on the
lepton vertex, zllvtx, that has a size of ±1 mm has been used in other photon-induced physics
analyses with ATLAS in proton-proton events [41, 21], providing roughly optimal expected
signal significance. The ±1 mm window size is adopted in this analysis, though attempts
to optimize this selection are discussed further in Appendix A. An illustration of how PU
can can cause photon-induced events to fail a window-based exclusivity selection is given in
Figure 6.4.

It is worth noting here that one of the key appeals of performing photon-induced physics
analyses with PbPb collision data is a lack of pileup in such events [38, 35]. Track counting
is still the metric used to discriminate signal and background events, but no exclusivity
window is needed. The PbPb dataset is not used in the γγ → W+W− analysis for the
reasons highlighted in section 6.1.

4About 0.1% in the case of qq̄ →W+W−.
5When the window is too small, UE tracks may point outside of the window and therefore not aid in

discrimination.
6PU tracks will point into the window if it is too large, leading to signal rejection.
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Figure 6.3: Illustration of the pileup tracks in a simulateed event with 23 simultaneous
proton-proton interactions [185]. The hard scatter in this event is a Drell-Yan µµ event,
which occurs where the two bold yellow lines are pointing. The thin red lines also emerging
from that vertex are considered UE tracks in this context, and all additional tracks are
considered pileup tracks.

Figure 6.4: Illustration of how pileup (PU) can spoil the ±1 mm exclusivity window. On
the left, all PU tracks are sufficiently far from the lepton vertex that the event passes the
exclusivity selection. On the right, however, PU tracks fall within the exclusivity window,
causing the photon-induced event to fail the exclusivity selection.

6.4 Overview of Simulation Shortcomings

At this point, the path forward should be relatively clear. We have simulations of our signal
and background processes and have defined event and object selections that are used in both
simulated and real data events. What remains is to define a signal region, estimate the
expected yields in that region using our simulation, and then see if the data agrees with our
expectation. The exact definition of the signal region will be informed by expectation from
simulation, and it will depend on the number of tracks counted in the exclusivity window
and on the pT,`` of the di-lepton pair. Before unblinding the analysis, it will also be useful
to define control regions (also by using the number of tracks and pT,``) to check that the
simulations accurately predict yields in regions that are similar to, but not exactly the same
as, our signal region.
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However, before proceeding, we must address known flaws in the simulation. If the
simulation is taken as-is, the expected yields will be incorrect, making steps 3 and 4, as laid
out in the beginning of this chapter, inaccurate. Chapters 7-11 will detail the procedures
used to correct simulation or otherwise address its shortcomings, but a brief summary of the
needed corrections is given here to contextualize and motivate the next chapters.

• Pileup is not modelled correctly a priori; the density of interactions can be incorrect,
as can the number of tracks produced per interaction. Understanding the εS in Equa-
tion 6.2 relies on an accurate estimation of how likely it is for PU to cause a signal event
to fail the exclusivity selection (see Figure 6.4). At its core, the correction applied to
address this issue seeks to make the distribution of the number of tracks in the ±1 mm
window around the leptons correct.

• Underlying events in QCD-induced events are not modelled correctly. The multiplicity
of tracks produced in a typical UE depends on physics in the non-perturbative regime
of QCD. This makes modelling this distribution challenging. However, we need to know
what fraction of QCD-induced events have 0 UE tracks in order to estimate Nbkgd,SR.

• The pT distribution of the Z-boson in Drell-Yan di-lepton samples is not modelled cor-
rectly. We will eventually put a cut on the pT,`` of the di-lepton system; mismodelling
of the Z-boson’s pT will influence how many such events pass that cut.

• The rate at which photons or jets mimic electrons or muons is not necessarily modelled
correctly. For example, we need to know what fraction of W + γ events will fall into
our signal region because the photon was accidentally reconstructed as an electron. If
the γ → e fake rate is not correct in simulation, then the estimate of the W + γ events
in the signal region will be incorrect.

• Modelling of dissociative photon-induced events is not accurate. As in the case of UE
track multiplicity, proton dissociation relies on non-perturbative QCD physics, making
calculations difficult. Additionally, the single- and double-dissociative WW process has
not been implemented in many physics generators, so it is not easy to cross-validate
simulation. Because of this, simulation is not used to directly estimate the single- and
double-dissociative WW rates in the signal region. We instead rely on a data-driven
estimate of the rates of dissociation.

• Cross sections in data are not necessarily exactly accurate. Calculations are not per-
formed at all orders, leading to uncertainty on the final cross-sections of major back-
grounds. Our main control regions will be used to check the yields of background
processes in simulation vs. data.

In all of these cases, data-driven methods are used to address the shortcomings of simu-
lation. By definition, the data can never be wrong.
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An additional correction is applied for the pT of theWW system in qq̄ → W+W− samples.
This is not a data-driven method, but rather will rely on a higher-order calculation of the
process. Similar to the Z-boson pT issue highlighted above, this correction is relevant due
to the pT,`` cut that will eventually be applied to the final state di-lepton system.

Furthermore, standard ATLAS scale factors and reweighting are applied to the simula-
tion samples to improve the data/simulation agreement due to lepton trigger rates, lepton
reconstruction efficiency, and lepton identification and isolation criteria [130, 186, 113, 112].
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Chapter 7

Pileup Modelling Corrections

Tracks from pileup (PU) interactions can fall within the ∆z = ±1 mm window around the
lepton vertex either due to the simple fact that the PU interaction occurs within the window
or due to track z-resolution effects. Regardless of why the PU track is in the window, it will
cause the event to fail the exclusivity selection, reducing our signal-selection efficiency.

Correctly modelling the multiplicity and spatial distribution of PU tracks is important to
the success of the γγ → W+W− analysis; it improves our estimate of the number of expected
photon-induced events in the signal region. It also improves our estimate of Nbkgd,SR, as some
QCD-induced events with no UE tracks will fail the exclusivity selection due to PU. While
an estimate of the expected number of signal events in the signal region is not strictly
needed in order to measure the cross-section, it is needed in order to compare the measured
cross-section to the SM expectation

The critical feature here is PU track density, which is related to PU interaction density.
To correct the PU in simulation, the following steps are performed:

1. The simulation is reweighted such that the distribution of the number of PU interac-
tions per event matches the distribution observed in data.

2. The tracks in the simulation are shifted such that the longitudinal beamspot size will
match that observed in data. Together with the first point, this will make the density
of PU interactions in the simulation match data.

3. A last reweighting is performed to make the distribution of the number of tracks
counted in the ±1 mm window match the distribution in data. This correction is
necessary because the number of tracks produced per PU interaction is not modelled
correctly in the simulation. Therefore, the first two points, which should get the density
of interactions correct, are not sufficient.

The correction indicated in the first point above is standard to ATLAS analyses. The end
result is that a plot of the mean number of interactions per bunch crossing in the simulation
would look like that in Figure 3.4 on a per-year basis. The second two points are unique to
this analysis and are detailed further in the following sections.
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7.1 Beamspot Length Correction

The number of PU interactions and their longitudinal distribution in simulation is not correct
out of the box because simulation is normally generated before data is taken. This means
that those distributions in the MC are set by expectations rather than reality. The positional
distribution of interactions in the z-direction is taken to be Gaussian, so the main metric used
to describe the beamspot length is σBS. The simulation used in this analysis had beamspot
widths, or σMC

BS , of 35 mm or 42 mm depending on the sample. The values observed in data
are shown on a run-by-run basis in Figure 3.2. In 2015, the width, or σdata

BS , was centered
around 44 mm, and in 2016-2018 the value was centered around 34-38 mm depending on the
run. The beamspot size changes from run-to-run due to changes in the LHC beam optics.

In data, each run has a run number, and the σdata
BS for each run is a known quantity. In

the simulation, each event is randomly assigned a pseudo-run number, such that distribution
of the number of events in each run matches between the simulation and data. Because of
this internal assignment, each simulated event has both a known σMC

BS , which is either 35 or
42 mm, and a known σdata

BS , which corresponds to the beamspot width actually observed in
that particular run.

When correcting the beamspot length, our goals are:

• To make the z-distribution of hard-scatter (HS) interactions match what is expected
in data.

• To preserve the simulated spatial distribution of UE tracks1 relative to the HS in events
with a UE.

• To correct the density of PU tracks.

The steps to accomplish these goals are as follows:

1. In each simulated event, the lepton vertex, zllvtx, is multiplied by the value σdata
BS /σMC

BS .
This rescales the HS distribution. The value ∆z = znew − zold is recorded.

2. Reconstructed tracks that are matched [119] to charged particles originating in the HS
UE are shifted by the same amount as zllvtx was shifted, ∆z. This avoids squeezing or
broadening the distribution of UE tracks around the HS.

3. For tracks that aren’t matched to the HS UE, their measured z value is multiplied by
σdata

BS /σMC
BS . The density of PU interactions based on the new z information of tracks

should match that in data.

All of these rescalings introduce uncertainties into the analysis2. For example, the effi-
ciency of track and lepton reconstruction is mildly position dependent, and this correction
does not seek to fine tune the simulation to account for such effects.

1Which should not be confused with PU tracks.
2See Chapter 12 for more details
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7.2 Pileup Track Multiplicity Correction

Having applied the reweighting based on the mean number of pileup interactions and rescaled
the tracks’ and HS’s location within each event, the physical distribution of PU interactions
in the simulation should closely match that in data. What is still not necessarily correct
at this point is the number of tracks resulting from each PU interaction. This will affect
the distribution of the number of tracks counted in the ±1 mm window around the lepton
vertex, nPU

trk . A data-driven correction is derived to reweight events based on the number of
PU tracks counted within the exclusivity window. The derivation proceeds as follows.

First, it is important to note that the position of a HS interaction, either signal or
background, is essentially random with respect to the PU distribution. This is because the
PU interactions and the HS interaction are totally independent of each other. Because of
this, the distribution of nPU

trk in a window around the leptons should be the same as that
found in a window around a random location in the beamspot3. This distribution can be
measured in a straightforward way.

An auxiliary measurement is performed using data events that pass all of the preselections
described in Section 6.2.3, with the additional selections that both leptons have the same
flavor and 70 GeV < m`` < 105 GeV. This corresponds to the Z-peak region in data,
where the vast majority of events will have resulted from the DY di-lepton process with a
nearly on-shell intermediate Z-boson. For each data event, multiple randomly centered, non-
overlapping ±1 mm windows are placed along the beamline, and nPU

trk is recorded for each
window. The distribution is recorded as a function of the position of the window center, as
the density of PU tracks is position depended. Further, the window must be centered at
least 10 mm away from zllvtx to avoid accidentally counting UE tracks. An illustration of how
random windows would be positioned around the lepton vertex is given in Figure 7.1.

The nPU
trk distribution observed in data for random windows is shown in Figure 7.2, aver-

aging over all positions and numbers of pileup interactions. On average, 52.6% of random
windows have no PU tracks, or nPU

trk = 0. The figure also shows the distributions as predicted
in simulation, both before and after the beamspot length correction. The simulation before
the correction, presented in solid lines, has clear mismodelling in all bins of nPU

trk , especially
in the case of a 42 mm beamspot for the simulation. We can note here that the majority
of the simulated samples was produced with the 42 mm beamspot, so the importance of
this correction should be clear. After the beamspot length correction, the nPU

trk = 0 bin is
modelled relatively well, indicating that the density of PU interactions has been corrected,
but the higher nPU

trk bins still show mismodelling. The ratio of the data to the corrected
simulation is taken on a bin-by-bin basis. This ratio is the reweighting that will make the
nPU

trk distribution agree between data and simulation. The distributions resulting from the
application of this correction are also shown in Figure 7.2. For the sake of visualization,
these distributions have been integrated over the all window positions. The density of PU

3Assuming the center of the random window in each event is selected based on the same distribution
that determines the lepton vertex location
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Figure 7.1: Illustration of the method used to measure the expected number of pileup tracks
in a random ±1 mm window around a lepton vertex [187]. The correction is derived in a
window-center position dependent way.

tracks depends on the location within the beamspot, so the reweighting is actually derived
on a window-position dependent basis.

7.3 Exclusivity Window Selection Efficiency

To conclude this chapter, it is worth quantifying the impact that pileup tracks will have on
the the signal selection efficiency. A photon-induced event should have no UE tracks, and
after accounting for the effect of our various preselections on efficiency, the only other effect
that would cause a signal event to fail an ntrk = 0 selection4 would be the presence of a PU
track in the ±1 mm window around the leptons. From Figure 7.2, it can be seen that about
50% of randomly placed windows should have no tracks in them, meaning that 50% of signal
events should pass the window-based exclusivity selection. This value is averaged over the
beam conditions throughout the entirety of LHC Run 2.

Of course, the number of PU interactions per event will strongly affect this selection
efficiency. This dependence is illustrated in Figure 7.3. At the lowest PU rates observed in
Run 2, the efficiency is as high as 87% in data, and at the the highest PU rates, it drops to
25%. The average efficiency over Run 2 is 52.6%.

4Which will be applied in our signal region
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Figure 7.2: Distribution of the number of pileup tracks counted in random ±1 mm windows
in both data and simulation [187]. The data is presented in black cicles, and the simulation
is shown with either solid or dashed blue or orange/red lines. The blue lines comes from
simulation where a 35 mm beamspot length was used, and the orange/red lines come from
simulation where a 42 mm beamspot length was used. The solid lines indicate the simulation
distributions in the case where no beamspot length correction was applied. The shorted
dashed lines represent the case where the beamspot length correction is applied, but the
nPU

trk distribution correction is not applied. The longer dashed lines correspond to the cases
where the nPU

trk correction is applied, so by definition the MC/Data ratio plots should be
flatter and closer to 1 for these distributions.
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Figure 7.3: Efficiency for a randomly placed ±1 mm window to pass the exclusivity selection,
having nPU

trk = 0, as a function of the number of simultaneous proton-proton interactions in
the event [187]. The data and simulation presentation is the same as described in the caption
for Figure 7.2.
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Chapter 8

Underlying Event Modelling
Corrections

For QCD-induced processes, mismodelling of the distribution of the number of charged par-
ticles, and therefore tracks, due to the underlying event (UE) is a known problem [188, 184,
189, 190]. In fact, the modelling of the distribution is particularly poor at lower multiplic-
ities, which is the region of interest for the γγ → W+W− analysis1. QCD-induced events
with few UE charged particles can end up in our signal region and control regions, so to make
accurate predictions of the number of background events, the simulation must be corrected.
The difficult question, of course, is how to derive this correction.

The first thing to understand is how UE particles are produced. The majority of these
particles are created in multi-parton interactions at relatively low energy scales. In contrast,
the qq̄ → W+W− process that leads to our primary background occurs at a high energy scale,
as the quarks involved in this interaction must have at least enough energy to create two on-
shell or nearly on-shell W bosons. The qq̄ → W+W− process, which results in a color-neutral
final state, is effectively decoupled from the rest of the proton-proton interaction due to the
asymptotic freedom of QCD and due to the different time scales of the qq̄ → W+W− process
and the UE. Therefore, we can derive our correction using a different quark-induced process
that results in a color neutral final state – the UE track multiplicity should be similar in all
such processes that have similar momenta transfers [190].

However, it should be noted that the track multiplicity will depend on the pT of the initial
qq̄ system, or equivalently the pT of the color-neutral final state system. Such dependence is
illustrated in Figure 8.1, and discussed in [188] and [189]. Therefore, the correction should
also be derived as a function of the pT of the hard-scattering system.

The best candidate for a region rich in qq̄ induced processes is the Z-peak region. Here,
the qq̄ → Z process dominates, giving ample statistics for a derivation of a UE charged
particle correction with relatively little data grooming required. That being said, several

1This discrepancy can be seen in Figure 8.3, though the derivation of the distributions in this figure are
described throughout Sections 8.2, 8.3, and 8.4.
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Figure 8.1: Dependence of the density of charged particles produced in a qq̄ → Z event on
the pT of the Z boson [188]. The density is presented as the number of charged particle
per unit of pseudorapidity and φ in radians. The densities are given in the transverse plane
regions defined in the caption of Figure 6.2.

steps are still required to produce a correction:

1. The background from photon-induced processes must be subtracted2. Photon-induced
di-lepton events are expected to comprise about 5% of the total yield of events in the
Z-peak region with ntrk= 0 (where ntrk is the number of non-lepton tracks counted in
the ±1 mm window around the leptons).

2. Pileup tracks must be subtracted from the window. To do this in data, we must
determine the expected number of pileup tracks in a given random window.

3. Unfolding is performed to probabilistically determine the number of truth-level charged
particles that caused the observed number of tracks. Due to track reconstruction
inefficiencies and resolution, the counted number of tracks will likely be less than the
actual number of truth particles created in the UE.

4. A reweighting is then derived for the simulation based on the truth-level number of
charged particles and the truth-level pT of the Z boson. The reweighting is derived
separately for the different generator and shower model samples.

5. The reweighting derived in the Z-peak region can then be applied to other simulated
samples, such as the qq̄ → W+W− sample.

2Other backgrounds to the Z production process here are negligible.
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8.1 Data and Simulation Samples

Similar to the pileup correction discussed in Chapter 7, data events used to derive the UE
modelling correction must pass all of the preselections described in Section 6.2.3. The dataset
corresponding to the Z-peak has the additional requirement that both leptons have the same
flavor (e+e− or µ+µ−) and that 70 GeV < m`` < 105 GeV. The vast majority of these events
will have resulted from the DY di-lepton process with an on-shell intermediate Z boson.

All of the simulated samples discussed in Tables 5.1 and 5.2 were considered, though
events were required to pass the same pre-selections, flavor requirements, and mass cuts
applied to data. The DY `` samples comprise the majority of events that pass the selections.
The next most important contribution comes from single top and tt̄ production, though this
is less than 1% of the total yield in the Z-peak region and less than 0.1% of events with
ntrk < 5. The only other major contributors are the γγ → `+`− processes in the ntrk = 0 bin.
Because of this, the top and other backgrounds are neglected, and the correction is derived
using the Powheg-Box v1+Pythia 8, Powheg-Box v1+Herwig 7, and Sherpa 2 DY
`` samples.

8.2 γγ → `+`− Subtraction

Rather than taking the expected yields of the elastic, single-dissociative, and double-dissociative
γγ → `+`− processes in the ntrk = 0 bin directly from the simulation in Table 5.1, a control
region is used to check whether these predictions are sensible. The control region should be
one where the photon-induced di-lepton process is more prominent than in the Z-peak.

A natural control region for this involves events with m`` > 105 GeV and ntrk = 0.
This region is away from the Z peak, and the ntrk = 0 cut greatly reduces any other back-
grounds. Data which passes the preselections described in Section 6.2.3, the same-flavor
lepton requirement, and the new m`` and ntrk requirements are compared to the simula-
tion yields that pass the same selections. The simulation samples considered here are the
Powheg+Pythia 8 DY `` and the elastic, single-, and double-dissociative γγ → `+`−

processes. The γγ → W+W− process contributes less than 1% of the events in this region
and is therefore neglected. A template fit is performed based on the pT,`` spectrum of events
in this control region. That is, the shapes of the DY `` and elastic, single-, and double-
dissociative γγ → `+`− processes are set by the simulation, but their overall normalization
is allowed to float to best fit the data. The results of this fit are shown in Figure 8.2. Four
scale factors result from this fit, and those corresponding to the photon-induced processes
are then applied to their appropriate samples in the Z-peak region. Of course, this assumes
that the modelling of the m`` shape is accurate for photon-induced events, but that comes
from relatively well understood QED.

For context, after correction, the photon-induced di-lepton processes correspond to 5.5%
of the ntrk = 0 events in the Z-peak region, 0.5% of the ntrk = 1 events, and 0.2% of the
ntrk = 3 events. However, while those values are averaged over all pT,`` values, there is
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Figure 8.2: Post-fit data and simulation yields in the γγ → `+`− control region [187]. These
same flavor lepton events must have m`` > 105 GeV and ntrk = 0. The Drell-Yan sample is
Powheg+Pythia 8. The γγ → W+W− process is plotted here, though it was not included
in the fit.

pT,``-dependence to the photon-induced contribution. In the higher pT,`` bins, the photon-
induced contribution is greater as the leptons resulting from Z production are relatively
back-to-back, but leptons produced in dissociative photon-induced processes often have a
greater transverse boost.

8.3 Pileup Track Subtraction

For a given track multiplicity counted in the ±1 mm window around the lepton vertex, we
would like to determine what fraction of the tracks came from an UE and what fraction came
from PU. To do this, we need to determine the distribution of nPU

trk in the window, which is
found using the same process described in Section 7.2.

The relation between PU and UE tracks is constrained by the relation:

ntrk = nUE
trk + nPU

trk .

For a given ntrk, the probability of each valid nPU
trk is given by the distribution shown in

Figure 7.2 (when averaging over all of Run 2). For example, if ntrk = 1, then there is about
a 10% chance that the track is PU, giving a 90% chance that the track is from the UE. If
ntrk = 2, there is about a 10% chance that 1 track is PU and a 5% chance that both tracks
are PU, meaning an 85% chance that both tracks are from the UE, a 10% chance that 1
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is, and 5% chance that neither is. We can populate a matrix giving the likelihood of each
nUE

trk value for each value of ntrk: P (nUE
trk | ntrk).

Our ultimate goal is to determine the probability distribution function (PDF) for nUE
trk .

We have the PDF of ntrk and nPU
trk in data, which means that we can get to the PDF for

nUE
trk . This is done using the matrix described in the previous paragraph. The probability of

a single nUE
trk value, say k, will be the sum:

P (nUE
trk = k) =

∑
n

P (nUE
trk = k | ntrk = n)P (ntrk = n),

where the sum runs over all values contained in the PDF for ntrk. Because P(ntrk) and
P (nUE

trk | ntrk) are known, this means that each P (nUE
trk = k) value can be determined, giving

the complete pdf for nUE
trk , which is exactly what we wanted.

In truth, this section described a method that was more of a PDF determination than a
subtraction scheme, though the PDF we derived now has PU subtracted. This PDF will be
used in the truth-level charged particle unfolding described in the next section.

8.4 Track to Charged Particle Unfolding

Subtracting the presence of the γγ → `+`− process in the Z-peak left us with a data sample
that is almost entirely the qq̄ → Z process, and using the method described in Section 8.3,
we have found the PDF for the number of UE tracks alone in the ±1 mm window around the
lepton vertex in data. The “pileup subtraction” was entirely data-driven. However, in the
simulation, we have information about the number of truth-level charged particles created in
the UE, which is an even more fundamental quantity that the number of UE tracks. While
we don’t have the truth-level charged particle information in data, we can use a process
similar to that in Section 8.3 to derive the PDF for the number of UE charged-particles
found in data. This process is known as “unfolding”.

The unfolding here will rely on our simulation of the tracking efficiency, which is to
say that we use Monte Carlo to derive the conditional probability P (nUE

trk | nch). This is
the probability of observing nUE

trk UE tracks, given that there were nch truth-level charged
particles. Due to tracking inefficiencies, nUE

trk should be less than or equal to nch.
The relationship between the PDFs for nUE

trk and nch is:

P (nUE
trk = k) =

∑
n

P (nUE
trk = k | nch = n)P (nch = n). (8.1)

To be precise, what we know from data is P (nUE
trk = k), and what we have from simulation

is P (nUE
trk = k | nch = n). What we want to know is P (nch = n). If we express Eq. 8.1 as a

matrix multiplication, we can see that to solve for P (nch = n) algebraically, we would have
to invert the matrix representing P (nUE

trk = k | nch = n). Such an inversion is not always
possible or well-defined.
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Figure 8.3: The probability distribution functions of the number of underlying event charged
particles, P (nch), for data (shown in black dots) and for simulation (shown in dashed
lines) in the Z-peak region [187]. The simulated PDFs are shown for the Powheg-
Box v1+Pythia 8, Powheg-Box v1+Herwig 7, and Sherpa 2 DY `` samples sepa-
rately.

To find P (nch = n), we use the method known as “Iterative Bayesian Unfolding” [191,
192] with four iterations3.

8.5 Reweighting the Number of Charged Particles

Having followed the steps outlined in Sections 8.2, 8.3, and 8.4 using the Z-peak region data,
we now have the PDF: P (nch)data. From simulation we also have P (nch)MC. These PDFs are
shown in Figure 8.3.

The PDFs are binned in integer values of the number of charged particles, so the weight
that should be applied to each event falling in the k-th bin in the simulation is

P (nch = k)data

P (nch = k)MC

.

The application of this reweighting is illustrated in Figure 8.4. In truth, PDFs and weights
are derived for intervals of pT,`` (which corresponds to pT,Z) separately, though the figure

3There is no change in the result after the fourth iteration.
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Figure 8.4: The probability distribution functions of the number of underlying event charged
particles, P (nch), for data (shown in black dots) and for simulation (shown in dashed lines)
in the Z-peak region [187]. The PDFs are shown both before and after reweighting for
illustrative purposes. The post-reweighting PDFs in simulation agree with the data within
uncertainty.

has been integrated over these bins. The pT,`` bins have a width of 5 GeV. The weights are
also derived for the three types of generators separately. Systematic uncertainties associated
with this reweighting are discussed in Chapter 12.

After applying the correction for the number of UE particles described in this chapter
and the correction for the number of PU tracks described in Chapter 7, the simulation
should be able to predict the fraction of background events that will pass the window-based
exclusivity selection relatively accurately. It should also be able to predict the fraction of
photon-induced events that will fail the selection due to PU tracks.

While the PU track correction is applied to all samples, the UE particle correction is
only applied to the samples in Table 5.2 with qq̄ initial states. The particular set of weights
used relies on the generator. For the WW , WZ, and ZZ samples, the weights are applied
as a function of the truth-level pT of the di-boson system.
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8.6 Reweighting of Z-boson pT in Drell-Yan

Simulation

Drell-Yan τ τ̄ production can contaminate the signal region and major control regions, as it
can give an observed e±µ∓ final state. Similar to the nUE

trk spectrum, the pT spectrum of the
Z-boson produced in DY samples is known to be mismodelled in Powheg.

A correction for this mismodelling is derived by comparing the pT,`` spectra of ee and
µµ events in data and simulation. Here, no cut on the ntrk in the event needs to be applied.
The region used to define this correction is ee and µµ events that pass our lepton selections
and have 75 GeV < m`` < 105 GeV. The background is subtracted from the data in this re-
gion using default simulation, and a weight is derived as the ratio of data events to simulated
DY events in 5 GeV bins of pT,``.

This correction is applied before the derivation of the UE correction described in the
previous sections of this chapter.

8.7 Reweighting of Simulated WW pT in

qq̄ → W+W− Events

While the Powheg and Sherpa qq̄ → W+W− simulations are performed with next-to-
leading order (NLO) precision, calculations have recently been performed at next-to-next-
to-leading order (NNLO), using resummation of soft gluon emissions up to next-to-next-
to-next-to-leading-logarithm (N3LL) accuracy. This calculation was performed with MA-
TRIX+RadISH [193, 194, 195, 196, 197, 198, 199, 200, 201].

Weights are derived by taking the ratio of the MATRIX+RadISH yield to that of either
Powheg or Sherpa, in bins of pT,WW . Two sets of weights are found; one for each generator
separately. This is not a data-driven correction, so the weights are derived at truth-level.

This correction is also applied before the derivation of the UE correction described in the
previous sections of this chapter.
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Chapter 9

Estimation of Events with Fake
Leptons and Top Backgrounds

After applying the pileup (PU) correction of Chapter 7 and the underlying event (UE)
correction from Chapter 8, the dominating backgrounds for the γγ → W+W− analysis
should be modelled well by the samples listed in Table 5.2, at least in terms of the number
of tracks reconstructed within the ±1 mm exclusivity window. We should note that the
samples in that table will all give final state leptons at truth level. However, with the end
goal of estimating Nbkgd,SR correctly, we must make an estimate of all backgrounds, even
sub-dominant ones, which may comprise 5% or less of the final yield in the signal region for
example.

The estimation of two such sub-dominant backgrounds is described in this chapter:

• An estimation of the yield of events where one of the leptons is “fake”1. Fake leptons
are due primarily to two phenomena. The first is the case when the decay of a hadron
within a jet produces a real lepton. Occasionally these leptons will be incorrectly
considered well-isolated at reconstruction-level, giving the false impression that the
lepton comes from the underlying hard-scatter of the event, rather than a secondary
decay. The second phenomenon is when a non-lepton object is incorrectly identified
as a lepton at reconstruction level. For example, a jet or photon can be reconstructed
as an electron. The primary processes that would lead to this type of background
are W+jets and W + γ. Unfortunately, the modelling of the fake-lepton phenomena
in simulation is not perfect, leading to large uncertainties if attempting to make an
estimate from simulation alone. Futhermore, performing such an analysis in simulation
would require a dedicated sample with large statistics for events with 0-4 tracks.

• An estimation of the yield due to backgrounds that involve top quarks. While these
processes have a large cross-section at the LHC, only a very tiny fraction of these events
should pass the exclusivity selection. The UE correction is not directly applicable to

1Also referred to as “non-prompt”
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these samples, as the primary production mechanism involves initial-state gluons [202],
making it hard to estimate the expected yield with few tracks in the ±1 mm window.

9.1 Data-Driven Method for Fake Lepton Estimation

To make an estimation of the yield of events due to fake leptons, we employ the “fake factor”
method, which proceeds as follows:

1. First, we note that our identification and isolation cuts are designed precisely to elim-
inate these backgrounds. It is much more common for events with fake leptons to
fail those cuts, so a region defined with the cuts reversed would be enriched in the
backgrounds we are trying to study.

2. We also note that the ratio of fake leptons failing the cuts to fake leptons passing the
cuts should be roughly process-independent for events will similar values of ntrk. To
find this ratio, we can define a region that is orthogonal to the SR and main CRs used
for the γγ → W+W− analysis, and further subdivide that region into one with leptons
that pass our original identification and isolation cuts and one where one of the leptons
fails.

3. Using the subdivided region, we find the ratio of fake leptons that pass the cuts to
those that fail: Rff (“ff” here is for “fake-factor”).

4. We can then define regions that are the same as our SR and CRs, but with one lepton
that fails the identification or isolation cuts. If the yield of fake leptons in this region is
multiplied by Rff , what results is an estimate for the yield of events due to fake leptons
in the main SR and CRs.

This process is visualized in Figure 9.1.

9.1.1 Regions for Fake Factor Derivation and Application

As illustrated in Figure 9.1, two new regions are required for the derivation of the fake factor.
Furthermore, for each of the SR and CRs used in the analysis2, a new region is required,
which is where the fake factor will be applied.

Throughout this section, leptons will be described as either “passing” or “failing” their
respective selections. For both electrons and muons, if the lepton is said to pass the selection,
that means that it satisfies all of the criteria laid out in Section 6.2.2. If a muon fails the
selection, that means that it satisfies all of the criteria of Section 6.2.2, except that it must
fail the FixCutLoose isolation requirement. Similarly, a failing electron is one that satisfies
all of the criteria of Section 6.2.2, except that it fails either the medium identification criteria

2see Chapter 11
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Figure 9.1: Illustration of the logic behind the fake-factor method. The fake factor ratio
is derived using two regions that are orthogonal to the SR and CRs used in the γγ →
W+W− analysis. The orthogonality is enforced by the presence of same-sign leptons. The
fake factor can then multiplied by the yield in regions that are the same as the SR or
CRs in all respects except for the presence of a lepton that fails identification and isolation
requirements.

or the loose version of the “Fix” isolation criteria. In either failure mode, electrons must
pass the loose identification criteria.

To measure the fake factor, we want to define regions with no overlap with events used
elsewhere in the γγ → W+W− analysis. Because the fake factor should not depend on the
charge of the lepton, we can therefore define regions that have two leptons of the same charge
but opposite flavor. All other events used in this analysis have opposite sign leptons. The
region enriched in fake leptons (the top left bin of Figure 9.1) has one lepton that passes the
nominal selections described in Section 6.2.2 and one that fails. If the electron is the failing
lepton, then the object that triggered event readout is required to be the passing muon in
the event. If the muon is the failing lepton, then the event must have been triggered by the
passing electron. A requirement of m`` > 20 GeV is placed on the di-lepton pair. The events
are also required to have 1 ≤ ntrk ≤ 4 in the ±1 mm window around the lepton vertex.

The top right region in Figure 9.1 should have fewer fake leptons. This region is defined in
exactly the same way as the region defined in the preceding paragraph, except both leptons
must pass the isolation and identification criteria.

In both of these regions, there should be events where both leptons are not fake. The
expected contribution from these events is subtracted using simulation. What is left is four
numbers: Ne,fake,fail (the number of events where the electron was fake and fails the cuts
- from top left region of Figure 9.1), Ne,fake,pass (the number of events where the electron
was fake and passed the cuts - from top right region of Figure 9.1), Nµ,fake,fail (the number
of events where the muon was fake and fails the cuts - from top left region of Figure 9.1),
Nµ,fake,pass (the number of events where the muon was fake and passed the cuts - from top
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right region of Figure 9.1).
The fake factor is taken separately for electrons and muons. The electron fake factor is

RFF,e =
Ne,fake,pass

Ne,fake,fail

, (9.1)

and the muon fake factor is

RFF,µ =
Nµ,fake,pass

Nµ,fake,fail

, (9.2)

To produce an estimate for the number of data events with fake leptons, new regions
are defined for the application of the fake factors. Duplicate regions for each of the SR and
CRs are created, with the important difference that one of the leptons in the event must
fail the identification/isolation criteria. For reference, the SR and CRs are laid out in detail
in Chapter 11. In these failing-lepton versions of the SR and CRs, the expected number of
events with two genuine leptons is estimated using simulation. After this expected yield is
subtracted from the data yield, what remains in data is the contribution from events with
fake leptons that fail the lepton selection. The yield of events with a failing electron are
multiplied by RFF,e, giving an estimate for the number of events with fake electrons that
pass the lepton selection in the appropriate region. Similarly, multiplying the yield with a
failing muon by RFF,µ gives an estimate for the number of events with fake muons.

The actual yields of events with fake leptons will be discussed in Chapter 11.

9.2 Studies of Top Backgrounds

A small contribution in both the SR and CRs comes from tt̄ events, where the W -bosons
from the top quarks decay into an opposite-sign, opposite-flavor pair of leptons. A smaller
contribution is expected from W + t events, due to its significantly lower cross-section at
the LHC. In either case, for such events to enter the SR or a CR, there must be few extra
reconstructed tracks in the event, which will be rare given that high-energy QCD objects
are involved in the final state.

The estimate of the yield of events in the SR and CRs from the tt̄ and W + t processes
will be taken from the simulations in Table 5.2. However, because these are sub-dominant
backgrounds, no attempt is made to reweight such events using a process similar to that
described in Chapter 8. Because of this, the estimate from simulation is not expected to be
extremely accurate. This section describes a determination of the modelling uncertainty on
top events with 0-4 tracks.

Two control regions are considered, with definitions summarized in in Table 9.1. The two
control regions are similar, differing only in the jet selection criteria. The first control region,
called “2 general jets CR”, requires at least two jets with no limit on the jets’ |η|s, while
the second control region, called “2 forward jets CR”, requires at least two jets with |η| > 3.
Charged particles in these high-|η| jets will not cause reconstructed tracks, so the presence
of those jets should have little impact on the number of tracks observed in the event.
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Cut 2 general jets 2 forward jets
m`` > 20 GeV
Leptons flavor e±µ∓ + µ±e∓

Number of jets ≥ 2
Jet η |η| < 4.9 3 < |η| < 4.9
Jet pT > 30 GeV
|zPV − zllvtx| < 2.0 mm

Table 9.1: Definitions of the tt̄ control regions. The main difference between the two is that
the forward jets control region requires at least two jets with |η| > 3, such that charged par-
ticles within the jet would not create reconstructed tracks, whereas the general jet region has
no cut on angularity. The lepton selections are the same as those described in Section 6.2.2.

A brief overview of jet reconstruction with ATLAS was presented in Section 4.4. For this
top yield estimation, the jets are reconstructed using the anti-kt jet clustering algorithm [134]
with a radius variable of R = 0.4 and the particle flow algorithm [137]. To be considered,
jets must have pT > 30 GeV and |η| < 4.9. Additionally, if the jet has |η| < 2.4 and
pT < 60 GeV, the jet must have a jet-vertex-tagger (JVT) [203] fraction greater than 0.5.
This selection increases confidence that the jet comes from the event’s primary vertex [204],
reducing contamination from pile-up interactions. The jets are corrected for contributions
arising from pile-up [205], and are calibrated to the particle energy scale prior to interaction
with the detector [136]. Overlap removal is applied so that muons, electron, and jets will
always be distinct objects. The leptons are selected as described in Sec. 6.2.2.

The cut on the difference in longitudinal beampipe position between the primary vertex
and lepton vertex (|zPV − zllvtx|) is designed to avoid considering events where the jets in
the the event come from a pile-up interaction rather than the interaction that produces the
leptons. This is possible when the sum of the p2

T of the tracks from the pileup interaction
exceeds that of the lepton-producing interaction. In particular, in events with fewer tracks
associated with the lepton interaction, this is more likely to happen. This cut is not necessary
in the SR or CRs described in Chapter 11, as jets are not used for event selection there.

Figure 9.2 shows the distributions of the number of tracks within the ±1 mm window
around the lepton vertex for the two control regions. While simulation tends to overpredict
the number of tracks near the leptons, the per-bin data/simulation disagreement tends to
not exceed 20% for the 2 general jet region and 30% for the forward jet region. It is also
clear from this figure that the fraction of tt̄ and W + t events with fewer than 5 tracks is very
small. While this region suffers from high statistical uncertainties, if we average over the 0-4
track bins, the data vs. simulation discrepancy is less than 30%. Therefore, a conservative
uncertainty on the tt̄ and W + t yield at low-ntrk is placed at 30%.
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Figure 9.2: Distributions of the number of tracks, ntrk, within the ±1 mm window around
the lepton vertex for events in the 2 general jets (left) and 2 forward jets (right) tt̄ control
regions. There is some mismodelling here, with simulation tending to overpredict the number
of tracks, though the overall normalization of the samples is accurate.
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Chapter 10

Estimation of Dissociative Production

With corrections for pileup (PU) tracks and QCD-induced processes’ underlying event (UE)
tracks in hand, and having studied the yields of minor backgrounds, it is now possible to
make a prediction for Nbkgd,SR. Therefore, at this point it is possible to measure the fiducial
cross-section of the γγ → W+W− process using Equations 6.1 and 6.2.

However, in Equation 6.2, there are unknown factors of εS and A. To estimate these
values, we would like to use simulation of γγ → W+W− events, both elastic and dissociative.
The primary loss of signal efficiency will come from PU tracks entering the ±1 mm exclusivity
window, but additional losses will come from reconstruction inefficiency for the leptons and
the occasional tracks resulting from a dissociating proton in single- or double-dissociative
γγ → W+W− events. Beyond finding εS, we want to use signal simulation to predict the
signal yield based on SM expectations. This prediction will be compared to the measured
value.

Unfortunately, just as it was not possible to take the background simulation at face value
when estimating Nbkgd,SR, it is not possible to take Nsig,SR directly from simulation. In
Section 5.1, problems with the simulation of the γγ → W+W− process were explained in
some detail. While generators do exist for the estimation of elastic γγ → W+W− production,
there are no dedicated generators for the single-dissociative (SD) and double-dissociative
(DD) versions of the process. Even the dedicated elastic generator used in this analysis does
not include soft rescattering effects (see Section 2.2.4), which should suppress the overall
cross section. There are dedicated generators for the dissociative γγ → `+`− process, but
even these carry fairly significant uncertainties due to the fact that the dissociation involves
non-perturbative QCD physics.

Therefore, a data-driven approach will be used to derive a scale factor, SExcl, to account
for mismodelling of the elastic γγ → W+W− process and the lack of dedicated generators
for its dissociative components1. The scale factor is used to estimate Nsig,SR as

Nsig,SR = SExcl ∗NEl.MC,SR, (10.1)

1A similar approach was used in [41] and [42]
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where NEl.MC,SR is the simulation-based estimate of the elastic γγ → W+W− yield in the
signal region (SR). This scale factor will also be used in any other control region (CR) that
has 0 tracks in the ±1 mm window around the lepton vertex. Its derivation is detailed in
Section 10.1.

The fact that events in the SR have ntrk = 0 implies that there are neither pileup tracks nor
tracks resulting from proton dissociation. However, it is possible (though rare) for a proton’s
dissociation to produce a track. Because the elastic γγ → W+W− process will never create
a track from proton dissociation and because the ntrk distribution due to dissociation tracks
should be different from the nPU

trk distribution, it is not well-motivated to use a scale factor for
signal yield estimation in CRs with ntrk ≥ 1.. Simulation will be used to make Nsig,CR esti-
mates, but corrections will be applied to the single-dissociative MG5 AMC@NLO+Pythia8
(MG5) simulation. These corrections are described in Section 10.2.

10.1 Dissociative Scale Factor for 0 Track Regions

The critical insight behind a data-driven derivation of SExcl is that the γγ → `+`− process
also has elastic, SD, and DD components. It will suffer from any rescattering effects not
included in the simulation as well. Therefore, to avoid pre-emptively looking at our SR, we
will find SExcl using γγ → `+`− events. To do this, we will need to define a region that is
enriched in γγ → `+`−, with low background contamination. We would also prefer that the
elastic:SD:DD yield ratios in this region mimic those in the SR.

Because of these considerations, we will use events with same-flavor, opposite-sign lepton
pairs that have m`` > 160 GeV. We will also require that ntrk = 0 in the ±1 mm window
around the lepton vertex. Our SR will involve opposite-flavor pairs, so there is no overlap
between this new region and the SR. Additionally, the m`` > 160 GeV requirement forces
the initial state photons to have enough energy to have created an on-shell W+W− pair.
This selection assumes that the proton’s potential dissociation depends on the energy of
the emitted photon, and that it is otherwise decoupled from the photon-induced process.
While this is a physically well-motivated assumption, an associated systematic is assigned,
as discussed in Chapter 12. The lepton selection requirements are the same as discussed in
Section 6.2.2, and the other preselections for events are the same as described in Section 6.2.3.

Having defined a region in which to derive SExcl, we will use the formula

SExcl =
Ndata −Nbkgd

NEl,MC

(10.2)

to calculate its value. Here, Ndata is the number of data events in the region, Nbkgd is the
expected number of background events in the region, and NEl.MC is the number of elastic
γγ → `+`− events in the region as predicted by simulation.

As with the γγ → W+W− analysis as a whole, much of the difficulty with this derivation
involves the prediction of Nbkgd. Rather than taking this directly from simulation, which
has shape and normalization uncertainties, a data-driven method is used. To estimate Nbkgd
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Process ntrk = 0 ntrk = 2 ntrk = 5
γγ → `+`− 53.2% 3.3% 0.7%

γγ → W+W− 1.4% 0.1% 0.0%
DY `+`− 43.9% 93.8% 96.0%
Others 1.5% 2.8% 3.4%

Table 10.1: The expected percentage yields of photon-induced processes and QCD-induced
processes in the m`` > 160 GeV region for different values of ntrk in the ±1 mm window
around the lepton vertex. These yields are based on predictions from the simulated samples
in Tables 5.1 and 5.2. “Others” indicates background processes included in Table 5.2 except
for the Drell-Yan di-lepton process.

using data, we will use the template method. This means that we will use data to deter-
mine the shape of the m`` spectrum of the background, which is mostly Drell-Yan di-lepton
production.

While photon-induced processes dominate when ntrk = 0, they are a small component
of the yield when ntrk > 0. The expected percentage yields of photon-induced processes for
ntrk = 0, 2, and 5 are shown in Table 10.1. The predictions are based on the simulations
discussed in Chapter 5. For the ntrk = 5 bin, fewer than 1% of events are expected to be
photon-induced. Because of this, the background template will be based on these events.
An assumption of the template method is that the background’s m`` spectrum does not
depend on ntrk. Uncertainty will be assigned to the template choice by comparing the ntrk =
5 template to the ntrk = 2 template. Further details are given in Chapter 12.

The template gives us the shape of the background’s m`` distribution when ntrk = 0, but
it does not tell us Nbkgd unless it is normalized correctly. To normalize the template, we must
find a place where we know the background’s yield even for events with ntrk = 0. Luckily,
background will be dominant in the Z-peak region, giving us a convenient place to perform
our normalization. In this context, the Z-peak region is taken to be events with same-flavor,
opposite-sign lepton pairs that pass all preselections and have 83.5 GeV < m`` < 98.5 GeV.
Thus, the proper normalization of the template will be the ratio of events in the Z-peak
with ntrk = 0 to those with ntrk = 5, so we have

Nbkgd = Nhigh−mll,5 ∗
NZ−peak,0

NZ−peak,5

. (10.3)

Here, Nhigh−mll,5 is the number of events with ntrk = 5 and m`` > 160 GeV, and NZ−peak,0

and NZ−peak,5 are the Z-peak yields with 0 and 5 tracks, respectively.
Because the normalization region will have some photon-induced contributions that are

not accounted for, an uncertainty is assigned using a larger Z-peak region of 73.5 GeV
< m`` < 108.5 GeV. Further details are given in Chapter 12.
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Figure 10.1: The m`` spectrum of same-flavor, opposite-sign data and simulation events with
ntrk = 0 [187]. The simulated spectrum of elastic γγ → `+`− and γγ → W+W− events is
shown before (yellow) and after (blue) application of SExcl. The data templates, which come
from events with ntrk = 5 (red) and ntrk = 2 (grey) are also shown, having been normalized
to the ntrk = 0 yield in the Z-peak.

With all the needed components in hand, we now apply Equation 10.2, finding2 that
SExcl = 3.59± 0.15. This is the value that will be used to determine the γγ → W+W− yield
in any region that has ntrk = 0 through Equation 10.1. The data/simulation agreement after
the application of SExcl is illustrated in Figure 10.1.

10.2 Corrected Simulation for 1-4 Track Regions

While the exclusivity scale factor is applicable for events with ntrk = 0, it is not applicable
for events with ntrk > 0, where the elastic:SD:DD ratio should be drastically different. It
is also not possible to derive scale factors for each value of ntrk separately, as only ntrk = 0

2In truth, the high-m`` region described in this chapter is used as a CR for the fit described in Chapter 13.
Through this fit, the yield of γγ → `+`− and γγ →W+W− events in the SR and CRs described in Chapter 11
are able to influence the prediction of NEl,MC.
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events have a sufficiently high photon-induced component relative to backgrounds. Because
of these difficulties, simulation will be used to predict the signal yields in CRs with ntrk > 0,
most of which have a requirement of 1 ≤ ntrk ≤ 4.

As discussed in Section 5.1, the track multiplicity of the MG5 simulation is not expected
to be correct. When the LPAIR and MG5 samples of the γγ → `+`− process are com-
pared, the MG5 tends to predict higher numbers of tracks from the dissociative protons,
ndiss

trk . While LPAIR is not expected to be perfect, it is still more physically motivated than
the MG5 setup. Because the disassociation is simulated the same way for both the MG5
γγ → `+`− samples and for the MG5 γγ → W+W− samples, the γγ → W+W− samples
are expected to have similarly non-physical track multiplicity spectra. Thus, in order to
extract physically reasonable CR yield predictions from the MG5 samples, we must perform
a reweighting based on ndiss

trk . The goal of the reweighting is to match the MG5 track multi-
plicity spectrum to that predicted by LPAIR. MG5 and LPAIR samples with complementary
di-lepton phase space exist for SD γγ → µ+µ− production with mµµ > 18 GeV.

In order to perform the reweighting in a more event-specific manner, we would like to
perform the reweighting as a function of key variables that are most correlated with the track
multiplicity. It is physically reasonable to expect that the track multiplicity resulting from
the proton disassociation will be related to the kinematics of the photons that the protons
radiate, in particular with the photon energy and pT. At the event level, these manifest as
the mγγ and pT,γγ of the di-photon system, which will also correspond to the mass and pT

of the resulting di-lepton or WW system. Because the pT of the WW system in the MG5
γγ → W+W− sample is generally � 1 GeV, performing the reweighting as a function of
pT,γγ will not be useful. Therefore, the reweighting is performed as a function of mγγ.

In order to extract the weights, histograms of track multiplicity are constructed for bins
of mγγ for both MG5 and LPAIR SD γγ → `+`−. The LPAIR bin acts as the numerator
and the MG5 bin as the denominator. The histograms are normalized to the respective
cross-sections.

Example histograms of the ndiss
trk yields predicted by MG5 and LPAIR are shown in

Fig. 10.2 for events with mγγ between 140 and 180 GeV. The per-bin weight would be
the ratio of the LPAIR yield to the MG5 yield. These weights are applied to the MG5 SD
γγ → W+W− samples depending on the event’s mγγ and the number of reconstructed tracks
resulting hard scatter.

Because the ndiss
trk spectrum is modelled slightly better for the MG5 DD γγ → `+`− sam-

ples when compared to the Pythia8 default samples, and because DD production is sub-
dominant compared to SD production, no similar weighting is derived for DD simulation.
The yield of DD γγ → W+W− events in the the 1-4 track CRs is taken directly from
simulation.
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Figure 10.2: Track multiplicity (NHStracksPV = ndiss
trk ) spectra for di-muon events

with truth-level m`` (or equivalently mγγ) between 140 and 180 GeV for both
MG5 AMC@NLO+Pythia8 and LPAIR. Spectra are normalized to have an integral of
1 for visualization purposes.
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Chapter 11

Signal and Control Regions

The idea of using a Signal Region (SR) and Control Regions (CRs) for the γγ → W+W− anal-
ysis was introduced in Chapter 6 without formally defining the regions. This was to avoid
making region definitions before fully understanding and correcting our simulation. In this
chapter, we will finally define the SR and main CRs and give physical motivations for these
definitions. Miscellaneous CRs have been discussed so far in Chapters 8 and 9:

• A CR was used to improve the estimation of the γγ → `+`− yield in the Z-peak region
for the derivation of the underlying event (UE) correction1.

• CRs were introduced to study the uncertainty on the yield of processes involving top
quarks with few tracks in the ±1 mm exclusivity window2.

In these cases, the use of a CR allows us to gauge the accuracy of simulation compared to
data in a well-defined region. In the γγ → `+`− case, we additionally found a scale factor
to account for overall normalization discrepancies. Typically a CR is defined to emphasize a
particular process relative to others by cutting on variables or objects such as lepton flavors
and kinematics or the presence of tracks and jets. Similarly, both the Z-peak region used in
Chapter 8 and the high-mass `+`− region used in Chapter 10 are CRs to the analysis as a
whole, allowing us to gauge the accuracy of UE modelling and proton-dissociation modelling.

Now, with a complete set of corrections for the simulation, including pileup (PU) cor-
rections, UE correction, and dissociation corrections, we can now define our SR and CRs.
The SR should of course be enriched in the γγ → W+W− process. However, background
events will contaminate the SR; after all, one of the main tasks of the analysis is to estimate
Nbkgd,SR. Therefore, this last and central set of CRs will be defined with the purpose of
checking the normalization of the main backgrounds to the γγ → W+W− analysis: inclusive
WW , DY τ τ̄ , and γγ → τ+τ−.

It is important to note that we will not be able to define the CRs to perfectly isolate only
one process. Just as a variety of background processes will contaminate the SR, the signal

1Recall that the γγ → `+`− yield was subtracted from the Z-peak when deriving the UE correction
2See section 9.2
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itself and Drell-Yan (DY) τ τ̄ process will “contaminate” the CR designed to emphasize inclu-
sive WW, for example. Rather than using the CRs independently to extract normalization
corrections for individual processes, a fit will be performed that combines yield information
from the SR, the three CRs described in Section 11.2, and the high-m`` region described in
Section 10.1. In this fit, the normalizations of γγ → W+W−, γγ → `+`−, DY `+`−, and
inclusive WW will be allowed to float in order to maximize the Poisson probability of the
yields across the five regions. This fit is described in detail in Chapter 13.

11.1 Signal Region Definition

All events in the SR must pass the triggers, lepton selections, and preselections defined
in Sections 6.2.1, 6.2.2, and 6.2.3. Additionally, the leptons must have opposite charge,
with one being an electron and the other a muon. The opposite charge requirement stems
from the fact that the initial state di-photon system is electrically neutral; the opposite
flavor requirement is to reduce contamination from DY events. There is an additional cut
requiring that the pT of the e+µ final state3, pT,``, is greater than 30 GeV. This means that
the two leptons are not very back-to-back in physical space, accounting for the neutrinos
that will also carry away momentum from the W decays. The 30 GeV value is set to reduce
DY τ τ̄ and γγ → τ+τ− contamination. While there are neutrinos present in τ -decays, due
to their lighter mass, the τ leptons will generally be more boosted than W bosons, making
the charged leptons resulting from their decays more back-to-back. Events in the SR must
have 0 tracks in the ±1 mm window around the lepton vertex.

11.2 Main Control Regions

As in the SR case, all events in the CRs must pass the triggers, lepton selections, and
preselections defined in Sections 6.2.1, 6.2.2, and 6.2.3. Three control regions will be used,
which together with the SR form a 2× 2 grid in pT,`` – ntrk space as shown in Figure 11.1.

1. “CR1”: This CR has a e±µ∓ pair with pT,`` < 30 GeV and ntrk = 0 within the ±1 mm
exclusivity window. The electron and muon here are relatively back-to-back, empha-
sizing τ τ̄ final states. The ntrk = 0 requirement will emphasize γγ → τ+τ− production,
though the majority of events in this CR will be DY τ τ̄ due to its higher cross-section.
We are also able to check the modelling of the τ τ̄ backgrounds against pT,``.

2. “CR2”: This CR has a e±µ∓ pair with pT,`` > 30 GeV and 1 ≤ ntrk ≤ 4 within the
±1 mm exclusivity window. Because the leptons are not back-to-back, this region will
emphasize the dominant background for the signal, which is inclusive WW . We are
also able to double check the ntrk modelling.

3This is a 2-vector sum: pT,`` =
√

(px,e + px,µ)2 + (py,e + py,µ)2
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Figure 11.1: Visualization of the layout of the signal region and main control regions in
pT,`` - ntrk space.

3. “CR3”: This CR has a e±µ∓ pair with pT,`` < 30 GeV and 1 ≤ ntrk ≤ 4 within the
±1 mm exclusivity window. This is the CR that is the least like the SR, strongly
emphasizing DY τ τ̄ , so we can check its pT,`` and ntrk shape modelling. In the highest
pT,`` bins of this CR, inclusive WW will also make a sub-dominant, but non-negligible,
contribution.

The cuts for both these CRs and the SR are given in Table 11.1, which includes the
preselection requirements common to all four regions.

SR CR1 CR2 CR3

m``> 20 GeV
pT,1 > 27 GeV
pT,2 > 20 GeV
e±µ∓ or µ±e∓

pT,`` < 30 GeV pT,`` < 30 GeV pT,`` > 30 GeV pT,`` < 30 GeV
ntrk = 0 ntrk = 0 1 ≤ ntrk ≤ 4 1 ≤ ntrk ≤ 4

Table 11.1: Definitions of the signal region and control regions including preselection re-
quirements, which are common to all four regions.
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11.3 Control Plots

As described in the introduction to this chapter, rather than using the three CRs separately
to retrieve scale factors for the major backgrounds, a fit will be performed that simultaneously
uses the yields in the SR, the three CRs of the preceeding section, and the high-m`` region
of Section 10.14. In this fit, the normalization of the γγ → W+W−, γγ → `+`−, inclusive
WW , and DY τ τ̄ processes are allowed to float in order to maximize the Poisson probability
of the yields5.

However, before performing the fit, we can look at the data and simulation yields in
the CRs. Plots of the m``, pT,``, and ntrk distributions for data and simulation in the the
three CRs are given in Figures 11.2, 11.3, and 11.4. With these plots, we can visualize
the discrepancy between simulation and data, both in terms of the overall yields and the
shapes of the distributions, and validate some of our corrections. For example, the data vs.
simulation discrepancy for the ntrk distribution for CR3 is flat against the number of tracks,
indicating that the UE correction was effective.

In Figure 11.2, the Herwig 7 elastic γγ → W+W− events have been scaled by SExcl to
account for SD and DD contributions. In Figures 11.3 and 11.4, SExcl is not applied, with
the SD and DD contributions included through the MG5+Pythia8 simulation, corrected
as described in Section 10.2. The PU and UE corrections are applied as described in Chap-
ters 7 and 8.

Events with fake leptons are included in these plots, represented by the gray areas. In
simulation, a lepton truth-matching scheme has been applied to ensure that the estimate of
fake leptons is not duplicated after applying the fake-factor method of Chapter 9. The truth-
matching checks that a reconstructed electron (muon) corresponds to a truth-level electron
(muon) from the simulated hard scatter. From Table 11.2, it can be seen that events with
fakes are expected to comprise about 7% of the SR, 13% of CR1, 13% of CR2, and 12% of
CR3.

A few observations can be drawn from these plots:

• CR1 is be well modelled, especially after accounting for events with fake leptons.

• The ntrk plot of Figure 11.3 shows a relatively flat discrepancy between of about 10%
for ntrk bins 2–4, but a discrepancy of about 30% for ntrk bin 1. The m`` and pT,`` dis-
tributions appear relatively well-modelled. The normalization exhibits an acceptable
level of agreement, as the uncertainty on the inclusive WW yield from simulation is a
bit over 10% due to the application of the UE correction6.

4Please see Chapter 13
5The CRs are relatively pure in the background they are designed to isolate, so this fit is almost equivalent

to normalizing the backgrounds in their respective CRs. For example, we could extract a correction for the
normalization of inclusive WW based on CR2 alone.

6Please see Chapter 12, particularly Section 12.2.6.
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Figure 11.2: Distributions for the m``, pT,``, and ntrk values of simulated and data events
that fall in “CR1”, which has pT,`` < 30 GeV and ntrk = 0 requirements. Events with fake
leptons are plotted in gray.

Figure 11.3: Distributions for the m``, pT,``, and ntrk values of simulated and data events
that fall in “CR2”, which has pT,`` > 30 GeV and 1 ≤ ntrk ≤ 4 requirements. Events with
fake leptons are plotted in gray. The predominance of inclusive WW events in this region is
clear.

• CR3 is relatively well-modelled up to an overall normalization discrepancy of about
10%. There is good agreement in the shapes of the pT,`` and ntrk distributions com-
paring data to simulation.

In general, these plots do not suggest that additional specific corrections must be made
before proceeding to the fit.

The pre-fit yields of the major processes in the CRs are given in Table 11.2 for both data
and simulation. For the SR column of this table, only the simulated yields are presented.
Uncertainties are statistical only. In the SR and CR1, the γγ → W+W− estimate uses the
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Figure 11.4: Distributions for the m``, pT,``, and ntrk values of simulated and data events
that fall in “CR3”, which has pT,`` < 30 GeV and 1 ≤ ntrk ≤ 4 requirements. Events with
fake leptons are plotted in gray.

SExcl scale factor from Chapter 10, and for CR2 and CR3, the MG5+Pythia8 simulation is
used, corrected as described in Section 10.2.

Process SR CR1 CR2 CR3

γγ → W+W− 133± 1.1 35.3± 0.6 97.8± 1.1 25.2± 0.6
γγ → `+`− 5.7± 0.2 41.5± 0.6 8.0± 1.2 42.0± 2.0

Inclusive WW 88.4± 1.6 48.9± 0.9 1422± 6.7 816± 4.8
DY `+`− 4.3± 1.3 261± 10.0 102± 7.4 4053± 49.2
W + γ 2.8± 1.6 2.0± 1.1 45.9± 6.4 36.0± 5.0
Fakes 17.6± 5.3 56.0± 11.1 289± 22.9 704± 42.1
Others 7.1± 0.8 2.0± 0.3 314± 6.2 82± 2.6

Total Sim. 259± 6.2 447± 15.0 2279± 26.6 5758± 65.2

Background Sim. 126± 6.2 412± 15.0 2181± 26.6 5732± 65.2

Data – 449 2458 6332

Table 11.2: Data and simulation yields within the three main control regions, along with
the simulation yields for the signal region. Uncertainties are statistical only. “Other” back-
grounds include WZ and ZZ production and top-quark production.
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Chapter 12

Systematics and Uncertainties

In order to determine the statistical significance of a potential observation of γγ → W+W−,
we must understand the various sources of uncertainty in the analysis. This analysis suffers
from both statistical and systematic uncertainties. The statistical uncertainties, discussed
in Section 12.1, arise from the fact that have only a finite number of data and simulated
events. The systematic uncertainties, described in Section 12.2, are caused by potential flaws
in our simulation. Systematic uncertainties associated with several of the corrections derived
throughout Chapters 7 – 10 will be discussed.

12.1 Statistical Uncertainties

An unavoidable component of uncertainty in any analysis is statistical. The yields of data
or simulated events that fall into a region are typically assumed to follow the Poisson dis-
tribution, which is a probability distribution for the number of times a phenomenon will
occur in a given interval if each occurrence is independent of the last and there is a constant
mean rate. In the context of this analysis, the “interval” is interchangeable with integrated
luminosity; every proton-proton collision at the LHC is independent, and there is a given
probability for any process to occur in an individual proton-proton interaction.

This is to say, if we exactly duplicated Run 2 of the LHC infinitely many times, then
the distribution of the number of observed events in our signal region should follow the
Poisson distribution, which is governed by a single parameter, normally called λ. With
infinitely many Run 2’s, we could determine λ exactly; for the Poisson distribution, the
mean observed value will actually be λ. Of course, there was only one Run 2, so its yield
is our best estimate for the “true” mean value of yields1. The variance of yields for the
Poisson distribution is also λ, and the standard deviation is

√
λ. Therefore, if we observe

N events in a region, we typically assign that value a statistical uncertainty of
√
N2. As N

1And therefore λ
2In the case that λ is large, the Poisson distribution can be approximated by a Gaussian distribution

with mean of λ and standard deviation of
√
λ. In this case, uncertainties will be symmetric. The unweighted
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gets larger, the relative uncertainty decreases. This concept is why large simulated samples
are preferable3.

12.2 Systematic Uncertainties

Statistical uncertainties are unavoidable, but their relative importance is reduced with larger
sample sizes. This is not the case for systematic uncertainties, which attempt to capture
uncertainty due to potential flaws in simulation, such as poorly modelled resolution, biases
in reconstruction efficiencies, or uncertainties on theoretical cross-section calculations.

12.2.1 Lepton, Trigger, and Tracking Uncertainties

Systematic uncertainties are assigned for the efficiencies of electron and muon reconstruction,
for their energy and momentum resolution, and for the efficiencies of the identification and
isolation variables [186, 130]. The values of the electron and muon uncertainties for the
γγ → W+W−, γγ → `+`−, inclusive WW , and Drell-Yan (DY) `+`− simulations in the
signal region and control regions are given in Table 12.1. These are evaluated by varying the
associated values in simulation to determine the impact on the eventual yield. Uncertainties
in these regions for other samples are generally similar.

Similarly, systematic uncertainties due to the triggers are determined by varying the
trigger efficiencies in simulation to observe the impact on the yields4 [112, 113]. Generally,
these uncertainties are below 0.25%.

Because of the importance of tracking in this analysis, its associated uncertainties are
especially relevant. Uncertainties are assigned to account for:

1. Track parameter resolution (particularly z and d0 resolution).

2. Potential systematic biases on tracks’ z, d0, and pT parameters. This could occur due
to mis-alignment of the inner detector when comparing simulation and data.

3. Reconstruction efficiency uncertainties.

4. Uncertainty in the track fake rate.

In order, they are assessed by:

simulated samples used in this analysis typically have large enough yields that this approximation is valid.
The data yield in each region is above 300 events, so this approximation is valid for data as well.

3It is best to generate a significantly larger number of events than expected, and assign them a weight
such that the sum of the weights matches the physical cross-section, as indicated in Equation 5.1.

4The variation is generally a few percent or less, depending on lepton pT. Standard ATLAS prescriptions
were used to set the variation, which are based on discrepancies in trigger efficiencies measured in data vs.
simulation.
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SR CR1 CR2 CR3

γγ → W+W−

Electron Syst. 0.39% 0.37% 0.39% 0.39%
Muon Syst. 0.43% 0.64% 0.43% 0.54%

γγ → `+`−

Electron Syst. 0.73% 0.64% 0.77% 1.56%
Muon Syst. 0.79% 0.52% 0.67% 2.35%

Inclusive WW
Electron Syst. 0.39% 0.44% 0.43% 0.43%

Muon Syst. 0.42% 0.43% 0.42% 0.59%
Drell-Yan `+`−

Electron Syst. 0.49% 1.15% 1.61% 0.55%
Muon Syst. 0.38% 0.76% 2.71% 0.61%

Table 12.1: Systematic uncertainties for lepton reconstruction efficiencies, energy and mo-
mentum resolution, and identification and isolation tagging efficiencies. Values are given for
the major samples in the signal region and main control regions discussed in Chapter 11.

1. Smearing the z and d0 values of tracks in simulation5. This is done in all simulated
samples.

2. Biasing the tracks’ z, d0, and pT in the simulation6. This is done in all simulated
samples.

3. Removing good7 tracks to replicate efficiency loss. This method is valid for simulated
samples that have pileup-truth information8: γγ → W+W−, γγ → `+`−, Z → ττ , and
inclusive WW . These are the most important simulated samples in the analysis. Track
removal is also performed for samples without pileup-truth information, but some fake
pileup tracks will be removed inadvertently. However, the samples that don’t have
pileup-truth information are those corresponding to subdominant backgrounds. Con-
servative theory uncertainties are assigned to these backgrounds (see Section 12.2.6),
so tracking uncertainties will be subdominant.

4. Removing all fake tracks. Similar to the above discussion, this is only valid for samples
with full pileup-truth; the impact of the fake rate will be underestimated for samples

5The variation is performed within track resolution, as discussed in Section 4.1
6Biased within track resolution, as discussed in Section 4.1
7A “good” track here is one that is truth-matched to a real particle [206]; in other words, it is not a fake

track.
8Most simulated samples in ATLAS do not retain this information, as it is extraneous to most analyses.
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without pileup-truth. As above, the conservative theory uncertainties will dominate
uncertainties from the fake rate for these subdominant processes.

The uncertainty is assigned based on the change’s impact on the yield in various regions. It
is symmetrized, which is important for uncertainties associated with efficiency and fake rate,
which are difficult to artificially increase. The uncertainties due to resolution and biases,
efficiency, and fake rate are shown in Table 12.2.

SR CR1 CR2 CR3

γγ → W+W−

Resolution and Bias 0.78% 0.88% 1.34% 0.06%
Efficiency 0.22% 0.18% 0.19% 0.26%
Fake Rate 0.42% 0.56% 0.14% 0.13%

γγ → `+`−

Resolution and Bias 0.71% 0.86% 0.67% 2.20%
Efficiency 0.00% 0.24% 0.79% 0.04%
Fake Rate 0.47% 0.55% 0.18% 3.57%

Inclusive WW
Resolution and Bias 1.63% 0.20% 0.18% 0.42%

Efficiency 2.34% 2.04% 1.74% 1.77%
Fake Rate 4.90% 5.56% 3.54% 3.11%

Drell-Yan `+`−

Resolution and Bias 0.00% 0.75% 0.70% 0.51%
Efficiency 0.00% 1.97% 4.88% 1.37%
Fake Rate 0.00% 4.36% 6.88% 2.63%

Table 12.2: Systematic uncertainties for track parameter resolution and potential biases,
track reconstruction efficiency, and fake rate. Values are given for the major samples in the
signal region and main control regions discussed in Chapter 11.

12.2.2 Pileup Modelling Uncertainties

As described in Chapter 7, three main corrections are applied to simulation as pileup cor-
rections:

• Correcting the distribution of the number of pileup interactions per bunch crossing in
simulation to match that observed in data.

• Correcting the longitudinal size of the beamspot in simulation to match that in data.
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• Correcting the number of pileup tracks (nPU
trk ) observed in the ±1 mm window around

the lepton vertex, which is derived by correcting the distribution in given random
windows in the beamspot.

The uncertainty due to the first correction is evaluated by varying the scale factors
used to correct the simulation by 4%, corresponding to the scale factors’ uncertainty. The
resulting uncertainties are less than 0.5% for most samples in all regions, but are about 2%
for γγ → `+`− events in CR3.

An uncertainty for the beamspot length and pileup track corrections is assigned based on
information similar to that presented in Figure 7.2. If the simulated sample has a beamspot
width of 35 mm to begin with, then a 1% uncertainty on the yield with nPU

trk = 0 and a
2% uncertainty on the yield with 1 ≤ nPU

trk ≤ 4 are assigned. If the simulated sample has a
beamspot width of 42 mm to begin with, then a 3% uncertainty on the yield with nPU

trk = 0
and a 10% uncertainty on the yield with 1 ≤ nPU

trk ≤ 4 are assigned. For the most part, the
photon induced samples were produced with a beamspot of 35 mm, and the QCD-induced
processes were produced with a 42 mm beamspot. The values of these uncertainties are
motivated by the fractional difference between simulation and data prior to the application
of the track multiplicity correction, visualized as the short-dashed lines in Figure 7.2.

12.2.3 Underlying Event Correction Uncertainties

Several uncertainties result from the correction for the number of charged particles produced
in QCD-induced backgrounds’ underlying events described in Chapter 8. We should recall
that the correction was derived in the Z-peak region, involving several steps before deriving
an eventual reweighting: subtraction of photon-induced contributions, subtracting pileup
tracks, and unfolding the number of reconstructed tracks to the truth-level number of charged
particles. Uncertainties are derived by

• Studying the non-closure between the unfolded and truth-level simulation

• Varying the mass range of the Z-peak region and the m`` lower-bound of the region
used for the photon-induced subtraction

• Using the uncertainties from the fit performed to subtract photon-induced events and
the difference between a muon-only fit and an electron-only fit

• Using Sherpa in the place of Powheg+Pythia8 as the Drell-Yan template for the
photon-induced event subtraction

• Using Sherpa in the place of Powheg+Pythia8 as the sample used to derive the
P (nUE

trk = k | nch = n) PDF for the reconstructed-track to truth-particle unfolding

• Studying the difference between the predictions of the Powheg+Pythia8 and Sherpa
qq̄ → W+W−samples after the application of the correction.
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The largest of these uncertainties are due to the non-closure between unfolded and
truth-level simulation and the difference between Powheg+Pythia8 and Sherpa in the
reconstructed-track to truth-particle unfolding. These uncertainties both amount to about
2.5% for both Drell-Yan and inclusive WW modelling in most regions, though for Drell-Yan
events in the signal region, the uncertainty due to the unfolding is about 5%.

12.2.4 Uncertainties for Fake Lepton Estimates

The estimation of the number of events with fake leptons described in Chapter 9 carries
large and conservative uncertainties. In the method used, a fake factor is found as the ratio
between “passing” fake leptons and “failing” fake leptons, where passing and failing refer to
whether the leptons pass our isolation and identification criteria. The fake factor is derived
in a same-charge lepton region. The impacts of three changes in the derivation are considered
for evaluating uncertainties on the fake factor:

• The fake factors were rederived in regions that required pT,`` > 30 GeV (no such cut
is used in the baseline derivation).

• The fake factor is rederived for events with ntrk < 10 (1 ≤ ntrk ≤ 4 is used in the
baseline derivation).

• To conservatively account for the systematic and statistical uncertainties associated
with the subtraction of events with two genuine leptons in the regions used for the
fake factor derivation, the number of events subtracted in each region is varied up and
down by 50%.

The uncertainty associated with genuine lepton subtraction is the largest.
The fake factor is varied within its uncertainties to evaluate their effect on the expected

yields of events with fake leptons in the SR and CRs. In the SR, this leads to a cumulative
uncertainty of 140%, and uncertainties of about 130% for the CRs.

12.2.5 Uncertainty on Dissociative Production

Several sources of systematic uncertainty are assessed for the derivation of SExcl discussed
in Chapter 10. First, we should recall that we used high-m`` same-flavor lepton events in
the scale factor’s derivation. SExclitself was the fraction of all photon-induced events in the
region to simulated elastic-only events. Background events were subtracted using a template
method, where the template came from events with 5 tracks within ±1 mm of the lepton
vertex, being normalized in the Z-peak region. Essentially, this amounts to three major
choices in the derivation:

• The lower bound of the mass for the high-m`` region,

• The choice of ntrk = 5 for the template spectrum,
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• The choice of 83.5 GeV < m`` < 98.5 GeV for the Z-peak region width.

Unsurprisingly, the uncertainty for the lower bound of the high-m`` region is studied by
changing the region’s lower bound. The bound is varied in steps of 10 GeV from 110 GeV
to 400 GeV. An 11% uncertainty was assigned based on this study.

The uncertainties due to the second two choices are assessed by using a template based on
the spectrum for events with ntrk = 2 and by using a variety of window sizes for the Z-peak.
The final uncertainty evaluated for the Z-peak systematic comes from the window size 73.5
GeV < m`` < 108.5 GeV. Both the ntrk = 2 spectrum and the larger Z-peak window will
have larger contamination from photon-induced events. Combined the uncertainties amount
to 4.2%.

Cumulatively, there is a 15% uncertainty on SExcl.
Uncertainty is also assigned for the estimation of photon-induced events with 1≤ ntrk ≤ 4.

These are evaluated by comparing the expected yields of γγ → `+`− from LPAIR and MG5+
Pythia8, as these generators can produce elastic, single-dissociative, and double-dissociative
events. The difference between the generators is 20% for elastic events and 30% for single-
dissociative events. For double-dissociative events, a 100% uncertainty is assigned. Cumula-
tively, the uncertainty for photon-induced events in the 1 ≤ ntrk ≤ 4 control regions comes
to 20%.

While systematics on the predicted γγ → W+W− yield in the SR do not affect the
observation of the process, these systematics are important in a comparison of a measured
cross-section for γγ → W+W− to the Standard Model prediction.

12.2.6 Theory Uncertainties

The main theoretical uncertainties in this analysis come from the modelling of QCD-induced
processes with few underlying event tracks. The Drell-Yan and qq̄ → W+W− processes
comprise the bulk of expected backgrounds, and they were studied in detail to derive specific
corrections. Both of these processes have qq̄ initial states, but no similar correction was made
for processes with initial-state gluons. Such processes form subleading contributions to the
signal and control regions, and assigning conservatively large uncertainties does not lead to
a large overall uncertainty on the background yield.

Backgrounds involving top quarks were studied in some detail, as outlined in Section 9.2.
A 30% uncertainty was assessed for these backgrounds. A 30% uncertainty is also applied
to vector-boson fusion induced WW production and other gluon-fusion induced WW pro-
duction mechanisms, as these processes either have a similar initial state to the main top
backgrounds or have forward jets, similar to those studied in the 2 forward-jet control region.

A 100% uncertainty was applied to the yield of W +γ events, as these events are difficult
to isolate and study directly.

Uncertainties on the Drell-Yan, qq̄ → W+W−, qq̄ → WZ, and qq̄ → ZZ yields are
assessed by comparing the yields between the “main” and “alternate” generators in Table 5.2.
For both qq̄ → W+W− and Drell-Yan, Powheg+Pythia8 is the main generator, with
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Powheg+Herwig7 and Sherpa serving as alternates. The underlying event correction is
applied to all of these samples9, as they have similar initial states, but the uncertainties are
assigned using different procedures.

The main and alternate samples exhibit greater agreement for the Drell-Yan process than
for the qq̄ → W+W− process. Therefore, for Drell-Yan production, the Powheg prediction
is taken as the central value, with the Sherpa-to-Powheg difference serving as both an
upwards and downwards uncertainty. This method is also applied toWZ and ZZ production,
as these samples also demonstrate adequate agreement between the generators.

The Sherpa-to-Powheg difference is noticeably bigger for qq̄ → W+W− events with
ntrk = 0. This discrepancy is shown in Figure 12.1. It can be seen that the two Powheg-
based predictions are mutually closer to each other than to the Sherpa yield. In this case,
taking Powheg’s as the baseline prediction with the difference to Sherpa as a symmet-
ric uncertainty, then the uncertainty would extend into an implausibly high regime. Two
alternatives were considered:

1. Taking the Powheg+Pythia8 prediction as the baseline prediction for qq̄ → W+W− with
a one-sided uncertainty extending to the Sherpa.

2. Taking the average of the Powheg+Pythia8 and Sherpa yields as the baseline qq̄ →
W+W− yield, and using the difference between this central value and the generators’
prediction10 as a symmetric uncertainty.

The latter choice was used in this analysis. In the ntrk = 0 bin, the Powheg+Herwig7 yield
is actually 2% higher than the Powheg+Pythia8 yield, so in this bin, the final prediction
is shifted upwards by 2%. With this method, the uncertainty is 7% for events with ntrk = 0,
and less than 1% for events with 1 ≤ ntrk ≤ 4.

An additional uncertainty is assigned for the pT,WW reweighting procedure described in
Section 8.7 and for the overall qq̄ → W+W− cross-section, coming to about 5%.

9The correction is derived for each generator+shower combination separately.
10Indicated by the grey band in Figure 12.1
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Figure 12.1: Normalized modelling differences between Powheg+Pythia8,
Powheg+Herwig7, and Sherpa for the qq̄ → W+W− process with fewer than 5
reconstructed tracks near the lepton vertex [187]. The prediction for the qq̄ → W+W− yield
comes from taking the average value of Powheg+Pythia8 and Sherpa, with uncertainties
assigned based on the envelope defined by the generators’ respective yields.
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Chapter 13

Fit and Results

At this point, our simulation is fully corrected, and we understand its systematic uncertain-
ties. We are ready to determine the statistical significance of the γγ → W+W− process in
the signal region and to measure its cross-section. Much of Chapters 7 – 10 was framed as
an attempt to make an accurate prediction of Nbkgd,SR. What remains for this determination
is to check the normalization of the major backgrounds using the control regions. If there
is an overall discrepancy between the data and simulation1, we will scale the normalization
of the background simulations appropriately. One option for this would be to treat the CRs
separately. For example, because CR2 is designed to emphasize inclusive WW , we could use
that region alone to find a normalization correction for the simulation of inclusive WW .

However, we should note that all of our backgrounds will contribute events to each of the
signal and control regions (see Table 11.2). For example, while DY events are expected to
dominate in CR1, inclusive WW events and γγ → `+`− events also make important contri-
butions. Even γγ → W+W− has a non-negligible expected yield in this region. Because of
this cross-contamination, we do not want to take single control regions to derive normaliza-
tion scale factors for single processes. We will instead perform a fit using the signal region,
the three control regions defined in Chapter 11, and the high-m`` control region used for the
derivation of SExcl. In this fit, we will allow the overall normalization of the γγ → W+W−,
qq̄ → W+W−, DY `+`−, and γγ → `+`− processes to float, seeking to maximize the Poisson
likelihood of the data observed in the five regions. Because there are five regions and four
free parameters, this is an overconstrained fit. Systematic uncertainties will be included in
this fit as nuisance parameters.

13.1 Fit Overview

In Section 12.1, it was explained that the probability distribution governing the expected
yields of different processes in the various analysis regions is the Poisson distribution. This

1Such as that seen in Figure 11.3
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distribution tells us that the likelihood to observe a value k is

P (k;λ) =
λke−λ

k!
. (13.1)

Here, λ is the defining parameter of the distribution. If observations were made many times,
then the mean value of k would actually be λ. In Section 3.1.3, we discussed that the
expected yield due to a process is the product of the integrated luminosity and the cross-
section: N = σ ∗ L. This suggests that, for our purposes, λ is related to the cross-section of
a process.

Given the definition of the Poisson distribution in Equation 13.1, the likelihood to observe
Nobs events in a particular region will be:

L(Nobs) =
(Nsig +Nbkgd)Nobs × e−(Nsig+Nbkgd)

(Nobs)!
. (13.2)

Here, λ, which is the expected yield, has been replaced by Nsig + Nbkgd, and k has been
replaced by Nobs. The above equation neglects systematic uncertainties.

In Equation 13.2, Nsig is the expected yield of the γγ → W+W− process based on
simulation. For the fit, we will let Nsig = µ × σ × L × A × εS. Here, σ is the predicted
cross-section, and µ is the normalization scaling factor that can float in the fit. The A and
εS factors are the expected kinematic acceptance of the signal and its selection efficiency,
respectively. Similarly, in Equation 13.2, Nbkgd is the expected yield of the background
processes (if the region is the signal region, this is Nbkgd,SR). In the fit, this is simply set to
Nbkgd =

∑
b βbNb, where the sum runs over the background processes in Table 11.2, with Nb

being the yields in the table. The βb values can modify the normalization of the background
processes, and are allowed to deviate from 1 for the γγ → `+`−, qq̄ → W+W−, and DY
processes.

To add in the effect of systematic uncertainties, we must modify Equation 13.2. The
systematic uncertainties could modify the expected signal yield by a factor of (1+

∑
f xfSf ),

and they could modify the background yields by a factor of (1 +
∑

f xfBf ). In both cases,
the sum over f runs over the relevant sources of systematic uncertainty, with Sf being the
fractional uncertainty on the signal for the uncertainty corresponding to xf and Bf being the
corresponding fractional uncertainty on the background. The likelihoods for the xf values
follow normal distributions which have an average value of 0 and a standard deviation of
1. These are called “nuisance parameters” and cause a systematic shift in expected yields
depending on their value. Each xf is allowed to float in the fit. The cumulative likelihood
for a given Nobs in a single region when accounting for systematics is

L(Nobs) =
(Nsig +Nbkgd)Nobs × e−(Nsig+Nbkgd)

(Nobs)!
×
∏
f

1√
2π
e−

x2f
2 . (13.3)

Now, Nsig = µ × σ × L × A × εS × (1 +
∑

f xfSf ), Nbkgd =
∑

b(βbNb × (1 +
∑

f xfB
b
f )),

and the final product factor accounts for the probabilities of choosing particular xf values.
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To clarify, if the fit finds a positive value for an xf value, that suggests that the Nb value
associated with that systematic was overpredicted by the simulation.

The total likelihood across the five regions will be a product of five distributions like that
in Equation 13.3. However, when attempting to find µ, βγγ→``, βqq̄→WW , and βDY values
to maximize the five-region likelihood, it is customary to instead minimize the “negative
log likelihood”. When we take the natural log of the likelihood function, products become
sums, and factors such as 1/

√
2π become irrelevant, making the math simpler. Therefore,

the value that we are trying to minimize is:

− lnL(N{SR,CRs}) =
∑
i

− ln

(
(N i

sig +N i
bkgd)N

i
obs × e−(N i

sig+N i
bkgd)

(N i
obs)!

)
+
∑
f

x2
f

2
. (13.4)

The sum over i runs over the five regions. The µ, βγγ→``, βqq̄→WW , and βDY values are shared
by each region, as are the nuisance parameters. The final sum over the nuisance parameters
comes from taking the logarithm of the product of the normal distributions and dropping
the irrelevant coefficient terms.

The exclusivity scale factor is actually derived in this fit rather than treating the high-m``,
same-flavor region as truly independent2. The background in that region is estimated using
the template method, but deriving SExcl in the five region fit allows the γγ → `+`− yields in
the other regions, which are correlated, to influence the final value of SExcl. In the CRs with
1 ≤ ntrk ≤ 4, the γγ → `+`− yields are treated separately, as those estimates do not rely on
SExcl.

The fit itself is performed using the HistFactory program described in [207]. The free
parameters in the fit are the µ, βγγ→``, βqq̄→WW , and βDY values and the xf nuisance pa-
rameters.

13.2 Fit Results

13.2.1 Blinded Fit Validation

Prior to the unblinding of the SR, two studies are performed to validate the fit and determine
expected results:

• The fit is performed over the four control regions alone, without the SR included3.

• The fit is performed with an Asimov dataset [208] that uses µ fixed at 1 for the expected
signal yield and the βγγ→``, βqq̄→WW , βDY , and nuisance parameter values derived in
the preceding bullet to be as realistic as possible.

2βγγ→`` = SExcl.
3In this fit, the parts of Eq. 13.4 pertaining to the SR are not included.
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When the fit is first performed to the CRs alone, the βγγ→``, βqq̄→WW , and βDY values
are found to be:

βγγ→`` = SExcl = 3.59+0.15
−0.15

βqq̄→WW =1.15+0.21
−0.23

βDY =1.14+0.12
−0.12.

(13.5)

The fitted values of the xf parameters associated with systematic uncertainties are pre-
sented in Figure 13.1. The sources of uncertainties were discussed in Chapter 12. The
“Electrons”, “Muons”, and “Tracks” sets are discussed in Section 12.2.1. The “Nchrew” set
are the uncertainties associated with the UE correction, discussed in Section 12.2.3. The
“Misidlep” set is associated with the estimation of events with fake leptons, discussed in
Section 12.2.4. The “Pileup” set is associated with the pileup corrections, discussed in Sec-
tion 12.2.2. The “DataDriven” set is associated with the estimation of the contribution of
dissociative events in regions with ntrk = 0, discussed in Section 12.2.5. The “Theory” un-
certainties were discussed in Section 12.2.6. Lastly, the “Luminosity” uncertainty is simply
that due to the uncertainty on the delivered good Luminosity, which is 2.4 fb−1, or 1.7%.

Next, an Asimov dataset is generated using the β values of Eq. 13.5, µ = 1, and the xf
values that were more than 3% away from 0 in the CR-only fit. The µ value resulting from
the fit to this dataset is µ = 0.99+0.13

−0.12(stat.)+0.17
−0.14(syst.), with an expected significance of 6.7σ.

The fit parameters with the greatest impact on the uncertainty of µ are shown in Fig-
ure 13.2. The most important values here are

1. “EXCL ApplyToWW”: The systematic uncertainty associated with changing the lower
bound of the mass for the high-m`` region (see Section 12.2.5).

2. “γ (SR bin 0)”: The statistical uncertainty of the background prediction in the SR.
This is mostly due to the estimate of events with fakes

3. “THEO WW”: The systematic uncertainty associated with the inclusive WW yield
after applying the UE correction.

4. “ExclDilepOverSM”: The uncertainty associated with βγγ→`` = SExcl, which is used to
scale the elastic-only prediction of γγ → W+W−.

5. “FAKE NOBKG”: The uncertainty associated with the subtraction of events with two
genuine leptons in the the fake factor derivation (see Section 12.2.4).

13.2.2 Unblinded Fit

The yields in Table 11.2 and the systematics described throughout Chapter 12 are used to
perform the fit over the SR and four CRs. Several key features of the fit result are worth
highlighting.
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Figure 13.1: Fitted values and uncertainties of the xf parameters in Eq. 13.4 for the Control
Region-only fit. Each xf value is associated with a systematic uncertainty, and the majority
of the values are within ±0.05 of their nominal value of 1. The uncertainties associated
with the largest xf values are “FAKE NOBKG” and “THEO DY”. FAKE NOBKG is the
uncertainty associated with the subtraction of events with two genuine leptons in the the
fake factor derivation. THEO DY is the uncertainty associated with the Drell-Yan yield
after the application of the UE correction.
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Figure 13.2: Parameters with the largest impact on the uncertainty of µ in the fit to the
Asimov dataset. The blue boxes and top axis quantify the impact on the µ measurement,
and the black points and bottom axis indicate the fitted values and their own uncertainties.

First, the normalization factors for the backgrounds, βγγ→``, βqq̄→WW , and βDY come out
as:

βγγ→`` = SExcl = 3.59+0.15
−0.15

βqq̄→WW =1.21+0.19
−0.23

βDY =1.16+0.10
−0.12.

(13.6)

The normalization factor for γγ → `+`− is the SExcl scale factor, which is multiplied by the
elastic γγ → W+W− and elastic γγ → `+`− process yields in the signal region and control
regions with ntrk = 0.

The majority of the xf values in the final fit have a value less than ±0.05, as shown
in Figure 13.3. However, the xf associated with FAKE NOBKG4 had a value of 0.35. Be-
cause this systematic uncertainty was so large, at around 100% in most regions, this mod-

4The systematic associated with the subtraction of events with two genuine leptons in the the fake factor
derivation.
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ifies the fakes estimate by around 35%. The single largest xf parameter, which was fit at
0.61, was THEO DY5, though that systematic uncertainty was only about 2.0% for regions
with ntrk = 0. Another relatively large xf parameter was that associated with fake tracks
(TRK FakeRate). It was fit at -0.14, and while that systematic was sub-percent level for
photon-induced processes, it was about 5% for QCD-induced processes in the signal and
control regions.

Similar to Figure 13.2, Figure 13.4 shows the parameters with the greatest impact on
the uncertainty of µ. The ranking is similar to that from the Asimov fit, though now the
“NORM TemplShape” uncertainty, which is the systematic uncertainty associated with the
used of events with ntrk = 5 in the derivation of SExcl, is in the top 5 most influential
parameters.

The most important results from the fit were the µ parameter associated with the γγ →
W+W− signal strength and the statistical significance of the γγ → W+W− yield. The µ
parameter comes out to

µ = 1.33+0.14
−0.14(stat.)+0.22

−0.17(syst.). (13.7)

That is to say that, within the fit, the cross section of the γγ → W+W− process is 1.33
times higher than that predicted by the Herwig 7 sample prediction after scaling by SExcl.
Likelihood scans of the µ parameter are given in Figure 13.5. The minimum of the solid
black curve, which corresponds to the full final fit, is at a value of 1.33. It can be seen that
this value is less than 2 standard deviations away from the SM prediction of µ = 1. The
statistical significance of the γγ → W+W− observation in the fit is 8.4 σ, which is more
than the 5 σ significance needed to claim an observation.

The post-fit yields of the different processes in the signal region and CR1, CR2, and CR3
are given in Table 13.1. This table can be compared with Table 11.2, though the errors here
include systematic uncertainties. In the signal region and CR1, the yields of the photon-
induced processes come from the elastic-only prediction scaled by SExcl. In CR2 and CR3,
the photon-induced processes come from the elastic and dissociative samples. We can see
from the table that our estimation for Nbkgd,SR is 132 total events.

The data yields and post-fit yields for the different processes can be nicely visualized in
Figures 13.6, 13.7, 13.8, and 13.9. Figures 13.6 and 13.7 show the signal region and CR1,
CR2, and CR3 as functions of pT,``. Figure 13.8, shows the signal region and CR2 as a
function of ntrk within the ±1 mm exclusivity window. Figure 13.9 shows the signal region
only, where events are plotted as a function of m``. Overall, the shapes of processes match
the data well when plotted against all variables.

13.3 Cross-Section Measurement

Beyond observing the γγ → W+W− process, we would like to measure its cross-section
in this analysis. In particular, here we would like to measure the “fiducial” cross-section,

5The systematic associated with the DY yield after the application of the UE correction, as in Sec-
tion 12.2.6
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Figure 13.3: Fitted values and uncertainties of the xf parameters in Eq. 13.4 for the final fit,
which includes the SR and CRs. Each xf value is associated with a systematic uncertainty,
and the majority of the values are within ±0.05 of their nominal value of 1. Similar to the
case described in the caption of Figure 13.1, the uncertainties associated with the largest xf
values are FAKE NOBKG and THEO DY, though THEO DY has increased a little. The
xf associated with “TRK FakeRate”, which is the systematic associated with the fake rate
for tracks, has increased in magnitude as well.
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Figure 13.4: Parameters with the largest impact on the uncertainty of µ in the final fit,
which included SR and CR data. The blue boxes and top axis quantify the impact on the µ
measurement, and the black points and bottom axis indicate the fitted values and their own
uncertainties.

which is the cross-section with constraints on the final state phase space. For example, we
do not attempt to find γγ → W+W− events with leading lepton pT below 27 GeV. We are
only able to directly measure the cross-section for events with final states that satisfy the
conditions listed in Table 13.2. These cuts should be reminiscent of the lepton selections
and preselections discussed in Chapter 6. Events where one or both of the W bosons decays
to a τ lepton are also excluded. It is possible to extrapolate the fiducial cross-section to a
total cross-section by considering the ratio of total simulated events to those that pass the
fiducial cuts. However, this is not necessarily desirable, as we do not consider data outside
of the fiducial region; it is possible that our simulation does not model the additional phase
space well.

Ultimately, the fiducial cross-section prediction comes from the Equation 6.2, written
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Figure 13.5: Likelihood curves for the fit parameter µ, which is used to scale the signal yield
relative to the Standard Model prediction. The red curves are associated with the fit to the
Asimov dataset, and the black curves are associated with the full final fit that uses unblinded
SR data.

again here:

σfid. =
Ndata,SR −Nbkgd,SR

L · εS
. (13.8)

We have 307 data events in the signal region and 132 predicted background events. The
luminosity was 139 fb−1. The last unknown is εS, which is the expected signal selection
efficiency; it can be broken down as:

εS =
Nreco.

Ntruth

· εdata

εsim.
. (13.9)

In this equation, Nreco. and Ntruth are the number of simulated events that pass the fiducial
cuts after reconstruction and the number of simulated events that pass the fiducial cuts at
truth-level6, respectively. The εdata and εsim. values are exclusivity efficiencies in data and
simulation respectively. While the εdata

εsim.
fraction will be close to 1, it is still needed because

the Nreco.

Ntruth
fraction, which comes from simulation alone, implicitly relies on a factor of εsim..

6Prior to reconstruction
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Process SR CR1 CR2 CR3

γγ → W+W− 174± 20.3 45.4± 6.1 95.0± 19.2 24.1± 4.9

γγ → `+`− 5.6± 0.3 40.1± 1.9 5.7± 1.2 32.3± 6.8
Inclusive WW 101± 16.9 54.8± 10.3 1719± 264 969± 152

DY `+`− 4.5± 0.9 281± 35.4 106± 19.1 4719± 396
W + γ 2.9± 2.9 1.9± 2.1 46.2± 46.1 35.9± 35.9
Fakes 10.9± 13.8 34.2± 34.2 177± 211 461± 418
Others 7.1± 1.7 1.9± 0.4 311± 76.3 81.4± 36.5

Total Sim. 305± 17.6 459± 19.1 2459± 65.0 6323± 131

Data 307 449 2458 6332

Table 13.1: Yields of the signal and background processes in the signal region and three
control regions described in Chapter 11. These yields incorporate the effects of the fit,
including the µ, βγγ→``, βqq̄→WW , and βDY values and the nuisance parameters. The errors
include systematic uncertainties. The row for “Others” includes top background and other
diboson backgrounds.

Feature Selection
Leptons Two opposite-charge leptons, 1 e + 1 µ

Leading Lepton pT > 27 GeV; |η| < 2.5
Subeading Lepton pT > 20 GeV; |η| < 2.5

Dilepton mass m`` > 20 GeV
Dilepton pT pT,`` > 30 GeV

Non-lepton charged particles 0 charged particles with pT > 500 MeV and |η| < 2.5

Table 13.2: Definition of the fiducial region for the cross-section measurement.

Without the requirement of ntrk = 0, the Nreco.

Ntruth
fraction in the Herwig 7 elastic γγ →

W+W− simulation is 74.5%. Of those events, 52.6% pass the exclusivity selection in simula-
tion7, giving a final Nreco.

Ntruth
value of 39.2%. A systematic uncertainty on this value is assessed

by comparing the predictions for Nreco.

Ntruth
found in Table 13.3. The largest difference is between

the elastic-only baseline and the elastic Herwig 7 with SD and DD MG5+Pythia 8 setup.
This difference leads to a symmetrized uncertainty of 1%.

The εdata
εsim.

fraction is found by applying the random window method of Section 7.2 to both
data and simulated samples. The value is determined to be 1.009 ± 0.0003 (stat.).

7See Chapter 7
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Figure 13.6: Data and post-fit yields in CR2 and CR3 [187]. CR2 is all events with pT,`` > 30
GeV, and CR3 are those events with pT,`` < 30 GeV. The dominance of Inclusive WW in
CR2 and of Drell-Yan production in CR3 is evident.

γγ → W+W− Generator Nreco.

Ntruth
(%)

Elastic Herwig 7 only 39.2 ± 0.3 (stat.)
Elastic Herwig 7 with SD and DD MG5+Pythia 8 39.6 ± 0.4 (stat.)

Elastic MG5 with SD and DD MG5+Pythia 8 38.9 ± 0.3 (stat.)

Table 13.3: Values of Nreco.

Ntruth
fraction for different signal generator combinations.

Given the two fractions defined above, we have εS = 0.396 ± 0.004. Additionally, 3% of
SR events are expected to have had at least one W Boson that decayed into a τ , which then
decayed into an e or µ. This contribution is subtracted.

After the τ -contribution’s subtraction, we combine the data yield, the central value for
the predicted Nbkgd,SR, the luminosity, and εS to find a final fiducial cross section 3.13 fb. To
account for systematic uncertainties, the background predictions are made with the various
nuisance parameters shifted up and down by one standard deviation. Statistical uncertainty
primarily comes from the yield of events in data. All uncertainties are symmetrized. In the
end, we find

σmeas. = 3.13± 0.31 (stat.)± 0.28 (syst.) fb (13.10)
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Figure 13.7: Data and post-fit yields in the signal region and CR1 [187]. The signal region is
all events with pT,`` > 30 GeV, and CR1 are those events with pT,`` < 30 GeV. The dominance
of γγ → W+W− in the signal region is clear. In CR1, the most prominent contribution is
from Drell-Yan production, though a contribution from γγ → `+`− is also important.

as the measured fiducial cross-section for the process pp(γγ) → p(∗)W+W−p(∗), where the
W+W− system decays to e±µ∓νν̄. There is a 8.9% uncertainty on this measurement from
systematics. Figure 13.10 shows an explicit breakdown of the sources of systematic uncer-
tainty on the cross section measurement.

This cross-section can be compared with the expectation from simulation. The expected
fiducial cross-section of the elastic Herwig 7 simulation is 0.655 fb. When the SExcl scale
factor is multiplied onto this value, the total expected cross-section is

σH7 = 2.35± 0.27 fb, (13.11)

which accounts for the uncertainty on SExcl and the uncertainty on the applicability of
SExcl to the γγ → W+W− process. As expected, there is a factor of 1.33 difference between
the measured fiducial cross-section and the expected one from Herwig. This is in agreement
with the measured value of µ discussed in the previous section.

The measured value can also be compared to a prediction from MG5. In this case, the
predicted cross-section does not rely on SExcl, rather on the exclusive, SD, and DD MG58

samples of Table 5.1. The prediction for the fiducial cross-section in this case comes to
4.3 ± 1.0 (scale) ± 0.1 (PDF) fb. The scale uncertainty comes from varying the choice of

8+Pythia 8 in the SD and DD cases
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Figure 13.8: Data and post-fit yields in the signal region and CR2 [187]. All events in this
plot have pT,`` > 30 GeV, so the signal region is events with ntrk = 0, and CR1 are those
events with 1 ≤ ntrk ≤ 4. The signal region has about a 1.3:1 signal to background ratio.

Figure 13.9: Data and post-fit yields in the signal region as a function of the dilepton mass,
m`` [187]. The right-most bin includes overflows.



CHAPTER 13. FIT AND RESULTS 149

Source of uncertainty Impact [% of the fitted cross section]

Experimental

Track reconstruction 1.1
Electron energy scale and resolution, and efficiency 0.4
Muon momentum scale and resolution, and efficiency 0.5
Misidentified leptons, systematic 1.5
Misidentified leptons, statistical 5.9
Other background, statistical 3.2

Modelling

Pile-up modelling 1.1
Underlying-event modelling 1.4
Signal modelling 2.1
WW modelling 4.0
Other background modelling 1.7

Luminosity 1.7

Total 8.9

Figure 13.10: The impact of the most important sources of systematic uncertainty on the
cross-section measurement[187]. These impacts are determined by varying the source of the
systematic up and down by one standard deviation; correlations are not taken into account.
The effect of the variation is symmetrized here.

factorization scale for the dissociation. The MG5 samples do not rely on SExcl, and they do
not include the survival effects discussed in Section 2.2.4. As discussed in that section, two
different predictions for the S2 factor in the γγ → W+W− case are 0.65 and 0.82. If these
factors are applied to the MG5 prediction, then the final predictions are 2.8 ± 0.7 fb and 3.5
± 0.9 fb. Both of these are consistent with the measurement of 3.13 fb within uncertainties.
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Chapter 14

Part II Conclusions and Outlook

Part II of this thesis has laid out a complete analysis for the observation and measurement
of the γγ → W+W− process in

√
s = 13 TeV proton-proton collisions the LHC. This

analysis probes a unique region of phase space at the LHC, where the exclusivity of an
event is determined by a lack of reconstructed tracks. This led to the application of various
corrections to the simulation, as desribed in Chapters 7 – 10. Having performed these
corrections, analysis regions were defined and systematic uncertainties assessed. A fit was
performed to maximize the Poisson likelihood of the observed data yields in the signal region
and control regions, which simultaneously accounted for mismodelling of the normalization
of the major backgrounds and extracted the signal strength relative to the Standard Model
expectation.

In the 139 fb−1 of data collected in Run 2 of the LHC, the pp(γγ) → p(∗)W+W−p(∗):
W+W− → e±µ∓νν̄ process was observed with a statistical significance of 8.4σ, which is its
first ever observation. The cross-section was measured to be

σmeas. = 3.13± 0.31 (stat.)± 0.28 (syst.) fb, (14.1)

which constitutes a signal strength of

µ = 1.33+0.14
−0.14(stat.)+0.22

−0.17(stat.) (14.2)

relative to the Standard Model prediction from Herwig 7. An event display for an event in
the signal region is shown in Figure 14.1. The presence of an electron-muon pair with high
pT,`` and a lack of tracks near their vertex can be easily seen in this figure.

However, this is not the end of the story. While this result suggests a cross-section
that agrees with the Standard Model within uncertainties, we can use that information
to constrain Beyond the Standard Model (BSM) physics that would affect the processes
contributing to our measurement. Such constraints are best placed by extracting differential
cross-section measurements, which is to say, the cross-section as a function of kinematic
variables, such as pT,`` or m``. With an observation of the γγ → W+W− process in hand,
what we now want is to place the most stringent possible constraints on BSM physics.
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Figure 14.1: Sample event display for a single event in the SR for the γγ → W+W− analy-
sis [187]. The muon and electron with high-pT,`` are shown in red and yellow, respectively.
The orange lines represent tracks. The insert shows track density in the z-direction; no
tracks point near the muon-electron vertex.

While an 8.4σ observation is significant, we can do better. We should not forget the fact
that the most important signal-vs.-background discriminant in our arsenal is the presence of
reconstructed tracks, nor should we forget that there is an artificially placed lower-bound on
our reconstructed track pT. Lowering this threshold in ATLAS is not trivial, but it will lead
to a large improvement in background rejection, improving our measurement. This pursuit
is the subject of Part III.
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Part III

Exploring γγ → W+W− with
low-pT tracks
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Chapter 15

Motivation for Low-pT Tracking

The reconstruction of charged particles (“tracking”) using the ATLAS detector was discussed
in detail in Section 4.1. That section covered the algorithms used for tracking, the quality
cuts made to select tracks, and the resolution of different track parameters. These tracks
played a vital role in the observation of the γγ → W+W−: tracks are the key feature used
to distinguish photon-induced processes from QCD-induced processes at a proton-proton
collider. In Part II, our signal region was defined such that there were no tight1 tracks
with pT > 500 MeV and d0 < 1 mm within a longitudinal distance of ±1 mm from the
lepton vertex2. Aggregated over all of LHC Run 2, about 50% of signal events in the fiducial
region passed this cut, with the majority of failures caused by a pileup track falling within
the exclusivity window. For the dominant background, qq̄ → W+W−, only about 0.1%
of events in the fiducial region passed this selection. Despite the large differences in the
probability for γγ → W+W− and qq̄ → W+W− events to pass the exclusivity selection, the
post-fit signal-to-background ratio in Section 13.2.2 was 1.32:1. While the yields discussed
in Chapter 13 were more than enough to establish a significant observation of γγ → W+W−,
it is possible to perform an even more powerful version of the analysis.

15.1 Low-pT Tracking for the γγ → W+W− Analysis

In order to improve the analysis, a few different options can be considered:

• Increase the yields of both signal and background. The statistical significance would
improve if the yields were increased, even if the 1.32:1 signal-to-background yield was
maintained.

• Improve the signal acceptance efficiency.

• Improve the background rejection rate.

1see Section 4.1
2see Section 6.2.3
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The first of these options is possible to some extent. For example, the fiducial region
can be changed to include lower-pT leptons, which would increase the yield of both signal
and background3. The other way to effectively implement the first option is to increase the
amount of data. Unfortunately, this is not possible at the moment. LHC data-taking will
not resume until this thesis is already published, but this analysis can be revisited after Run
3 is completed.

The second point could be implemented with a relatively simple change: if a smaller
exclusivity window is used, fewer signal events will be rejected due to a pileup track in
the window. Unfortunately, this would have the side effect of increasing the background
acceptance. As described in Appendix A, the ±1 mm window size optimizes the statistical
significance of the analysis. Almost any change that increases the signal acceptance will
result in a more serious increase in background rates, making the second bullet an ineffective
way to improve the analysis.

At face value, the last point seems to run into the same issues as the second. We could
increase the background rejection by widening our exclusivity window, but that would lead
to lower signal acceptance. Indeed, given the information available to the analysis detailed
in Part II, there are not many realistic possible improvements.

However, we should remember that the lower-bound on track pT is not set due to the
physical limits of the ATLAS detector, rather due to reconstruction time and memory storage
constraints4. Tracks are rejected if they have pT below 500 MeV, but if we could lower this
threshold, we could reject a higher rate of background. Charged particles created in an
Underlying Event (UE) are actually most likely to have a pT below 500 MeV, as shown
in Figure 15.15 [87]. If charged particle tracking were performed down to about 100 MeV,
the number of tracks would effectively double, which could dramatically reduce the 0.1%
background acceptance rate. At the same time, more pileup tracks will be reconstructed,
slightly lowering the signal acceptance rate, but the signal’s lack of UE tracks will lead to a
less steep loss in efficiency.

15.2 Limits of Tracking in ATLAS

Before addressing any algorithmic attempt at low-pT track reconstruction, it is worth quickly
noting the physical limits of the ATLAS when it comes to tracking. The relationship between
a charged particle’s pT, its bending radius, and the magnetic field is approximately

pT = 0.3 ∗B ∗R, (15.1)

3In the analysis in Part II, the leading lepton pT is set based on the single-lepton trigger thresholds, and
the subleading lepton pT was set to reduce contributions from fake leptons.

4Low-pT tracking also suffers from combinatorial issues discussed in Section 15.2, which exacerbate the
reconstruction time problems relative to high-pT tracking.

5The data in this figure was reconstructed with the low-pileup tracking algorithm described in Sec-
tion 15.3.
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Figure 15.1: Charged particle multiplicity vs. pT for data taken at very low-pileup [87].
Tracks in these events are most likely to have pT below 500 MeV, which is the standard
lower limit for tracking.

where the pT is in units of GeV, the magnetic field, B, is in units of T, and the bending
radius, R, is in units of m. The ATLAS Inner Detector is immersed in a field of 2T, with
the outermost silicon layer having a radius of 0.5m. If a particle created at the interaction
point has a bending radius of 0.25m, it will just reach that outermost layer6. Therefore,
the minimum pT particle that will reach the outermost silicon layer has a pT of 150 MeV.
To reach the outermost pixel layer, at a radius of 0.12m, the particle would have to have a
pT of at least 40 MeV. Such particles could be reconstructed with a pixel-layer-only tracking
algorithm, but with only 4 hits expected per track, the efficiency would be relatively low and
the fake rate relatively high.

As mentioned in the previous section, the main reasons for the current tracking pT limit of
500 MeV are to reduce storage space requirements and to decrease per-event reconstruction
time. Storage space issues are unavoidable unless a reduced set of information is desired for
lower-pT tracks. However, we want to retain as much tracking information as possible, so we
cannot reduce storage space on a per-event level7.

The processing time problem primarily occurs at the seeding stage of the tracking algo-
rithm (see Section 4.1). As illustrated in Figure 15.2, inner detector hits associated with

6The diameter of the track’s helix is 0.5m in this case.
7A strategy to decrease the overall storage required for events with reconstructed low-pT tracks is given

in Section 16.1
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Figure 15.2: Lower-pT charged particles curve more in ATLAS’s magnetic field than high-
pT particles. Because of this, hits on different layers associated with a single particle can be
further apart. To make a complete set of seeds, a much larger number of hit combinations
must be considered.

lower-pT particles will be spatially further apart than hits associated with high-pT particles.
When forming seeds for high-pT tracks, a relatively small set of connections with hits on
neighboring layers is possible. At low-pT this set of connections is much larger. We want to
make a complete set of seeds, so we must form as many connections between hits as physi-
cally reasonable. This problem is worsened by the effect of “multiple scattering” [2]. This
effect is illustrated in Figure 15.3. As charged particles pass through matter, their trajectory
can be deflected by Coulomb interactions with atomic nuclei, such that the initial incidence
angle on the material is different from the angle at which it departs the material. This effect
is more important for lower-pT charged particles, resulting in the need for an even wider
cone to be considered than shown in Figure 15.2. Because of multiple scattering, seeds for
low-pT tracks are not expected to be as high-quality as those for high-pT tracks. The number
of seeds produced increases faster than linearly as the minimum tracking pT is lowered.

All of these problems become even more relevant as pileup increases. The number of hits
in the Inner Detector increases approximately linearly with pileup, leading to a significant
combinatorics problem.

To improve the processing slow-down associated with track seeding, an algorithmic speed
up can be achieved by both reducing the number of hit connections that must be considered
and the number of seeds that will be formed in total. The development of such an algorithm
is detailed in Chapter 16.

15.3 Existing Low-pT Tracking Algorithms

It is worth noting here that tracking below a pT of 500 MeV has been performed in ATLAS
before. The most trivial example of this is track reconstruction in data prior to 2017. In Run
1 of the LHC and for the first years of Run 2, the average pileup was lower than that in 2017
and 2018. Lower pileup leads to fewer charged particles, meaning smaller per-event readout
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Figure 15.3: Illustration of multiple scattering of a charged particle as it passes through
matter [2]. This effect is relatively stronger for lower-pT charged particles.

sizes and shorter processing time. Because of this, the lower-bound on nominal tracking in
the past was actually 400 MeV. However, the algorithm was exactly the same.

Another example is a tracking setup that was designed specifically for very low-pileup
conditions [87]. In 2015, the LHC delivered 151 µb−1 of proton-proton data with an average of
0.005 interactions per bunch crossing. In this dataset, there is essentially a maximum of one
proton-proton interaction per event. These events are exceptionally sparse, and the dataset
itself is small, so processing time and storage space are not a major obstacles. A specialty
tracking algorithm was applied to this dataset seeking to reconstruct charged particles down
to a pT of 100 MeV. This algorithm proceeds with essentially the same steps outlines in
Section 4.1. However, the specific seeding algorithm was changed slightly to optimize for
low-pT seed finding, and the track fitting scheme was also slightly modified. Similarly, the
minimum number of hits needed to constitute a track was reduced to account for the fact that
the lowest-pT tracks would not traverse all layers. The tracking efficiency of this algorithm
vs. pT is shown in Figure 15.4. The efficiency is relatively stable and above 70% for particles
with pT over about 250 MeV, with a steep dropoff at lower-pT.

This algorithm was primarily designed to study the charged particle distributions of
unbiased inelastic proton-proton collisions8, and to help improve the modelling of such in-
teractions9.

However, we do not want to apply this low-pileup algorithm directly for the γγ →
W+W− analysis. For one, it would greatly increase the reconstruction time and storage space
required for our data. It has also been algorithmically tuned for low-pileup environments.
But perhaps more importantly, the tracking performance for high-pT tracks, particularly
those near 500 MeV will be slightly different than the nominal algorithm used in the analysis
discussed in Part II. For the sake of consistency, we want to exactly reproduce the tracks
used in that version of the analysis10.

8Which comprise the majority of pileup interactions in nominal running.
9As seen in Figure 15.1, the simulations used in Ref. [87] did not match the data well.

10Changing tracking algorithms can also affect lepton reconstruction, as both electron and muons rely on
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Figure 15.4: Tracking efficiency vs. pT for charged particles when using the tracking algo-
rithm implemented in very low-pileup environments [87].

15.3.1 Quantified Impact of Low-pT Tracks

That being said, we can use this algorithm to inform our expectations of performance in a
version of the γγ → W+W− analysis with low-pT tracking. A private processing of the hit-
level simulation for qq̄ → W+W− events and elastic γγ → W+W− events was performed with
fully simulated pileup. Then the yields of these samples were considered for different track
pT cutoffs. That is to say, while tracks were reconstructed down to 100 MeV, we might only
consider tracks with pT > 300 MeV. In the case that we only consider tracks with pT > 500
MeV, the performance should be similar to the first round of analysis. In this study, the
same event selections detailed in Section 6.2.3 were used, and a ±1 mm window was used
for tracks. The results of this study are shown in Figure 15.5. The qq̄ → W+W− yields
are shown both with and without the UE correction derived in Chapter 8. This correction
is applied based on truth-level particles with pT > 500 MeV, so it is not dependent on the
track reconstruction. However, it is possible that an additional correction will be needed
to account for mismodelling of lower-momentum UE particles. Similarly, the elastic-only
γγ → W+W− yield is shown both with and with the SExcl scale factor that accounts for
dissociative events. It is not exactly clear that the same scale factor is applicable in the
presence of low-pT tracks; dissociating protons may actually create tracks in this case, which
would reduce the scale factor by some unknown amount. It can also be seen in this image that
the expected yields in the minimum pT = 500 MeV bin do not match those in Table 13.1. This

Inner Detector tracks. We would not be able to use the lepton and trigger scale factors recommended by
ATLAS in this case.



CHAPTER 15. MOTIVATION FOR LOW-pT TRACKING 159

50 100 150 200 250 300 350 400 450 500

T
Minimum track p

0

20

40

60

80

100

120

140

160
Y

ie
ld

 WW alone→qq 

 WW (UE corr.)→qq 

 WW→ γ γElastic 

Excl
 S× WW → γ γElastic 

Figure 15.5: The yields of the qq̄ → W+W− and elastic γγ → W+W− samples when
different minimum-pT cutoffs are applied in event selection. The samples were reconstructed
using the low-pileup tracking algorithm. The events are selected using the selections detailed
in Section 6.2.3, together with a ±1 mm exclusivity window. The blue dots represent the
qq̄ → W+W− yield without applying the underlying event correction detailed in Chapter 8,
while the green dots do have that correction applied. Similarly, the orange dots represent
the elastic-only γγ → W+W− yield, whereas the magenta dots have the SExcl = 3.59 scale
factor applied to account for dissociative events.

is mostly due to two facts. First, the tracking algorithm has been changed here, even above
a pT of 500 MeV, so the rates of signal and background passing the exclusivity selection
will change. Second, the qq̄ → W+W− sample does not include gluon- or VBS-induced
WW production, and the 1.21 βqq̄→WW factor found in the fit is not applied. The 1.33 signal
strength factor for the signal is also not applied.

Regardless, this figure illustrates the key expected improvement. The background ex-
periences an exponential-shaped fall-off as the minimum considered track pT is lowered,
whereas the signal experiences a relatively gentle fall. The signal’s drop is due to newly
reconstructed pileup tracks, whereas the driving factor behind the background drop-off is
newly reconstructed UE tracks. The qq̄ → W+W− yield with the UE correction drops by
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93% as the minimum pT is lowered from 500 MeV, where the expected yield is 70 events,
to 100 MeV, where the expected yield is 5 events. For that same change, the signal yield
drops by 47%, decreasing from 122 expected events (with SExcl applied) to 65 events. These
values will change as the exclusivity selection is re-evaluated11 and as the various simulation
corrections are updated.

The expected impact of adding low-pT tracks to the γγ → W+W− analysis is illustrated
in Figure 15.6. Here, the expected signal-to-background ratio and statistical significance
of the analysis are plotted against the minimum track pT considered for the exclusivity
selection. A custom significance metric was used, with the assumed integrated luminosity of
139 fb−1:

σ =
3.59 ∗ s√

3.59 ∗ s+ 1.3 ∗ b+ (0.2 ∗ 1.3 ∗ b)2
. (15.2)

In this equation, s is the expected yield of the elastic-only γγ → W+W− samples, and b is
the expected yield of the qq̄ → W+W− sample with the UE correction applied. The factor
of 3.59 is the same SExcl scale factor which accounts for dissociative signal events. The factor
of 1.3 applied to the qq̄ → W+W− yield is designed to account for additional background
processes. In Table 13.1, it can be seen that there is about a 1:1.3 ratio of inclusive WW to
other backgrounds. The last term in the denominator is designed to account for uncertainties
on the background, here being conservatively assessed at 20%. The overall form of the
significance metric takes the form of the signal yield divided by the Poisson uncertainty of
the signal region yield.

The signal-to-background ratio increases as the minimum-pT is lowered down to about
150 MeV before plateauing. When considering the significance, there is a balancing act
which simultaneously rewards a higher signal yield and a higher signal-to-background ra-
tio. Because the signal yield decreases with lower-pT while the signal-to-background ratio
increases, the significance peaks for a tracking cutoff of 250 MeV.

It should be noted that the metric defined in Equation 15.2 is relatively conservative.
The expected significance is 5.3σ when a minimum pT of 500 MeV is considered. In the
version of the analysis without low-pT tracks, the expected significance was 6.7σ based on
the Standard Model alone. Because the observed signal strength was 1.33 times the Standard
Model, the observed significance was 8.4σ. In light of this, the expected improvement should
be compared to the 5.3σ in Figure 15.6. Based on this plot, we could expect about a
3.5σ increase in significance when applying low-pT tracks.

Because we plan on developing a new tracking algorithm and re-evaluating our exclusivity
selection, the numbers found here are expected to change when the analysis is performed in
real data. However, as an exploratory study, these results are very promising and strongly
motivate the use of low-pT tracking for photon-induced analyses.

11See Chapters 16 and 17.
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Figure 15.6: The expected signal-to-background ratio (top) and significance (bottom) of
the γγ → W+W− analysis when using low-pT tracks. The significance metric, which is
described in the text, attempts to account for missing samples and uncertainties. The yields
of the qq̄ → W+W− and elastic γγ → W+W− samples used here are the same as those in
Figure 15.5, where the qq̄ → W+W− sample has the underlying event correction applied,
and the γγ → W+W− sample is scaled to account for dissociative events. The samples were
reconstructed using the low-pileup tracking algorithm.
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Chapter 16

Implementation of Low-pT Tracking

In Chapter 15, it was explained that low-pT charged particle reconstruction (tracking) repre-
sents an important possibility for improving the γγ → W+W− analysis. In a relatively simple
exploratory study using a pre-existing version of low-pT tracking, the point of maximum ex-
pected statistical significance for the γγ → W+W− process showed an 85% reduction in
background compared to the nominal cutoff, while the signal yield was reduced by only 25%.
This chapter illustrates a strategy for actually carrying out an improved γγ → W+W− mea-
surement with low-pT tracks.

It was also explained that low-pT tracking is not simple, especially in high-pileup envi-
ronments. For lower-pT tracks, increasingly large sets of hits must be combined to form a
complete set of seeds, slowing down the tracking algorithm. A low-pT tracking implementa-
tion is detailed in this chapter which seeks to alleviate these issues.

16.1 Re-Analysis Strategy

In order to use low-pT tracks for a real analysis, data events must be reprocessed. Typ-
ically, analyses in ATLAS only refer to higher-level objects, such as muons, electron, and
tracks, without reference to the individual detector hits that were used to reconstruct the
object. However, information about the detector hits is stored, so it is possible to run new
reconstruction algorithms on events.

It has been mentioned several times that low-pT tracking will increase processing time
and storage space, but it is possible to minimize the consequences of this fact by processing
only a small subset of the Run 2 data. The γγ → W+W− analysis team, together with the
developers of ATLAS Eventindex [209], developed and tested a novel method which allows
teams to reprocess small subsets of Run 2 data with specialty algorithms. Teams can specify
the desired subset with a simple list of events. In particular, the γγ → W+W− analysis team
knows what events are most relevant for another round of the analysis: we want to reprocess
events in the old signal region and control regions1. This comes to fewer than 10,000 events

1With low-pT tracking, signal events in the signal region should stay in the signal region, and background
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in data (not counting the Z-peak region or high-m`` region), which is significantly smaller
than the billions of events in the full Run 2 dataset. By performing event picking, we simply
analyze less data, which is a valid way to avoid time and storage constraints. Selecting these
events for reprocessing is a major reason for wanting to preserve all the high-pT tracks from
Part II exactly. We want the event-picked dataset to have exactly the same information as
before reprocessing with only the addition of new, low-pT tracks.

Therefore, the re-analysis of γγ → W+W− with low-pT tracking must proceed in stages:

1. Events are analysed using only generic ATLAS objects in order to determine a small
subset that is worth reprocessing with low-pT tracks. No reprocessing is required for
this step. This step is practically equivalent to the analysis presented in Part II, as the
signal and control region events will be most relevant after reprocessing too. However,
some event selections could be changed relative to Part II; for example, the subleading
lepton pT requirement could be decrease below 20 GeV.

2. The small subset of data picked in the preceding step is reprocessed with the low-
pT tracking algorithm described in Section 16.2.

No similar two-stage process is needed for simulated events. The simulated samples of
Chapter 5 can be fully reprocessed as they are much smaller than the full Run 2 dataset.

Additional developments are needed for the analysis that will rely on both simulation
and data:

• Selection criteria must be developed for the new low-pT tracks, similar to the “tight”
selection applied to generic tracks (see Section 4.1). These are explored in Chapter 17.

• The exclusivity selection must be re-optimized in the presence of low-pT tracks. The
old ±1 mm window selection will no longer provide the best performance. This opti-
mization is also presented in Chapter 17.

• The corrections of Chapters 7 – 10 will be rederived to account for potential changes
due to low-pT tracks. This will rely on both data and simulation, with similar methods
employed as in Part II.

• The signal and control regions must be re-defined.

After these changes, the statistical analysis will resemble that of Part II.

events that were in the signal region should be rejected. Events should not migrate into the signal region,
with one caveat: if the exclusivity selection is changed, then signal and background events could migrate
back into the signal region. For example, if the exclusivity window’s width was reduced, a signal event
with a pileup interaction at the edge of the old window could appear in the newly defined signal or control
regions. While this is not optimal, it should be a small effect. Furthermore, this effect can be accounted for
in simulation by including a cut on whether the event would have fallen in an old region, or data events with
a few additional tracks beyond the maximum of 4 in CR2 could be included in the reprocessing.
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16.2 New Low-pT Tracking Algorithm

Because will not use the low-pileup tracking algorithm of Section 15.3, we must develop a
new tracking algorithm and explore its performance. In this algorithm, we will take two steps
specifically to reduce the processing time. First, we will remove some hits from consideration
when reconstructing low-pT tracks. This will alleviate the combinatorics problem mentioned
at the beginning of this chapter. Second, we have the option to only reconstruct tracks that
point back to within a certain longitudinal distance of the lepton vertex. This will reduce
the amount of time spent in the ambiguity-solving component of the tracking algorithm and
significantly reduce the number of final tracks produced, leading to smaller file sizes.

A goal of this new setup is to achieve high tracking efficiency. Constraining fake rate is
a smaller concern, as that aspect can be deferred to analysis after track reconstruction. To
make things exactly comparable to a setup without low-pT tracking, this implementation
should exactly reconstruct all tracks that would be constructed in generic reconstruction.

The algorithm, which is schematically illustrated in Figure 16.1, proceeds as follows:

1. Generic tracking is performed as detailed in Section 4.1 with a minimum track pT of
500 MeV. These tracks will be unchanged from the first version of the analysis.

2. The inner detector hits that were used for these tracks are removed from the space
point collection.

3. After backtracking (see Section 4.1), a low-pT specific round of tracking is performed.
Here, the seed making algorithm is the same as that used in the generic tracking pass,
though it searches for seeds within a larger cone of combinations2. The track fitting
scheme is adjusted, with reduced hit and quality requirements. This tracking pass does
not have an upper limit on track pT. It is possible that a track with pT above 500 MeV
will be formed in this pass. All tracks formed in this stage of the algorithm are stored
separately from those created in the initial, nominal tracking pass.

Low-pT track information is not used in vertexing.
This algorithm differs from the low-pileup one; that algorithm sought to reconstruct

tracks in a single pass, rather than a two-pass scheme, and it used a specialized seeding
algorithm.

Another important aspect of this low-pT tracking setup is the possibility to use a Region
of Interest (RoI). In this context, an RoI is a region in z such that only seeds pointing into
the RoI are extended into candidates. In other words, low-pT tracks will only have z values
in the RoI (and potentially slightly outside of the RoI if the track parameters are adjusted
after the seeding stage). The RoI only applies for low-pT seeds, not for the first tracking pass,
so the nominal tracks are not affected. A visualization of an RoI is shown in Figure 16.2.
This Low-pT tracking can be run with or without an RoI.

2As in Figure 15.2
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Figure 16.1: An illustrative schematic of the high-pileup low-pT tracking algorithm. Objects
and containers are illustrated with orange circles, and algorithms are shown in squares. Red
squares indicate algorithms that were modified relative to that applied in generic tracking.

Figure 16.2: An illustration of what a Region of Interest for low-pT tracking looks like. If a
collision of interest occurs where the star labelled HS (for hard scatter) is located. We may
only care about tracks that are “close”, say within ±1 mm, which is indicated by the blue
box. The RoI, which is shown in green, is where low-pT track seeds are allowed to point.
It does not have to coincide with the window of interest, but can be wider or narrower as
desired for performance purposes. Tracks are indicated by red dashed arrows. If a seed
points within the RoI, it can be extended into a candidate and eventually be accepted as
a track. Any low-pT seed that points outside of the RoI would be rejected at the seeding
stage.
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Figure 16.3: Impact of Region of Interest (RoI) size choices on the reconstruction time. The
black squares show the fractional increase in the total reconstruction time over the default
setup. The blue triangles show the fractional increase in the tracking time alone, where
the tracking time is defined as the time spent in both the default tracking pass and in the
low-pT tracking pass [210].

The impact of the low-pT tracking pass on reconstruction time as a function of RoI size is
shown in Figure 2.10. The simulated sample used in this study was a Powheg+Pythia 8
Z → µµ sample with pileup of 32–37 events. The RoI was centered around the truth-level
location of the Z boson-producing interaction. The sample had a charged particle filter
applied, such that there were fewer than 12 truth particles with pT > 500 MeV and η < 2.5
originating from the Z boson-producing interaction. It is clear that the inclusion of the RoI
achieves the goal of reducing reconstruction time impact. The figure shows the impact on
the total event reconstruction time and on the tracking component of reconstruction alone.
Using an RoI smaller than ±5 mm has minimal impact on reconstruction time, but using
a very large RoI, such as ±300 mm, can quadruple the per-event reconstruction time and
increase the time spent on tracking by an order of magnitude.

In data, the RoI is centered around the location of the highest energy lepton in the event
by default. It can also be centered around a pre-determined location for each event, as read
in from an external list. This can be useful in the case that the events were previously
processed without low-pT tracking.
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16.3 Low-pT Tracking Performance

Having implemented low-pT tracking, it is next necessary to understand the tracking effi-
ciency and fake rate. Efficiency is defined as

Efficiency =
Number of truth charged particles with at least one matched track

Number of charged particles
, (16.1)

and fake rate is defined as

Fake rate =
Number of fake tracks

Number of tracks
. (16.2)

A fake track is one with a truth-matching probability of less than 50%. Truth-matching
probability is defined as [119, 206]

Truth-match probability =
10 ∗Npix,1 + 5 ∗NSCT,1 + 1 ∗NTRT,1

10 ∗Npix,tot. + 5 ∗NSCT,tot. + 1 ∗NTRT,tot.

. (16.3)

It is a weighted fraction of hits on a track that come from a single particle in different Inner
Detector components, Npix,1, NSCT,1, and NTRT,1, where the one particle is that which left
the most hits. The denominator is a weighted sum of all of the hits on the track in the Inner
Detector. Heuristically, truth-matching is a question of which truth particle contributed the
most energy to the hits comprising the track.

16.3.1 Determining an RoI Size

First, we can once again ask about these performance metrics as a function of RoI size, using
the same Z → µµ sample as described in Section 16.2. Figure 16.4 illustrates the above
performance metrics in the context of determining an RoI size. The top half of Figure 16.4
shows the efficiency as a function of the RoI size for hard-scatter tracks in a simulated
sample, and the bottom half of that plot shows the fake rate for tracks near the hard-scatter
interaction location. By considering Figures 16.3 and 16.4, the following conclusions are
reached:

• A small RoI (< 10 mm) is fast but has lower efficiency and high fake rate.

• A large RoI (> 100 mm) has low fake rate, has generally slightly lower efficiency, and
is time intensive.

• A medium RoI size (around 30 mm) has close to maximal efficiency, at the cost of
medium fake rate and a moderate impact on the reconstruction time.

However, for the γγ → W+W− analysis, the best choice is running without an RoI.
While this leads to a slight decrease in efficiency and a large increase in reconstruction time,
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Figure 16.4: Tracking efficiency and fake rate as a function of the Region of Interest (RoI) size
for two different truth particle or track pT ranges. Only truth particles originating from the
hard-scatter interaction are considered for the tracking efficiency, and only tracks pointing
to the hard-scatter interaction location within 1 mm longitudinally along the beamline and
with a transverse displacement from the beamline of less than 1 mm are considered for the
fake rate [210].

it makes tracking systematics, efficiency, and fake rate studies easier. These studies are
performed by looking at locations in the beamspot away from the center of the RoI, similar
to the study performed in Chapter 7. Indeed it will be necessary to re-derive the pileup
correction, which will also requires tracking without an RoI. When running with an RoI,
tracking performance metrics depend not only on RoI size, but also on position within the
RoI, so these studies will be distorted by using an RoI. The reconstruction time increase is
acceptable due to only running on a small subset of the data (see Section 16.1).

16.3.2 Efficiency and Fake Rate vs pT

Figure 16.5 shows the efficiency and fake rate as a function of pT,truth and pT,track, respectively,
for the no-RoI reconstruction case. The efficiency for default-tracking alone is also shown
in the efficiency plot. It can be seen that the low-pT tracking algorithm gives a smooth and
relatively stable efficiency above 70% as pT,truth decreases down to about 200 MeV. In the
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Figure 16.5: (Left) Tracking efficiency as a function of the truth particle pT. The black line
indicates the efficiency when default tracking alone is run, and the blue points indicate the
efficiency when both default and low-pT tracking are run as in the two-pass scheme. The
truth particles considered here originate from the hard-scatter interaction. (Right) Fake rate
as a function of the reconstructed track pT, where the tracks are restricted to point near the
hard-scatter interaction location. The reconstructed tracks considered here have to point
to within 1 mm of the hard-scatter interaction longitudinally along the beamline and be
displaced from the beamline by less than 1 mm in the transverse direction. Both default and
low-pT tracks are included when the considering fake rate.

very low-pT,truth regime below 200 MeV, the efficiency falls off quickly. The fake rate stays
below 10% for all bins, except between 100 and 150 MeV.

Figure 16.6 shows the seed efficiency, candidate efficiency, and the previously shown track
efficiency as a function of pT,truth. The definitions for seed efficiency and candidate efficiency
are the same as that in Eq. (16.1), but with “matched seed” and “matched candidate”
respectively instead of “matched track”. It can be seen that consistently across almost all
pT,truth values, over 90% of truth particles have at least one matched seed, and that above
about 200 MeV, typically less than half of the seed-to-track efficiency loss occurs in the seed-
to-candidate stage. In the very low-pT,truth regime, the drop in seed-to-candidate efficiency
is more dramatic.

Exploring Seed Quality

Given that a high fraction of truth particles have at least one matched seed, it might be
possible to increase the tracking efficiency by accepting a more seeds. It is also worth
investigating why the efficiency drop between seed and candidate efficiency is so dramatic
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Figure 16.6: Efficiency for the three steps of ATLAS tracking as a function of the truth
particle pT. Seed efficiency (red diamonds) is defined here as the likelihood for a stable,
charged truth particle within tracking acceptance to have at least one matched seed. Can-
didate efficiency (blue triangles) and track efficiency (black squares) are defined analogously
for candidates and tracks respectively. The truth particles considered here originate from
the hard-scatter interaction.

at very low-pT,truth . Addressing both of these concerns requires an investigation of the seed
quality.

The primary metric for understanding the seed quality is again the truth-match probabil-
ity. Seeds are formed from 3 pixel hits or 3 SCT hits, though occasionally extra confirmation
hits are used, typically resulting in a seed with 4 or 5 SCT hits. If all 3 hits on a seed are
from the same truth particle, the match probability will be 3/3 or 1. If all three hits on the
seed are caused by different truth particles, the match probability will be 1/3 or 0.333. This
latter case is considered a fake seed as it is comprised of a random collection of hits. A seed
is considered “fake” if the match probability is less than 0.5.

Figure 16.7 shows the proportion of good and fake seeds as a function of the predicted
pT,seed. In the very low-pT,seed regime, almost 40% of the seeds are fake. This calls into
question the idea of simply “accepting more seeds” to improve the efficiency. If the seed is
fake, one cannot expect it to be extended through additional hits to make a candidate, which
could explain the large seed-to-candidate efficiency drop at low-pT. Given the high fake rate
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Figure 16.7: Seed composition as a function of the seed pT, where the seed pT is an estimate
from the 3 (or more) hits that comprise the seed. The seeds considered for this plot are
required to point to within 5 mm of the hard-scatter interaction longitudinally along the
beamline and to have a transverse displacement of less than 2 mm. The blue region shows
the fraction of seeds where the truth matching probability is greater than 0.5 (“good”), and
the red area shows the fraction of seeds where the truth matching probability is less than
0.5 (“fake”).

for seeds, loosening selection criteria would an increase in fake rate for tracks rather than a
gain in efficiency.

Increasing the efficiency for very low-pT tracks will be difficult; there is a large combina-
torial background such that almost half of the seeds are comprised of hits of random origin.
Any increase in efficiency will come at a high cost in fake rate.

Conversely, reducing the fake rate without a drastic loss of efficiency might be possible
by tightening seed or track selection criteria. One option is to do this at reconstruction level,
but in order to not discard information, this could also be done offline, once a complete set of
tracks has been finalized. For example, there could be a set of track selections based on pT,
η, number of pixel hits, number of SCT hits, or number of holes. Any reduction in fake rate
will necessarily come with a loss of efficiency. However, the appropriate balance of efficiency
and fake rate is an analysis-specific question, which will be investigated in the next chapter.
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Chapter 17

Selecting Tracks and Events

A strategy for the γγ → W+W− re-analysis with low-pT tracks was laid out in Section 16.1.
In that section, it was noted that track selections and event selections used in the analysis
would have to be re-evaluated with the addition of new tracks.

In the first round of the γγ → W+W− analysis, tracks were required to pass a pre-
existing “tight-primary” selection1. This is a cut-based boolean selection designed to decrease
fake rate for nominal tracks. It is standard across ATLAS analyses, with well-understood
performance. For low-pT tracks, there is no such pre-existing selection. While the expected
fake rate, shown in Figure 16.5, is not extremely high above a pT of approximately 300 MeV,
it grows rapidly at lower pT. Because fake tracks could result in loss of signal events, we
would like to develop a set of selections to ensure that these new tracks are high-quality.

Similarly, in the first round of the analysis, the exclusivity selection for events was a
simple cut on whether a track was found within ±1 mm of the lepton vertex in both the z
and d0 variable. While this choice optimized the expected significance of the analysis in Part
II, low-pT tracking will roughly double the number of tracks per event. Because of this, the
exclusivity selection must be updated.

17.1 Low-pT Track Selection

Two different schemes for track selection will be explored in this section. First, it is possible
to make a cut-based selection similar to the tight selection used for high-pT tracks. Second,
it is possible to use a machine learning (ML) based approach, which should better take
advantage between correlations in the variables used to distinguish true and fake tracks.
While the performance of the ML based approach will likely be better than the cut-based
approach, it does have the drawback of requiring more extensive validation.

1see Section 4.1
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17.1.1 Cut-based Selection Approach for Low-pT Tracks

The pre-existing tight selection for high-pT tracks involves the following cuts:

• |η| < 2.5

• Minimum of 9 pixel and SCT clusters if |η| ≤ 1.65

• Minimum of 11 pixel and SCT clusters if |η| > 1.65

• Track can share a maximum of either one pixel hit or two SCT clusters on the same
layer with another track

• Track can have a maximum of 2 holes2 in the SCT layers and no holes in the pixel
layers

• At least 1 hit in the IBL or B-Layer.

• |d0| < 2.0 mm and |z0 sin θ| < 3.0 mm.

When the tight selection is applied to nominal tracks in the Herwig 7 γγ → W+W− sam-
ple, 90.6% of true tracks are accepted and 20.5% of fake tracks are accepted3. Here a true
track is one with truth-match probability [206] above 0.5, and a “fake” track is one with
truth-match probability below 0.5. The pT dependence of this selection is shown in Fig-
ure 17.1. Both the true and fake acceptance rates are fairly stable, with the true rate
decreasing slightly with lower pT, and the fake rate increasing slightly.

To put this in context, in the Herwig 7 elastic γγ → W+W− sample, 99% of nominal
tracks without the tight selection are considered true. There are an average of 0.05 fake
tracks per event in a ±1 mm window around the lepton vertex. After the tight selection,
this drops to 0.01 fake tracks per event4. In the qq̄ → W+W− sample, there is more activity
around the leptons, and a slightly higher fake rate, resulting in 0.06 fake tracks per event in
the exclusivity window prior to the tight selection. Figure 17.2 shows the average number of
fake tracks in the exclusivity window before and after the application of the tight selection,
binned in pT.

To contextualize the fake rates for low-pT tracks, a similar exercise can be performed.
For tracks produced in the second pass of the new tracking algorithm (called “low-pT” tracks
here, though they may have pT > 500 MeV), 96.4% of tracks are considered true. However,
the ±1 mm window around a lepton vertex contains 0.25 fake tracks on average. Because
of this, reducing the fake rate will be very important. Figure 17.3 shows the pT dependence
the fraction of tracks that are fake and the average number of fake tracks in the exclusivity
window, binned in pT. This can be compared directly to Figure 17.2.

2From Section 4.1: a “hole” occurs when a track’s trajectory is extrapolated through an active silicon
layer, but the expected hit there is not found.

3These values are slightly sample-dependent, but the dependence is at the level of 1%.
4The number of true tracks per event is highly process-dependent, but about 90% of of true tracks are

retained.
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Figure 17.1: The pT dependence (left) and η dependence (right) of the acceptance rate of
true and fake nominal tracks after the application of the tight selection. The tracks must
have |d0| < 1.0 mm. Both of these plots were made using tracks from the Herwig 7 elastic
γγ → W+W− sample, which are either pileup or fake tracks.

To develop a cut-based track selection similar to the tight selection, we must consider
possible discriminating variables, or variables that we expect to differ on average between
true and fake tracks. The distributions of the following potential variables are shown in
Figure 17.4:

1. Track pT

2. Track η

3. Track |d0|

4. Uncertainty of the track z parameter resulting from the track fit

5. Uncertainty of the track d0 parameter resulting from the track fit

6. Number of holes in the SCT Layers

7. Number of hits in the SCT layers plus the number of dead SCT modules the track is
projected to pass through

8. Number of holes in the pixel Layers

9. Number of hits in the pixel layers plus the number of dead pixel modules the track is
projected to pass through



CHAPTER 17. SELECTING TRACKS AND EVENTS 175

400 500 600 700 800 900 10001100 120013001400

 [MeV]
T

Track p

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

A
vg

. N
um

. F
ak

e 
T

ra
ck

s

Nominal tracks with no tight selection

Nominal tracks with tight selection

 WW sample→γγ

Figure 17.2: The average contribution of fake nominal tracks with and without tight selection
that fall into a ±1 mm window around the lepton vertex, as a function of track pT. When
there is a fake track in such a window, it is more likely to have lower-pT. This plot was
made using tracks from the Herwig 7 elastic γγ → W+W− sample, which are either pileup
or fake tracks. The tracks are required to have |d0| < 1.0 mm. On average 99% of nominal
tracks are considered true.

10. Boolean for whether the track has a hit on the IBL or B Layer (if no IBL hit is expected)

11. The number of degrees of freedom of the track fit

12. The dE/dx of the track as it passed through the pixel layers. This is the rate of energy
loss per unit length in the pixels’ silicon [211], which depends on a particle’s velocity.

The true and fake distributions exhibit some degree of overlap for each of these variables, so
it will be impossible to make a perfect cut-based classifier.

To optimize the cut-based track selection, a grid scan was performed over a number of
track variables: d0, σz, σd0 , number of SCT holes, number of SCT hits and dead modules,
number of pixel holes, number of pixel hits and dead modules, whether or not there is
a hit in the IBL or B-Layer (if no IBL hit is expected), and the number of degrees of
freedom in the track fit. The goal of the grid scan was to optimize the significance of the
γγ → W+W− analysis, based on the metric from Equation 15.2, using the Herwig 7 elastic
γγ → W+W− sample and the Powheg+Pythia 8 qq̄ → W+W− sample. The potential
cuts were subdivided into a pT and η grid, depending whether the track pT is greater than
or equal to 250 MeV and whether the |η| is greater than or equal to 1.0.

Ultimately the set of variables used in the cleaning cuts were:
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Figure 17.3: (Left) The fraction of low-pT tracks that are true and fake as a function of
track pT, before any selection is applied. On average 96.4% of these tracks are considered
true. (Right) The average contribution of fake low-pT tracks that fall into a ±1 mm window
around the lepton vertex, as a function of track pT. No selection is applied to these tracks.
Both of these plots were made using tracks from the Herwig 7 elastic γγ → W+W− sample,
which are either pileup or fake tracks. The tracks for both must have |d0| < 1.0 mm and
pT > 100 MeV.

1. track pT > 100 MeV

2. Number of SCT holes ≤ 2

3. Number of pixel holes = 0

4. Number of pixel hits + dead modules ≥ 4

5. σd0 < 3.0 for tracks with pT > 250 MeV

6. There must be a hit in either the IBL or the B-Layer if no hit in the IBL is expected.

The other variables were did not provide significant additional discrimination.
When this selection is applied, 82.9% of true tracks and 23.2% of fake tracks pass. The

pT dependence of the cut survival is shown in Figure 17.5. This performance is similar to,
but slightly worse than the application of the tight cut to high-pT tracks; however, the low-
pT tracks are generally lower quality, so this is not unexpected. Prior to the application of
the cuts, there was an average of 0.25 fake tracks per event in a ±1 mm window around
the leptons, but with the cuts, this is reduced to 0.06 fakes per event. This drop can be
also be seen in Figure 17.5. In the qq̄ → W+W− sample, the performance is similar, with
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Figure 17.4: Distributions of discriminating variables for true and fake tracks. The true
distributions are shown in blue and the fake distributions are in orange. Shown are track
pT, η, d0, the resolutions of the z and d0 parameters, the number of holes in the SCT and
pixel layers, the number of hits and dead modules in the SCT and pixel layers, a boolean for
whether there is a hit in the IBL or B Layer, the number of degrees of freedom in the track
fit, and the track dE/dx. The distributions are normalized to have an area of 1.0. In this
sample, 96.4% of tracks are true, so the fake distributions are much smaller when normalized
to the actual yields.
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Figure 17.5: (Left) The pT dependence of the acceptance rate of true and fake low-pT tracks
upon the application of the recommended cleaning cuts. (Right) The average contribution of
fake low-pT tracks that fall into a ±1 mm window around the lepton vertex, as a function of
track pT. The contribution is shown before and after the recommended cut-based selection
is applied. The tracks in this plot must have |d0| < 1.0 mm and pT > 100 MeV. Both of
these plots were made using tracks from the Herwig 7 elastic γγ → W+W− sample, which
are either pileup or fake tracks.

84.6% of true tracks and 23.9% of fake tracks passing the cuts. Similarly, 0.07 fake tracks
are expected per event, where 0.29 are expected before the selection. This independent set
of simulated tracks provides validation of the cuts and their expected performance.

Other working points achieved true and fake track acceptance rates of:

• 71.3% true and 17.6% fake, by allowing no holes in any pixel layer but placing no hit
and dead modules requirements

• 80.5% true and 23.7% fake, by allowing 1 SCT hole, 0 pixel holes, and requiring at
least 4 pixel hits plus dead modules for tracks with |η| < 1.0 and 3 pixel hits otherwise

• 87.4% true and 59.0% fake, by allowing 1 SCT hole, 1 pixel hole, and requiring at least
3 pixel hits plus dead modules for all low-pT tracks except those with pT > 250 MeV
and |η| < 1.0, where 4 hits are required.

Because hits and holes are are integer values, the performance can leap dramatically when
changing the values, as can be seen in Figure 17.4.
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Figure 17.6: (Left) Scatter plot of pT and number of pixel hits plus dead modules for 1000
true and 1000 fake tracks. (Right) Scatter plot of η and uncertainty on the z parameter
in the track fit for 1000 true and 1000 fake tracks. The tracks in these plots must have
|d0| < 1.0 mm and pT > 100 MeV. Both of these plots were made using tracks from the
Herwig 7 elastic γγ → W+W− sample, which are either pileup or fake tracks.

17.1.2 Machine Learning Approach for Low-pT Tracks

While the cut-based approach to track selection exhibits good performance, it is not optimal.
If we represent the possible feature space of a track as existing in some high-dimensional
space, simple cuts represent “horizontal” or “vertical” decision planes, where tracks with a
feature on one side of the plane can be accepted and tracks on the other side must be rejected.
Admittedly, some granularity was included by allowing for different cuts at different pT and
η values, but the optimal working point actually did not take advantage of this.

In reality, the optimal decision boundary in the high-dimensional space will be some com-
plicated function of all of the track features. Figure 17.6 shows that even in two dimensions
the decision boundary can be non-linear. For example, we could imagine making a circular
boundary in the pT and pixel hit plot or a hyperbolic boundary in the η and z uncertainty
plot. If all four variables were used, the boundary would be more complicated and essentially
impossible to visualize.

To estimate such a multidimensional function, we can turn to the Machine Learning
(ML) technique known as a Neural Network (NN) [212]. The natural language of higher
dimensional spaces is linear algebra, and NNs are essentially an algorithm for numerical
function approximation. The approximation is performed by minimizing a value called the
“loss”, which is a metric to express how good or bad a set of classifications are. In the context
of this thesis for example, we have a collection of true and fake tracks. The more accurate
our classification, the lower the loss. A simple schematic of a NN is shown in Figure 17.7.
Features of the tracks are fed into the first layer, and then linear combinations of these
features are formed in “hidden” layers. There may be multiple hidden layers, where linear
combinations of linear combinations are created, but eventually these values are reduced into
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Figure 17.7: Diagram of a simple neural network [213]. In the track selection case, features
of the track are fed into the first layer. Linear combinations of the features are formed and
fed into hidden layers, before these values are reduced into a single value which attempts to
predict whether the track is a true track or a fake track. The weights that form the linear
combinations algorithmically tuned to make the guess as accurate as possible.

a single value. This value attempts to predict whether the track is a true track or a fake
track.

It is possible to control the number of hidden layers, the number of nodes in these layers,
the definition of the loss function, and many other features of the NN. Practically speaking
though, what happens is that we feed a single track, described by some number of features,
into the NN, and a single value gets output. If the value is close to 1, the NN thinks that the
track is more likely to be true, and if the value is closer to 0, then the track is more likely
to be fake.

To build our true vs. fake track discriminating NN, we use the NN package provided by
Keras [214, 215]. We represent each track by 15 features:

1. Track pT.

2. Absolute value of track η

3. Absolute value of track d0

4. Uncertainty of track z parameter from track fit

5. Uncertainty of track d0 parameter from track fit

6. Number of SCT holes
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7. Number of SCT hits and dead modules

8. Number of pixel holes

9. Number of pixel hits and dead modules

10. Boolean for whether there is a hit in either the IBL or the B-Layer if no hit in the IBL
is expected

11. Track fit χ2

12. Number of degrees of freedom in the track fit

13. Absolute value of track q/p, where q is charge and p is momentum

14. Covariance of track q/p resulting from the track fit

15. Whether the track was made in the generic tracking pass or in the low-pT tracking
pass.

The dE/dx of tracks was also explored as a potential discriminant, though the impact of its
inclusion was negligible.

The NN was set up using two hidden layers of 34 nodes each with rectified linear unit
activation functions for each hidden layer and a final layer with 1 node and a sigmoid
activation function to make the output of the NN between 0 and 1. A binary cross-entropy
loss function was used with the Keras “adam” optimizer. For the training itself, 22 epochs
were used to train on tracks from the qq̄ → W+W− sample. Both low-pT and high-pT tracks
were used for training. The results were validated using the γγ → W+W− sample. There
was no evidence of overtraining.

Receiver-Operator Characteristic (ROC) curves for the performance of the NN are shown
in Figure 17.8 for low-pT tracks and high-pT tracks. These figures also display the working
points associated with cut-based selection schemes discussed in Section 17.1.1. Having a
higher true acceptance rate and a lower fake acceptance rate is better, and it can be seen
that the NN outperforms the cut-based approaches for both low-pT and high-pT tracks.

Figure 17.9 shows 1D plots of the NN scores for true and fake tracks, split by whether
they are low-pT or high-pT tracks. As expected, true tracks have scores that peak near 1.
A scan of NN cut values was performed to find the optimal working point for the γγ →
W+W− analysis. This was found to be 0.92 for low-pT tracks, resulting in a 87.9% true
acceptance rate and a 13.1% fake acceptance rate. For high-pT tracks, the optimal cut
value was found to be 0.97, resulting in a 94.9% true acceptance rate and a 6.5% fake
acceptance rate. The performance of these cuts against track pT is shown in Figure 17.10.
The performance is similar in the qq̄ → W+W− sample, where 89.4% of true low-pT tracks
are accepted with 13.0% of fake low-pT tracks, and 95.0% of true high-pT tracks are accepted
with 6.7% of fake high-pT tracks for the prescribed NN score cuts. This serves as important
validation of the NN.
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Figure 17.8: (Left) Receiver-Operator Characteristic (ROC) curve for the application of the
true-fake track discrimination neural network when applied to low-pT tracks. The x-axis
shows the true acceptance rate, and the y-axis shows the fake acceptance rate for a given cut
choice. Working point associated with the cut-based selections discussed in Section 17.1.1
are shown for comparison. (Right) ROC curve of the NN when applied to high-pT tracks.
The “tight-primary” working point is also shown. Both of these plots were made using tracks
from the Herwig 7 elastic γγ → W+W− sample, which are either pileup or fake tracks.
Down and to the right also represents better performance in both plots.

Figure 17.9: (Left) Neural network scores for true (blue) and fake (orange) low-pT tracks.
(Right) Neural network scores for true (blue) and fake (orange) high-pT tracks. Both of these
plots were made using tracks from the Herwig 7 elastic γγ → W+W− sample, which are
either pileup or fake tracks.
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Figure 17.10: Acceptance rates for true and fake low-pT and high-pT tracks after the appli-
cation of a neural net score cut. A cut of 0.92 is applied to low-pT tracks, and a cut of 0.97
is applied to high-pT tracks. This plot was made using tracks from the Herwig 7 elastic
γγ → W+W− sample, which are either pileup or fake tracks.

With the NN selection, an expected contribution of 0.03 fake low-pT tracks is expected
within a ±1 mm window of the lepton vertex per event. The expected contribution of fakes
in bins of pT is given in Figure 17.11. Similarly, about 0.007 fake high-pT tracks are expected
with the application of the NN selection. In the qq̄ → W+W− sample, there is an expected
average contribution of 0.05 fake low-pT tracks and 0.01 fake high-pT tracks.

As a validation that the NN creates non-linear decision boundaries, Figure 17.12 shows 2D
scatter plots analogous to those in Figure 17.6, but where “true” and “fake” tracks have been
replace with accepted and rejected tracks, based on the suggested NN cut for low-pT tracks.
The overlapping distributions would not be possible with cut-based selections.

While the NN performs well when compared to the cut-based methods, it is important
to keep in mind that the NN was trained and tested on simulated tracks. Simulating tracks
is difficult, so the performance of the NN in data may be different from expected. Because
of this, validation of the NN performance in data is needed, and systematics uncertainties
must be assessed.

17.2 New Exclusivity Selections

At this point, we have a new set of low-pT tracks and algorithms to reject poor quality
tracks from consideration. We can now re-evaluate our exclusivity selection. If a study
similar to that in Chapter 15 is performed, with the same exclusivity selection of Part II, a
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Figure 17.11: Average contribution of fake low-pT tracks that fall into a ±1 mm window
around the lepton vertex, as a function of track pT. The contribution is shown for the
application of the track-selection neural net and before and after the recommended cut-based
selection for comparison. The tracks in this plot must have |d0| < 1.0 mm and pT > 100 MeV.
Both of these plots were made using tracks from the Herwig 7 elastic γγ → W+W− sample,
which are either pileup or fake tracks.

Figure 17.12: (Left) Scatter plot of pT and number of pixel hits plus dead modules for
1000 accepted and 1000 rejected low-pT tracks after applying the suggested neural network
cut. (Right) Scatter plot of η and uncertainty on the z parameter in the track fit for 1000
accepted and 1000 rejected low-pT tracks. The tracks in these plots must have |d0| < 1.0 mm
and pT > 100 MeV. Both of these plots were made using tracks from the Herwig 7 elastic
γγ → W+W− sample, which are either pileup or fake tracks.
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peak expected significance of 8.7σ is found, which uses a minimum track pT of 300 MeV. If
the minimum considered track pT is 500 MeV, there is an expected significance of 6.1σ.

However, the ±1 mm window size is no longer the best choice when low-pT tracks are
introduced. Similarly, we can restrict the |η| of considered tracks. When a grid scan is
performed over the minimum track pT, the maximum low-pT track |η|, and the window size,
the following values combine to give maximal expected significance:

• Window size of ±0.65 mm around the lepton vertex

• Minimum considered track pT of 120 MeV

• Maximum track |η| of 1.82 for low-pT tracks. High-pT track are still considered for any
|η| < 2.5.

These cuts actually maximize both the significance when tracks are selected using the NN
and the significance when tracks are selected with the cut-based method.

Figure 17.13 shows the expected significance as a function of the cuts. Each plot shows a
scan over one variable, with the other variables held constant at the value in the list above.

The expected significance at the optimized working point is 9.65σ. When considering the
expected impact of low-pT tracks on the γγ → W+W− analysis, this significance estimate
should be compared to the 6.1σ expected with a non-optimized event selection referenced
above, rather than the 8.4σ observed in data. The uncertainties are accounted for conser-
vatively in Equation 15.2, and the signal yield prediction does not include the factor of 1.33
observed in data.

17.2.1 Additional Signal Region Changes

Adding low-pT tracks to the γγ → W+W− analysis will inevitably result in some signal loss,
at least for a given window size. Of course, the major reason for adding these tracks is the
dramatic suppression of background yields, which consequently gives us some flexibility in
selecting events based on lepton kinematics.

For example, Figure 13.7 shows that the pT,`` cut of 30 GeV for the signal region is justi-
fied. Below this cut, backgrounds dominate, particularly Drell-Yan (DY) τ+τ− production.
However, the yield of this background, as well as the sub-dominant qq̄ → W+W− back-
ground, will decrease with the addition of low-pT tracks, potentially allowing us to shift
the pT,`` cut down. If the exclusivity selection suggested in Section 17.2 is used with the
track-selection NN, we can scan over possible pT,`` requirements for the signal region. The
results are visualized in Figure 17.14.

The expected significance metric here is similar to Equation 15.2, with a slight modifica-
tion:

σ =
3.59 ∗ s√

3.59 ∗ s+ 1.2 ∗ b+DY + (0.2 ∗ 1.2 ∗ b+ 0.2 ∗DY )2
. (17.1)
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Figure 17.13: The expected significance as a function of the minimum considered track
pT (top left), the exclusivity window size (top right), and the maximum considered η of
low-pT tracks (bottom). For the window size plot, the values on the x-axis represent 1/2
of the window size; for example, the observed peak occurs for a window that is ±0.65 mm
around the lepton vertex.

Here, s is the expected yield of the elastic-only γγ → W+W− samples, and b is the expected
yield of the qq̄ → W+W− sample with the UE correction applied. DY is new in this
equation, representing the expected yield of Drell-Yan events. The factor applied to the
qq̄ → W+W− yield has been changed to 1.2, because a DY sample is being used to estimate
that yield independently. This sample must be used here, as the expected pT,`` distribution
is different for the DY and qq̄ → W+W− processes. Based on this study, the significance
is maximized for a signal region pT,`` cut of 20 GeV, though the expected significance at
15 GeV and 25 GeV are similar. These estimates neglect any pT,`` dependence of other
backgrounds, such as γγ → τ+τ− and contributions from fake leptons. The expected yields
of the three samples are given in Table 17.1, as are the expected significances5. Because of the

5The significance prediction for the pT,`` > 30 GeV requirement is slightly different from the 9.65σ
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Figure 17.14: The expected significance as a function of the minimum pT,`` cut for a new
signal region. In the first round of the analysis, this was placed at 30 GeV.

suppression with low-pT tracks, even when the pT,`` cut is lowered to 20 GeV, the expected
yield of DY is lower than in the analysis without low-pT tracks, given in Table 13.1. We
also see that if the pT,`` cut is lowered to 20 GeV from 30 GeV, the expected signal yield
increases by 13%.

Process pT,`` > 15 GeV pT,`` > 20 GeV pT,`` > 25 GeV pT,`` > 30 GeV

γγ → W+W− 128 (35.7) 122 (34.0) 116 (32.2) 108 (30.2)
qq̄ → W+W− 17.4 (14.5) 16.3 (13.6) 14.4 (12.0) 12.7 (10.6)

DY `+`− 5.9 2.2 1.0 0.37

Significance 9.74σ 9.83σ 9.75σ 9.57

Table 17.1: Expected yields of the γγ → W+W−, qq̄ → W+W−, and Drell-Yan processes in
the signal region for various pT,`` cuts. The γγ → W+W− yield is given with and without
scaling by SExcl = 3.59, and the qq̄ → W+W− yield is given with and without a factor of
1.2, which seeks to account for additional backgrounds. The events must pass the exclusivity
selection described in Section 17.2. The expected significances based on Eq. 17.1 are also
presented for each pT,`` cut.

Similarly, we can change the pT of the single leptons required for events. In the first round
of the analysis, the leading lepton was required to have pT > 27 GeV and the subleading
lepton was required to have pT > 20 GeV. The requirement on the leading lepton pT is
primarily motivated by the single lepton trigger (see Section 3.3.1). The requirement on the

quoted for the “optimized” significance after the track selection scan because Eq. 17.1 includes the Drell-Yan
contribution directly, whereas Eq. 15.2 does not.
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subleading lepton is mainly to suppress backgrounds and maintain a high efficiency relative
to lepton identification and isolation requirements (see Sections 4.2 and 4.3). Assuming there
is some lepton or other object with high enough energy to trigger event readout, ATLAS
does reconstruct leptons below 20 GeV, so while we cannot easily lower the leading lepton
pT while using the single-lepton triggers, we can imagine lowering the subleading lepton pT.
It would be possible to lower the leading lepton pT by using di-lepton triggers, however [216].
In simulated WW events, the leading lepton pT peaks at 40 GeV, and the subleading lepton
pT peaks at 25 GeV. There are actually very few events where the leading lepton pT is below
27 GeV, so it is not immediately obvious that lowering the pT requirements will increase the
significance. There are more events where the subleading lepton pT is below 20 GeV, but
this may be offset by an increase in the yield from fake leptons, though the fake lepton yield
should be suppressed by the low-pT tracks. A scan was performed in the two variables, and
it was determined that the optimal working point was at pT > 24 GeV for the leading lepton
and pT > 16 GeV for the subleading lepton if one- and two-lepton triggers are both used, but
this has a relatively large uncertainty due to the possibility of fake leptons. In particular, the
two-lepton triggers have much lower pT requirements on the leading lepton, so more events
will be triggered due to fake leptons. Rather than processing data and performing event
picking with new triggers, it is easier to use the same single lepton triggers used in Part II,
retaining the pT > 27 GeV cut for the leading lepton and reducing the subleading lepton
requirement. Here, the significance is maximized when the subleading lepton requirement is
reduced to 15 GeV. Both Herwig 7 and MadGraph 5 predict a 16% increase in the WW
yield with this change. This brings about a 1σ increase in statistical significance relative to
the yield with the old pT and pT,`` cuts, though again, this carries a large uncertainty due
to a potential increase in fakes.
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Chapter 18

Expected Results

It was mentioned in Section 16.1 that the signal and control regions for the γγ → W+W− re-
analysis would be re-evaluated. For example, in Part II, CR2 in Part II was designed to
isolate inclusive WW . It required that events have 1 ≤ ntrk ≤ 4, where ntrk strictly counts
high-pT tracks. This definition could be changed to count both low-pT and high-pT tracks,
or the two sets of tracks could be used separately. While a complete set of regions has not
yet been finalized for the re-analysis, the following control regions are explored using the
data and simulated samples described in Section 18.1:

• Z-Peak Region: µ+µ− events with 70 GeV < m`` < 105 GeV and 0 ≤ ntrk ≤ 2 (where
ntrk refers to the number of high-pT tracks). This region has little to do with our
γγ → W+W− signal, with the bulk of events coming from the DY µ+µ− process, which
is relatively well modelled in simulation. However, this control region will importantly
allow us to compare the low-pT tracks reconstructed in simulation to those in data for
the first time. We can additionally look at the rate of events that pass and fail the
event selections with the track-selection NN detailed in Section 17.2.

• High-m`` Region: µ+µ− events with m`` > 160 GeV and 0 ≤ ntrk ≤ 2 (where ntrk refers
to the number of high-pT tracks). While there should be a non-negligible contribution
from DY µ+µ−, this region will be dominated by γγ → µ+µ−. Here, we can check
the modelling of γγ → `+`−, and in particular, we will examine the modelling in
dissociative LPAIR samples. We would like to investigate whether dissociative events
can be distinguished from elastic events, which may be possible if proton dissociation
generates low-pT tracks. Similar to the Z-peak region, we can look at the rate of events
that pass and fail the event selections detailed in Section 17.2.

• Old SR Background Region: e±µ∓ events that fell into the SR of Part II1, which now
fail the event selections detailed in Section 17.2. This region should be dominated by
inclusive WW , and will provide a dramatic illustration of the impact of low-pT tracks

1pT,`` > 30 GeV, ntrk = 0
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to the γγ → W+W− analysis. Low-pT tracks were introduced to strengthen our
background rejection, and we will find that the majority of the background events in
the SR of Part II fall into this new region.

All of these regions use the same general pre-selections given in Section 6.2.3.
While this analysis is still blinded, we can also look at the simulation-only yields in a new

signal region that includes e±µ∓ events that pass the event selections detailed in Section 17.22

with pT,`` > 20 GeV.

18.1 Available Data and Simulation with

Low-pT Tracks

About 50,000 data events have been processed based on the results of the analysis in Part II.
All events that fell in the old signal region, CR2, and CR3 were reprocessed. As additional
control regions, all µ+µ− events with m`` > 115 GeV and 0 ≤ ntrk ≤ 2, and all e+e− events
with m`` > 160 GeV and 0 ≤ ntrk ≤ 2 were reprocessed. Here, ntrk refers to the number
of nominal, first-pass tracks within ±1 mm of the lepton vertex. Finally, a Z-peak region
corresponding to µ+µ− events with 70 GeV < m`` < 105 GeV and 0 ≤ ntrk ≤ 2 was selected
with a prescale factor of 50, meaning that 1 out of every 50 events would be processed. These
selections are summarized in Table 18.1.

Region Leptons Definition Scale Factor
Signal e±µ∓ Presel., pT,`` > 30 GeV, ntrk = 0 1
CR2 e±µ∓ Presel., pT,`` > 30 GeV, 1 ≤ ntrk ≤ 4 1
CR3 e±µ∓ Presel., pT,`` < 30 GeV, 1 ≤ ntrk ≤ 4 1
Z-peak µ±µ∓ Presel., 70 GeV < m`` < 105 GeV, 0 ≤ ntrk ≤ 2 50

High-m`` µµ µ±µ∓ Presel., m`` > 115 GeV, 0 ≤ ntrk ≤ 2 1
High-m`` ee e±e∓ Presel., m`` > 160 GeV, 0 ≤ ntrk ≤ 2 1

Table 18.1: Selections used for the currently available event-picked data. There are slightly
fewer than 50,000 events in this samples total, with 8,800 eµ events and 41,000 `` events.
The ntrk selection here refers to the number of tight high-pT tracks within ±1 mm of the
lepton vertex, or the standard selection from the previous round of the analysis. “Presel.”
here refers to the standard preselection discussed in Section 6.2.3, without any changes to
the subleading lepton pT requirements.

2They must have 0 low-pT or high-pT tracks that pass the track-selection NN cuts.
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Similarly, a small set of simulated samples have been processed with low-pT track recon-
struction, which are given in Table 18.2. The samples include the bulk of the yield expected
in the event-picked dataset3.

Process Generator
Elastic γγ → W+W− Herwig 7

qq̄ → W+W− Powheg+Pythia 8
DY µ+µ− with m`` > 60 GeV Powheg+Pythia 8

DY τ+τ− (for all m``) Powheg+Pythia 8
Double Diss. γγ → µ+µ− with m`` > 60 GeV Pythia 8
Double Diss. γγ → τ+τ− with m`` > 60 GeV Pythia 8
Single Diss. γγ → µ+µ− with m`` > 60 GeV LPAIR

Elastic γγ → µ+µ−with m`` > 100 GeV Herwig 7

Table 18.2: Simulated samples that have been processed with low-pT tracking. Most of these
are the same samples presented in Tables 5.1 and 5.2. These samples simulate the bulk of
the yield expected in the µµ and eµ events that make up the event-picked dataset.

18.2 Studies of Data with Low-pT Tracks

18.2.1 Z-Peak Investigations

The first data vs. simulation comparisons that we make are for µ+µ− events in the Z-peak
region. This region has little to do with modelling of our signal and backgrounds, but allows
us to investigate the modelling of low-pT tracks. It is an important region for track modelling
in this analysis, as it is where the underlying event (UE) correction is derived. The definition
of this region is given in the chapter introduction and in Table 18.1.

The data and simulation agreement for lepton kinematic variables are shown in Fig-
ure 18.1. The vast majority of events in this region are accounted for with the DY µ+µ−

simulation, as should be expected. The yields, which are given in Table 18.3, agree to the
5% level between simulation and data. The shapes also appear to be well-modelled. All of
the corrections discussed in Part II are applied to the simulation presented here, except that
the SExcl scale factor is not applied to the elastic γγ → W+W− yield. The UE correction
discussed in Chapter 8 is applied here. This correction is based on the number of truth-level
charged particles with pT > 500 MeV and |η| < 2.5, which is a factor that is not affected
by the reconstruction of low-pT tracks or lack thereof. However, this correction does not
account for low-pT truth particles, which is why it will be rederived for the second round of
the analysis.

3A full set of simulated samples will be processed eventually; see Section 18.4
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Figure 18.1: The data and simulation agreement for di-lepton m`` (left), pT,`` (middle), and
acoplanarity (right) for µµ events in the Z-peak region. The natural log of the acoplanarity
is plotted, such that the most back-to-back leptons are on the left-hand side of the plot. The
data comes from the event picked data selected with the requirements of Table 18.1, and the
simulation is that laid out in Table 18.2. The data in this region has a scale factor of 50
applied.

Sample Yield
Elastic γγ → W+W− 7.27± 0.13

qq̄ → W+W− 138.05± 2.80
DY µ+µ− 767840.40± 4210.77
DY τ+τ− 191.20± 9.70

DD γγ → µ+µ− 2852.86± 78.10
DD γγ → τ+τ− 1.94± 0.45
SD γγ → µ+µ− 7872.75± 72.63

Elastic γγ → µ+µ− 291.86± 3.14
Total 779196.33± 4212.13
Data 817900.00± 6394.92

Table 18.3: Yields of the event picked data (with scale factor of 50 applied) and simulation
in the Z-peak region. The ratio of the simulation to data yield is 0.95. Uncertainties are
statistical only.
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Figure 18.2: The data and simulation agreement for the number of high-pT tracks (left)
and low-pT tracks (right) within ±0.65 mm of the lepton vertex, selected with the neural
network-based selection discussed in Section 4.1. While the Z-peak events were selected with
0 ≤ ntrk ≤ 2, this selection was based on the number of high-pT tracks that pass the “tight”
requirement. The neural network based selection is different than the tight one, which is
how there are data events with more than 2 high-pT tracks.

While the modelling of the lepton kinematics is expected to be correct, the modelling of
the tracks, particularly of the low-pT tracks, is interesting here. This represents the first-
ever look at ATLAS data with low-pT tracks reconstructed in nominal-pileup environments.
Figure 18.2 shows the spectrum of the expected number high-pT and low-pT tracks within
±0.65 mm of the lepton vertex that pass the lepton selections discussed in Section 4.1. It is
promising to see here relatively good agreement between the data and simulation for most
bins in both the high- and low-pT cases. The UE correction of the first round is fairly
effective, even for low-pT tracks, suggesting that the modelling of low-pT charged particles
is correlated with the modelling of high-pT charged particles.

Lastly, we can investigate the new event selections suggested in Section 17.2. The yields
of events that pass and fail the version of the selection with the neural network-based track
selection are shown in Figure 18.3. The majority of events should fail the selection, and the
data agrees well with the simulation for such events. However, the simulation overpredicts
the number of events that pass the selection by almost 20%, but a contributing factor here
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Figure 18.3: The data and simulation agreement for the number of events that pass and fail
the event selection proposed in Section 17.2 using the neural network-based track selection.
Because these events are dominated by the DY µµ process, the majority should fail the
selection. The simulation overpredicts the number of events that pass the selection by almost
20%, but a contributing factor here is mismodelling of the γγ → µ+µ− process, which will
be discussed in Section 18.2.2.

is mismodelling of the γγ → µ+µ− process, which will be discussed in Section 18.2.2.

18.2.2 High-m`` Investigations

The preceding subsection showed that the DY process dominates the Z-peak region as ex-
pected and that the overall modelling of this process was relatively good after the application
of the corrections derived in Part II. We can now look at the high-m`` region to inspect the
modelling of the γγ → `+`− process. Here, we will look at µµ events with m`` > 160 GeV,
which is a region reminiscent of that used to derived the SExcl scale factor. In the first
round of the analysis, the yield of the γγ → `+`− and γγ → W+W− processes in regions
with ntrk = 0 was estimated using the elastic-only simulation, with the SExcl scale factor
used to account for dissociative components. In the study presented in this subsection, the
dissociative components will be estimated with the dedicated generators from Table 18.2.

Figure 18.4 shows the same lepton kinematics plots as Figure 18.1 did for the Z-peak
region. We see generally good agreement here too, suggesting that the overall cross-section



CHAPTER 18. EXPECTED RESULTS 195

Figure 18.4: The data and simulation agreement for di-lepton m`` (left), pT,`` (middle), and
acoplanarity (right) for µµ events with m`` > 160 GeV. The natural log of the acoplanarity
is plotted, such that the most back-to-back leptons are on the left-hand side of the plot. The
data comes from the event picked data selected with the requirements of Table 18.1, and the
simulation is that laid out in Table 18.2.

expectation from the simulation is accurate to within 10%. The shape estimates for the
kinematic spectra are also generally accurate, though there is some mismodelling in the
acoplanarity spectrum. The yields in this region are detailed in Table 18.4.

Figure 18.5 shows the spectra of the numbers of high- and low-pT tracks within ±0.65 mm
of the lepton vertex, when using the neural network-based track selection. It is clear here
that these spectra are not well modelled, with the simulation dramatically overestimating
the yield with 0 tracks. This has particularly dramatic consequences when considering the
exclusivity selection, which is based on track counting. The yields of events that pass the
exclusivity selection are given in Table 18.4 and are visualized in Figure 18.6.

The simulation overpredicts the yield of events passing the exclusivity selection by 60%,
which seems to be mostly due to the LPAIR single-dissociative γγ → `+`− generator. If a
scale factor is used to account for dissociative events, as in the first round of analysis, this
mismodelling is not extremely consequential. However, the use of the scale factor contributed
large uncertainties to the analysis, which we would like to avoid. The mismodelling in LPAIR
is a contributing factor for why we would like to investigate the SuperChic generator [19] for
γγ → `+`− events.

18.2.3 Blinded Investigation of eµ Events

The investigation in this section most resembling the old signal region uses eµ data. The
version of the analysis with low-pT tracks is still blinded in order to not bias ourselves by
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Sample Total Yield Yield Passing Exclusivity
Elastic γγ → W+W− 11.72± 0.17 8.89± 0.15

qq̄ → W+W− 85.35± 2.16 3.94± 0.42
DY µ+µ− 1911.36± 33.10 89.91± 6.37
DY τ+τ− 1.43± 0.86 0.00± 0.00

DD γγ → µ+µ− 1318.69± 34.71 391.25± 18.83
DD γγ → τ+τ− 0.88± 0.15 0.09± 0.05
SD γγ → µ+µ− 2580.24± 28.93 1942.18± 25.00

Elastic γγ → µ+µ− 807.53± 3.25 604.43± 2.79
Total 6, 717.2± 56.15 3040.69± 32.06
Data 6239.00± 78.99 1881.00± 43.37

Table 18.4: Yields of event picked data and simulation for µµ events with m`` > 160 GeV.
The ratio of the simulation to data yield is 1.08. While is is an overall agreement of better
than 10%, the ratio of simulation to data for events that pass the exclusivity selection is
1.62. (Visualized in Figure 18.5)

looking at events that we expect to be signal. However, we will look at some events from
our old signal region here. In Figure 13.8, the left-most bin, which requires 0 high-pT tracks
within ±1 mm of the leptons shows about a 1.3:1 signal-to-background ratio. The main
purpose of using low-pT tracks is to reduce the background contamination, so we can look at
events from the old signal region that fail the new exclusivity selection using low-pT tracks.
These events should be mostly background, so this is not an unblinding of the analysis.

Figure 18.7, shows the lepton kinematics for these events. They must have 0 tight,
high-pT tracks within ±1 mm of the lepton vertex and fail the exclusivity selection detailed
in Section 17.2 using the neural network for track selection. There are 85 data events
that fall into this region, which leads to relatively large uncertainties in each bin, but the
overall cross-section and shape modelling seems fairly accurate, with exact yields given in
Table 18.5. With the current samples, the simulation underpredicts the data by about 25%,
though this does not account for dissociative γγ → W+W− events. If the SExcl = 3.59 scale
factor is used, the simulation-to-data ratio is 87%. However, it is not clear whether that
scale factor is applicable here, as the modelling of the low-pT track spectrum in the elastic
γγ → W+W− sample has not been studied in detail. This comparison also does not include
an estimation of events with fake leptons, events from tops, or events with gluon-induced
WW . It also does not include the βqq̄→WW and βDY values from the fit in Part II.

It is encouraging to see that this region is dominated by qq̄ → W+W− events, which
is what we hoped for by introducing low-pT tracks. Indeed, Figure 18.8 shows the number
of low-pT tracks near the lepton vertex. Most of the events have 0 high-pT tracks within
±0.65 mm of the leptons but are eliminated by having a non-zero number of low-pT tracks.
The yields presented here suggest that there would be fewer than 50 background events
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Figure 18.5: The data and simulation agreement for the number of high-pT tracks (left)
and low-pT tracks (right) within ±0.65 mm of the lepton vertex, selected with the neural
network-based selection discussed in Section 4.1. These are µµ events with m`` > 160 GeV,
selected with 0 ≤ ntrk ≤ 2, but this selection was based on the number of high-pT tracks
that pass the “tight” requirement. The neural network based selection is different than the
tight one, which is how there are data events with more than 2 high-pT tracks.

remaining in the signal region, though this makes no attempts to account for the migration
of fake events or the scaling of the inclusive WW cross-section observed in the fit. It also
does not account for events that might migrate from the old control regions into the signal
region, which might occur due to the reduced exclusivity window size.

18.3 Expected Results

While the analysis with low-pT tracks is still blinded, we can look at a potential signal region
in simulation. As explained in the introduction to this chapter, this region includes e±µ∓

events that have 0 low-pT or high-pT tracks that pass the track-selection NN cuts and have
pT,`` > 20 GeV. Plots of the lepton kinematics in these events are given in Table 18.9. These
plots include only elastic γγ → W+W− events, as SExcl has not been applied. However,
even without the dissociative components, the signal is expected to dominate. The expected
yields are given explicitly in Table 18.6. In this table, we see that the expected signal to
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Figure 18.6: The data and simulation agreement for the number of events that pass and fail
the event selection proposed in Section 17.2 using the neural network-based track selection.
These are µµ events with m`` > 160 GeV, which are dominated by γγ → µ+µ− events,
particularly, single-dissociative events. The simulation overpredicts the number of events
with 0 tracks, and therefore, overpredicts the number of events that will pass the exclusvity
selection.

background ratio is 7:1 after the application of the SExcl scale factor from Part II. It is not
immediately obvious that this scale factor is valid in the presence of low-pT tracks. However,
this table also does not include the signal-strength factor of µ = 1.33 that was found in
Part II. Similarly, the backgrounds are missing contributions from events with fake leptons,
events from tops, or events with gluon-induced WW . It also does not include the βqq̄→WW

and βDY values from the fit in Part II.
The contribution of additional backgrounds to this signal region should be small, as most

backgrounds involve QCD-induced events that should be reduced due to low-pT tracks. Using
Eq. 17.1, a conservative expected significance of this signal region is 9.8σ. When compared
to the expectation of the old signal region using the same metric, this represents an increase
in significance of 3.7σ.
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Figure 18.7: The data and simulation agreement for di-lepton m`` (left), pT,`` (middle),
and acoplanarity (right) in former signal region events that now fail the newly suggested
exclusivity selection using low-pT tracks. The data comes from the event picked data selected
with the requirements of Table 18.1, and the simulation is that laid out in Table 18.2.

Sample Yield
Elastic γγ → W+W− 3.76± 0.09 (13.50± 0.36)

qq̄ → W+W− 54.43± 1.52
DY µ+µ− 0.00± 0.00
DY τ+τ− 3.18± 1.09

DD γγ → µ+µ− 2.36± 2.18
DD γγ → τ+τ− 0.38± 0.15
SD γγ → µ+µ− 0.00± 0.00

Elastic γγ → µ+µ− 0.00± 0.00
Total 64.11± 2.88 (73.85± 2.90)
Data 85.00± 9.22

Table 18.5: Yields of the event picked data and simulation for events that were in the signal
region from Part II, but that fail the newly suggested exclusivity selection in the presence
of low-pT tracks (the prediction with SExcl applied to the γγ → W+W− sample is given in
parentheses). The ratio of the simulation to data yield is 0.75, though this does not include
an estimate for single- or double-dissociative γγ → W+W− events. If the elastic-only yield
in the table above is multiplied by a factor of SExcl = 3.59, then the simulation to background
ration “improves” to 0.87, though it is not clear that that scale factor is applicable here.
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Figure 18.8: The data and simulation agreement for the number of high-pT tracks (left)
and low-pT tracks (right) within ±0.65 mm of the lepton vertex, selected with the neural
network-based selection discussed in Section 4.1. These events were in the signal region from
Part II but fail the newly suggested exclusivity selection in the presence of low-pT tracks.
This selection requires 0 high-pT and low-pT tracks, so it is possible for an event to pass
with either 0 low-pT tracks or 0 high-pT tracks, but not both. The fact that there are some
events with more than 0 high-pT tracks is due to the fact that the neural network based
track selection is used, which is different than the tight one required in the past.

18.4 Outstanding Issues for the

γγ → W+W− Re-Analysis

While Part III of this thesis did not present as complete an analysis as Part II, the results
are highly promising. A few items remain for the analysis team:

1. A complete set of events for reprocessing has not yet been finalized. For example,
events with subleading lepton pT below 20 GeV will be included in the final analysis.
This will lead to a slight change in the expected results from Section 18.3.

2. A complete set of simulated samples has also not been finalized. Whereas event picking
reduced the storage space required for data, we still want large simulated samples to
reduce the statistical uncertainties associated with our predictions. However, the vast
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Figure 18.9: The simulated di-lepton m`` (left), pT,`` (middle), and acoplanarity (right) in a
new signal region with low-pT tracks. The simulated samples included are those in Table 18.2.

Sample Yield
Elastic γγ → W+W− 33.99± 0.28 (122.02± 1.02)

qq̄ → W+W− 13.57± 0.72
DY µ+µ− 0.00± 0.00
DY τ+τ− 2.21± 0.83

DD γγ → µ+µ− 0.00± 0.00
DD γγ → τ+τ− 0.80± 0.20
SD γγ → µ+µ− 0.70± 0.65

Elastic γγ → µ+µ− 0.08± 0.03
Total 51.35± 1.32 (139.38± 1.65)

Table 18.6: Yields of the simulation for events that fall into the new signal region, which
must have 0 high-pT and 0 low-pT tracks that pass the neural network based track selection
cuts. The prediction with SExcl = 3.59 applied to the γγ → W+W− sample is given in
parentheses.
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majority of QCD-induced background events are not relevant in this analysis as they
have many tracks. Simulation filters will be applied to restrict the number of charged
particles allowed in simulated events that will be processed with low-pT tracks.

3. The corrections explained in Chapters 7-10 must be rederived in to the presence of
low-pT tracks. The pileup correction can be derived in the same way as laid out in
Chapter 7, and the underlying event (UE) correction can be derived in a similar way
to that presented in Chapter 8. A set of data events must be selected and re-processed
in order to extract a fake factor as in Chapter 9. Lastly, it is also not clear if the
scale factor method should be used to account for the dissociative component of the
signal. This method brought `` to WW transfer uncertainty into the signal strength
measurement in Part II, which was one of the largest in the analysis. The newest
release of the SuperChic generator can produce the elastic γγ → W+W− process, and
it can produce elastic, single-dissociative (SD), and double-dissociative (DD) γγ →
`+`− events. Previously, LPAIR was the only generator that could perform all of
elastic, SD, and DD γγ → `+`− events, but it could not produce γγ → W+W− events.

4. The analysis in Part II was designed to make a statistically significant observation
of γγ → W+W− and to measure its cross-section. We would also like to perform
differential cross-section measurements, which is a measurement of the cross-section
as a function of kinematic variables, such as m`` and pT,``. Assuming no statisti-
cally significant deviations from the Standard Model turn up, we would also like to
place constraints on anomalous quartic and triple gauge couplings (aQGC and aTGC)
through an effective field theory (EFT) framework. The differential cross-section mea-
surements in particular will aid placing constraints, as some potential modifications to
the Standard Model would cause m``- or pT,``-dependent enhancements4.

4See Section 2.4.1
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Chapter 19

Part III Conclusions

The introduction of low-pT tracks to the γγ → W+W− analysis represents a powerful means
to suppress background processes. The key signal vs. background discriminant for photon-
induced processes is the presence of underlying event tracks, and few background events that
had no reconstructed tracks with pT > 500 MeV will also have no reconstructed tracks below
that threshold.

Part III of this thesis detailed the implementation of a new algorithm for the recon-
struction of low-pT tracks. This algorithm can avoid some of the computational slow-down
associated with high-pileup environments at the LHC through its two-pass structure and the
possibility of using a region of interest for the second tracking pass. The re-analysis will also
circumvent storage limitations by using a novel data-flow to ATLAS which permits a small
list of events to be reprocessed with unique algorithms.

A new system of track selections was devised to reduce the expected fake rate of low-
pT tracks. These selections help ensure that only high-quality tracks are considered in the
analysis. Furthermore, the exclusivity selection was re-evaluated. Previously, events were
rejected if any tight track was within ±1 mm of the lepton vertex. While more underlying
event charged particles are introduced with low-pT tracking, more pileup particles are recon-
structed too, leading to a reduced window size and some restrictions on which low-pT tracks
are considered.

Initial studies of low-pT tracking in data look promising, even when using the simulation
corrections derived in Part II. Though these corrections will have to be rederived, we expect
their effect to be about the same as that observed in the first round of the analysis. In par-
ticular, after applying the underlying event correction described in Chapter 8, the spectrum
of the number of low-pT tracks counted near the lepton vertices appears to be well modelled
for both DY and qq̄ → W+W−events.

With the introduction of low-pT tracks, we expect a new signal region to retain about 90%
of signal events and less than 20% of background events compared to the analysis presented
in Part II. From studies performed in simulation alone, we hope to improve the statistical
significance relative to the first round of the analysis by about 4σ.
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[263] A. Bähr, P. Lechner, and J. Ninkovic. “Sensor development at the semiconductor
laboratory of the Max-Planck-Society”. In: JINST 12.12 (2017), P12005–P12005.
doi: 10.1088/1748-0221/12/12/p12005.

[264] Maurice Garcia-Sciveres. The RD53A Integrated Circuit. Tech. rep. CERN-RD53-
PUB-17-001. 2017. url: https://cds.cern.ch/record/2287593.

[265] Timon Heim. “YARR - A PCIe based Readout Concept for Current and Future AT-
LAS Pixel Modules”. In: Journal of Physics: Conference Series 898 (2017), p. 032053.
doi: 10.1088/1742-6596/898/3/032053.

[266] R. Redus et al. “Design and performance of the X-123 compact X-ray and gamma-ray
spectroscopy system”. In: 2006 IEEE Nuclear Science Symposium Conference Record.
Vol. 6. 2006, pp. 3794–3797. doi: 10.1109/NSSMIC.2006.353819.

[267] Sparsh Mittal. “A Survey Of Architectural Techniques for Managing Process Varia-
tion”. In: ACM Computing Surveys 48 (Feb. 2016). doi: 10.1145/2871167.

[268] Michael E. Peskin and Daniel V. Schroeder. An Introduction to quantum field theory.
Reading, USA: Addison-Wesley, 1995. isbn: 978-0-201-50397-5.

[269] A. Zee. Quantum field theory in a nutshell. USA: Princeton University Press, 2003.
isbn: 978-0-691-14034-6.

[270] A. Zee. Group Theory in a Nutshell for Physicists. USA: Princeton University Press,
2016. isbn: 978-0-691-16269-0.

[271] Mark Thomson. Modern particle physics. New York: Cambridge University Press,
2013. isbn: 978-1-107-03426-6.

[272] H. Rauch et al. “Verification of coherent spinor rotation of fermions”. In: Phys. Lett. A
54.6 (1975), pp. 425–427. doi: https://doi.org/10.1016/0375-9601(75)90798-7.

[273] S. A. Werner et al. “Observation of the Phase Shift of a Neutron Due to Precession in
a Magnetic Field”. In: Phys. Rev. Lett. 35 (16 1975), pp. 1053–1055. doi: 10.1103/
PhysRevLett.35.1053.

[274] A. Einstein. “On a Heuristic Point of View Concerning the Production and Transfor-
mation of Light”. In: Ann. Phys. 17 (1905), pp. 132–148.

[275] J. J. Thomson. “Cathode Rays”. In: Philosophical Magazine 44.269 (1897), pp. 293–
316.

[276] G. P. Thomson and A. Reid. “Diffraction of Cathode Rays by a Thin Film”. In:
Nature 119.3007 (1927), p. 890. doi: 10.1038/119890a0.

[277] John Ellis, Mary K. Gaillard, and Dimitri V. Nanopoulos. “A Historical Profile of
the Higgs Boson”. In: The Standard Theory of Particle Physics (2016), pp. 255–274.
doi: 10.1142/9789814733519_0014. arXiv: 1504.07217 [hep-ph].



225

Appendix A

Optimizing the Exclusivity Selection
without Low-pT Tracks

In the γγ → W+W− analysis presented in Part II, a ±1 mm exclusivity window around
the lepton vertex was used, such that if an event had one or more tight-primary track with
d0 < 1.0 mm in the window, the event would not be in the signal region. This window size
was used in the analysis detailed in [41], which used proton-proton LHC data collected at√
s = 8 TeV and lower average pileup than was observed throughout Run 2. In contrast, the

γγ → `+`− analysis presented in [36], used a ±0.5 mm window. However, while this analysis
was performed with Run 2 data, it also used the ATLAS Forward Proton Detector (AFP) to
identify photon-induced events. Additionally, it’s goal was not to make a first observation
of γγ → `+`−, but to make a precise, low-background measurement using a new detector
element (the AFP). It was initially not entirely clear what event selection strategy should
be used in the Part II analysis. Several strategies were explored, including:

1. The use of different window sizes, with a possibility for a pileup-dependent window
size

2. Attempts to discriminate pileup from underlying event tracks

3. A machine-learning (ML) based approach to event selection.

A.1 Optimization without Machine Learning

In Chapter 15, a metric was introduced for exclusivity optimization studies when using only
elastic γγ → W+W− and qq̄ → W+W− samples (Equation 15.2). This metric had not been
developed yet when the initial optimization studies for Part II were being performed; the
SExcl scale factor was not known, nor was the ratio of qq̄ → W+W− to other backgrounds.
Instead another Poisson statistics-motivated metric was used:

εS√
εB
. (A.1)
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Figure A.1: The εS/
√
εB metric as a function of window size. This study used only the

elastic γγ → W+W− sample and the default qq̄ → W+W− sample.

Here, εS and εB are the acceptance efficiencies for signal events and background events
respectively. This metric attempts to capture the fact that statistical significance of the
analysis should depend linearly on the signal yield and should be inversely proportional to
the square root of the background yield, which is a statistical uncertainty in the analysis. The
total number of signal and background events will take the form NS,B∗εS,B. When comparing
the relative performance of two different event selection working points, the factors of NS,B

cancel, leaving only εS,B.
Figure A.1 shows the spectrum of this metric as a function of window size. While the

peak occurs slightly below 1 mm, the relative performance gain is expected to be negligible.
The use of three different window sizes, one for a pileup range of 0 - 25 collisions, one for

25 - 50, and one for 50+, was also considered. While the higher pileup bins typically favored
a smaller window, the expected performance gain was small. For the sake of simplicity and
consistency, a ±1 mm window was determined satisfactory.

An approach was also explored where an event could be accepted if there was one track
in the ±1 mm window, and that track was closer to a reconstructed pileup vertex than to
the lepton vertex. This also failed to produce a gain in performance. While this allowance
would increase the signal yield, it also increases the background yield. Changes such as this
tended to increase εB more than εS, resulting in no net gain statistical significance.
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A.2 Exploration with Machine Learning

The use of a exclusivity window, which is a boolean, is logically equivalent to classifier based
on the distance from the lepton vertex to the closest reconstructed track, which is a real
number. In the case of the analysis presented in Part II, events are rejected if the distance
to the closest track is < 1 mm. However, we can change that single variable classifier into
one that uses multiple variables by using machine learning, similar to the true vs. fake track
classifier presented in Section 4.1.

In this case, a TMVA [217] Boosted Decision Tree (BDT) is used. A BDT is somewhat
similar to a neural network (NN) in the practical sense that it exploits multivariate correla-
tions to make a classification prediction. However, where a NN forms linear combinations of
the input variables in hidden layers, adjusting these combinations to minimize a loss function,
a Decision Tree makes branching accept/reject choices based on adjustable cuts on the input
variables. This would normally be just a boolean output, but the tree can be “boosted” by
creating different trees on different subsets of the data, and then making a weighted final
decision for events, based on information from these different trees.

A BDT was developed that took in 25 input features per event:

1. The distance from the lepton vertex to the 5 closest tracks

2. The uncertainty on the z parameter of the 5 closest tracks

3. The d0 of the 5 closest tracks

4. The uncertainty on the d0 parameter of the 5 closest tracks

5. A boolean for each of the 5 closest tracks, expressing whether the track passes the
tight-primary selection.

The default training parameters for TMVA BDTs were used.
The blue line in Figure A.2 shows the ROC curve of this BDT. The red star indicates the

working point associated with the ±1 mm exclusivity window. The ROC curve essentially
passes through this working point, so there is little to be gained by using the BDT.

A NN was also developed that takes in 11 variables per event:

1. The absolute distance from the lepton vertex to the two closest tracks

2. The d0/σd0 for the two closest tracks

3. The number of IBL hits for the two closest tracks

4. The number of Pixel hits for the two closest tracks

5. The number of SCT hits for the two closest tracks
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Figure A.2: Receiver Operator Characteristic (ROC) curve for the exclusivity BDT (blue).
The x-axis depicts the signal acceptance efficiency, and the y-axis depicts the background
acceptance efficiency. Down and to the right is better. The red star indicates the working
point anticipated for the usual ±1 mm exclusivity window.

6. A 0 or 1 value for whether the two closest tracks are on the same or opposite sides of
the lepton vertex. This is motivated by the fact that if the tracks come from a pileup
interaction, they should both be on one side of the leptons.

This was a Keras neural network, which had two hidden layers of 16 and 8 nodes, respec-
tively, both using tanh activation functions. However, this similarly exhibited no gain in
performance relative to the exclusivity window or the BDT.

Ultimately, the most signal-like events have no tracks near the lepton vertex, giving no
additional information for a multivariate classifier to use to distinguish between signal and
background events. When using a working point that accepts more signal, we will also accept
background events where no tracks were reconstructed, either due to general efficiency losses
or due to the truth-level underlying charged particles having too low of a pT, resulting in
no gain in significance. The use of low-pT tracks is a vital component to improving the
statistical significance of this analysis.
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Appendix B

Identifying Merged SCT Clusters

Charged particle tracking with the ATLAS detector utilizes the ATLAS Inner Detector (see
Section 3.2.2). When charged particles create charge deposits (hits) in adjacent pixels or
adjacent strips, the hits are grouped together into clusters. By using the clusters’ radial
positions and matching clusters on two sides of SCT modules, pixel and strip clusters are
interpreted as space-points, and sets of space-points are combined into track-seeds (see Sec-
tion 4.1). A collection of track-candidates for the event is generated by extending seeds
by adding additional clusters from additional inner detector layers using a combinatorial
Kalman filter [120]. The final set of tracks for the event is chosen by the ambiguity solving
process, where candidates are scored and rejected if they fail to pass a quality threshold.
ATLAS tracking is robust: pions at mid-rapidity with pT greater than 1 GeV are recon-
structed with greater than 90% efficiency and negligible fake rate. However, performance
deteriorates rapidly when particle density approaches the silicon channel segmentation [218,
219]. In high-density environments, such as high pT jets or three-pronged τ -lepton decays,
tracks are likely to share inner-detector hits, which leads to an increased likelihood of track
candidate rejection unless care is taken to mitigate this effect.

Cluster-sharing is not just a track reconstruction effect. Single clusters (both pixel and
strip) can be created by multiple generated particles in a single event [219, 220]. These
multiple-particle clusters are called “merged”. This merging leads to a decrease in technical
efficiency, where, in the context of three-pronged τ decays, technical efficiency is defined
as the proportion of events for which all three reconstructible pions are actually recon-
structed [220]. Reconstructible here means that the pion traversed and left charge deposits
in at least a minimum number of silicon layers. For example, Ref. [220] shows that, in
generator-level reconstructible events with minimal strip cluster sharing, pixel cluster merg-
ing leads to a decrease in τ reconstruction efficiency from above 99% at low τ pT to about
80% at a τ pT of about 1 TeV.

In response to this efficiency loss, ATLAS has implemented a neural network to identify
merged pixel clusters [219]. For the events referenced in the previous paragraph, when
tracks are allowed to share pixel clusters that are identified as merged, the τ reconstruction
efficiency once again starts at above 99% at low τ pT but only decreases to about 90% at a
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τ pT of about 1 TeV.
Prior to the work discussed in this appendix, there was no similar attempt to identify

merged strip clusters, with tracks sharing at most two strip clusters. Allowing more sharing
improves technical efficiency because more track-candidates are accepted, but this comes
at the cost of increased fake rate. The currently allowed level of sharing was chosen to
prevent accepting too many fake tracks [220]. In general, a cluster should be used by the
same number of reconstructed tracks as the number of particles that deposited energy in
the cluster. Thus a multiple-particle cluster should be allowed to be shared, and a single-
particle cluster should not be shared. This appendix describes an algorithm developed to
identify strip clusters created by multiple particles and the effects of using this information
in track-candidate ambiguity solving.

B.1 Identification of Merged Clusters in SCT

The primary inspiration for identifying merged strip clusters is an ATLAS study of δ-rays,
which are low-energy electrons knocked out of the silicon lattice from primary particle en-
ergy loss [221]. These δ-rays can propagate in the detector, leading to broadened clusters.
This study relied on comparing the observed width (Wo) of a silicon-detector cluster to the
expected width (Wc) as calculated using the incidence angle of the track at the cluster in
the plane perpendicular to the beam-line, the thickness of the module, and the Lorentz drift
angle. Figure B.1 illustrates some of the key parameters of this analysis in the case of δ-rays.

The strip pitch of the ATLAS SCT is 80 µm, so Wo is a discrete variable in integral
multiples of 80 µm. If 0 µm > Wc − Wo > −80 µm, the cluster is as wide as expected;
if −80 µm > Wc −Wo > −160 µm, the cluster is one strip too wide, and so forth. This
effect is also illustrated in Figure B.1, where the actual cluster width is shown in green,
but the expected cluster width is one strip. One would expect that a cluster coming from
one particle would have no extra strip, barring a δ-ray, diffusion, or other sources of charge
sharing, while clusters from more than one generated particles (merged clusters) would have
at least one extra strip. The effect of cluster merging on the number of extra strips is
illustrated in Figure B.2. This plot shows the Wc −Wo distribution for clusters along the
tracks of simulated |η| = 0, high-pT three-prong τ decays. The sample of τ ’s has a uniform
distribution of pT’s between 400 GeV and 1 TeV and no pile-up events. The figure is created
by looping over all the reconstructed tracks in an event with a nested loop over the clusters
associated to the respective tracks. Thus, for example, if a cluster is used by two tracks, it
will appear in the figure twice, but with different Wc −Wo values, as Wc depends on the
independent incidence angles of the tracks. About 80% of merged clusters have at least one
extra strip, while about 80% of single-particle clusters do not have an extra strip.

Because of this sharp contrast in Wc −Wo between merged and single-particle clusters,
this value will be treated as the discriminating cluster-variable. Figure B.3 shows ROC
curves from integrating Figure B.2 from the left. Curves are provided for both 400 GeV τ ’s
and 1 TeV τ ’s, but the pT dependence is not strong. Though there is more merging at high



APPENDIX B. IDENTIFYING MERGED SCT CLUSTERS 231

No	extra	strip:	−80µm < 𝑊( −𝑊) < 0µm
1	extra	strip:	−160µm < 𝑊( −𝑊) < −80µm
2	extra	strips:	−240µm < 𝑊( −𝑊) < −160µm

80	μm

Example	if	you	
expect	1	strip!

𝛼

𝑡 = 285µm

Figure B.1: Illustration of a strip cluster with no extra strips (top), one extra strip (middle),
and two extra strips (bottom) and of parameters used to determine the presence of extra
strips. The blue pointer, indicates the passage of a charged particle through a strip. The
observed width, Wo is simply read out from the detector (shown in green). The expected
width, Wc, is calculated from the incidence angle of the track at the cluster in the plane
perpendicular to the beam-line, α, the Lorentz drift angle, λSCT = −4◦, and the thickness of
the detector tSCT = 285 µm. Because the SCT strip pitch is 80 µm, extra strips correspond
to Wc −Wo in integral multiples of 80 µm.
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Figure B.2: Illustration of Wc−Wo for clusters in a sample of high-pT three-prong τ decays
in the absence of pile-up. The red line is the distribution for single-particle clusters, and the
blue line is the distribution for merged clusters.
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Figure B.3: ROC curves illustrating the discriminating power of Wc−Wo alone in three-prong
τ decays. Curves are provided for both 400 GeV τ ’s and 1 TeV τ ’s, but the pT dependence
is not strong. The kink at about (0.85, 0.2) corresponds to a cut at Wc −Wo = −80 µm.

pT, Wc −Wo does not depend on the τ pT. For reference, the pixel cluster neural network
is set at a working point where 85–90% of merged clusters are correctly identified, with <
10% of single-particle clusters being incorrectly considered merged.

B.2 Results

To study the effect of identifying merged clusters in the SCT, we have allowed strip clusters
to be shared by multiple tracks without penalty if they have at least one extra strip relative to
the single track expected width. The change in efficiency for simulated three-prong τ decays
is shown in Figure B.4. The green squares represent the default reconstruction efficiency at
four different τ pT values, and an interpolating line is added to guide the eye. The default
reconstruction uses the pixel neural network. An event is considered reconstructed if all three
of the pions have a reconstructed track matched to a track at generator level [122]. The blue
triangles represent the efficiency when the merged strip cluster identification algorithm based
on Wc −Wo is implemented. In general, there is a 4–6% relative increase in performance.
The red circles show the efficiency when the strip clusters are allowed to be shared based
on the clusters’ truth-level information, which is essentially a 100% correct to 0% incorrect
merging-identification working point. The black inverted triangles show the efficiency when
all cluster-sharing penalties are turned off. In this case, most track-candidates are accepted.
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Figure B.4: Curves representing the reconstruction efficiency of the pions coming from a
three-pronged τ decay as a function of τ pT. An event is considered reconstructed if all three
of the pions have a reconstructed track matched to a track at truth-level [122]. The different
marker styles represent different settings in the ambiguity solving stage. Here, “default” uses
the pixel neural network. Additionally, the pink crosses represent the proportion of events
in which all three pions leave enough hits to be reconstructible.

The pink crosses represent the ideal case: it is the proportion of events where all three pions
leave enough inner-detector hits to be reconstructible.

The width-based merging identification approaches the performance of generator-based
merging identification, though the performances seem to be increasingly divergent at high τ
pT. Furthermore, the no-penalty case is certainly the most efficient. However, as expected
from discussions above, this yields a high rate of duplicate tracks. Here, the rate of duplicates
is studied as a proxy for the fake rate; if a single generator level pion is matched to more than
one reconstructed track, it is considered to have a duplicate. This duplicate-track effect is
illustrated in Figure B.5. The same symbols and colors are used as in Figure B.4. Without
a cluster-sharing penalty in the ambiguity solving stage, the duplicate rate approaches 40%.
While the default case typically stays below 3%, both width-based merging identification
and generator-based merging identification stay below 5%.
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Figure B.5: Curves representing the proportion of events with at least one duplicate track
as a function of τ pT. An event has a duplicate track if more than one reconstructed track
is matched to any pion at generator level. The different marker styles represent different
settings in the ambiguity solving stage. “Default” uses the pixel neural network.

B.3 Conclusions and Outlook

Placing a threshold on the difference between a cluster’s calculated width and its observed
width, Wc−Wo, is an effective means of identifying merged strip clusters in simulation of the
ATLAS detector. Allowing tracks to share strip clusters which have at least one extra strip
based on this metric increases the reconstruction efficiency in dense environments, though
there is a simultaneous increase in the duplicate track rate. These changes can improve
searches and measurements at the LHC which use tracks inside high pT τ ’s and jets.
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Appendix C

Identifying Merged Tracks with
Machine Learning

Tracking in high density environments, particularly in high energy jets and boosted τ ’s,
plays an important role in many physics analyses at the LHC. In such environments, it is
possible that two nearly collinear particles contribute to the same position measurements
(hits) as they travel through the ATLAS pixel detector and SCT. To form tracks from hits,
the pattern recognition in ATLAS combines groups of three hits into track seeds, which
are extended into track candidates by adding hits from additional layers (see Section 4.1).
An ambiguity solving procedure is performed to reach a final collection of tracks: track
candidates receive a “track score” and candidates with scores below a certain threshold are
rejected. As discussed in Appendix B, if a candidate shares hits with an accepted track, its
score is reduced.

If the two particles are nearly collinear, it is possible that only a single track candidate
will be created (a merged track), leading to a decrease in tracking efficiency. From the study
of simulated high momentum τ → 3π± ντ decays in Appendix B, it is clear that a significant
number of reconstructed tracks in these events are merged, and that there is a loss of tracking
efficiency that cannot be recovered by accepting more track candidates. For example, at a
τ pT of 800 GeV, about 10% of events have a merged track, while a distinct track is accepted
for all three pions in only about 65% of events.

This Appendix details a new technique: using a Boosted Decision Tree (BDT) to classify
reconstructed tracks as merged. We will quantify the performance of the BDT and its
application to reconstructed events and compare it to other reconstruction schemes.

C.1 Building the Boosted Decision Tree

Because this technique is applied to fully reconstructed tracks, it can access a complete array
of track variables: global track parameters, cluster information for the pixel and SCT hits
along the track, and local track parameters at the hits. The BDT uses 43 variables, shown
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in Table C.1.
Figure C.1 illustrates the separation power of a select few of the 43 variables for merged

and single particle tracks. Figure C.1 (top left) shows the normalized distributions of the
dE/dx in the last layer of the pixel detector. Figure C.1 (top right) shows the normalized
distributions of |Wc −Wo|, which is the difference in the expected cluster width based on
track incidence angles at the detector element and the actual cluster width, for the cluster
with the highest recorded charge on pixel Layer 2. Figure C.1 (bottom) shows the normal-
ized distributions of |Wc −Wo| for the recorded cluster on the outer side of the innermost
layer of the SCT with the lowest pull on the track parameters. The tracks considered were
reconstructed in samples of single τ → 3π± ντ events that were generated at η = 0. Four
samples were used for training and testing, with τ pT’s of 50, 400, 800, and 1000 GeV, each
containing the same number of events. The variable values shown here are from τ ’s with pT

of 800 GeV. The variables considered show good discrimination power between the clusters
of merged and single particle tracks.
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Figure C.1: Illustration of the separation power of select variables that are used in the BDT.
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Variable Num.
of Fea-
tures

Explanation

Track pT, η, φ 3 –
Num. clusters on each pixel
layer

4 –

Highest charge deposited in
a cluster on each pixel layer

4 Sensor overlap may lead to 2 charge de-
posits on a single pixel layer.

dE/dx in each pixel layer 4 dE/dx of a track through a layer.
Boolean for whether a hit on
each pixel layer is flagged as
split

4 Determined by the pixel cluster neural
network [219]

|Wc−Wo|pix for pixel cluster
with the highest charge on
each pixel layer

4 Wc is the expected cluster width (the
r-φ pitch) calculated from the inci-
dence angle of the reconstructed track
at the cluster in the plane perpendic-
ular to the beam-line, the thickness of
the module, and the Lorentz drift an-
gle; Wo is the observed cluster width
in integral multiples of 50 µm, which is
the pixel pitch.

|Lc − Lo|pix for pixel cluster
with the highest charge on
each pixel layer

4 Lc is the expected length in z-direction,
and Lc is the observed length in z-
direction.

Num. clusters on each SCT
layer

4 –

|Wc −Wo|SCT for SCT clus-
ter with the lowest pull on
each SCT layer

8 Wo is the observed cluster width in in-
tegral multiples of 80 µm, which is the
SCT strip pitch. Wc is the expected
cluster width.

Num. shared clusters on
each SCT layer

4 A “shared” cluster is one used by mul-
tiple reconstructed tracks.

Table C.1: Description of features for a BDT to identify merged tracks. Note that there are
four pixel layer and four double-sided SCT layers.
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C.2 Training the BDT

Figure C.2 shows the normalized TMVA BDT [217] score distributions for the training
sample and a ROC curve with points highlighting different potential cuts on BDT score,
where any track with a BDT score above the cut value is flagged as “merged”. The tracks
considered come from samples of τ → 3π± ντ decays described in Section C.1. Signal is
given a training value of 1 and background -1. From Figure C.2 (left), it is clear that the
BDT finds a significant difference between merged and single particle tracks; the error bars
represent simulation statistics only. True merged tracks are rare, representing about 3% of
tracks in the samples used. Because of this, tracks selected with an aggressive cut on the
BDT score will be predominantly single particle tracks misidentified as merged.
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Figure C.2: (Left) Normalized BDT score distributions for the training sample; (right) ROC
curve with points highlighting different potential cuts on BDT score.

C.3 Results: Impact on track counting

After training the BDT, we examine it’s potential impact on the tracking efficiency. The
BDT score is calculated for every track in our sample, and a track is flagged as merged if
it has a BDT score above a selected cut value. A τ event is considered fully reconstructed
if all three pions from its decay are reconstructed as tracks in the event. Both of the pions
contributing to a merged track are considered to be reconstructed if that track is flagged
as merged by the BDT. Figure C.3, shows how applying the BDT affects the efficiency for
reconstructing τ events as a function of τ pT, both for different BDT cut values (Figure C.3
(top right)) and as a function of track density in the event (Figure C.3 (bottom)).

In Figure C.3 (top left), the pink crosses show the technical reconstruction efficiency,
where a pion will be considered “found” if it leaves at least 7 truth hits in the silicon layers
of the inner detector. The green triangles show the ATLAS default track reconstruction per-
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formance. The pale squares show reconstruction performance using the algorithm described
in Appendix B. The inverted triangles show the reconstruction performance when the cluster
sharing penalty is turned off. The blue diamonds show the performance when reconstructed
tracks are considered to be two pions if they are flagged as merged by the BDT with a cut
of 0.1, as described in Section C.2. The BDT is applied after reconstruction. The red circles
show the performance if every truth-level merged track is counted as two pions. This filter
is also applied after track reconstruction.
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Figure C.3: (Top left) Simulated efficiency of τ reconstruction efficiency as a function of τ pT

using different reconstruction configurations (top left) and different BDT cuts (top right).
(Bottom) shows the efficiency as a function of track density.

C.4 Mistag rate

Incorrectly tagging a single-particle track as merged would distort an otherwise correct mea-
surement. For example, if merged tracks are counted as two particles with pT equal to the
original track, an event with an incorrectly split track could essentially have an extra high-pT

track that is unrelated to an actual particle. Thus it is important to find a balance between
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increased reconstruction efficiency (as seen in Sec. C.3) and potential mistags. Figure C.4
shows the impact implementing the BDT has on the “duplicate rate” for the same sample
used in Figure C.3. An event is considered to have at least one “duplicate” track if at least
one pion is truth-matched [206] to more than one reconstructed track. Figure C.4 (left) shows
the impact as a function of τ pT, where the line and marker styles are the same as described
for Figure C.3. Tracks reconstructed with the algorithm which allows track candidates to
share SCT clusters if the cluster has an anomalous |Wc −Wo| have a few percent increase
in the duplicate rate over the default algorithm. The BDT was trained and tested on tracks
reconstructed using that SCT cluster-sharing algorithm, so the “Track merging BDT” line
should be compared to the “Width-based SCT sharing” line. Applying the BDT with a cut
of 0.1 creates a negligible increase in the duplicate rate. Figure C.4 (right) illustrates the
duplicate rate when using different BDT cuts.
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Figure C.4: (Left) Simulated rate of accepting a “duplicate” track as a function of τ pT using
different reconstruction configurations (left) and different BDT cuts (right).

C.5 Identifying the particle charges

A natural question to ask is whether the variables fed into the BDT contain enough infor-
mation to perform a more sophisticated analysis than a simple merged/unmerged classifier.
For example, we have created a BDT to distinguish whether the pions in a merged track
have the same or opposite electric charge. This secondary BDT uses the same 43 variables
as in Table C.1 and is trained on tracks which are flagged as merged by the initial BDT and
considered merged at truth level. Figure C.5 demonstrates that it is possible to correctly
identify the pion charges with over 85% accuracy for a wide range of τ pT; C.5a shows a ROC
curve for correctly identifying a merged track as coming from same-sign or opposite-sign π’s,
and C.5b shows the charge-tagging efficiency as a function of τ pT for different charge BDT
settings. A cut of 0 is the most efficient over a widest range of pT’s.
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Figure C.5: (Left) ROC curve for the charge BDT; (right) efficiency for correctly identifying
charges in a merged track as a function of τ pT.

C.6 Conclusions and Outlook

This Appendix demonstrated a new technique for finding tracks in the ATLAS detector that
are created by two nearly collinear particles. Using a BDT, one can find about 50% of merged
tracks while increasing the duplicate rate at the sub-percent level. Making statements about
the impact on measureables such as τ tagging or jet pT resolution requires further study.
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Appendix D

Development of a Pixel-Cluster
Counting Algorithm for Luminosity
Measurements

A critical component of all measurements with ATLAS is knowledge of the delivered lumi-
nosity. It is the multiplicative factor that converts an experimentally observed event yield
into a theoretically calculated cross-section. In Run 2, ATLAS recorded 139 fb−1 of good
data, with a 1.7% uncertainty on that value.

The luminosity determination in ATLAS is performed redundantly with several indepen-
dent detector components to reduce the impact of systematic uncertainties and potential
biases. Each subsystem is designed to monitor some quantity that scales linearly with lumi-
nosity. The main subsystems used are:

• The dedicated Luminosity Cherenkov Integrating Detector-2 (LUCID) [84]. This sys-
tem is 20 photomultiplier tubes on both sides of the detector, located circularly around
and just outside of the beampipe. Charged particles produce Cherenkov light when
they pass through the quartz windows of the photomultiplier tubes. This detector sys-
tem can be used to both count individual particles and integrate accumulated signal.

• The Beam Conditions Monitor (BCM) [222]. This is a diamond detector, which is
similar manner to, but more radiation hard, than a silicon detector. This subsystem is
also on both sides of the detector, at ±1.8 m in z and a radius of 55 mm. It is designed
to count the number of charged particles that pass through it.

• The Inner Detector is used to reconstruct tracks (see Section 4.1), and the number of
tracks can be counted.

• The integrated signal created in the ATLAS calorimeters (see Chapter 3), such as the
integrated photomultiplier currents in the tile hadronic calorimeter (TILE), should
scale with luminosity.
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Absolute luminosity calibrations are performed with the van der Meer scan method [223],
using a special low-pileup run to determine the beam profile factors found in Equation 3.1.

This appendix details the initial development of another luminometer for ATLAS based
on pixel cluster counting (PCC) [224]. Where to the track counting method used all layers of
the Inner Detector, PCC uses the forward-most modules of the IBL to count the number of
pixel clusters per event, where a pixel cluster is a group of adjacent hit pixels. Because only
the forward modules of the IBL are used, the PCC algorithm detailed here uses different
detector components than the track counting method. If each cluster corresponds to one
primary particle, then the number of clusters should scale linearly with luminosity; in fact,
the CMS Collaboration uses PCC as its baseline luminosity monitoring algorithm [225].

D.1 Determining Which Clusters to Count

Unfortunately, not all hits in the pixel detector, and therefore not all pixel clusters, are caused
by primary particles. In any module, there is a background of clusters caused by other
sources, such as secondaries from detector material, beam backgrounds, and non-collision
backgrounds such as afterglow, which are out-of-time hits from radiologically activated de-
tector material. The number of pixel clusters resulting from these sources is not expected
to scale linearly with luminosity.

Luckily, we can distinguish between the background clusters and signal clusters created
by primary particles. Primary particles originate at the interaction point, so they will pass
through the forward modules of the IBL, which are about 30 cm away in the z-direction, at a
shallow angle, leaving a long clusters. Therefore, this PCC method is based on fitting cluster-
length distributions, such as that shown in Figure D.1. The per-module distribution is fit
with a two-component function consisting of a Gaussian signal and an exponentially falling
background. The Gaussian area of the fit scales linearly with luminosity, after correcting for
inefficient/hot modules and beam spot position and width, which will be detailed below.

D.2 Afterglow

During LHC operation, the IBL detector material is activated by pp collision debris. The
resulting low energy decay products, collectively known as afterglow, induce delayed signals
in the detector and produce single or small pixel clusters, thereby contributing to the back-
ground component of the cluster-length distributions rather than to the Gaussian-shaped
long-cluster signal.

A dedicated ATLAS run was performed to study this effect. Normally, there are 25ns
between bunch crossings at the LHC, leading to a build up of activated material in the
detector, but in the specialized run, one filled bunch crossing was followed by 7 empty
crossings where detector data was collected. Figure D.2 shows the fit components of the
cluster-length distribution for the filled bunch crossing and the subsequent empty crossings.
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Figure D.1: Typical distribution of the pixel-cluster size in the direction parallel to the
beam axis, in the second-most forward IBL module. The 12413 clusters that populate this
plot originate from 10433 randomly-triggered events during ATLAS physics data-taking in
2015. The distribution is fit to the sum of a Gaussian signal, plus an exponentially-falling
background of shorter clusters. The mean of the Guassian from the fit is a cluster length of
9-pixels, and its area is proportional to the number of charged particles originating from the
luminous region. The exponential area contains contributions from secondary interactions
and afterglow that will deviate from linear proportionality to luminosity.

The measured signal component is largest in the first bunch slot, and drops by 4 orders of
magnitude within 25 ns. The measured background component, in contrast, decays much
more slowly, with a time dependence suggestive of a mixture of radioactive decays. We have
not attempted to identify those decays in this study.

D.3 Conversion of Gaussian Area to Luminosity

Several effects must be corrected for in order to convert the signal area to luminosity:

1. Module performance issues (for example a module being disabled for part of a run or
a module being noisy) can introduce a bias. A data driven method is used to remove
this potential bias. We fit the distribution of signal areas for all IBL 3-D modules at
the same position along the beam line to a sinusoidal curve of the form

A ∗ cos (
2π

14
x+B) + C. (D.1)
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Figure D.2: Bunch-slot dependence of the signal and background components of the Gaussian
(signal) and exponential (background) fit of a cluster length distributions. These signal and
background levels are recorded in 8 consecutive 25 ns-long bunch slots. Only the first slot
(numbered 2674) contained a colliding-bunch pair, while the remaining 7 were nominally
empty.

Here, A is an overall normalization, and B and C account for the horizontal and
vertical displacement of the beam spot relative to the IBL center. Rather than adding
the individual module signal areas, we exclude outliers, re-fit, and use the sinusoidal
normalization as the corrected sum of the module signal areas, rather than the sum of
the 14 individual measurements. Figure D.3 illustrates such a fit.

2. If the luminous region is not longitudinally centered in the IBL, a forward-backward
asymmetry appears in the signal areas, because the acceptance of each module de-
pends on its distance from the average collision point. Figure D.4 shows the influence
of beamspot position on this acceptance for the forward and backward modules and
for all modules considered. The asymmetry can be used to calculate the longitudinal
position of the beamspot through a linear transformation. Figure D.5 demonstrates
the agreement between the asymmetry-derived position and the ATLAS offline cal-
culation. Because the beamspot position influences module acceptance nonlinearly,
the normalization of the sinusoidal fit from point 1 above will change as the beam
spot moves. We correct for this purely geometric effect using a quadratic function of
the asymmetry-derived beamspot position. Thus this correction is also data-driven,
requiring no external information.

3. Even if the beam spot center does not move, a longer luminous region will produce a
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Figure D.3: Azimuthal dependence of the long-cluster (Gaussian) signal for the forward-most
modules of the IBL. The sinusoidal dependence arises because in the plane perpendicular to
the average beam direction, the luminous region is not perfectly centered on the IBL’s central
axis. In order to avoid being affected by occasional underperforming or noisy modules, the
measured azimuthal dependence of the long-cluster signal is fit to a sinusoidal function.
Outliers are excluded from the fit on the basis of internal consistency. In this example, the
number 12 module was inefficient during the run considered and was excluded from the fit
because its residual exceeded 4 sigma.

greater signal area, again due to geometric acceptance. The correction for luminous
length uses a linear function of the beam spot width obtained from track reconstruc-
tion. Figure D.6 illustrates the correlation between beamspot length and signal-region
clusters.

After corrections the measured luminosity is proportional to

L ∝ NS

1 + C1 ∗R2
o + C2 ∗ σz

, (D.2)

where NS is the normalization of the sinusoidal to signal areas as in Figure D.3, Ro is the
“offset ratio” as in Figure D.5, σz is the beam spot width, and C1 and C2 are geometric
constants that can be determined from simulation.

Luminosity algorithms must be stable as a function of both time and pileup. Our vali-
dation of these conditions relies on comparison of different algorithms using different subde-
tectors and therefore different sources of potential bias. Figures D.7 and D.8 compare the
new PCC algorithm to the luminometers currently used by ATLAS. The PCC luminosity
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Figure D.4: Acceptance correction to the signal region in the modules used by the PCC
algorithm as a function of the beamspot position.
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Figure D.5: Time evolution, during an ATLAS run, of the longitudinal position of the
luminous region either as determined from the average position of reconstructed pp-collision
vertices (light blue circles), or as inferred from the forward-backward asymmetry of the pixel-
cluster counts in the IBL (black squares). The asymmetry is computed from the long-cluster
signals in the 4 outermost IBL modules on either side of the interaction point. The pixel-
cluster-based luminosity measurement can be corrected for this geometric effect by using the
beamspot position derived from the measured asymmetry of the pixel-cluster signal.
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Figure D.6: Time evolution, during an ATLAS run, of the pixel-cluster luminosity signal
normalized to the luminosity as measured by LUCID (top), and of the RMS luminous length
inferred from the longitudinal distribution of reconstructed pp-collision vertices (bottom).
The luminosity-normalized pixel-cluster signal exhibits a similar time dependence to that of
the luminous length, because the acceptance of each module depends on its distance from
the corresponding interaction vertex.

measurement is stable with respect to the other ATLAS measurements to within ±1% or
better, and is therefore shown to be a competitive relative-luminosity monitoring method.
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Appendix E

Quark-Gluon Jet Discrimination with
Iterative Soft-Drop Multiplicity

Jets, which are collimated sprays of hadrons, were discussed in Section 4.4, but were otherwise
not used in the γγ → W+W− analysis, outside of a study on top quark processes (see
Section 9.2). However, that does not imply that jets are not interesting. This Appendix
details a study of variables for tagging jets as either quark-initiated or gluon-initiated. At a
theoretical level, the concept of jet “initiation” is rather subtle, but here we can just imagine
that a final state quark in a Feynman diagram will turn into a quark-initiated jet (“quark
jet”), and a final state gluon turns into a gluon-initiated jet (“gluon jet”).

When attempting to discriminate quark and gluon jets, one of the most powerful discrim-
inants is the number of constituents inside the jet: gluon jets tend to produce more particles
than quark jets [226]. However, there are two important issues must be confronted:

• Multiplicity observables are highly pileup dependent. Jets are constructed primarily
from calorimeter information, and a pileup particle that passes through the calorimeter
at the same location as the particles from an independent collision’s jet will contribute
to that jet’s multiplicity. Track multiplicity is less dependent on pileup, due to point-
of-origin information.

• Constituent multiplicity is not infrared (IR) safe, and the related quantity of track
multiplicity is neither infrared nor collinear (IRC) safe [227]. This means that these
observables are both sensitive to low-energy branchings of particles in the jet devel-
opment process, and track multiplicity is sensitive to branchings where the branching
particles are collinear with each other. Such branchings are associated with divergences
in field theory calculations, so IR and IRC unsafe observables cannot be computed from
first principles. Observables that are IRC safe are typically limited in power due to
Casimir scaling [228].

A popular existing means of pileup mitigation is Constituent Subtraction (CS) [229, 230,
231]. This method removes constituents from jets if the constituent has energy that roughly
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corresponds to the expected contribution of pileup in the area it spans.
An alternate strategy, which will be explored in this appendix, is “jet grooming”. Groom-

ing algorithms systematically remove soft and wide angle radiation from jets, altering their
structure even in the absence of pileup. The algorithm explored here is called “Soft-
Drop” [232]; it will be described in more detail in Section E.1.

When applying the Soft-Drop algorithm, we can count the number of branchings in a jet
that pass the soft-drop condition. This constitutes a new IRC-safe multiplicity observable
that can be used to discriminate quark and gluon jets, called Iterative Soft-Drop Multiplic-
ity [228]. This will also be described in Section E.1.

E.1 Multiplicity Algorithm Definitions

In this simulation-level study, jets are initially formed from calorimeter clusters using the
the anti-kt algorithm [134] with radius variable R = 0.8. These jets are implemented with
FastJet [233]. The multiplicity definitions considered throughout this appendix are explained
in the Subsections E.1.1, E.1.2, E.1.4, and E.1.5.

E.1.1 Calorimeter-Cluster Multiplicity – Number of Clusters

After jet finding, the raw jet constituent multiplicity is simply the number of calorimeter
cell clusters inside a jet.

E.1.2 Track Multiplicity

Tracks with pT > 500 MeV and |η| < 2.5 are associated to the jet via ghost association [234].
The number of badly reconstructed or combinatoric tracks is reduced while maintaining high
efficiency by applying a loose selection on the number of hits on the track [122]. To reject
pile-up, tracks are required to have |z0 sin(θ)| < 3 mm, where z0 is the impact parameter –
the distance of closest approach to the primary vertex – along the z-axis. Additionally, the
transverse impact parameter is required to be at most 2 mm.

E.1.3 Grooming

The jet grooming techniques considered here begin by re-clustering the constituents of the
jet with the Cambridge–Aachen [235, 236] (C/A) algorithm in order to create a clustering
tree with greater emphasis on angular ordering. This algorithm combines proto-jets with
the smallest ∆Rij until all proto-jets are separated by a set radial difference. The indices i
and j refer to the proto-jets being compared. The soft-drop algorithm is then applied in two
different ways, using either all of the jet constituent clusters as inputs or clusters surviving
the CS algorithm.
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E.1.4 Soft-Drop Declustered Multiplicity – Number of Clusters
after Grooming

1. Undo the last clustering step.

2. If zij < zcut(∆Rij/R)β, remove the softer proto-jet and repeat on the harder proto-jet,
where R, the jet radius, is 0.8, and

zij =
min(pTi, pTj)

pTi + pTj

. (E.1)

Otherwise, the algorithm terminates and both proto-jets are preserved.

3. In the end, if all other proto-jets have been dropped, the last remaining proto-jet is
also removed from consideration. Thus, if the soft-drop condition is never satisfied, the
multiplicity is zero. Otherwise, the soft-drop declustered multiplicity is the number of
constituents inside the remaining proto-jets inside the jet.

For the soft-drop declustered multiplicity, the parameters zcut = 0.1 and β = 0 were
chosen to preserve IRC safety and to follow the standard in [232].

E.1.5 ISD Multiplicity – Number of Splittings while Grooming

1. Undo the last clustering step.

2. If ∆Rij < ∆Rcut, the algorithm terminates.

3. If zij > zcut(∆Rij/R)β, increment the ISD constituent multiplicity by one and iterate
on the harder proto-jet. If not, iterate on the harder proto-jet without incrementing.

The parameters zcut, β, and ∆Rcut are algorithm-specific. For the ISD Multiplicity, the
parameters zcut = 0.007, β = −1, and ∆Rcut = 0 were chosen, which are the values found
to maximize the quark-versus-gluon discrimination power while maintaining calculability
in [228].

E.2 Simulated Datasets

Multijet events within the ATLAS detector are simulated using Pythia 8.2 [178] with the A14
set of tuned underlying event parameters [177]. Simulation was performed as described in
Chapter 5 [182, 181]. Pileup was simulated with Pythia 8.1, using the MSTW2008LO PDF
set [237] and A2 set of tuned underlying event parameters [238]. The simulation accounts for
signal pulses in the detector caused by preceding bunch crossings, which can also contribute
to the pileup contamination of jets. The mean number of interactions per bunch crossing in
these events, µ, is 33. Events were required to have at least two jets. In order to study the
regime of interest for data, in which there is a jet trigger, at least one of the jets must have
pT > 500 GeV.
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E.3 Results

The various jet constituent multiplicity distributions are presented in Figure E.1 (left). Mul-
tiplicity definitions that involve grooming are peaked at lower values compared to the un-
groomed definitions due to the systematic removal of jet constituents. While this is true too
for the soft-drop declustered multiplicity, the movement of its peak is slight, and the lines
for the ungroomed and groomed versions largely overlap. The main result on the pile-up
dependence of the average multiplicities is shown in Figure E.1 (right). In order to show the
curves on the same scale, each multiplicity definition is normalized to unity at µ = 30, where
µ quantifies the level of pile-up. All constituent multiplicity definitions shift towards higher
values with increasing pile-up. For most definitions, the pile-up dependence is approximately
linear, but calorimeter-cluster multiplicity after constituent subtraction exhibits a non-linear
turn-on at low pile-up values. This may be due to poor pile-up estimation for the constituent
subtraction algorithm in that regime. Prior to grooming, the track multiplicity is the most
stable with respect to the level of pile-up, while calorimeter-based multiplicity is the most
sensitive. With the parameters chosen here, ISD multiplicity is less robust against pile-up
than soft-drop declustered multiplicity. The application of Constituent Subtraction is found
to reduce the pile-up dependence of these calorimeter-based observables, which approaches
or exceeds the stability of track multiplicity for the selections described here. The slopes
found from fitting a line to the full range of the pile-up dependence are given in the legend
of Figure E.1 (right).

To illustrate the discrimination power of these multiplicity definitions, receiver operat-
ing characteristic (ROC) curves for correct quark-jet tagging are shown in Figure E.2. The
figure is divided into two rows, with the top showing ROC curves for low-µ and the bot-
tom showing curves for high-µ events. ISD multiplicity is shown separately from the other
calorimeter-based multiplicity definitions for clarity. This was originally proposed as an IRC-
safe quark-versus-gluon jet discriminant that can evade the Casimir scaling limit [228], and
its performance does exceed that limit. The figure presents ROC curves for the multiplicity
definitions using both raw and constituent-subtracted reconstructed jets. While performing
constituent subtraction clearly improves pile-up stability, the quark-versus-gluon discrimina-
tion seems to be worsened for calorimeter-cluster based multiplicity definitions and improved
slightly for ISD multiplicity. In all cases, the discrimination power is worse for the higher-µ
region.

E.4 Conclusions and Outlook

This appendix explored the pile-up dependence of various definitions of jet constituent mul-
tiplicity – observables that are particularly sensitive to pile-up – and examples of the quark-
versus-gluon discrimination power of these various definitions in low- and high-µ events. Prior
to performing constituent subtraction on jets, track multiplicity exhibits the most stability
against pile-up, and calorimeter-cluster multiplicity exhibits the least; similarly, while ISD
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Figure E.1: (Left) Pile-up-inclusive multiplicity distributions of selected counting jet-
measurables; the average µ value is 33. (Right) Pile-up dependence of the measurables.
Track multiplicity, raw calorimeter-cluster multiplicity, soft-drop declustered cluster multi-
plicity, and ISD multiplicity are shown. For the calorimeter-based multiplicity definitions,
the performance is shown for nominal jet constituents as well as for constituents after the
application of Constituent Subtraction. The slopes of a straight line fit to the pile-up de-
pendence curves are presented in the legend in the format (Nominal, After Constituent
Subtraction). The full pile-up range was used for the fit.

multiplicity with the chosen parameters depends significantly on pile-up, calorimeter-cluster
multiplicity after soft-drop declustering is more stable. Applying constituent subtraction
significantly improves the stability against pile-up of all calorimeter-based constituent mul-
tiplicity definitions. Furthermore, constituent subtraction does not appear to have a strong
effect on the quark-versus-gluon discrimination power of ISD multiplicity, though it has a
mild effect on the calorimeter-cluster based definitions. Despite its pile-up dependence, ISD
multiplicity surpasses the Casimir Scaling limit at moderate quark efficiency, as designed,
performing better than other calorimeter-based multiplicity definitions. Grooming provides
an interesting avenue for including a calorimeter-based definition of multiplicity in future
quark-versus-gluon jet taggers. Traditionally, the track-based multiplicity has been used by
ATLAS for quark-versus-gluon jet tagging; in the future, it may be possible to complement
this information with a proxy for the neutral multiplicity as well.
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Figure E.2: ROC curves for quark-versus-gluon discrimination using the considered multiplic-
ity definitions. ISD multiplicity is separated from the other calorimeter-based definitions for
visual clarity, and lines for no-discrimination (straight), the Casimir Scaling limit (curved),
and track-multiplicity based discrimination (blue dashes) are provided for reference. (Top
left) ROC curve for ISD multiplicity using both raw and constituent-subtracted reconstructed
jets in low-µ events. (Top right) ROC curve for calorimeter-cluster and soft-drop declustered
multiplicity using both raw and constituent-subtracted reconstructed jets in low-µ events.
(Bottom left) ROC curve for ISD multiplicity using both raw and constituent-subtracted
reconstructed jets in high-µ events. (Bottom right) ROC curve for calorimeter-cluster and
soft-drop declustered multiplicity using both raw and constituent-subtracted reconstructed
jets in high-µ events.
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Appendix F

Absolute Calibration of Silicon
Sensors using Compton Scattering

F.1 Motivation and Requirements for Absolute

Charge Calibration

Silicon pixel detectors are an important technology for experiments at the Large Hadron
Collider (LHC) at CERN due to their radiation hardness and readout rate. As seen in
Chapter 3, they often comprise the innermost elements of the detectors, being used for
tracking and vertexing. Hybrid pixel and monolithic active pixel silicon (MAPS) detectors
are currently prominent silicon technologies used by CMS, ATLAS, and ALICE [239, 240,
241].

The use of increasingly thin sensors in silicon trackers is fueled by multiple reasons:
lower mass and higher radiation tolerance for hybrid detectors [242] and the increasing use
of monolithic detectors [241, 243]. Furthermore, radiation damage decreases the charge
collection for a given thickness, and the need to push silicon sensor radiation tolerance
results in readout electronics sensitive to ever lower signals. Currently, the thicknesses of
sensors used in these experiments’ detectors range from 200 µm to 285 µm, depending on the
experiment and location in the detector (as in Section 3.2.2). Planned upgrades to detectors
will use even thinner sensors. For example, the ATLAS ITk hybrid pixel detector [244, 245]
will include 100 µm thick planar sensors with an end-of-life average charge per minimum
ionizing particle (MIP) of 6000 electron-hole (e-h) pairs or fewer at normal incidence. The
equivalent value for the ALICE ITS [241] inner layer monolithic sensors, which will have a
25 µm thick active region, is 1600 e-h pairs or fewer. In this appendix, a conversion of 3.6
eV per e-h pair will be assumed [246].

To achieve maximum detection efficiency for lower-energy hits, operating thresholds are
set to be as low as possible while avoiding noise occupancy. Throughout this appendix, the
“threshold” can be interpreted as the energy deposit which would be detected 50% of the
time. A slightly smaller energy deposit would be detected less frequently and a slightly larger
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deposit more frequently. Pixel detectors are typically operated with thresholds of order 10
ENC, where ENC is the Equivalent Noise Charge obtained by converting the amplifier noise
to units of input charge. Current pixel detectors in ATLAS and CMS typically operate with
a hit threshold between 2000 e-h pairs and 5000 e-h pairs (7.2 - 18.0 keV), depending on the
detector layer and year [247, 248, 249]. For the next generation of pixel detectors, thresholds
may be in the range of 100 e-h pairs to 1700 e-h pairs (0.4 - 6 keV).

Silicon tracking detectors typically have an internal charge injection circuit for in situ
tuning and threshold verification. However, this injection circuit must be validated with an
external source to be considered accurate. The external source makes an absolute calibration
possible by depositing a known amount of charge in the sensor. Throughout this appendix,
the units for the nominal charge injected by the internal circuit will be denoted as ẽ in
order to distinguish from true charge, which will be denoted as “e-h pairs”. By performing
a calibration, a function is obtained that converts nominal injected charge to true charge:
F : ẽ → e-h pairs. Beyond absolute charge scale calibration, external sources may be
necessary to check the uniformity of the injection circuit across a front-end. Additionally,
there can be uncertainties in the charge collection from the sensor after irradiation, and any
method other than generation of a known signal in the sensor itself will be subject to those
uncertainties.

Historically, such absolute calibrations have relied on techniques such as X-ray absorption
from fluorescence [250, 251, 252] or the absorption of radiation from radioisotope sources with
known gamma- or X-ray peaks [253]. Studies are also done using the energy loss of minimum
ionizing particles (MIPs) to provide qualitative comparisons and find outliers [254]. For a
variety of reasons, these techniques are not always adequate below 6 keV:

• Irradiating a sensor with X-rays between 1 and 6 keV is possible using the Kα and
Kβ lines of the elements Na through Mn [255]. However, this requires the use of
expensive equipment and the use of multiple elemental sources.

• There is no typically used radioisotope source with an energy peak below that of 55Fe’s
5.9 keV X-ray line. Other typical radioisotopes would be 241Am (59.5 keV line) and
109Cd (22 and 25 keV lines) [256].

• A MIP signal is not monochromatic and does not lend itself to characterization of the
detector threshold behavior or the response function. MIP calibrations are also often
not practical.

With these problems in mind, there are several practical goals and advantages of the cali-
bration method explained in this appendix, which is based on Compton scattering. It should
provide access to energies between 1 and 6 keV by using commonly available monochromatic
photon sources. The calibration signal itself will be monochromatic, but a single setup will
provide access to a continuous spectrum of energies. Additionally, its setup should be lower
cost than that of an X-ray fluorescence setup.
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F.2 Compton Scattering for Calibration

The Compton scattering of photons off the electrons within a silicon sensor can be used to
deposit 1 - 6 keV of energy into the sensor. The energy of a photon after Compton scattering
off an electron is [257]:

Eγ′ =
Eγ

1 + (Eγ/mec2)(1− cos θ)
, (F.1)

where Eγ′ is the scattered photon’s energy, Eγ is the initial energy, and θ is the scattering
angle of the photon. The scattered electron acquires the energy Eγ − Eγ′ , and this energy
will be promptly reabsorbed as a localized energy deposit within the sensor. For example, if
photons from an 241Am source (peak at 59.5 keV) are scattered at angles in the range 5◦ to
90◦, then between 0.03 and 6.2 keV will be deposited. A plot of the energy deposited in the
sensor as a function of the scattering angle for photons from an 241Am source is shown as
the solid line in Figure F.1 (left). The energies of the radioisotope 55Fe and of select X-ray
fluorescence lines are also shown for comparison, as are the energies of Compton-scattered
109Cd photons. Depending on the physical setup used, larger scattering angles could be
used to access higher energies. Alternatively, a higher energy radioisotope could be used to
produce the initial photons.

The differential cross-section for Compton scattering is given by the Klein-Nishina for-
mula [258]. The total cross-section for the Compton scattering of a 59.5 keV photon is
5.47× 10−25 cm2. This varies depending on the energy as shown in Figure F.1 (right).
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Figure F.1: (Left) Solid lines: energy imparted to a silicon sensor as a function of the
Compton-scattering angle. This is just Eγ − Eγ′ , with Eγ′ from Equation F.1. Lines shown
for an 241Am source (59.5 keV) and a 109Cd source (22 keV). Dashed lines: select radioisotope
and X-ray fluorescence lines. These are just for comparison and are not scattering-angle
dependent. (Right) Total cross-section for Compton scattering as a function of the incoming
photon energy.
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To know the deposited energy, an X-ray detector can be placed to detect photons scat-
tering into a small angular region. Any photons detected by the X-ray detector at a given
scattering angle will have deposited approximately the same energy in the sensor. The total
charge of each deposit associated with a particular scattering angle will not be known exactly
due to the Doppler broadening of the Compton peak [259, 260, 261]. This broadening of the
scattered energy peak is due to the fact that the electrons within the sensor are not at rest.
For incident photons with energy of 59.5 keV, the FWHM of the peak of photons scattered at
90◦ is expected to increase by 0.6 keV [262]. Because of this effect, the Compton scattering
method is best suited for an absolute calibration aggregated over many pixels, though the
low hit rate, which will be discussed below, limits the usefulness of this method for a direct
absolute calibration of the threshold DAC and noise.

The X-ray detector can be used to trigger data readout from a chip attached to the silicon
sensor. In this way, a photon detected by the X-ray detector and an energy deposit in the
silicon can be correlated. The position of the X-ray detector can be adjusted so that the
calibration can be performed over a continuous range of energies. Three steps must occur
for data collection to take place after the emission of a source X-ray:

1. The photon must be scattered.

2. The photon must be detected by the X-ray detector. Upon photon detection, the X-ray
detector triggers chip readout.

3. The chip must have a hit. If there is a hit, its information is recorded.

If any of these steps fails, then no action is taken.

F.3 Device under study

A hybrid pixel detector was used in the development of this calibration technique, and the
geometry of such a detector is shown in Fig F.2 [243]. An example of a Compton scattering
leading to a charge deposit is also illustrated in the figure.

The sensor used to study this calibration method was a 150 µm silicon sensor manufac-
tured by MPG-HLL [263], which had 100x25 µm2 pixels. The sensor was bump-bonded onto
an RD53A readout integrated circuit [264], which served as a readout chip. The total size
of the chip is 20.0 mm by 11.6 mm, but only the differential front-end of the RD53A used,
which leads to an active area of 6.8mm x 9.2mm. Readout and tuning were performed by
using the YARR software framework [265]. The RD53A and its sensor are mounted on a
custom-designed single chip Printed Circuit Board (PCB). The sensor, chip, and PCB unit
will be referred to as the “silicon module assembly”.

The front end of the RD53A is a charge sensitive amplifier (CSA) with continuous reset.
The height of the analogue pulse the readout chip receives is proportional to the total charge
deposited in the sensor. The pulse must rise above a set threshold to induce readout. This
is the same threshold introduced in Section F.1. The pulse is digitized as a time over
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Figure F.2: Example geometry of a hybrid pixel detector. A passive silicon sensor is bump-
bonded to a readout chip, which serves as the active electronics [243]. An incident photon
is shown Compton scattering off of an electron at the point indicated by the red star. The
electron deposits its energy within the sensor at the point indicated by the gold star, creating
electron-hole pairs that drift within the depleted bulk.

threshold (ToT) reading, which is the integer number of clock cycles that the pulse stays
above threshold. The RD53A has a 40 MHz chip clock. If the pulse were to barely exceed
the threshold and dissipate before the next clock cycle, the ToT would be 1. This counts
as detection. The ToT response for a given charge is manipulated by adjusting both the
threshold and the signal fall time (or return to baseline). The settings for these parameters
are based on input from the internal charge injection circuit. For the RD53A, ToT is stored
as a 4-bit output in the datastream. Examples of the ToT response to injected charge for a
particular tuning will be shown in Section F.6.

Every pixel in the RD53A has a charge-injection circuit, which is used for a pixel-by-
pixel tuning of the threshold and discharge current. A simplified schematic of this circuit
is shown in Figure F.3. Two input DC voltages can be selected for one terminal of a
capacitor. Switching between these two voltages results in a charge proportional to the
voltage difference being injected into the CSA. Most silicon pixel detectors will similarly
have an internal injection circuit, and Compton scattering should provide the data needed
to calibrate this circuit to an absolute charge scale.

For the RD53A in particular, the injection capacitor has a design capacitance of 8.5
fF. This cannot be measured for a chip with a sensor attached, such as the one used to
study the Compton scattering method, but measurements on sensorless chips suggest an
uncertainty for this value of about 0.3 fF. The differential nature of the injection is designed
to eliminate uncertainties from the voltage distribution, and while there are temperature-
related effects when temperatures change by 10C or more, the following study was performed
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in an air conditioned room with stable temperature up to 5C. The DAQ system is essentially
passive and should not induce any systematic effects in this study; however, there could be
a systematic difference when comparing charge injected via the sensor rather than charge
injected via the internal circuit. This is partially what this calibration method is designed
to determine at the lower end of detectable charge.

Injection 
Capacitor

Input 
Voltage 𝑉"

Input 
Voltage 𝑉#

Into pixel𝑉$%&& = 𝑉" − 𝑉#

Figure F.3: Simple schematic of the calibration injection circuit in each pixel of the RD53A
readout integrated circuit. Two input voltages are used to charge a capacitor, which then
releases its charge into the pixel. This circuit is in parallel to the actual sensor.

By adjusting both the signal threshold and the signal fall rate, the 4-bit ToT output
can be adjusted to cover a variety of energy ranges. The RD53A is capable of tuning to
thresholds below 500 ẽ. For the differential front-end, the functional relationship between
input charge and ToT is non-linear and pixel dependent.

In typical running, RD53A can self-trigger readout based on sensor hits. However, it
can also be externally triggered. The data acquisition system (YARR) includes settings and
scans based on such external triggering.

F.4 In-lab setup

To detect scattered photons, an Amptek X-123 x-ray spectrometer with a 5mm diameter
CdTe detector element was used [266]. The spectrometer has auxiliary ports that allow
for the output of a simple logic pulse whenever a photon is detected. This was the external
trigger for the RD53A, as in the second step of data readout detailed at the end of Section F.1.

A picture and diagram of the experimental setup from above are presented in Figure F.4.
The equipment is laid out on an optical bench with a 1” x 1” grid of holes. An 241Am source
with activity of 100 mCi is placed on one end of the grid; there is a 3mm aperture in a piece
of brass shielding in front of the source that creates a beam of photons. The 241Am spectrum
has a 59.5 keV peak, with a measured FWHM of 0.55 keV. The photons pass through an
additional brass collimator with a diameter of 3mm before falling on the silicon module
assembly. The spectrometer is mounted on a single arm pivot with rotation point below
the sensor, which allows the angle of the scattered-photon acceptance window to be easily
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adjusted. During data taking, the setup is covered by a box to block out ambient light which
could be a background to the silicon sensor and spectrometer. The scattering of photons
from the collimator, non-sensor parts of the module assembly, and support structures are a
background for the spectrometer.
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Figure F.4: (Left) Picture of the experimental setup. 59.5 keV photons are emitted from
an Americium source through a hole in surrounding brass shielding, pass through a brass
collimator, scatter off of the silicon sensor bump bonded to the readout integrated circuit,
and are detected by the spectrometer. (Right) Diagram of setup.

F.4.1 Spectrometer readout

An example of the spectrometer’s readout is shown in Figure F.5. The spectrum was acquired
at an angle of 71.6◦ relative to the beamline. Here, two peaks can be seen, the larger one in
light blue is the peak associated with Compton scattering. Because of the scattering angle,
this peak is centered on an energy value of 55.1 keV. The smaller peak on the right is caused
by the Thompson scattering of photons off of nuclei. These photons lose little energy, and
as such, the peak is at 59.5 keV. The FWHM of the Compton peak, at 1.4 keV, is 2.5 times
larger than that of the Thompson peak. The broadening of the Compton scattering peak
is caused primarily by two factors. One is the Doppler broadening, which was discussed in
Section F.2. Second, slightly different angles of scattering are permitted due to the aperture
sizes of the shielding, collimator, and spectrometer. The geometries that lead to maximal
and minimal scattering angles is portrayed in Figure F.6. Based around the center-line of
the photon beam, the photons can be emitted within a distance of ±1.5 mm and they can
be scattered within a distance of ±4 mm (this is somewhat restrained by the width of the
front-end of the RD53A). Over the 150 mm distance between the shielding aperture and
the sensor, this represents an angular range of ±2.1◦ for the photons incident on the sensor.
Because the photon’s incidence position can vary by ±4 mm with respect to the center-
line, and the spectrometer aperture is ±2.5 mm, an additional angular smearing of ±2.4◦
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is expected when the spectometer is positioned at a 60◦ scattering angle. Therefore, ±4.5◦

of different scattering angles are allowed at the spectrometer positions to be explored in the
following calibration. This effect alone would be expected to increase the FWHM by 0.8
keV.

There is some tradeoff between the broadening of the Compton peak and the rate of
scattered photon detection. For example, by placing the spectrometer closer to the RD53A,
its aperture would cover a larger solid angle. In this case the scattered photon acceptance
would increase, but a larger range of Compton scattering angles would be detected. The
chip-to-spectrometer distance in Figure F.4 was constrained by the swinging arm. The arm
had a series of screw holes, and the spectrometer had to be fixed to one. The closest hole
was chosen to maximize the solid angle for the given setup.

59.556.653.750.8 62.4

Count

Channel
Energy (keV)

47

96

145

Figure F.5: Example photon spectrum for Compton scattering of photons at an angle of
71.6◦. The peak associated with Compton scattered photons is in light blue; the peak
associated with Thompson scattered photons is in dark blue.

F.5 Resolution

There is an intrinsic dispersion in the ToT response of each pixel to a given charge, both
one injected internally and one deposited externally. In addition to manufacturing process
variation making each pixel’s transistors slightly different [267], charge deposits can happen
at different times relative to the start of a clock cycle, influencing the number of cycles that
will be counted, and there are non-uniformities in analog signal fall time. If the same charge
was injected into a single pixel multiple times, a distribution of ToT values with non-zero
width would be expected. This is demonstrated in Figure F.7. In this figure, four different
pixels received 100 injections of 1000 ẽ from the internal circuit, and each pixel has a different
distribution of ToT values. The figure also shows the distributions that occur for different
injection fine delay settings. The fine delay fixes when the internal injection occurs relative
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Figure F.6: Diagram of the scattering scenarios that lead to the geometric broadening of the
Compton peak. Distances are not shown to scale here in order to make small distances and
angles visible. The minimum scattering angle that the spectrometer will see, θmin, is shown
by the red dashed line, and the maximum angle, θmax, is shown by the blue dashed line.

to the start of a clock cycle, and here demonstrates the impact of charge deposit timing on
resolution.

Due to the intrinsic variation mentioned above, each pixel will have a unique charge →
ToT response function. The knowledge of each pixel’s function will be crucial for calibration.

F.6 Tuning and Observations

Tuning a chip is the process by which each pixel’s threshold and charge to ToT response
function is set. Many internal injections are performed at the desired threshold value, and
potential pixel settings are scanned, allowing for the selection of the correct settings. Each
pixel has 5 bits of threshold fine adjustment designed to allow the user to equalize the
threshold of all pixels to the same value.

For the purposes of a calibration using Compton scattering, the RD53A was tuned to
have a threshold of 450 ẽ and a slow signal fall rate of about 200 ns per 500 ẽ. A histogram
of the threshold of each pixel after tuning is shown in Figure F.8 (left). As discussed in
Section F.1, this would mean that we would expect a hit to be recorded 50% of the time if
450 ẽ were to be injected into a random pixel. The average pixel threshold achieved was 441
ẽ, with a pixel-to-pixel standard deviation of 24 ẽ. Similarly, a histogram of all pixels’ average
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Figure F.7: ToT distributions for 100 internal injections of 1000 ẽ each into four different
pixels. The injections are additionally shown for four different injection fine delay settings
for each pixel. The fine delay affects when the internal injection occurs relative to the start
of a clock cycle and is in units of 1/16 of a clock cycle. Here it is used demonstrate the effect
of a Compton scattering happening at different times relative to the start of a clock cycle.
The four pixels presented, in (column, row) format, are (351, 188), (351, 189), (352, 188),
and (352, 189) from left to right.

ToT output due to a series of injections of 1000 ẽ is shown in Figure F.8 (right). Because of
the slow return to baseline, the mean ToT is 7.8 clock cycles. The pixel-to-pixel dispersion
manifests here as a standard deviation of 1.8 clock cycles. This can be compared to the
single-pixel dispersion presented in Figure F.7. The asymmetry of the ToT distribution is
due to the non-linearity of the ToT response to injected charge. The slope decreases with
increasing charge, as can be seen in Figure F.9, so symmetric fluctuations in charge result
in asymmetric fluctuations in ToT.

A unique ToT vs. injected charge response function exists for each pixel. For the purposes
of this calibration, we want to find the function relating the most probable value of the ToT,
here denoted as (ToT)MPV, to the injected charge. This will be a step function with integer
values of ToT being possible. An alternate to this method would be to use the average
ToT as a function of injected charge, but the average value is likely skewed upwards due
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Figure F.8: (Left) Histogram of the per-pixel threshold achieved in a chip tuning. The
average threshold achieved is 441 ẽ. (Right) Histogram of all pixels’ average ToT for repeated
injections of 1000 ẽ. The average ToT across all pixels for such an injection is 7.76 clock
cycles.

to asymmetries in each pixel’s ToT response. To approximate the per-pixel functions, a
series of charge injections are performed from 500 ẽ to 1245 ẽ in steps of 5 ẽ for multiple
fine delay settings. Three adjacent pixels’ ToT response functions are shown in Figure F.9,
illustrating the diversity of such functions found in the front-end. In the Compton scattering
runs, each hit is associated with an individual pixel. The observed ToT will be compared
to the expected most probable ToT, based on the mean charge deposit associated with the
photon’s scattering angle yields.
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Figure F.9: Four adjacent pixels’ ToT response functions. Points show the measured most
probable ToT in the pixel for charge injections each ranging from 500 ẽ to 1245 ẽ in steps of
5 ẽ. The most probable value is found using multiple fine delay settings.
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F.7 Noise and Backgrounds

As pixel threshold is lowered, noise fluctuations lead to recorded hits when no signal was
present. Most commonly, this will result in a hit with ToT of 1, with an approximately
exponentially falling distribution. The distribution of noise hits can be understood by
recording data at random times with no photon source. Such a distribution is shown in
Figure F.10 (left). It can be seen that the majority of noise hits have ToT = 1, with about
11% having ToT = 2, and 1% having a higher ToT. There is a noise hit in about 0.1% of ran-
domly triggered readouts. Throughout these studies, fewer than 10 pixels in the differential
front end had to be masked due to noise.

A significant fraction of the photons detected by the spectrometer are not Compton
scattered by an electron in the sensor, and so do not deposit any charge in the sensor. Most
of these photons have been scattered off of some other nearby object. Most of the time this
occurs, there will be no coincident hit in the RD53A, meaning that the trigger returns an
empty event in the third step of the data collection flow from Section F.1. However, some
fraction of the time there will be a coincident hit, which may be noise or a hit associated with
a Compton scatter at a random angle. To find the ToT distribution associated with this noise
and background convolution, data is taken at random times with a photon source shining on
the sensor. The resulting distribution is shown in Figure F.10 (right). Most of the hits with
ToT = 1 here are noise, but hits with higher ToT tend to be from coincident X-ray hits.
About half of the background hits have ToT = 15, which corresponds to overflow. These are
hits where the pulse stays higher than threshold for a larger number of clock-cycles that can
be encapsulated by the 4-bit ToT. Background hits comprise about 70% of this distribution,
with noise hits as the other 30%. These percentages are based on comparing the number of
hits with ToT ≤ 1, which are mostly noise, to the number of hits with ToT ≥ 2, which are
mostly background.

In the data-taking run described in Section F.8, about 1/3 of hits that occurred were
associated with hits with ToT 1 or 15. Based on Figure F.10 (right), about 1/5 of hits
with ToT between 2 and 14 are expected to be background. In order to reduce background
and noise contamination, the calibration will be performed using hits with ToT in the range
[4,13].

F.8 Observations

The spatial distribution (in readout chip row and column coordinates) of recorded hits after
100 hours of running at a 56◦ scattering angle is shown in Figure F.11. These hits were read
out based on a trigger caused by a photon being detected by the spectrometer, as detailed
at the end of Section F.1. The hits shown have ToT in the range [3,14] in order to show
fewer noise and background hits. The roughly circular distribution of hits is caused by the
collimator, which was offset from the center of the module in order to illuminate the edge
of the sensor for use in other studies. The exact alignment is not important for this work.
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Figure F.10: (Left) The hit distribution that results from recording data at random intervals.
There was no source of photons during this run, so these hits are considered to be pure noise.
The majority of noise hits have ToT = 1, with about 12% having ToT = 2, and 1% having a
higher ToT. (Right) The hit distribution for random data taking with an 241Am source. This
distribution is a combination of noise and background. Most hits with ToT = 1 are noise
hits. Hits will higher ToT tend to be background, which will be mostly Compton scatters
into random directions here.

The majority of pixels received only 1 hit during the run, if they saw a hit at all. 4% of
hit pixels were hit twice throughout the run. Similarly, 95% of readout events had only one
pixel activated. In 0.4% of events, two adjacent pixels were activated, creating a “cluster”.
The remaining events had multiple non-adjacent pixels activated. Such events are caused
when a noise or background event is coincident with a Compton scatter. The distribution
of noise and background would mimic that discussed in Section F.7.

F.9 Example Run and Proof of Principle

To test the method, data-taking runs were performed at four scattering angles: 51◦, 56◦, 63◦,
and 67◦. Table F.1 shows the expected energy of charge deposits and the numbers of hits
with ToT in the range [4,13] for each of the runs. Figure F.12 shows the distribution of per-
pixel differences between the ToT of hits associated with Compton scattered photons and the
most probable ToT expected from the calculated charge deposit (expected ToT). Only hits
with ToT in the range [4,13] are considered in order to reduce noise and backgrounds. The
expected ToT in each pixel is found using the response functions such as those in Figure F.9.
The distributions of differences are fit to Gaussian functions, as shown in Figure F.12, and
the mean and standard deviation results from the fits are presented in Table F.1.
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Figure F.11: Spatial distribution of hits with ToT in the range [3,14] in the readout chip
after a 100 hour run at 56◦. The hits were associated with a Compton scattered photon
detected by the spectrometer. The majority of pixels had only 1 hit in the run, if they had
any hit at all.

Angle [◦]
Deposited

Energy [keV]
Charge

[e-h pairs]
Number
of hits

µfit

[clock cycles]
σfit

[clock cycles]

51 2.5 690 347 1.5± 0.11 1.9± 0.08
56 3.0 830 697 1.0± 0.10 2.6± 0.07
63 3.7 1020 912 −0.08± 0.11 2.9± 0.08
67 4.1 1140 630 −1.0± 0.12 2.6± 0.08

Table F.1: Summary and results of the four runs used to test the Compton-scattering cali-
bration method.

F.10 Precision and results

The Compton scattering calibration method is performed by comparing an observed ToT
to an expected ToT. The expected ToT is derived by using the expected mean external
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Figure F.12: Distributions of per-pixel differences between the ToT of hits from Compton
scatters and the expected ToT. The expected ToT is based on an internal injection of the
charge deposit expected from from the Compton formula. Top left, top right, bottom left,
and bottom right show the data for the runs at 51◦, 56◦, 63◦, and 67◦, respectively. Fits to
a Gaussian function are also shown for each distribution.

charge deposit as the argument in the charge to ToT response function. The charge to ToT
response was derived using the uncalibrated internal injection circuit. Uncertainties on the
function will result in uncertainty on the expected ToT. A precise calibration using this
method requires accurate knowledge of both the external charge deposit and the expected
charge to ToT conversion functions.

The external charge deposit is dependent on the scattering angle, and can be derived
using Equation F.1. Every deposit caused by scattering at the same angle is not expected
to be the same, as the scattered photon energy distribution has a non-zero width. However,
the error on the centroid of this distribution comes from uncertainty on the angle. Here, an
uncertainty of ±1◦ is taken on the mean scattering angle. The mean scattering angle is the
angle of deflection of a photon that is emitted along the photon center-line and scatters into
the center of the spectrometer in Figure F.6. The uncertainty comes from the measurement
of the angle and translates to an uncertainty of 0.1 keV in deposited energy or 28 e-h pairs
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in deposited charge.
The finite width of the Compton scattering peak, as observed in Figure F.5, is unavoidable

and means that the exact charge deposit in each pixel hit cannot be known precisely. The
width of the Compton scattering peak leads to the width of the distributions in Figure F.12.
As noted in Section F.4.1, the FWHM of the Compton peak is 1.4 keV, which translates to
a FWHM of 390 e-h pairs. Based on knowledge of the charge to ToT conversions functions,
such a FWHM should translate into a widths of about 3 ToT units in the the distributions
in Figure F.12. Further, the ToT measurement itself has imperfect resolution. As seen
in Figure F.7, the injection of a single charge value can result in a ToT distribution with
FWHM of up to 3 ToT units, which is primarily caused by noise due to the small charge
scale. A combination of the energy width and ToT resolution lead to an expected standard
deviation in the (observed - expected) distribution of about 2 ToT units, depending on the
pixels involved. The standard deviations seen in table F.1 are slightly larger, but this is
likely due to background hits, which will have an overall broadening effect. An uncertainty
of 0.5 clock cycles will be taken on the centroids in order to account for potential biases the
background introduces.

Combining the uncertainty on the Gaussian centroid and the uncertainty due to back-
grounds yields a conservative uncertainty of ± 0.6 ToT unit on the expected ToT.

The mean values of the distributions in Figure F.12 are plotted against the expected
charge deposit in Figure F.13 (a), along with the uncertainties on both the expected ToT
and the average external charge deposit. A fit to line was performed, finding a slope of
−0.54 ± 0.18 units of ToT per 100 e-h pairs difference in charge deposit for this particular
tuning. An intercept of 5.4 ± 1.7 ToT units was found, which translates to a difference of
3.0 ± 0.9 units of ToT at the threshold injection of 440 e-h pairs. In Figure F.13 (b), the
correction is applied to the response function of the average ToT across the entire differential
front end to injected charge. The correction is not meant to be applied on a pixel-to-pixel
basis, as it is derived by averaging over multiple pixels. It is also not predicted to be linear
a priori, but a linear regression was performed because it fit the data well. Applying the
correction outside the bounds of 690-1140 e-h pairs is necessarily an extrapolation, which
would need to be validated with additional runs at other energies. This is particularly
important when considering the threshold in this case. While Figure F.13 implies a threshold
below 440 e-h pairs, the true correction may have non-linearity that has not been accounted
for.

Interpreting these results is non-trivial, as a variety of factors or combinations of factors
could influence the result. For example, the presence of a sensor on this chip makes it
impossible to measure the capacitance of the injection capacitor. However, changing this
value would affect overall offset of the points, and cannot significantly change the observed
slope. There is also uncertainty relating to the charge collection for a chip with a sensor
present; there may be systematic inefficiencies in charge collection or other unanticipated
effects.
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Figure F.13: (Left) Plot of the mean values of the measured - expected ToT distributions
found in Figure F.12 as a function of the expected charge deposit. A linear trend line has been
included with the four data points. (Right) The average ToT across the entire differential
front end is plotted against injected charge both before and after using the correction found
in (left).

F.11 Discussion and Conclusions

This appendix presents a new method for the calibration of thin silicon sensors with energies
in the range of 1 - 6 keV using the Compton scattering of photons. The method was
developed and tested using a 150 µm sensor bump-bonded onto an RD53A and an 241Am
source. The physical setup involved a spectrometer that can be easily repositioned to enable
calibrations at any desired energy within the achievable range. An example calibration was
demonstrated, finding a trend in the difference between the ToT response to the external
charge deposit and corresponding internal charge injection. This demonstration also doubles
as a first low-energy calibration of the differential front end of the RD53A chip, as previous
low-energy calibrations have all been performed using the linear front-end with deposited
energies above 2 keV. In some sense, the observed result suggests a malfunction in the charge
injection circuit, as the preamplifier response does not appear problematic. However, there
could also be effects related to charge collection from the sensor, which would be particularly
important for small charge deposits. Validation of these results using an X-ray fluorescence
setup is an important next step for this method.

In the four data taking runs used for the example calibration, about 5 Compton-scattering
hits were observed per hour. That means that about 7% of the pixels exposed by the
collimator were hit during a 100 hour run. Because of this, the four runs presented above
were actually comprised of hits in largely non-overlapping sets of pixels. Based on the
current setup, about 700 hours of running would be needed to expect 50% of pixels to
be hit. However, this required time could be reduced by adjusting the setup. The hit
rate will increase linearly with source activity. The trigger rate will increase quadratically
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with distance from module to spectrometer (linearly with solid angle subtended), but this
would lead to further broadening of the Compton scattering peak or create multiple peaks.
Instead, using multiple spectrometers (or a segmented spectrometer) will multiply the rate
accordingly without loss of resolution, and will allow taking data for multiple energies at the
same time. In any case, data taking periods of at least a week long are likely needed in order
to achieve adequate statistics. This method is thus not suitable as a quality control tool to
be applied to a large number of modules, but rather as a means to characterize the response
and absolute charge scale on a single representative device.

Compared to the Compton scattering method, traditional calibration methods provide
superior speed. They also typically involve narrower energy peaks and smaller backgrounds.
However, these methods are best applied above 6 keV. The Compton scattering calibration
method provides access to a continuous spectrum of energies between 1 and 6 keV. The setup
and materials are readily available in most labs and cost less than an X-ray fluorescence
setup. An extension of this method could be to trigger on the Thompson peak instead of
the Compton peak of Figure F.5, in order to reach very low energy deposits (of order eV
and below) for experiments measuring low energy phonon signals instead of charge.
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Appendix G

An Introduction to Particle Physics

This appendix contains a series of lecture notes designed to give the audience the background
knowledge of particle Physics needed to understand a basic particle physics analysis. These
notes are aimed at the level of an undergraduate, and were inspired by some outreach
activities I was involved in as an graduate student. This is a living document, and I hope
the lectures will evolve as I give and improve them. If you’re reading this and find something
that’s wrong, please let me know! The content is primarily adapted from [50, 268, 269, 270,
271, 96].

G.1 Mathematical Matters

Throughout this lecture, I will try not to take too much mathematics as assumed knowledge
other than Calculus. As a physicist, it is easy to talk about things like fields (in the Physics
sense) and groups (in the math sense), while forgetting that these concepts are very abstract
and essentially meaningless to most people. As such, I will try ground the discussion in
concepts that are familiar from everyday life.

Fundamentally, Physics is an attempt to construct models that describe physical pro-
cesses. These models should not only agree with what has previously been observed; they
should also be able to predict future observations. These goals are somewhat nebulous if
defined independently, but they are concretely expressed in the language of mathematics.
For example, while it is nice to say that the force that causes an apple to fall is the same as
the force that binds the Moon to the Earth, it is even nicer to accurately predict the apple’s
or Moon’s position and velocity as a function of time.

Most Physics models are designed to describe and predict how the state of a system
evolves in time. By a “system”, I mean some collection of objects that will interact with
each other. This might be the Solar system, blocks connected by a spring on a table, or the
electron and a proton of a Hydrogen atom. The “state” of the system is a description of how
the system is arranged at any given moment. For example, if you knew the relative position
of the Sun and all the planets, as well as the speed and direction of those bodies at a single
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given time, that would be the “state” of the Solar system. By “evolves in time”, I just mean
how the state changes as time goes on. In other words, if you want to predict when the next
solar eclipse will occur, you’ll need to be able to accurately predict the positions of the Sun,
Earth, and Moon for the next several years based on your current knowledge of state of the
Sun-Earth-Moon system.

G.1.1 Units

Because we are trying to describe physical systems, we must have a common language to
discuss quantities such as lengths, times, masses, and energies. In physics, the standard units
for these quantities are meters, seconds, kilograms, and joules, respectively. These units are
defined such that the quantities that we encounter from day-to-day are close to one (where
I use “close” loosely to mean within a few orders of magnitude). For example, a car might
travel at 14 m/s (50 km/hr) and a person might eat a burger with a mass of 0.1 kg. We
should take a moment to note that the typical unit for energy, the joule, can be thought of
as a unit of the form mass · distance2

time2
or kg · m2

t2
. This can been explained by remembering

that the formula for kinetic energy is 1
2
mv2 or that Einstein famously told us that E = mc2.

Of course, one could equally say that mass is a unit of the form energy · time2

distance2
.

For particle physicists, these units are not quite as useful. Particles have masses that are
around 10−30 kilogram and often travel with speeds around 108 m/s. Because of this, we
will use a system called “natural units” throughout this thesis (unless units are otherwise
explicitly stated). In this system, we define two quantities as 1:

c = 2.998× 108 meters

second
= 1

and
~ = 1.055× 10−34 joules · seconds = 1.

The first of these is the speed of light, and the second is a constant called “Plank’s constant”.
It appears in many contexts in quantum mechanics; for example, the energy of a photon,
Eγ, is a function of its frequency, ω: Eγ = ~ω.

There is also a common unit of energy that appears in particle physics called the electron-
volt or eV. This is the amount of kinetic energy an electron acquires when it is accelerated
over one Volt of electric potential difference:

1eV = 1.602× 10−19 joules.

Masses in particles physics are often quoted in units of MeV or GeV; for example, the proton
mass is around 1 GeV. This is an appropriate unit for mass thanks to Einstein’s E = mc2

formula and the fact that c = 1! Momenta, which carry units of mass · speed are also often
quoted in MeV or GeV.
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G.1.2 Vectors, Rotations, and Groups

Physicists describe quantities that involve “direction” by using vectors. For example, if you
throw a ball, its velocity is best expressed using a vector. Once the ball leaves your hand, it
is travelling away from you, up from the ground, and potentially to the left or right if there’s
a breeze. In three-dimensional (3D) space, there are three directions the ball can travel in,
or three “degrees of freedom”. In this case, three values must be used to adequately express
the vector. Generally, physicists define a coordinate system to keep track of their directions.
Cartesian Coordinates are a common choice. One direction is chosen as “x”, the direction
90◦ to the left is called “y”, and the direction 90◦ up from both x and y is called “z”. Thus
the velocity of a ball, which can be visualized as an arrow pointing in some direction in the
coordinate space, can be written as ~v = {vx, vy, vz}.

The defining feature of a vector is the way it behaves under rotations. When a rotation
occurs, the degrees of freedom of a vector must be transform into each other in a standardized
way. This is not hard to visualize. Imagine that you call the direction to your right x, and
the direction in front of you y. If you point an arrow to the right, and its length is 1
meter, then you might write ~xa = {1m, 0, 0}. If you then point the arrow in front of you,
then ~xa = {0, 1m, 0}. The x-component became the y-component. If you pointed the arrow
diagonally to the front and right, then ~xa might be { 1√

2
m, 1√

2
m, 0}. There the former x-

component is shared between the new x- and y- component. The important thing is that the
arrow is still the arrow; its length and shape did not change- only its orientation changed.
An example of a non-vector would be a list counting the numbers of apples, bananas, and
oranges on a shelf. You can write this as {1a, 2b, 3o}, but there is no way to transform an
apple into a banana.

A vector is a type of tensor. A three-component vector in 3D space is called “rank 1”
tensor. A “rank 0” tensor is called a “scalar”. A scalar has only one component and is
invariant under rotations. For example, temperature is a scalar- it has no direction. The
rank of the tensor can be thought of as the number of rotations that must be done on the
tensor to transform it correctly. A higher-rank generalization of a vector would be something
like a stress tensor. This tensor keeps track of the x-, y-, and z-directional forces on the
x-facing sides of an item, the forces on the y-facing sides, and the forces on the z-facing
sides. The rank can also be thought of as the number of indices needed to keep track of the
degrees of freedom of the tensor. In the stress tensor, the values can be indexed as xx, xy,
xz, yx, yy, and so forth, where the first index refers to the face, and the second refers to the
direction of the force. There must be one rotation per index. To keep the stress tensor the
same if you rotate the item, then the forces must be rotated with the item.

Physicists and Mathematicians refer to the collection of all possible rotations in 3D space
as the group “SO(3)”. A “group” is a collection of elements with a defining operation that
can combine two of the elements. The elements that comprise a set are totally arbitrary; they
could be numbers, rotations, or something like all possible orderings of the set of numbers
{1 2 3}. The operation that combines two elements must respect the principles of closure,
associativity, and invertability, and there must be an identity element. This sounds very
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abstract (and to some extent it is), but there are many groups that everyone is familiar
with. For example, the set of all integers

. . . ,−2,−1, 0, 1, 2, . . .

together with addition defines a group called “Z”. In this context, the identity element is
0: adding 0 to any number does not change the number. Closure means that any sum of
integers is also an integer. Associativity means that (x+ y) + z = x+ (y + z) for any three
integers. Lastly, invertability means that for every element, there is another element that
can be combined with that element to return the identity. Every integer’s inverse is just its
negative: 2 + (−2) = 0 and 10 + (−10) = 0.

For rotations, or SO(3), the elements of the group are the rotations themselves. The
element-combining operation is just performing rotations one after the other. Here, the
identity element is performing no rotation, closure is satisfied because any two successive
rotations is also a rotation, associativity is guaranteed by maintaining the order of rotations,
and any rotation can be inverted by just rotating in the opposite direction by the same
amount. The “SO” in the group’s name stands for “special orthogonal”, which refers to
the fact that rotations preserve length and orientation. The metric for the preserved length
is the usual length of a vector: s =

√
x2 + y2 + z2. Orientation is preserved in the sense

that rotating your right hand will never make it your left hand- that would require a spatial
inversion, which is a change in orientation. The “(3)” in the name refers to the fact that 3D
rotations can be represented by 3x3 matrices. The intimate connection between vectors and
rotations comes from the fact that vectors are the objects these 3x3 matrices act upon.

There are many groups that are important in physics that we will encounter going for-
ward. For example, one could imagine existing in 4-dimensional space, where the group of
rotations would be SO(4). One could also imagine living on a 2D plane, where the group of
rotations would be SO(2), which can be represented by 2x2 matrices that transform x- and
y-components of 2D vectors into each other. Rotating in a plane is equivalent to spinning
around a single axis. There are actually multiple groups that describe this action. The most
important alternate to SO(2) is called U(1). U(1) is the group of 1x1 “unitary” matrices,
or more simply, all complex numbers of the form 1 ∗ eiφ. All complex numbers, z, can be
represented in the form z = x + iy or equivalently z = Aeiψ, where A =

√
x2 + y2 and

θ = tan−1 y
x
. Complex numbers can be drawn in a 2D Cartesian Coordinate system where

the x-axis is the real component, and the y-axis is the imaginary component; this is what
the x + iy notation indicates. The Aeiψ notation highlights that the complex number has
a magnitude, or distance from the origin, “A”, and some angle from the positive real axis,
“ψ”. Multiplying a complex number by an element from U(1) simply changes the angle of
the complex number, spinning it around the origin. Hence the action of SO(2) and U(1) are
the same.

The connection between SO(2) and U(1) is called an “isomorphism” (from the Greek for
“equal form”). There exists a mapping of each element in U(1) to an element in SO(2):

U(1) : eiφ = cosφ+ i sinφ→ SO(2) :

[
cosφ − sinφ
sinφ cosφ

]
.
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The elements in U(1) act on single complex numbers, and the elements of SO(2) act on
2-component vectors.

The rotation group SO(3) is locally isomorphic to a group called “SU(2)”, which is the
special unitary group of 2x2 matrices. All of the elements of both groups can be parameter-
ized by three angles, θ, φ, ψ, and there exists a mapping between them:

SO(3) :

cos θ − sin θ 0
sin θ cos θ 0

0 0 1

1 0 0
0 cosφ − sinφ
0 sinφ cosφ

cosψ − sinψ 0
sinψ cosψ 0

0 0 1

 →
SU(2) : ±

(
ei
θ
2 0

0 e−i
θ
2

)(
cos φ

2
i sin φ

2

i sin φ
2

cos φ
2

)(
ei
ψ
2 0

0 e−i
ψ
2

)
. (G.1)

We should note the ± sign in this mapping. For every one element in SO(3), there are
two in SU(2). However, all of the the elements that are next to each other in SO(3) are
also next to each other SU(2) in the sense that two rotations are nearby by having slight
differences in rotation angle or direction. This is why I referred to the isomorphism as “local”
earlier; in fact, SU(2) is a double-cover of SO(3).

As a group that is isomorphic to the rotation group, SU(2) is itself an abstraction of
rotations. The rotations created by elements of SU(2) transform two complex numbers into
each other, rather than the three real numbers transformed by elements of SO(3). It is
interesting to realize that the 2-component complex vector must be rotated by 4π to return
to its initial state, rather than the 2π we are accustomed to for 3-component real vectors.
This can be intuited from the fact that SU(2) is a double-cover or seen directly from the
mapping in Eq. G.1.

Physically, the group SU(2) appears when describing the Weak force- which we will get
to soon- and the spin of particles. Spin is an internal property that all particles possess (the
name comes from how some particles behave in a magnetic field). The spin state of some
classes of particles can be expressed using 2-component complex vectors that are rotated
by elements of SU(2) (maybe the attentive reader remembers the concept of “spin up” and
“spin down” electrons from Chemistry; the spin vector expresses that information in its two
components). If such a particle is rotated in 3D space, then its momentum and position,
which are regular 3D vectors, rotate in accordance with an element from SO(3), and its
spin is rotated using the corresponding element from SU(2). The fact that the spin of such
particles takes two full spatial rotations to return to its initial state is an experimentally
confirmed fact [272, 273]. Spin is just as much a property of particles as color might be a
property of a ball; if, for whatever reason, the color of the ball changed from blue to red and
back to blue as you rotated the ball twice, then the color could be represented by an SU(2)
vector.

Speaking of color, there are are some particles that actually do have an internal property
that physicists have called “color”. Sadly, it is not related in any way to the normal concept
of color. The color property of particles is expressed using 3-component complex vectors of
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Group N Shape
SO(2) 1 2x2
SO(3) 3 3x3
SU(2) 3 2x2
SO(4) 6 4x4
SU(3) 8 3x3

Table G.1: The number of matrices, N , in the set of generating matrices for the important
Lie Groups discussed in this section. The shapes of the matrices are also made explicit.

the group called SU(3), which is the special unitary group of 3x3 matrices. Whereas U(1)
is related to SO(2) and SU(2) is related to SO(3), SU(3) is not related to SO(4).

On a technical note, all of the groups discussed above are examples of “Lie groups”
(named after Sophus Lie). For each of the above groups, there exists a small set of N
matrices, Tn, such that every element in the group can be generated by exponentiating a
linear combination of the Tn. The number of matrices, N , varies from group to group. A
linear combination of matrices is just a matrix sum where each matrix can have a different
weight, θn:

A =
n=N∑
n=0

θnTn.

Thus, any element of the group can be expressed as eA. This exponential is best conceptu-
alized by remembering the Taylor expansion: eX =

∑∞
k=0

Xk

k!
.

The numbers of matrices in the generating set for each of the above groups is written
in Table G.1. We can note here that SO(3) and SU(2) have the same N as expected from
their isomorphism.

For example, for SO(3) the 3 matrices are:

SO(3) : Sx =

0 0 0
0 0 −1
0 1 0

 , Sy =

 0 0 1
0 0 0
−1 0 0

 , Sz =

0 −1 0
1 0 0
0 0 0

 , (G.2)

and for SU(2) the matrices are:

SU(2) : σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
. (G.3)

These matrices are known as the “Pauli matrices”. Technically, the generating matrices for
SU(2) are iσ, but the Pauli matrices are conventionally defined without the factor of i.

The choice of the parameters θn can be thought of as rotation angles. To generate the
element of SO(3) corresponding to a rotation around the z-axis by θz degrees, we find (after
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working through the math):

e0∗Sx+0∗Sy+θz∗Sz =

cos θz − sin θz 0
sin θz cos θz 0

0 0 1

 (G.4)

as expected.
For the matrices in Eq. G.2 and G.3, we should note that the matrices do not commute.

That is to say for any two different matrices, [S1, S2] = S1S2 − S2S1 6= 0. The bracket
notation there merely indicates the difference found after the equal sign. If the generating
matrices of a group do not commute, that groups is said to be “Non-Abelian”. All of the
groups discussed above are Non-Abelian except for SO(2), or equivalently U(1). This may
seem like an unnecessary tangent now, but it has important consequences in particle physics,
as we will see later.

The generating set of matrices for each group satisfies a particular equation relating to
how the matrices commute. For example, the matrices for SO(3) satisfy

[Si, Sj] = εijkSk, (G.5)

where εijk = 1 for {ijk} = {123}, {231}, {312}, εijk = −1 for {ijk} = {321}, {213}, {132},
and εijk = 0 for any other choice of {ijk}. The Si for SO(3) are 3x3 matrices, but the
2x2 matrices generating SU(2) from Eq. G.3 also satisfy Eq. G.5 (technically they satisfy
[σi, σj] = 2iεijkσk, but that’s a matter of normalization). The commutation relations of a
Lie Group’s generating matrices is a defining feature of the group.

G.1.3 Relativity

Most theories in modern field theory respect the principles of Special Relativity, though
it is interesting to note that Einstein intuited relativity from the classical field theory of
Electrodynamics. The foundational principles behind Special Relativity are that the speed
of light is both a universal constant and a universal speed limit, and that the laws of physics
are the same in all inertial references frames. An inertial reference frame is one that is moving
at constant speed and direction for all time. In other words, an experiment conducted on
a spaceship moving at half the speed of light will yield the same results as an experiment
conducted in a spaceship that is standing still. The consequences of relativity can be difficult
to understand, and many tomes have been written about flashlights on trains, twins aging
at different speeds, and planes flying through barns. We can eschew such metaphors though;
the most fruitful way to approach relativity in the context of particle physics is through the
lens of group theory.

In classical physics, space and time are totally separate: time plods along at a universal,
regular pace, and space can be rotated but not distorted by elements of SO(3). In relativity,
space and time are not so distinct. The directions of space can be rotated into each other in
the usual manner, but space can be “rotated” into time and time can be “rotated” into space.
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These space-to-time “rotations” are called “boosts”. They occur when reference frames are
changed, or in other words, by speeding up or slowing down how fast you move when making
observations. Because space and time are on equal footing and can be transformed into each
other, it is now possible to write a 4-dimensional vector:

xµ = {x0, x1, x2, x3} = {ct, x, y, z}.

Here we have introduced the usual notation that vectors (and tensors) that exist in space-
time are indexed with Greek letters, where the 0th component of the vector is the time
component. Because c = 1, we normally just write ct as t.

The usual group for 4-dimensional rotations is SO(4). This group preserves a vector’s
orientation and its length, where the length-squared is defined as s2 = x2

0 +x2
1 +x2

2 +x2
3. We

can note here that SO(3) is a subgroup of SO(4), meaning that if one axis is held fixed, all
the remaining rotations are just the rotations of 3D space. Sadly, SO(4) is not the group
that contains all relativistic rotations and boosts, but it is related. The correct group is
known as the Lorentz Group. The Lorentz Group preserves orientation, but it preserves the
length metric s2 = x2

0− x2
1− x2

2− x2
3. Similar to SO(4), the Lorentz Group has 6 generating

matrices. Three correspond to spatial rotations:

J1 =


0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0

 , J2 =


0 0 0 0
0 0 0 −1
0 0 0 0
0 1 0 0

 , J3 =


0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0

 , (G.6)

and three correspond to boosts:

K1 =


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 , K2 =


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0

 , K3 =


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

 . (G.7)

If we perform an exponential mapping to convert the generators into group elements, we
might find, for example, that a spatial rotation around the z-axis by an angle θz gives:

Rz =


1 0 0 0
0 cos θz sin θz 0
0 − sin θz cos θz 0
0 0 0 1

 , (G.8)

which is reminiscent of Eq. G.4. If we take the exponential eβx∗K1 , we find:

eβx∗K1 =


cosh βx sinh βx 0 0
sinh βx cosh βx 0 0

0 0 1 0
0 0 0 1

 . (G.9)
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This is a boost in the x-direction. The parameter βx is called the rapidity of the boost. The
rapidity is related to the speed of the boost by:

cosh βx =
1√

1− v2
, sinh βx =

v√
1− v2

. (G.10)

The speed divided by the speed of light is denoted by v. Remember that c = 1, so all speeds
are now fractions. While the rapidity can range from −∞ to ∞, the cosh βx ranges from 1
to ∞, and sinh βx ranges from −∞ to ∞.

The elements of the Lorentz group, all possible spatial rotations and boosts, are known
as Lorentz Transformations. Because they can be expressed as 4x4 matrices in space-time,
they are often denoted as Λµν , where the µ and ν indices denote the position in matrix.
Similar to SO(3), there are objects that are scalars, vectors, and tensors under the Lorentz
group. Scalars do not transform under transformations, vectors transform as xµ → Λµνxν ,
and tensors transform as Fµν → ΛµσΛνρFσρ (one transformation for each of the indices). I
have introduced here Einstein Index Notation, a notation where repeated indices indicate
summation of the form: aµbµ = a0b0 − a1b1 − a2b2 − a3b3.

In 3D space, the product of two vectors is a scalar, such as the length-squared of a vector
s2 = x2 + y2 + z2. The length of a vector does not depend on how much you rotate it. It
is also possible to build Lorentz scalars from products of Lorentz vectors and tensors. For
example, the quantities xµxµ and FµνFµν are Lorentz scalars. Lorentz scalars can be spotted
if there are no non-repeated indices.

Aside from scalars, vectors, and tensors, there is another important type of object that
transforms under the Lorentz group. To understand this type of object, we must examine
the structure of the Lorentz group. The commutation relations of the group are:

[Ji, Jj] = εijkJk (G.11)

[Ji, Kj] = εijkKk (G.12)

[Ki, Kj] = εijkJk. (G.13)

This tells us that the products of rotations in orthogonal directions give rotations as expected,
that the product of a rotation and a boost is a boost, which is not unexpected, and that the
product of two orthogonal boosts will result in a rotation. This last point is little strange
but it is part of how relativity distorts space and time. The main takeaway here is that
rotations are connected to boosts, and boosts are connected to rotations.

It is possible to do something interesting with the generators of the Lorentz group though.
Where we normally divide them into rotation and boost generators, we can alternatively build
mixed generators as:

J+
i =

1

2
(Ji + iKi), J

−
i =

1

2
(Ji − iKi).

The i subscripts run from 1-3 as in Eqs. G.6 and G.7. With these mixed generators we find:

[J+
i , J

+
j ] = εijkJ

+
k (G.14)
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[J−i , J
−
j ] = εijkJ

−
k (G.15)

[J+
i , J

−
j ] = 0. (G.16)

This tells us that there are secretly two separate SU(2)s hiding in the Lorentz group! The
SU(2) subgroups may be separate, but this is not saying that space and time are separate,
after all, the generators of the subgroups combine boosts and rotations.

Because we know the structure of the subgroups, we can choose different generating
matrices to represent them, and this will not change the structure of the group or its number
of elements. All of the boosts and rotations will still be there. Luckily, we’ve already
encountered matrices that represent SU(2), which can be found in Eq. G.3. This raises the
question of whether we can have two sets of those 2x2 matrices to serve as our generators.
We would still have 6 generators (3×2), and Eqs. G.14 and G.15 are still satisfied. However,
in this case Eq. G.16 would be violated.

But there’s one last trick up our sleeves. There’s another value that can satisfy all of
Eqs. G.14-G.16: 0. This is the “trivial” representation of SU(2). It might seem silly to map
every rotation to 0, but there are values that don’t transform under rotations: scalars.

Armed with the knowledge that we can represent one of the two SU(2)s in the Lorentz
group as 0, we can represent the other with the 2x2 matrices generated by the matrices in
Eq. G.3. If our Lorentz transformations are represented by 2x2 matrices, then the objects
that they transform have 2 components. These 2-component objects are known as “spinors”.

This little diversion was really just a long-winded way to finish up our list of objects that
transform under the Lorentz group: scalars (1 component), spinors (2 components), vectors
(4 components), and tensors (number of components depends on the tensor rank).

As a grounded example of how relativity works, we can consider the case of muons created
by cosmic rays. Muons are particles that are very similar to the electron, but heavier and
unstable. If they are sitting at rest, they decay into an electron in about 2.2 µs. They are
created in the hundreds of kilometers above the earth when protons from space strike the
molecules in the upper atmosphere and about 10,000 pass through every m2 of the surface
of the earth every minute. If relativity was not the correct description of space-time, then
even if the muons travelled at the speed of light, they would only travel about 660 m before
decaying (2.2× 10−6s · 2.998× 108m/s = 660m). This is much shorter than the height of the
atmosphere. The muons can survive from the upper atmosphere down to the earth due to
the phenomena of time dilation or length contraction, depending on your reference frame,
which are examples of space and time being boosted into each other. From the point of view
of the muon, it is at rest and the surface of the earth is hurtling towards it at nearly the speed
of light. However, the muon sees the atmosphere as significantly shorter than we measure it.
From the point of view of the surface of the earth, the atmosphere is it’s normal height, but
the lifetime of the muon has been extended dramatically. In other words, the atmosphere is
tall in its rest frame, and the muon is short-lived in its rest frame, but when you perform
boosts between the frames, these values transform into each other loosely speaking. In a
reference frame that is moving down slower than the muon, the atmosphere would appear
shorter and the muon lifetime would apper longer.
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G.2 The Basics of Particle Physics

G.2.1 Fields and Waves

A long time ago, people realized that certain rocks seem to push and pull each other even
when held at a distance. This was called magnetism. They also noticed that their hair
might point towards wool jackets in the winter. This was called electricity. Eventually, they
also realized that the moon was held in orbit around the earth by some invisible force called
gravity. To describe such phenomenon where a force seems to be exerted over empty space,
we need to introduce the concept of a “field”.

Fields are functions that have a value everywhere in space and at all points in time.
Fields come in many forms; for example, there are scalar fields, vector fields, spinor fields,
and tensor fields.

A scalar field has a scalar value everywhere in space. Temperature is a good example of
a scalar field. If you stuck a thermometer at random places throughout a room, you would
measure a single value at each place, and that value will probably vary slightly from place
to place. If you held the thermometer in a single place for any length of time, you would
measure different temperature values at different times.

A vector field has some direction everywhere in space, and its direction can be rotated as
discussed in the previous section. Wind is a good example of a vector field. If you go outside
you will find that at every location you stick your anemometer, the wind has a strength and
direction, both of which can vary from place to place and from time to time. You will also
find that if the wind is blowing from left-to-right, once you turn to the left, the wind is now
blowing at your face; wind obeys the rules of rotations.

Where a scalar field has a scalar value everywhere, and a vector field has a vector value
everywhere, a spinor field has a spinor value everywhere. Similarly, a tensor field has a tensor
value everywhere.

The ultimate goal of any theory that describes a phenomenon with a field is to find a
set of differential equations governing the dynamics of the field. This is to say, we want to
know among other things how the value of a field at a particular place changes as a function
of time, how the value at a particular place affects the values nearby, and how the field
responds to sources, boundaries, and other fields. The dynamical equation will describe how
the field’s values propagate through space and time, telling us how the value at one place at
one point in time will influence the value somewhere else later, if it has any influence at all.
In the case of temperature for example, we might want to know how lighting a candle will
affect the temperature throughout the room. The candle is a source of heat, and intuition
correctly tells us that the temperature will be higher near the candle and lower further away.
If we had a dynamical equation for heat, we could describe how quickly the temperature
falls of as a function of distance from the candle or the rate at which the temperature in the
corner of the room increases.

One of the most important dynamical equations in Physics, and one that shows up
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frequently in field theories, is the Wave Equation:

d2

dt2
u(t, x) = c2 d

2

dx2
u(t, x). (G.17)

This equation can be understood in simple terms by imagining that the function u(t, x) is
the vertical displacement of a guitar string. The dependence on x means that the displace-
ment varies from place to place along the string, and the dependence on t means that the
displacement can change as a function of time. If the string is still and no one plucks it,
then u(t, x) ≡ 0 - which is to say that it stays in a straight line forever.

The second time derivative of a segment of the string, say at x0, is its acceleration:
d2

dt2
u(t, x0). The second space derivative of the string at a given time, say at t0, is its spatial

concavity: d2

dx2
u(t0, x). The wave equation tells us that the acceleration of a segment of

a string is related to the way the string is shaped at a given moment. If you pull the
string up, then the segment near your finger will have negative concavity, so it experiences a
force (F = ma) downwards. When you release the string, it accelerates downwards until it
eventually has positive concavity, at which point it will accelerate upwards. This cycle will
repeat, leading to harmonic motion.

The most common solution to this equation in physics is the “plane wave”. This solution
can be expressed as:

u(t, x) = Ae−iωt±ikx. (G.18)

Here k = ω
c
. The variable A is the height of the wave, ω is the angular frequency, k is the

inverse of the wavelength, and c can be thought of as the speed of the wave. The sum of any
two solutions to the wave equation is also a solution; this is known as the “superposition
principle”. In fact, it is possible to build any arbitrary solution to the wave equation by
summing up plane wave solutions. Strictly speaking, this is done by integrating over modes,
which are uniquely identified by the real numbers ω and k. The process of building solutions
from plane wave sums is known as Fourier analysis.

G.2.2 Electromagnetism

By the end of the 19th century, Electromagnetism was the most well-developed and strin-
gently tested field theory in physics. A little more than a century’s worth of experiments had
informed the development of four coupled first-order differential equations that governed the
dynamics of the Electric and Magnetic fields in a vacuum, known as Maxwell’s Eqations:

∇ · E =
ρ

ε0

∇×B− ∂E

c2∂t
= µ0J

∇ ·B = 0

∇× E− ∂B

∂t
= 0.

(G.19)
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The equations have been written here in SI units, hence the inclusion of c. Here, E and B
represent the Electric and Magnetic fields, where the bold face script indicates that these are
vectors under traditional 3D rotations. The ρ indicates a charge density, which is a scalar,
and J indicates a current density, which is a vector. Charge has no direction, but current
corresponds to a charge flow, and thus has direction. The values ε0 and µ0 are the vacuum
permittivity and permeability respectively, which are defined through the formula ε0µ0 = 1

c2
.

They govern how the Electric and Magnetic fields propogate through free space. Lastly, the
dynamics of the fields are expressed using the operator ∇, which is effectively a vectorial
version of spatial differentiation, where ∇ = { ∂

∂x
, ∂
∂z
, ∂
∂z
}.

The dot (·) notation indicates the “divergence” of the field, which is a scalar: ∇ · E =
∂Ex
∂x

+ ∂Ey
∂y

+ ∂Ez
∂z

. The cross-product (×) notation indicates the “curl” of the field, which is

a vector: ∇×B = {∂Bz
∂y
− ∂By

∂z
, ∂Bx

∂z
− ∂Bz

∂x
, ∂By

∂x
− ∂Bx

∂y
}.

Qualitatively, the first equation in Eq. G.19 tells us that the Electric field points directly
away from (towards) a positive (negative) charge. The second tells us that the Magnetic
field curls around a current, which is a flow of charge. Similarly, if an Electric field changes
with time, then a curling Magnetic field is induced. The third equation tells us that the
Magnetic field is pure curl; it never has a net flow into or out of an enclosed volume. The
last equation tells us that a curling Electric field is induced by a Magnetic field that changes
with time. For example, if you move a bar magnet in and out of a loop of wire, a current is
actually induced in the wire due to the induced Electric field.

There are many techniques to solve these equations for situations involving point charges,
planes of charge, arbitrarily charged sphere, infinite lines of current, loops of current, solenoids,
circuits, and on and on. However, the propagation of these fields through free space is what
interests us the most in these contexts. In particular, if there are no sources around (ρ = 0
and J = 0), we can rearrange these equations to find separate second-order partial differential
equations for the two fields. First we can take the curl of the last equation in Eq. G.19:

∇×(∇× E)−∇×∂B

∂t
= ∇×0 = 0.

An identity from Calculus and the fact that ∇ · E = 0 when ρ = 0 tell us that ∇×(∇× E) =
−∇2E = −( ∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2
)E. Similarly, we know that the curl of B is related to the time

derivative of E, so by putting the pieces together:

∇2E− 1

c2

∂2E

∂t2
= 0.

The same type of manipulation can be performed for the Magnetic field:

∇2B− 1

c2

∂2B

∂t2
= 0.

A glance and Eq. G.17 tells us that the the dynamics of the Electric and Magnetic fields
in free space are governed by wave equations that propagate at the speed of light! In fact,
these waves are light.
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Solutions to these wave equations can be given by sums of plane waves solutions as
discussed in the previous section. For many years in the late 19th and early 20th centuries,
these plane wave solutions were viewed strictly as a mathematical tool, and it was believed
that the energy carried by Electromagnetic waves was a function of the intensity of the
light (its brightness) alone. It was Einstein who first identified the plane wave modes as
particles, which came to be known as photons. The energy carried by a photon is a function
of its frequency. He made this connection by studying the photoelectric effect: light above
a certain frequency threshold can eject electrons from a material, which happens only if a
certain amount of energy is deposited in the material at once [274]. Below the threshold, no
electrons are ejected, regardless of the intensity of the light.

To sum up, the existence and dynamics of particles can be expressed by the use of fields.
The particles are identified with particular modes that solve the dynamical field equations.
In fact, the fields themselves can be thought of as a sum of superimposed particles.

G.2.3 Particles

The identification of plane waves modes with energetic particles is a quantum mechanical
phenomenon. For a plane wave with spatial dependence eik·x, after performing the two space
derivatives in the wave equation, we are left with the equation of motion of a harmonic
oscillator. The total energy of a quantum harmonic oscillator can be expressed as a sum of
quanta, each with energy E = ~ω. In quantum field theory, these quanta are interpreted as
particles. Any field is essentially a sum of an infinite number of harmonic oscillators, one for
each possible value of k, which is a 3D vector.

Beyond explaining the photoelectric effect and certain other outstanding thermodynamic
problems at the time, the identification of particles with plane wave modes provides a con-
venient interpretation to the puzzle of wave-particle duality. It had been known since the
time of Newton that light has wave-like properties, such as its diffraction and interference.
The photoelectric effect had demonstrated that light has particle-like properties, but it was
unclear how something could be both a wave and a particle. Similarly, from its discovery,
electrons were known to be particles [275]. However, electrons can also diffract and interfere
like waves [276]. If particles are the wave modes of fields, that explains why they behave like
waves and can still carry energy and momentum. Just as the energy of a particle is given
as a function of its frequency (E = ~ω), its momentum is given as a function of its wave
number: p = ~k.

I mentioned briefly in Section G.1.2 that every particle has a property called spin, and
in particular some particles have spin that can be expressed as a 2-component vector that
transforms under SU(2). In other words, such particles have two spin-related degrees of
freedom, and they are called “spin-1

2
”. Some particles have scalar spin; their one spin-

related degree of freedom does not transform under rotations, and they are called “spin-0”.
And some particles have vector spin; their three spin-related degrees of freedom transform as
vectors under SO(3), and they are called “spin-1”. It is important to note that all massless
particles with spin > 0 have only 2 spin degrees of freedom, though that is not to say that
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they are all represented by vectors in SU(2). Spin-1 massless particles are still represented
by SO(3) vectors, but certain modes are unphysical. In some sense, this can be thought of
as a consequence of relativity. Rotations of spin should be performed in the particle’s rest
frame, but a massless particle always travels at the speed of light and therefore has no rest
frame, rendering some rotations inaccessible.

As an important bit of nomenclature, particles with integer spin are called “Bosons”, and
particles with half-integer spin are called “Fermions”.

G.2.4 The Dynamics of Fields

In the Standard Model, which is the model that describes almost all known particle-related
phenomena, there are only spin-0, spin-1

2
, and spin-1 particles. Let us now attempt to

embed all of those types of particles into fields. In particular, if we accept that relativity is
the correct description of space-time, then we will try to embed our particles into fields that
transform under the Lorentz group.

The first step to deriving dynamical equations is to construct a “Lagrangian”. A La-
grangian is a scalar valued functional of a field and its space and time derivatives: L[φ, ∂µφ].
For a classical object, such as a ball, the Lagrangian is a function of the ball’s position
and velocity, which is roughly what the field and its derivatives correspond to. Note that
∂µ stands for {∂t, ∂x, ∂y, ∂z}. The field here φ is itself a function of space and time. The
Lagrangian is defined by its relation to the “action”, S:

S =

∫
d4xL[φ, ∂µφ].

A particle’s classical path is one that minimizes the action. The action is minimized when
the following equation is satisfied:

∂L
∂φ
− ∂µ

∂L
∂(∂µφ)

= 0. (G.20)

Using this equation, we can find the traditional dynamical field equations. In classical
physics, the Lagrangian is normally expressed as the difference between an objects kinetic
and potential energies: L = T−V . So for a ball with Kinetic energy T = 1

2
mv2 and potential

energy V = mgy, the Lagrangian is L = 1
2
mv2 −mgy. For motion only in the up-down y

direction, Eq. G.20 tells us that ma = mg, exactly as expected from Newtonian mechanics.
The Lagrangian is a Lorentz scalar, so must construct our Lagrangians out of combi-

nations of Fields and 4-dimensional derivatives that are themselves scalars. This severely
constrains the possible terms we can include: this is a good thing, as it will make our search
for the right equations much simpler. Before worrying about interactions between fields
or fields that interact with themselves, we will first concern ourselves with non-interacting
(potentially massive) fields.

Spin-0 particles have only 1 degree of freedom, so we should try embedding them in
Lorentz scalar fields, which have only 1 component. Scalar fields are typically denoted by



APPENDIX G. AN INTRODUCTION TO PARTICLE PHYSICS 289

φ(x). Here, x stands for 4-dimensional space time. The derivative of a scalar field, ∂µφ is
a vector, so it cannot be a term of a Lagrangian on its own. Still, we want a field that
can change in space and time, so we need terms in our Lagrangian with derivatives. If we
multiply the ∂µφ vector by itself, we get a scalar: (∂µφ)(∂µφ). This is a valid term! In fact,
L = 1

2
(∂µφ)(∂µφ) is the correct Lagrangian for a massless scalar field. The 1

2
has been added

for normalization. To include mass in the Lagrangian, we include the term −1
2
m2φ2, to get

L =
1

2
(∂µφ)(∂µφ)− 1

2
m2φ2. (G.21)

Using Eq. G.20, we find that the dynamical equation for a scalar field is

(� +m2)φ = 0. (G.22)

The � symbol stands for ∂2
t − ∂2

x − ∂2
y − ∂2

z . If m = 0, this is just a massless wave equation.
If m 6= 0, then plane waves of the form eiωt−ik·x still solve this equation, except that now
−ω2 + k2 + m2 = 0. If we restore the ~’s and c’s in this equation and note the relation
of energy and momentum to frequency and wave number, we recover the Einstein energy
equation: E2 = p2c2 +m2c4 (or E = mc2 in the rest frame).

You might ask why the Langrangian does not have terms that depend on a term that
has φ alone or on a term with φ3. These are valid Lorentz scalars after all. Terms with φ3

actually imply a self-interacting field. Such terms are found in the Standard Model, though
in this section we are only concerned with fields that don’t self-interact. And though it is too
complicated to get into here, a term linear in φ would require a coefficient with dimension
of [mass]3; it turns out that such terms are rendered irrelevant by quantum corrections.

Now that we understand scalars, we can turn our attention to spin-1 particles. Spin-1
particles have three degrees of freedom (or 2 in the massless case), so we can try to embed
them in Lorentz vectors, which have four degrees of freedom, as they have four components.
We will need our field equations to conspire in such a way to eliminate the fourth degree of
freedom.

First, we can try to list valid scalar terms built out of Lorentz vectors, which we will
denote as Aµ and derivatives. The simplest possible term is A2

µ = AµAµ, which will show up
in our Lagrangian. A term of the form ∂νAµ, which is a rank-2 tensor, would be reminiscent
of the ∂µφ term for scalars. We can construct a scalar as ∂νAµ∂νAµ, which would again be
a scalar. One might guess that the Lagrangian would be of the form L = −1

2
∂νAµ∂νAµ +

1
2
m2A2

µ. This is not a bad guess, and would give us dynamical field equations of the form
(�+m2)Aµ = 0. Unfortunately, that is really just four separate equations for scalar degrees
of freedom, one for each index of A.

The next terms we might try that have derivatives in them are Aµ∂ν∂νAµ = Aµ�Aµ and
Aµ∂µ∂νAν . If we choose a Lagrangian of the form

L =
1

2
Aµ�Aµ −

1

2
Aµ∂µ∂νAν +

1

2
m2A2

µ,
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then the equations of motion derived from Eq. G.20 actually force ∂µAµ = 0, removing a
degree of freedom, exactly as we want. It is common to use the identity Fµν = ∂µAν −∂νAµ,
after which the Lagrangian has the form:

L = −1

4
F 2
µν +

1

2
m2A2

µ. (G.23)

In the context of Electromagnetism, the Lorentz vector Aµ is taken as a four-vector that
combines the scalar Electric potential, Φ, as the 0th component and the Magnetic vector
potential, A, as the spatial vector component. With this identification, we find that:

Fµν =


0 Ex Ey Ez
−Ex 0 −Bz By

−Ey Bz 0 −Bx

−Ez −By Bx 0

 . (G.24)

In the limit that m → 0, the equations of motion for these fields are exactly the Maxwell
equations in free space. In fact, Eq. G.23 is the correct Lagrangian for a massless spin-
1 particle when m is taken to be 0. Technically, this extension is not a trivial one, as
another degree of freedom had to be eliminated, but the discussion of how this worked will
be reserved to the next section. We can also take a moment to note that Fµν is a true Lorentz
tensor. When we perform Lorentz transformations on it, we will mix together the Electric
and Magnetic fields; a “pure” Electric field in one frame becomes a mixture of Electric and
Magnetic fields in another frame. The forces which we normally interpret as coming from
separate Electric and Magnetic fields are due to a unified Electromagnetic field governed by
the dynamics of Eq. G.23.

Lastly, we can look at spinor fields. These are a bit more complicated, as they trans-
form under the (1

2
, 0) or (0, 1

2
) representations of the Lorentz group, and are complex-valued

functions. As a bit of notation, we will spinors that transform under (1
2
, 0) “right-handed”,

and those that transform under (0, 1
2
) as “left-handed”. We will denote spinors as ψR or

ψL accordingly. Handedness is often visualized by imagining that are tops rotating as they
fly through space: right handed spinors are spinning clockwise around their direction of
motion, while left-handed spinors spin counterclockwise. A spinor dot-product is written as
ψ†ψ, which just indicates that taking the complex conjugate of the first spinor is necessary.
Lorentz transformations of the spinors can be found via the exponential mapping of the
generators found in Eq. G.3. It turns out that ψ†RψR and ψ†LψL are not scalars, but ψ†RψL
and ψ†LψR are.

If we look for terms with derivatives, we find that terms like ψ†R�ψL + ψ†L�ψR, while
valid, just give the equations of motion of decoupled scalars, which is not what we are looking
for. Motivated by the fact that the four-derivative is in the form of a 4-vector, we should try
to construct a 4-vector using spinors. Through a slick bit of notation, we can write a list of
2x2 matrices involving the generators found in Eq. G.3 as

σµ =
{(1 0

0 1

)
,

(
0 1
1 0

)
,

(
0 −i
i 0

)
,

(
1 0
0 −1

)}
.
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A list where the last three matrices carry a factor of -1 is denoted by σ̄µ. After examining their

transformation properties, we actually find that ψ†RσµψR and ψ†Lσ̄µψL are Lorentz vectors!
It is possible to build a scalar Lagrangian of the form

L = iψ̄Rσµ∂µψR + iψ̄Lσ̄µ∂µψL −m(ψ̄RψL + ψ̄LψR). (G.25)

This is the correct form of a Lagrangian for a massive spinor particle. The ψ̄ notation here
is the same as ψ†. In the limit that m → 0, the right-handed and left-handed spinors are
fully decoupled. A massless spinor field is either purely right-handed or purely left-handed,
and there is no need for both a right-handed and left-handed version of any massless spinor
field.

The equations of motion for this Lagrangian are can be written in the form

(iσµ∂µ −m)ψR = 0. (G.26)

If this equation is multiplied by a factor of (iσµ∂µ +m), we recover the wave equation.
There is one last important thing to note in this section. Earlier I mentioned that the

relationship between energy (frequency) and momentum (wave number) satisfy the Einstein
energy equation E2 = p2c2 + m2c4. We should remember from Algebra that E actually
has two solutions, one positive and one negative: E = ±

√
p2c2 +m2c4. Solutions with

negative energy are perfectly valid, but there is no such thing as a negative energy particle,
so what do these solutions mean? The particles that correspond to these solutions are
called “antiparticles”, and they really do exist and are easy to produce in a lab. They
satisfy exactly the same dynamical equations as their particle counterparts, so they have
exactly the same mass and spin. The only difference is that they have exactly opposite
charge. Neutral particles, like the photon, are their own antiparticles, but charged particles
have distinguishable antiparticles. The antiparticle of the electron is called the positron,
though most other particles’ antiparticles are designated with the prefix “anti-” attached
to them, like muon and “antimuon”. Antiparticles can annihilate particles and vise versa.
The concept of annihilation here is related to the quantum harmonic oscillator interpretation
of particles referenced at the beginning of Sec. G.2.3. In the quantum harmonic oscillator,
the quanta of energy can be created and destroyed by absorbing energy from some external
source or by emitting energy. The interaction of a particle and an antiparticle can result in
the destruction of both; however, the energy present prior to the annihilation will persist
in some other form. For example, an electron and positron can annihilate, creating two
photons.

Both ψL and ψR carry two degrees of freedom each. Separately, they can represent
massless fermions. When mass terms such as m(ψ̄RψL + ψ̄LψR) appear, the two fields are
combined. The four degrees of freedom in the theory are usually interpreted in this case
as two particle degrees of freedom and two antiparticle degrees of freedom, where both the
particle and the antiparticle are now massive fermions.

Throughout this section we have seen that we can construct correct Langrangians mainly
by respecting the Lorentz group. When all the terms in a theory invariant under the transfor-
mations of a certain group, that group is considered a “symmetry” of the theory. Symmetries
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are a foundational concept in modern particle physics. As we have seen, they dictate particle
dynamics, and we will soon see that they dictate how particles interact.

G.2.5 Coupling Fermions to Vector Bosons

Now that we understand the dynamics of the fields we need to build the Standard Model, we
can turn to the question of how they interact. For instance, we know that electrons, which
are charged particles, must interact with the Electromagnetic field. We can embed electrons
into spinor fields, and the Electromagnetic field is expressed as a vector field. Somehow we
must have a term in the Lagrangian that involves both of these fields. The form of this term
will be guided by a “local gauge symmetry”.

A gauge symmetry occurs when transformation under the action of a Lie group is imposed
on fields, but the Lagrangian is invariant after such transformations. The Lorentz group is
not a gauge symmetry, as the fields are defined by and exist in 4D Lorentz space. A gauge
theory is applied on top of that. For example, we could imagine that a spinor field transforms
under the action of the group U(1). That is to say that it is able to acquire a complex phase
of the form

ψ → e−iαψ.

The gauge symmetry is considered local if the α is allowed to vary from place to place, or in
other words, it is itself a function of space-time: α(x).

What are the consequences of imposing this gauge symmetry? If we refer back to
Eq. G.25, we find that the m(ψ̄RψL + ψ̄LψR) term is invariant. However, the term with
derivatives is not invariant. That term for right-handed fields transforms as

iψ̄Rσµ∂µψR → iψ̄Re
iασµ∂µe

−iαψR = iψ̄Rσµ(∂µ − i∂µα)ψR.

If our Lagrangian is not invariant, does that mean the whole idea is useless? Not quite!
If we have a theory that has a spinor field and a massless vector field, we can save ourselves
if the vector field transforms as

Aµ → Aµ +
1

q
∂µα.

Actually, the invariance of Aµ to transformations of this form is an important feature known
from Classical Electromagnetism. Choosing a gauge is actually how the second degree of
freedom was removed for massless spin-1 fields in the previous section. However, the choice
of gauge doesn’t change the form of the equations, so it can be slipped in without much
notice.

If Aµ transforms in this way, then Fµν = ∂µAν − ∂νAµ is invariant, so L = −1
4
F 2
µν is

invariant. That’s good! If we make the prescient choice of constructing a Lagrangian term
of the form iψ̄Rσµ(∂µ + iqAµ)ψR, we find that it will transform as

iψ̄Rσµ(∂µ + iqAµ)ψR → iψ̄Re
iασµ(∂µ + iqAµ + i

q

q
∂µα)e−iαψR = iψ̄Rσµ(∂µ + iqAµ)ψR (G.27)
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after carrying out the differentiation. This term is invariant, and we have a term that
involves both our spinor and our vector field. The strength of the coupling between ψ and
A is governed by q, which we can call “charge”. In fact, if we identify the term qψ̄RσµψR as
a current, Jµ, then we can see in the above equation a factor of JµAµ, which is part of the
Lagrangian of Classical Electrodynamics.

As a quick note, the dynamical equations for the spinor field that result from a Lagrangian
of the form of Eq. G.27 would be (iσµ∂µ− eσµAµ)ψR = 0 and i∂µψ̄Rσµ + eψ̄RσµAµ = 0. The
sign of the coefficient in the term that couples ψR and A is opposite of that in the conjugate
equation. The typical interpretation due to this is that the ψR field creates particles and
annihilates antiparticles and that its conjugate, ψ̄R, creates antiparticles and annihilates
particles.

It is common to define a “covariant derivative” to simplify how our Lagrangians look:

Dµ = ∂µ + iqAµ.

With this notation, a Lagrangian that is consistent with Lorentz symmetry and with a U(1)
gauge symmetry can be written as:

L = −1

4
F 2
µν + iψ̄RσµDµψR + iψ̄Lσ̄µDµψL −m(ψ̄RψL + ψ̄LψR). (G.28)

The form of the interaction between ψ and A was dictated by the gauge symmetry, but
remarkably, this is the Lagrangian that correctly encapsulates Electromagnetism. For what-
ever reason, gauge symmetries are a defining concept of the theories that mathematically
represent nature. We should be careful to note that while Electromagnetism is a U(1) gauge
theory, not every U(1) gauge theory will be Electromagnetism.

The other gauge groups that appear in the Standard Model are SU(2) and SU(3), both
of which were introduced in Section G.1.2. The key difference between these two groups
and U(1) is that their generators do not commute: SU(2) and SU(3) are non-Abelian
groups. Whereas a U(1) transformation just added a complex phase to a spinor field, SU(2)
and SU(3) transformations will require the introduction of doublets or triplets of spinor
fields. For example, if we had two spinors, φ1 and ψ2, we could stack them on top of each
other in a single doublet that transforms under elements of SU(2). Note that the Lorentz
transformations for these individual spinors are still represented by elements of SU(2), but
those tranformations are among the two components of each ψ separately. The gauge SU(2)
is totally unrelated and mixes ψ1 and ψ2:

Ψ =

(
ψ1

ψ2

)
→ eiα1σ1+iα2σ2+iα3σ3

(
ψ1

ψ2

)
.

We have used the exponential map represention for elements of SU(2) using the genera-
tors from Eq. G.3. If we Taylor expand the exponential for infinitesimal values of α, the
transformation takes the form

Ψ→ Ψ + iαaσaΨ,
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where Einstein summation notation has been used to indicate a sum of three matrices, where
each has a unique coefficient.

To preserve the gauge symmetry, we will once again introduce a covariant derivative, now
with three vector bosons:

DµΨ = ∂µΨ− igAaµσaΨ. (G.29)

Unfortunately, if we use same vector boson transformations as before, Aaµ → Aaµ+ 1
g
∂µα

a,
we would find that our Lagrangian is not invariant. Terms with a factor of σaσb − σbσa
are introduced. Luckily, we know that this is just a commutation, and we know the com-
mutation relations for the SU(2) generators from Eq. G.5. To eliminate these terms, the
transformations of the vector bosons must now take the form

Aaµ → Aaµ +
1

g
∂µα

a − fabcαbAcµ. (G.30)

Every non-Abelian group has a unique set of structure constants, labelled here as fabc. For
SU(2), fabc = εijk, as defined below Eq. G.5.

With the introduction of the additional term to the vector boson gauge transformation,
the old kinetic term for vector bosons is no longer invariant. If the vector bosons transform
under a non-Abelian gauge, then the correct kinetic Lagrangian is

L = −1

4

∑
a

(∂µA
a
ν − ∂νAaµ + gfabcAbµA

c
ν)

2. (G.31)

This term is often written as L = −1
4
(F a

µν)
2, where Einstein notation is used to sum over µ,

ν, and a. Here, Fµν has been redefined with a structure-constant dependent term: F a
µν =

∂µA
a
ν − ∂νAaµ + gfabcAbµA

c
ν . This can even be taken as the form of Fµν for the Abelian case

of U(1), because there the structure constants are just 0, and there is only one boson for the
sum over a.

The logic for the constructing a Lagrangian in the case of an SU(3) gauge symmetry is
exactly the same as for the SU(2) case, except for the presence of 8 vector bosons now for
the 8 generators, and different structure constants.

In the case of a non-Abelian gauge group, we followed a somewhat complicated pro-
gression of introducing spinor doublets, introducing a number of vector bosons equal to the
number of gauge group generators, observing that a new term must be added to the vector
boson gauge transformation, and adjusting the kinetic Lagrangian term for the vector bosons
accordingly. Though this process might seem complicated at first glance, it is primarily an
example of the guiding power of symmetry. SU(2) and SU(3) gauge groups both appear in
the Standard Model, and the associated terms in the full Standard Model Lagrangian use
the covariant derivative in Eq. G.29 and kinetic terms like Eq. G.31.

There is one last property of Eq. G.31 which has consequences that are highly relevant
to this thesis. If we multiply out the square, we will find terms with factors of (∂µAν)AµAν
and AµAνAµAν . The vector bosons can self-interact! This is a stunningly different behavior
than for Electrodynamics, where photons cannot self-interact.
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G.2.6 Scalar Fields and the Higgs Mechanism

The previous section was about coupling spinor fields to vector fields via gauge symmetry
principles. The same principles can be applied to scalar fields, but with a slight twist.
Spinor fields are complex so Lie group transformations, which are in general complex, will
change the complex phase of the field. Scalar fields are real, and cannot be complexified by
themselves. In order to create a complex scalar field, two scalars are actually needed. They
can be combined as

Φ = φ1 + iφ2.

The rest of the gauge principle follows the same way as in the spinor case. Now that the
scalar field has been complexified, the Langrangian for a scalar coupled to a vector field
could be written as

L = −1

4
F 2
µν + (DµΦ)?(DµΦ)−m2Φ?Φ, (G.32)

where the use of the complex conjugate makes the Lagrangian real and invariant.
Scalar fields can be used to do something interesting in particle physics. Having spent the

last several sections building up Lagrangians using symmetry principles, we can use scalar
fields to break the symmetries. What I mean by this is that certain symmetries can be used
to create Lagrangians, but a scalar field can be used to make the theory appear to not have
some of those symmetries in real life. The principle of breaking symmetries using scalar
fields is called the Higgs Mechanism, and it has many important consequences.

As an example of this mechanism, we can imagine a theory that has both a U(1) and
an SU(2) gauge symmetry. If this is the case, then there will be four vector bosons in the
theory: one for the U(1) gauge and three for the SU(2) gauge. There can be an arbitrary
number of spinors, which can be charged under both, one, or neither gauge. “Charged”
here means that the spinor field couples to the gauge boson of the field. For example, if a
particle has 0 electric charge, that means that its field simply does not acquire a phase under
the U(1) transformations that generate Electromagnetism. For the sake of argument, let us
assume that this theory has one massless, left-handed spinor that is charged under both the
SU(2) and U(1) gauges, and one massless, right-handed field that is only charged under the
U(1) field. Let us set the U(1) charge of ΨL to −1

2
and the charge of ψR to -1. In this case,

the left-handed field must be a doublet spinor. In total, prior to the introduction of any
scalar fields, this theory has four gauge bosons, a left-handed spinor field that can be written

as ΨL =

(
ψ1

ψ2

)
, and a right-handed spinor field, which we will call ψR. The Lagrangian will

be written as

L = −1

4
(W a

µν)
2 − 1

4
B2
µν + iΨ̄L(/∂ − ig /W a

σa + i
1

2
g′ /B)ΨL + iψ̄R(/∂ + ig′ /B)ψR. (G.33)

Terms like Wµν stand for Wµν = ∂µW
a
ν − ∂νW

a
µ + gfabcW b

µW
c
ν . The three W a

µ fields are
those associated with the SU(2) gauge, and the Bµ field is the one associated with the U(1)
gauge. The W 1 and W 2 fields are associated with the off-diagonal generators in Eq. G.3,
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and are thus associated with transformations that switch ψ1 and ψ2. The W 3 generator is
associated with the diagonal generator, and thus does not switch the two fields. The sign and
coefficient of the coupling to the Bµ field has been influenced by the choice of charge. The
slashed notation indicates that a Lorentz vector (here ∂µ, W a

µ , and Bµ) has been dotted with
the σµ matrices, as is seen in Eq. G.28. There are two real constant parameters present in
this Lagrangian, g and g′, which are field coupling constants. The Lagrangian in Eq. G.33 is
a scalar under Lorentz tranformations, respects both gauge symmetries, and even exhibits a
new symmetry called “chiral symmetry”. Chiral symmetry occurs when left-handed spinors
and right-handed spinors can undergo separate transformations while still leaving the full
Lagrangian invariant. Here, an SU(2) transformation will affect ΨL but not ψR, yet the
Lagrangian does not change. Mass terms for spinors, such as those found in Eq. G.28,
generally violate chiral symmetry. A transformation on a left-handed field alone in a term
such as mψ̄RψL would change the Lagrangian.

Now let us examine the consequences of adding a scalar field. If the field is charged under
U(1), it must be a complex field of the form H = h1 + ih2. If it is charged under SU(2),

then it must be a complex doublet of the form H =

(
h1 + ih2

h3 + ih4

)
. Such a field is also allowed

to be charged under U(1). Let us allow our scalar field to have charge 1 under SU(2) and 1
2

under the U(1). If such a field is included in the theory, then Lorentz symmetry and gauge
symmetry allow us to have terms that are proportional to H†H, (H†H)2, and (DµH)†(DµH).
Here Dµ is the covariant derivative: Dµ = ∂µ− igW a

µσ
a− i1

2
g′Bµ. From this we see that the

dynamical scalar field can be coupled to both itself and to the vector bosons as expected.
There is also an allowed term that will couple the scalar to the spinors. We can write a
term that is proportional to Ψ̄LHψR. The Lorentz invariance of this term is manifest, as it
is a combination of spinors terms such as ψ̄1ψR, which is a scalar, and explicit scalars, such
as h1. The gauge invariance of this term was accomplished through a bit of numerology.
Transformations of Ψ̄L and H in this term under will cancel out, and U(1) transformations

will get a factor of e
i
2 e

i
2 e−i = 1, thanks to the judiciously chosen U(1) charges of the fields.

With the addition of the scalar field, we can now have the Lagrangian:

L = − 1

4
(W a

µν)
2 − 1

4
B2
µν + (DµH)†(DµH) +

1

2
m2H†H − λ(H†H)2

+ iΨ̄L(/∂ − ig /W a
σa + i

1

2
g′ /B)ΨL + iψ̄R(/∂ + ig′ /B)ψR

− yΨ̄LHψR + h.c.

(G.34)

Three new constant real parameters have been introduced to go along with g and g′: m, λ,
and y. The h.c. term just stands for “hermitian conjugate”, which here is h.c. = yψ̄RH

†ΨL.
In this example, we now have two unbroken gauge symmetries, five real constant parameters,
four massless vector bosons, two massless spinors, and one complex doublet scalar field. If
we were to count field degrees of freedom, we would have 4× 2 = 8 from the vector bosons,
3× 2 = 6 from the spinors, and 4 from the scalars.
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Figure G.1: Form of the Higgs potential when λ > 0 [277]. The vacuum expectation value
of the scalar field is then non-zero.

However, something interesting might happen depending on our (or maybe nature’s)
choice of λ. If λ > 0, then the coefficients in the “Higgs potential” term V (H) = −1

2
m2H†H+

λ(H†H)2 have opposite sign. The resulting potential has a form as shown in Fig. G.1.
The dynamical equations derived from Lagrangians push the values of the fields and their
derivatives to minimize the potential. The same is true of Lagrangians for classical objects,
ensuring that objects fall in gravitational fields or want to sit at a spring’s equilibrium point.
In this case, the potential is minimized when the value of H is non-zero! This non-zero value
of the function is referred to as a vacuum expectation value, or vev. As this is a scalar field,
a vev analogous to the temperature in a room having a constant, non-zero value everywhere,
say room temperature. The scalar field is dynamical, so it is allowed to deviate from the
vev from place to place and from time to time in the same way that temperature will vary
from place to place in a room, but the value is centered around the vev rather than being
centered around 0. By finding the minimum of the potential we find that the vev for H is
v = m√

λ
. The potential in Fig. G.1 is shown for scalar field of the form Φ = φ1 + iφ2, and the

vev is shown pointing in some direction in {φ1, φ2} space. For the potential in Eq. G.34, we
have the freedom to choose which direction the vev points in {h1, h2, h3, h4} space, and the
traditional direction is in the h3 direction.

Having found the magnitude of and selected a direction for the vev, we can rewrite the
H field as

H = e2iπ
aσa

v

(
0

v√
2

+ h√
2

)
. (G.35)

The four scalar degrees of freedom are now split between the three scalar πa fields, which
have no vev, and the scalar h field, which is in the original h3 direction and is centered around
the vev of H. This sounds complicated, but it is really just a recentering and rescaling of the
fields, analogous to measuring temperature in a room relative to room temperature. If room
temperature is 75◦, and you measure values of 76◦ and 73◦ in different places in the room,
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those values would be 1◦ and −2◦ in the recentered units, assuming you kept the degree scale
the same. For temperature measurements, that would probably be a little impractical, but
it will considerably simplify the analysis of our example field theory. It also turns out that
we do not need to explicitly carry the πa fields around as we rewrite equations, these degrees
of freedom can be absorbed by the vector fields as we will see.

With H now in the form

(
0

v√
2

+ h√
2

)
, let us examine Eq. G.34. If we look at the parts

of (DµH)†(DµH) term have a factor of v rather than h, we find:

(DµH)†(DµH) = g2v
2

8

[
(W 1

µ)2 + (W 2
µ)2 +

(g′
g
Bµ −W 3

µ

)2]
. (G.36)

These are just vector boson mass terms that are proportional to v! The ψ1 ↔ ψ2 switching
W 1 and W 2 fields have their own terms. The fields W 3 and B do not switch those fields so
they do not have conflicting effects in SU(2) space. We can re-express Eq. G.36 in such a
way that we remove WµBµ terms by mixing the fields as

Zµ = cos θwW
3
µ − sin θwBµ

Aµ = sin θwW
3
µ + cos θwBµ.

(G.37)

Here the mixing angle, θw is defined by tan θw = g′

g
. Having done that, the kinetic terms for

the Zµ and Aµ fields will now be

−1

4
(Fµν)

2 − 1

4
(Zµν)

2 +
1

2
m2
Z(Zµ)2. (G.38)

Here, mZ = 1
2 cos θw

gv, which is a purely a function of g, g′, and v from the original parameter
set. From this, we see that Eq. G.36 gives us three massive vector bosons and one massless
boson. Massive vector bosons have three degrees of freedom though. These used to all be
massless bosons, so where did the new degrees of freedom come from? These degrees of
freedom are actually come from the πa fields in Eq. G.35. It is often said that the newly-
massive vector bosons “ate” the degrees of freedom from the scalar fields.

There are also terms in the third line of Eq. G.34 that will now depend on v. We find

−y v√
2

(ψ̄2ψR − ψ̄Rψ2).

This is just a fermion mass term where the mass is m = y v√
2
! The ψ1 field does not get

a mass term in this theory. But still, we have another remarkable phenomenon. In the
Lagrangian in Eq. G.34, ΨL and ψR are two unrelated massless fermion fields, but after the
scalar field acquires a vev, the fields have been joined into a massive fermion field. If we look
at how these fields couple to the Aµ field, we get

e
{(
− 1

2
+ YL

)
ψ̄2 /Aψ2 +

(
− 1

2
+ YL

)
ψ̄1 /Aψ1 + Yeψ̄R /AψR

}
, (G.39)
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Where YL and Ye refer to the charges of the fields ΨL and ψR under the U(1) gauge, which
are −1

2
and -1, respectively. Given that, we see that ψ2 and ψR couple to the massless A

vector field with the same charge.
In fact, all of the dynamics of the ψ2, ψR, and A fields are exactly those of Electro-

magnetism with a massive fermion-antifermion pair. With this identification, the A field
generates the photon, and the massive fermion field contains the electron-positron degrees of
freedom. The massless ψ1 field does not interact with A, so we can identify it as a neutrino.

Lastly, we can consider the terms that involve h. This is a single, real scalar field. The
dynamical terms in the Lagrangian that involve this field are:

−1

2
h(� +m2

h)h− g
m2
h

2vg
h3 − g

8

m2
h

v
h4. (G.40)

These terms represent a scalar particle with mass mh =
√

2m (the m there is the same as the
one from Eq. G.34). This massive particle couples to itself both cubically and quadratically.

Let’s quickly take stock of where we started and where we are now. We started out with a
theory with SU(2) and U(1) gauge symmetries. There were four massless vector boson fields,
two massless, left-handed fermion fields combined into an SU(2) doublet, and a massless,
right-handed fermion field that was only charged under U(1). A complex, SU(2)-doublet
scalar field with a vev was introduced, as were terms that coupled this scalar to the vector
bosons and the fermions. This resulted in a theory with three massive vector bosons, one
massless vector boson, a massive fermion, a massless fermion, and a massive scalar. The
massless vector boson can be identified as the photon, and the two massless fermion fields
that couple to it have the same charge, so the resulting massive fermion is consistent with a
charged fermion, such as an electron. In fact, the original SU(2) and U(1) gauge symmetries
have been broken. It is no longer possible to perform these gauge rotations while leaving the
Lagrangian invariant. However, there is a new U(1) symmetry in the theory associated with
the massless vector field. This new U(1) combines certain aspects of the old gauges and is
of the same form as the U(1) gauge symmetry that generates classical Electromagnetism.

The masses of the the vector bosons and fermions were created because of their coupling
to the scalar field. This aspect of the Higgs mechanism is why the associated h field, the
Higgs boson, is called the “God particle”. Without it, particles would not have mass, at
least if you start with a Lagrangian resembling Eq. G.34. Without mass, all the energy in
the universe would stream around at the speed of light, and we certainly would not exist.

G.2.7 Feynman Diagrams

Having understood how to express the dynamics of fields, how to couple the different types
of particles using symmetries, and how to generate particle masses, we now have all of
the theoretical tools needed to construct the Standard Model. Before we address the full
Standard Model though, it will be useful to introduce a tool for visualizing processes in
particle physics, which we call “Feynman Diagrams”.
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Figure G.2: Right: depiction of 2 → 2 scattering. This diagram depicts two particles with
momenta p1 and p2 approaching each other and then scattering. After the scattering the two
particles have new momenta, p3 and p3. Left: depiction of particle decay. A single particle
with momentum p1 decays into three particles with momenta p2, p3, and p4. Here time flows
from left to right, and distance is depicted by distance in the up-down direction.

The most basic goal of particle physics to predict how particles will behave and interact.
In an ideal world, measurable quantities, such as particle decay rates and scattering cross-
sections, should be calculable starting from the Lagrangian. For example, given two particle
approaching each other with known momenta as seen in the left of Figure G.2, we might want
to predict how likely it is that the particles scatter off of each other into directions specified
by p3 and p4. Similarly, we might want to calculate how long it takes for an unstable particle
to decay, such as the one shown in the right of Figure G.2. In the case of the decay-rate
calculation, the directions of the final state particles is not particularly important as long
as momentum is conserved. In both cases, the shaded blob simply depicts the fact that
something happens to cause the particles to change momenta or to allow it to decay.

Unfortunately, the differential equations governing particle dynamics are not exactly
solvable, so the something that happens in the shaded region cannot be expressed as a single
simple term. Instead these interactions can be expressed as the sum of an infinite number
of processes. The sum must have a finite result, as there can’t be a transition probability
greater than 1 in the real world. Sums of infinite numbers can be finite when each successive
number added to the sum is smaller than the last. For example 1 + 1

2
+ 1

4
+ 1

8
+ ... = 2.

Solving a differential equation by summing up different contributions to the solution is known
as perturbation theory. When we are lucky, it is easy to determine which processes are the
most relevant to the sum and which are less relevant. In general, we just have to be careful
to not to miss any part of the sum.

Terms in the Lagrangian actually tell us the form of the different components of the sum.
For example, if we consider the theory in Eq. G.34, there is a massive electron, a massless
photon, and a massive vector boson that couples to electron currents, which we can denote
as Z. If we were to consider the 2 → 2 scattering of two electrons off of each other, then
the two electrons can exchange three different bosons to transfer momentum to each other.
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Figure G.3: Feynman diagrams of the leading order processes contributing to 2→ 2 electron-
electron scattering based on the Lagrangian in Eq. G.34. The three left diagrams demonstrate
the different bosons that can be exchanged between the two electrons, allowing them to exert
forces on each other. There are two additional diagrams like the right-most one for the two
other mediator possibilities. The two Fermion lines after the photon vertices do not interact
when the lines cross.

These possibilities are shown in Figure G.3. Because electrons are identical particles, there
are 6 diagrams resulting from the three mediator possibilities; it is impossible to tell which
of the initial electrons becomes the one that would be labelled as p3 in Figure G.2, and which
would be labelled as p4. In Feynman diagrams, fermions are drawn as straigt solid lines with
an arrow. An arrow that points from left to right indicates a particles, and an arrow that
points from right to left indicates an antiparticle. Vector bosons are indicated by wiggling
lines, and scalar bosons are depicted by straight dashed lines. Only certain combinations of
particles are allowed to interact at vertices. If there are Fermions, there must be an even
number of fermion lines touching the vertex, and there must be an equal number of arrows on
the Fermion lines pointing into the vertex as away from it with respect to the time axis (left
to right). Odd numbers of bosons are allowed to interact at a single vertex. Interactions that
are depicted by three bosons and four bosons interacting at a single vertex are particularly
important for this thesis. Momentum must be conserved at every vertex, and energy present
in the initial state must be conserved in the final state. Particles that are not in the initial
or final state of the diagram are called “virtual particles”, and they do not not have to
satisfy the equation E2 = p2 + m2. This temporary violation of energy occurs only for a
brief instant in time, and is allowed due to the uncertainty relationship between time and
energy: ∆t∆E ≥ ~

2
. When this occurs, the particle is referred to as “off-shell”. Virtual

particles do not really exist, they are just a tool for doing calculations using perturbation
theory. Particle decay is mediated by virtual particles. For example, a muon can radiate a
highly off-shell W boson, resulting in an electron and two neutrinos. In quantum machanics,
anything that can happen will happen, but once the decay occurs, it is irreversible.

Each vertex in a diagram represents field interactions. The allowed field interactions
and their strengths are expressed by terms in the Lagrangian. For example, after the scalar
field acquires its vev in the Lagrangian, an electron current (when both of the fermion lines
pointing into and out of a vertex are electrons) can interact with the photon (denoted by
γ), the massive boson in Eq. G.38 (denoted by Z0), and the massive scalar boson (h). The
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Figure G.4: Example Feynman diagrams of processes involving loops that contribute to
2 → 2 electron-electron scattering based on the Lagrangian in Eq. G.34. There are many
more diagrams for this process that involve a single loop, and many more than involve more
than one loop.

strength of the interaction of the electron with the photon can be read off from Eq. G.39:
every vertex that involves two electrons and one photon brings a factor of the electorn charge,
e. In natural units, the electron charge is a dimensionless value that is about 0.3. As the
left-most diagram in Figure G.3 has two such vertices, the whole diagram carries a factor of
0.3 · 0.3 = 0.09. The diagram involving the Z0 boson will also involve two factors of e (and
a few additional factors), but it will be further suppressed relative to the photon diagram
because the Z boson will likely be very off-shell, depending on the energy of the electrons.
The coupling of the electron to the h boson is proportional to its mass, which is very small,
so the diagram involing the h boson will involve two factors of me. So of these diagrams,
the one with an intermediary photon is the most important, and the others providing subtle
modifications. However, all of these diagrams are considered to be tree diagrams because
they do not involve loops.

Two example diagrams involving loops are shown in Figure G.4. There are many, many
more possible diagrams that involve one loop and even more that involve multiple loops. All
diagrams that involve loops with photon-electron vertices will bring in extra factors of e,
leading them to contribute to the sum less strongly than the photon diagram in Figure G.3.
The presence of loops brings with it the true quantum heart of particle physics. Whereas in
leading order diagrams, the momentum of intermediate particles is constrained to conserve
the momenta of incoming and outgoing particles, when loops are present, all possible inter-
mediate momenta must be summed over. This has important consequences which will be
discussed later.

When the coupling of the fields involve small factors such as e or me, it is relatively
easy to determine which diagrams are the most important to the sum simply by counting
the numbers of vertices. Tree diagrams involve the fewest vertices, so they contribute the
most strongly to the perturbation expansion. They are called leading order processes. Loop
diagrams provide corrections to the leading order ones.

Unfortunately, it is possible that the fields in a theory are not coupled by a small number.
This makes it impossible to order diagrams by significance. When this occurs, and it does
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occur in practice, performing accurate calculations becomes intractable using perturbation
theory techniques.

G.3 Conclusions

Hopefully these lecture notes have provided a somewhat-accessible introduction to particle
physics. Some material that would normally be included in these notes has been incorporated
into Chapter 2, such as sections on the Standard Model, Electroweak theory, and cross-
sections. However, these topics are relevant to the structure of the thesis in general.




