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1 Introduction
Supersymmetry [1–7] (SUSY) offers a solution to the gauge hierarchy problem [8], in many
models provides a dark matter candidate, and allows for the unification of gauge couplings at
high energy. In SUSY models of gauge-mediated SUSY breaking (GMSB) [9–15] the gravitino
(G̃) is the lightest SUSY particle (LSP). If R-parity [16, 17] is conserved, SUSY particles are
always produced in pairs and the gravitino LSP is stable so that it escapes undetected, leading
to missing transverse energy (Emiss

T ) in the detector. In the models considered here the gravitino
is assumed to be essentially massless, ensuring prompt decays of the next-to-lightest SUSY
particle (NLSP), which in all scenarios studied in this search is the lightest neutralino (χ̃0

1).
Depending on its composition, the χ̃0

1 can decay according to χ̃0
1 → NG̃, where N is either a

photon γ, a SM Higgs boson H, or a Z boson. For χ̃0
1 with a large bino component (bino-like

χ̃0
1), decays to photons are preferred. If the gauginos are nearly mass-degenerate, chargino (χ̃±1 )

decays like χ̃±1 → W±G̃ are also possible. An example Feynman graph of chargino-neutralino
production with the typical decay of a bino-like χ̃0

1 is shown in Fig. 1. Here, the χ̃0
2 and χ̃±1 are

considered to be wino-like. In scenarios with a small mass splitting between wino and bino, the
decays of the χ̃0

2 and χ̃±1 to the χ̃0
1 plus SM boson are soft, leading to only a small contribution

to the hadronic activity in the event.
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Figure 1: Feynman diagram of the dominant χ̃±1 -χ̃0
2 production mechanism and a typical decay

chain in scenarios with a bino-like χ̃0
1 and wino-like χ̃0

2 and χ̃±1 .

The analysis selects events with at least one photon and significant Emiss
T , mainly targeting

electroweak production of supersymmetric particles in the context of GMSB scenarios, where
hadronic energy arises only from initial-state radiation or from the decays of a W± or Z boson,
collectively denoted as V bosons. The mixing of the neutralino NLSP determines the final state.
Bino- or wino-like mixing scenarios lead to final states with Emiss

T and γγ, Vγ, or VV. For bino-
like mixtures, photon final states are most likely. A general gauge mediation (GGM) [18–23]
scenario is used to guide the design of the analysis, where the χ̃0

1 is assumed to be a pure bino,
while the χ̃0

2 and χ̃±1 are pure wino. Therefore, the neutralino and chargino masses are given
by the bino and wino masses, mχ̃0

1
= mB̃ and mχ̃0

2
= mχ̃±1

= mW̃. Squarks and gluinos are
decoupled, leading to electroweak production processes as shown in Fig. 1. The results of the
search are also interpreted in the context of different simplified models. A simplified model
called TChiWg of electroweak chargino-neutralino production with χ̃±1 →W±G̃ and χ̃0

1 → γG̃
is shown in Fig. 2. Simplified models with gluino pair production are also considered. The
gluinos g̃ decay to χ̃0

1 or χ̃±1 and jets with subsequent decays χ̃0
1 → γG̃ and χ̃±1 → W±G̃.
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Figure 2: Feynman diagram corresponding to the TChiWg simplified model.

Other analyses specifically targeted at those models typically require jets in addition to pho-
tons. Though, in scenarios with compressed mass spectra the jets from the gluino decay are
not reconstructed, which makes those analyses insensitive. Because no jet requirements are
imposed in this analysis, there is no sensitivity loss for small ∆m(g̃, χ̃0

1/χ̃±1 ). The models are la-
beled according to the final state with two photons (T5gg) or a photon and a W boson (T5Wg).
Feynman graphs for both models can be found in Fig. 3.
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Figure 3: Feynman diagrams of the T5gg (left) and T5Wg (right) simplified models.

The analysis has been carried out before on data collected at a center-of-mass energy of 8 TeV
at CMS [24]. A special “parked data set” [25] corresponding to an integrated luminosity of
7.4 fb−1 recorded with a photon+Emiss

T trigger with low thresholds was used, whereas in this
analysis a simple photon trigger is used.

In this search a proton-proton collision data set recorded in 2015 at a center-of-mass energy of
13 TeV is analyzed, which corresponds to an integrated luminosity of 2.3 fb−1.

2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap
sections. Calorimeters and endcap detectors extend the pseudorapidity coverage of the barrel
into the forward region [26]. Muons are measured in gas-ionization detectors embedded in the
steel flux-return yoke outside the solenoid.

The particle-flow (PF) event algorithm reconstructs and identifies each individual particle with
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an optimized combination of information from the various elements of the CMS detector.
The energy of photons is directly obtained from the ECAL measurement, corrected for zero-
suppression effects. The energy of electrons is determined from a combination of the electron
momentum at the primary interaction vertex as determined by the tracker, the energy of the
corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially com-
patible with originating from the electron track. The energy of muons is obtained from the
curvature of the corresponding track. The energy of charged hadrons is determined from a
combination of their momentum measured in the tracker and the matching ECAL and HCAL
energy deposits, corrected for zero-suppression effects and for the response function of the
calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from the
corresponding corrected ECAL and HCAL energy.

Jets are clustered from particles reconstructed by the PF algorithm using the anti-kt clustering
algorithm [27] with a distance parameter of 0.4. Jet momentum is determined as the vectorial
sum of all particle momenta in the jet, and is found from simulation to be within 5 to 10% of
the true momentum over the whole pT spectrum and detector acceptance. An offset correction
is applied to jet energies to take into account the contribution from additional proton-proton
interactions within the same or nearby bunch crossings. Jet energy corrections are derived from
simulation, and are confirmed with in situ measurements of the energy balance in dijet and
photon + jet events. Additional selection criteria are applied to each event to remove spurious
jet-like features originating from isolated noise patterns in certain HCAL regions.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [26].

3 Event selection
The data are recorded with a trigger requiring at least one photon with a pT threshold of
165 GeV. In the offline analysis, an event is required to contain at least one well reconstructed
vertex whose position is within 24 cm in z-direction around the nominal interaction point. Data
quality filters are applied to reject events with anomalous signals from detector noise or con-
tributions from beam halo. Only photons reconstructed in the barrel part (|η| < 1.4442) of the
ECAL with pT > 15 GeV are considered, since the photons from NLSP decays are expected to
be central. They are required to pass the standard identification criteria [28]. They have to be
isolated from other energy deposits and need to have an ECAL cluster shape consistent with
the expectation. The fraction of energy deposited in the HCAL tower closest to the cluster seed
in the ECAL to the energy deposited in the ECAL has to be smaller than 5%. In addition, pho-
tons need to have a non-zero shower width in the ECAL to veto spontaneous discharges of the
ECAL avalanche photodiodes. To distinguish photons from electrons, photon candidates are
required to have no hits in the pixel detector that can be used to fit a track to the energy cluster
in the ECAL. Finally, the photon (γ1) with the largest transverse momentum in an event has
to be separated from the nearest jet by ∆R > 0.5, with ∆R =

√
∆φ2 + ∆η2. Jets are required

to have a minimum transverse momentum of 30 GeV and to be reconstructed within |η| < 3.0.
For the identification of jets from b-quarks, b-tagging is performed using the Combined Sec-
ondary Vertex algorithm [29, 30]. The chosen tight working point corresponds to a b-tagging
efficiency of εb ≈ 49% and a misidentification rate of ≈ 0.1%.

In order to be selected, an event is required to contain at least one photon with pT > 180 GeV
that has been accepted by the trigger. In this region the trigger reaches a plateau efficiency
of 97.5+0.9

−1.2%. The uncertainty corresponds to a 68% CL Clopper-Pearson interval [31]. All
simulated samples are scaled by this factor.
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The analysis relies on the three kinematic variables S , MT, and Sγ
T defined below. To discrim-

inate genuine Emiss
T from instrumental Emiss

T , the Emiss
T significance S [32, 33] is used, which is

defined as a likelihood ratio

S := 2 ln
L(~ε =~εm)

L(~ε = 0)

with the true ~ε and measured ~εm missing transverse energy. The transverse mass MT of the
leading photon and the missing transverse energy is defined by

M2
T = M2

T(γ1, Emiss
T ) := 2Emiss

T pT(γ1)
[
1− cos ∆φ

(
Emiss

T , γ1
)]

.

The events passing the preselection, pT(γ1) > 180 GeV, are further categorized into a signal
region (SR) and a control region (CR). The signal region is defined by S > 80 and MT > 300 GeV,
because for signal processes, a significant missing transverse energy is expected resulting from
two LSPs escaping the detector undetected. In an event where only a single NLSP→ γ+LSP
decay occured, MT(γ1, Emiss

T ) would correspond to the transverse mass of the NLSP. This is
smeared by the second LSP emerging in the event, resulting in generally large values of MT,
because the NLSP is generally heavier than SM particles. The control region mainly used for the
background estimation is defined as a side band to the SR by requiring S > 30, MT > 100 GeV,
and excluding the SR.

The variable Sγ
T is the sum of Emiss

T and the transverse energy deposited by all photons,

Sγ
T := Emiss

T + ∑
photons

pT .

Owing to the good signal sensitivity, the Sγ
T distribution in the signal region is used for the

final interpretation of the search. Since the part with Sγ
T < 600 GeV is not signal-sensitive, it is

excluded from the SR and used as a validation region (VR) for the background prediction. The
three regions (SR, CR, VR) are sketched in Fig. 4.

4 Event simulation and background estimation
The dominant SM backgrounds for this search are the production of W(→ `ν) and Z(→ νν) in
association with a photon, in the following denoted V+γ, due to the neutrino(s) which result
in missing transverse energy.

A further background with a large contribution especially in the control region selection comes
from multijet events, where either a jet is misreconstructed as a photon (QCD multijet) or a real
photon is radiated (γ+jets), the latter having the larger contribution. Although such events are
balanced at parton level, missing transverse energy arises from the limited detector resolution,
especially of the HCAL. This background is important because of its large cross section. The
V(+γ) and (γ+)jets backgrounds are estimated starting from simulated samples. These sam-
ples are then scaled by correction factors which are derived simultaneously using a template
fit to the data in the control region.

Further smaller, but non-negligible backgrounds are events containing electrons that are mis-
identified as photons (e → γ) and tt events with photon radiation. For the estimation of the
e→ γ background a common data driven approach is used. tt events with photon radiation
(tt + γ), as well as the remaining contributions of tt and diboson production (WW, WZ, ZZ)
due to jets misreconstructed as photons are determined completely from simulation.
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Figure 4: Sketch of the control (CR) and signal region (SR) definitions. The validation region
(VR) is not defined in the S-MT plane, but embedded in the SR with the additional condition
Sγ

T < 600 GeV. This corresponds approximately to the bottom-left corner of the SR, which is
therefore illustrated as a blurred region.

QCD multijet and γ+jets events, as well as the Z/W(+γ), ZZ, and WZ samples are generated
with MADGRAPH [34] in leading order (LO) in αs, while the tt(+γ) processes are generated
with MADGRAPH MC@NLO. For WW production, the POWHEG generator is used [35–39]. The
fragmentation and hadronization are handled with PYTHIA 8 [40, 41] and the detector response
is modeled with GEANT4 [42]. All generated samples are weighted on an event-by-event basis
to match the number of primary interactions per bunch crossing (pileup) to the data.

Backgrounds taken from simulation are corrected with the highest order correction factors
available. The Z + γ sample is corrected with photon pT dependent next-to-next-to-leading-
order (NNLO) k-factors and a constant NNLO k-factor is applied for W+ γ [43]. For the W and
Z(→ νν) simulation constant next-to-leading-order (NLO) k-factors are used. Cross sections
for diboson processes are available in NLO (ZZ, WZ) and NNLO (WW) [44].

Figure 5 shows the S and MT distributions after the preselection (photon pT > 180 GeV). In
these plots the e → γ background is determined using the data-driven method explained in
Section 4.2, while all other backgrounds are taken from simulation as described above. Three
signal mass points are shown, namely

• GGM: mW̃ = 640 GeV, mB̃ = 630 GeV,

• T5gg: mg̃ = 1400 GeV, mχ̃0
1
= 1200 GeV, and

• T5Wg: mg̃ = 1550 GeV, mχ̃0
1
= 1500 GeV.

All T5gg, T5Wg, and TChiWg samples are generated using LO MADGRAPH [34] simulation
and NLO cross sections for the production are used [45–47]. GGM signal is simulated using
PYTHIA 8 [40, 41] and NLO cross sections are calculated using Prospino [48].
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Figure 5: The S and MT distributions after the preselection. The overflow is contained in the
last bin shown and the bin contents are divided by the bin widths.

4.1 Main backgrounds: W/Z(+γ) and (γ+)jets

For the dominant backgrounds, scale factors are derived in the signal depleted control region
using a template fit, i.e. template distributions for different backgrounds are taken from simula-
tion and the normalization of the single templates is scaled to match the distribution observed
in data. For this purpose, the simulated background samples are grouped into

• (γ+)jets = {Multijet, γ+jets},
• V(+γ) = {W(+γ), Z(+γ)},
• fixed = {tt(+γ), e→ γ, diboson} .

The normalization of each of the first two categories is determined by the fit, while the fixed
backgrounds cannot vary. To minimize the influence of tt(+γ), which is the main part of the
fixed backgrounds, the fit is performed in the CR with the additional requirement that no jet in
an event is b-tagged.

To be able to reliably determine both normalizations, the variable used for the template dis-
tributions has to separate the single background components. The variable used for the fit is
|∆φ|(Emiss

T , jet1), because in this distribution the main backgrounds (γ+)jets and V(+γ) have
different shapes as can be seen in Fig. 6. For (γ+)jets, the missing transverse energy tends to be
aligned with a jet, because of jet energy mismeasurements, which in most cases is the leading
jet (jet1). Compared to the resulting concentration of |∆φ|(Emiss

T , jet1) at low values, the V(+γ)
events show a uniform distribution.

An extended maximum likelihood fit is performed where the normalizations Nfit
i (i ∈ {(γ+)jets,

V(+γ)}) are free parameters. Scale factors

SFi = Nfit
i /Ninit

i

are derived from the initial number Ninit
i of events contained in template i and the number Nfit

i
determined by the fit. The results of the fit are

SF(γ+)jets = 1.46± 0.13, (1a)

SFV(+γ) = 0.69± 0.17, (1b)
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and are shown in Fig. 6. The uncertainties of the fit are of statistical origin and the correspond-
ing correlation is ρ = −0.64. For the LO (γ+)jets template a scale factor larger than unity is
expected owing to missing higher order corrections in αs that would increase the cross section.
The V(+γ) template is already corrected with QCD NNLO k-factors. Additional electroweak
corrections are expected to decrease the cross section, which explains a scale factor lower than
unity. The total post-fit distribution shows a good agreement with the data.
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Figure 6: Template fit result: The post-fit distributions for (γ+)jets and V(+γ) together with
the total fit distribution stacked onto the fixed backgrounds. Events containing zero jets are
counted in the last shown bin. The values in the legend are the resulting scale factors.

The obtained scale factors are applied to the corresponding simulated samples to predict the
(γ+)jets and V(+γ) backgrounds in the signal region.

All main uncertainties of the simulation that correspond to a normalization uncertainty are
eliminated by this MC normalization method. The remaining uncertainty is the uncertainty
of the fit parameters due to the limited statistical precision of the used samples. A variation
in the renormalization and factorization scales was found to have no significant influence on
the V(+γ) template, whereas a variation of up to 13% was found for the (γ+)jets scale factor.
This is considered as a separate systematic uncertainty. It has been verified that possible un-
certainties due to shape variations and higher order corrections are negligible compared to the
fit uncertainty. The method has been tested on simulated toy data for different contribution
strengths of the individual background components to ensure that no bias of the fit result is in-
troduced. The statistical fit errors are considered as a systematic uncertainty for the prediction
of the main backgrounds. For the final interpretation of the search results, the anti-correlation
of these is taken into account.
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4.2 Background from electrons misidentified as photons

To estimate the contribution of electrons misidentified as photons, a data driven tag-and-probe
approach is used. The tag object is a well reconstructed electron, defined like a photon but
requiring a pixel seed (γpix). The probe is an object fulfilling the photon identification criteria,
but which is not checked for a pixel seed. To get a large fraction of real electrons in the probe
sample, Z→ ee events are selected. The invariant mass of the tag and probe objects is required
to be consistent with the Z boson mass. After the subtraction of non-Z backgrounds, the num-
ber of events in which the probe object does pass the pixel seed veto is used to determine the
misidentification rate f . The value determined in data is f = 1.94% and an uncertainty of 30%
is estimated based on the variation of the value as a function of photon pT and η. To determine
the e → γ background, the event selection is repeated, but selecting γpix instead of photons.
The resulting distribution is finally scaled by the transfer factor R = f /(1− f ). To avoid dou-
ble counting of e→ γ events, all simulated events where the reconstructed leading photon can
be matched to a generated electron are rejected.

5 Systematic uncertainties
The relative systematic uncertainties are listed in Table 1. The uncertainties resulting from the
statistical precision of the fit are considered with the corresponding correlation coefficient. For
the other less relevant backgrounds that are taken from simulation, sources of systematic uncer-
tainty are cross section, PDF and scale uncertainties. The latest cross section measurements for
tt(+γ) [49] and diboson production [50–52] are covered by an uncertainty of 30% and 20%, re-
spectively. For the backgrounds and signals that are taken from simulation, the uncertainties of
the trigger efficiency (1%) and the luminosity (2.3%) are considered fully correlated. An addi-
tional uncertainty of 1% is included that covers possible differences in the photon identification
efficiency in data and simulation. Differences in the jet misidentification rate are found to be
negligible in this analysis. The total background uncertainty is dominated by the uncertainty
of the V(+γ) background prediction.

Table 1: Systematic uncertainties of the separate backgrounds. The uncertainties are relative to
the respective backgrounds.

V(+γ) (γ+)jets e→ γ tt(+γ) Diboson Signal
Fit uncert. of statistical origin 25% 9% - - - -
Scale uncert. influence on fit - 13% - - - -
Tag-and-Probe fit - - 30% - - -
MC statistical precision 1− 3% 21− 27% - 14− 25% 47− 66% 2− 10%
Cross section, PDF, scale - - - 30% 20% -
Luminosity - - - 2.3% 2.3% 2.3%
Trigger efficiency - - - 1% 1% 1%
Photon ID - - - 1% 1% 1%

6 Validation of the background prediction
The total background prediction is tested in the control region for several different distribu-
tions. A comparison of the prediction to data for the main observables S , MT, and Sγ

T, as well
as for photon pT, can be seen in Fig. 7. Overall, a good description of the data is observed.

To further validate the obtained scale factor for V(+γ), a W + γ enriched subset of the CR is
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Figure 7: Comparison of the total background prediction to data in the control region without
a b-jet veto. Top: Emiss

T significance (left) and transverse mass (right). Bottom: Sγ
T (left) and

leading photon pT (right). The overflow is contained in the last bin. The bin contents are
divided by the bin widths.

selected by requiring the presence of exactly one isolated electron or muon. Figure 8 shows
that the normalization using the scale factor given in Eq. (1) fits well also for this subset of the
data.

Finally, it is verified that the background prediction still describes the data distributions when
extrapolating the scale factors from the CR and applying them in the dedicated validation re-
gion. The predicted background together with data is shown in Fig. 9. The normalization
agrees within the uncertainties and also the shapes of the important observables are reason-
ably well modeled.
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Figure 8: Comparison of the total background prediction to data in the control region with the
additional requirement of exactly one lepton. Left: missing transverse energy. Right: Emiss

T
significance. The overflow is contained in the last bin. The bin contents are divided by the bin
widths.
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T. The overflow is contained in the last bin. The bin contents are
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7 Results
The signal region is divided into three exclusive bins in Sγ

T. These are shown in Fig. 10 for the
total background prediction and the data. All three example signal points shown in previous
plots are also included here. Background and signal histograms are stacked to visualize the
possible influence of signal presence. The data is found to be in agreement with the SM predic-
tion and no sign of SUSY is found. Additionally, the yields for the separate bins can be found
in Table 2. The contributions of the individual background components are listed in Table 3
together with the corresponding uncertainties. The systematic uncertainties of the single back-
ground components are combined, taking the correlation term for V(+γ) and (γ+)jets into
account.
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Figure 10: Background and data distributions in the signal region using the final binning in Sγ
T.

The last bin contains the overflow. The background and signal histograms are stacked.

Table 2: Yields for the individual SR bins. For the total systematic uncertainties the correlation
term for the systematic uncertainties of V(+γ) and (γ+)jets has been considered.

Sγ
T[GeV] prediction σstat σsyst data

600− 800 28.4 ±1.5 ±4.1 34
800− 1000 9.7 ±0.7 ±1.3 12
1000−∞ 6.0 ±0.6 ±0.7 5

No evidence for physics beyond the standard model is found and limits are calculated to con-
strain the allowed parameter space of different models. The focus is on models of electroweak
production. Additionally, two gluino pair production models are considered.

Upper limits on the cross section are calculated for the different models at 95% confidence
level (CL) using a frequentist CLs approach [53–55] with a profile likelihood test statistic and
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Table 3: Individual background yields for the separate signal region bins. The statistical uncer-
tainty of the e→ γ background is due to the limited size of the collected data sample. All other
statistical uncertainties are due to the limited number of simulated events.

Sγ
T bin: 600− 800 GeV

yield σstat σsyst
V(+γ) 16.90 0.27 4.16
(γ+)jets 6.57 1.40 1.03
tt(+γ) 2.96 0.41 0.89
e→ γ 1.62 0.18 0.49
diboson 0.33 0.16 0.07

Sγ
T bin: 800− 1000 GeV

yield σstat σsyst
5.23 0.12 1.29
2.29 0.56 0.36
1.61 0.34 0.48
0.36 0.08 0.11
0.23 0.15 0.05

Sγ
T bin: 1000−∞ GeV

yield σstat σsyst
3.00 0.09 0.74
1.74 0.47 0.27
0.39 0.09 0.12
0.32 0.08 0.09
0.55 0.26 0.11

asymptotic formulae [56]. The limits for the GGM model are shown in Fig. 11 for the individual
mass points. A point with a cross section larger than the calculated limit can be excluded. The
exclusion contour in the bino-wino (mB̃ −mW̃) mass plane is shown. Additionally, an expected
limit contour is included, reflecting the expectation for data distributed according to the SM
prediction. The observed limit contour is weaker than the expected at lower NLSP masses,
because these correspond to lower photon pT and Emiss

T . Therefore, the first two signal region
bins which show slight overfluctuations have a larger influence. For larger masses, the last SR
bin is more important. Here, a small underfluctuation is observed, resulting in the observed
limit getting stronger. The limit for the TChiWg model is shown as a function of the single mass
parameter mNLSP in Fig. 12 together with the theoretical cross section. NLSP masses below
approximately 450 GeV can be excluded. For the electroweak production models the limits of
the 8 TeV search cannot be improved, since the rise in cross section for

√
s moving from 8 TeV to

13 TeV is not as large as for strong production scenarios. It is expected that the sensitivity will
be greatly increased with more data collected at

√
s = 13 TeV.
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Figure 11: The 95% CL limits for the GGM model in the bino-wino mass plane. The color scale
encodes the observed upper cross section limit for each point. The lines represent the observed
(black) and expected (red) exclusion contours and their uncertainties.



13

 [GeV]NLSPm
400 600 80095

%
 C

L 
up

pe
r 

lim
it 

/ c
ro

ss
 s

ec
tio

n 
[p

b]
   

2−10

1−10

exp. σ 1 ± σ 2 ±
obs. limit

cross section σ 1 ±

G
~±/Wγ → 1±0/χ∼, 1

±χ∼
1
0χ∼→pp 

 (13 TeV)-12.30 fb preliminaryCMS
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for the TChiWg model together with the theoretical cross section.

Similar interpretations for the simplified models T5gg and T5Wg of gluino pair production
are provided. The cross section limits and exclusion contours can be found in Figs. 13 and 14
in the g̃ − χ̃0

1/χ̃±1 mass plane. The currently strongest limit set by CMS for the T5gg model
is provided by the search requiring two photons (using the same data set), excluding gluino
masses below ≈ 1550 GeV for mχ̃0

1
> 200 GeV [57]. This search can exclude gluino masses

of up to 1740 GeV at the diagonal. The limit gets weaker at low NSLP masses because of the
acceptance loss, which is stronger than that of an analysis selecting two photons with lower pT
thresholds. The T5Wg exclusion contours generally exhibit the same shape, but with a slightly
weaker exclusion power. The lower sensitivity is due to the fact that there is only one photon
contributing to Sγ

T. Gluino masses of up to 1690 GeV can be excluded at the diagonal.

8 Summary
A search for the production of supersymmetric particles decaying to photons is presented.
The data sample used corresponds to 2.3 fb−1 of pp collisions recorded with the CMS detector
in 2015 at

√
s = 13 TeV. A cut-and-count experiment is performed in three exclusive search

bins. The observed event counts are in agreement with the SM prediction. Exclusion limits
at the 95% CL are set for a general gauge mediation model of electroweak production and
the simplified model TChiWg. The limits for the electroweak production models cannot be
improved with respect to the 8 TeV search. A much larger sensitivity is expected with more
integrated luminosity collected at

√
s = 13 TeV.

Additionally, limits are set for two simplified models (T5gg, T5Wg) assuming gluino pair pro-
duction. The currently best CMS limits are improved in regions with large NLSP masses.
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Figure 13: The 95% CL limits for the T5gg model in the gluino-neutralino mass plane. The
color scale encodes the observed upper cross section limit for each point. The lines represent
the observed (black) and expected (red) exclusion contours and their uncertainties.
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