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Abstract of the Dissertation

"Ratios of Single Hadrons Produced at High Transverse
Momentum in 400 GeV/c Proton-Nucleon Collisions”

by
Henry Donald Glass
Doctor of Philosophy
in
Physics
State University of New York at Stony Brook
1985

We have measured ratios of single hadrons produced at high
Pr in 400 GeV/c proton-~hydrogen and proton~deuterium collisions.
A Ring Imaging Cherenkov detector was employed to identify 12,
Ki, p and p in the momentum range 80-150 GeV/c. Our acceptance
wvas defined by the region 5.0<pT<8.0 GeV/c and 65(9*(95°. We
compare our measurements of the ratios K+/l+, p/1+, K /2, p/n,
and I+/I- to the results of the Chicago-Princeton experiment and

to the Lund high Pr physics Monte Carlo.
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CHAPTER 1

Introduction

High transverse momentum hadronic interactions. The

motivation for satudying the inclusive production of high
transverse momentum particles is to gain a further understanding
of the dynamics of the hard scattering of hadronic constituents.
High Py scattering is currently described by the QCD~ improved
parton model [1-4]. Figure 1 shows the parton model description
of a high Pr hadron collision, as well as the related processes
of deep inelastic lepton-nucleon scattering and the annihilation
of e'e” into hadrons. The parton model factors the scattering
process into several distinct parts:

a) The interacting hadrons are described by structure
functions Gg(x,Qz), which give the probability of finding parton
q with momentum fraction x in hadron h.

b) One constituent from each hadron interacts in a hard
collision with differential cross section dd/d:. These cross
sections have been calculated to firat order in perturbative QCD
{5,6] and are tabulated in Table 1 for a variety of subprocesses
important in high Pr hadron production. Figure 2 shows the

corresponding Feynman diagrams for these subprocesses.




¢) Following the hard scattering, each parton fragments into
a jet of Abservable hadrons, where the probability of observing a
hadron with momentum fraction z of the parent parton is given by
the fragmentation function D(z,Q%).

The above pieces describing the interaction can be combined
to give the inclusive cross section for producing a high Pp

hadron [511]:

ddg 1 a
" apr(PRNE g Z [dx’ .[dxb e (1.1)

abced
x 62(x,Q?) Y(abred) % Dy (2,Q%)
dt
The functions D(x,Q?) and G(z,Q?) have a QCD determined
dependence on Q? [7], which can be interpreted as the square of
the enérgy scale of the reaction. QCD hasg the property that as
one looks at acatterings at higher and higher momentum transfers
(or alternatively, smaller and smaller impact parameters) the
effective coupling constant becomes smaller, so that one can
approximate quark-quark scattering by the scattering of free
particles. The QCD coupling constant o, depends on the value of

Q2 according to



12% (1.2)

aa(Qi) -

(33-2nf)log(Qz IA_..2)

QCb
where ne is the. number of active quark flavors, and AQCD is a
scale parameter approximately equal to 0.25 GeV. The exact
definition of Q* one uses depends on the process one is studying.
For example, we see from Figure 1b that in deep inelastic
lepton-nucleon scattering that there is only one relevant Feynman
diagram in the problem, and Q is simply the momentum transfer.
On the other hand, we see 1in Figure 2 that high—pr hadron
scattering involves many different subprocesses, and it is not
clear which combination of kinematic variables correspond to Q?.

One possible definition of Q? is the symmetric combination [8]

A
2s8tu
Q =
-~ - - (1.3)
82 + t? ¢+ u?
o~ -~

where 8, t, and u are the Mandelstam variables describing the

parton acattering.
o~ -~ -~
The variables s, t, and u are defined in terms of the
four-momenta of the incoming and outgoing partons. Let us call

the four-momenta of the partons in Figure la Pyr Py Pgo and P4

Then we define the Mandelstam variables by




s ® (pa * Pb)z

- (1.4)
t=(p, - pc)z
u=(p, = py?’
Another possible definition of Q? is
Q* = tu/s
(1.5)

which is just q%, the square of the transverse momentum acquired
by each scattered parton.

Hard hadronic collisions exhibit a typical four jet
structure. There are usually two roughly back-to-back high Pr
jets, plus two low Pr jets resulting from fragwentation of the
beam #nd target remnants. In addition, there is a diffuse
background of particles due to initial and final state soft gluon
radiation [9]. Observation of exactly this sort of structure has
been dramatically seen in the recent CERN  SppS$ Collider
experiments [10]. At low 3, however, this jet structure is
rather difficult to observe [11]. Instead, it is more profitable
to study the relatively small rate of events, produced with
typically a few % of the jet cross section, which result in a

single leading high Pr hadron carrying most of the momentum of






places. A quark-antiquark pair materialize at each point where
the striné has broken, and the system evolves to the point where
one has a number of small strings, each string having a quark and
antiquark at opposite ends. These quark-string-antiquark
entities, which we observe as mesons, form a collimated jet of
particles travelling in the direction of the original scattered
quark. In addition to treating quarks as points at the end of
the string, the model treats gluons as kinks in the middle of the
string [25}. Finally, a simple model of baryon production is
made by allowing diquark-antidiquark pairs to materialize at the
ends of strings. i

An attractive feature of the Lund model from the
experimenter's point of view is that it is available in a well
documented Monte Carlo program [28-29]. An experimenter can
easily make his own theoretical calculations and directly compare
his experimental results with Lund model predictions. An example
of such a comparison is presented in Chapter 5, where we discusa

the results of measurements of particle ratios at high Pre



CHAPTER 2

Apparatus

Fermilab Experiment 605 was designed to measure high-pT
leptons and hadrons emerging from proton-nucleus collisions at
both 400 GeV/c and 800 Gev/c. We describe below the experimental
apparatus as configured in the run between January and July 1984.
E605 is a collaboration of the State University of New York at
Stony Brook, Columbia University, the University of Washington,
Fermilab, CERN, CEN-Saclay, Kyoto University, and KEK.

Figure 3 shows the major components of the experimental
apparatus. In the discussion that follows, we employ a
right~-handed coordinate system in which 2z points in the beam
direction, y points up, and x completes a right-handed coordinate
system.

Beam. Our experiment was situated at the end of the
Meson~East beam line. Protons were accelerated in the Fermilab
Main Ring aﬁd Energy Saver to 400 GeV/c¢c momentum, and then
extracted to the varioua experimental areas. OQur experiment ran
with a typical beam intensity of 4x10'! protons/spill. Each
spill lasted about 12 seconds, and spills were delivered about

once every 40 seconds. The protons within a spill were bunched




into "buckets", with each bucket lasting about 1 nanosecond and
with an ‘interval of 18.9 ns between buckets. Beam position was
measured by a set of single wire ionization chambers (SWICS),
which wvere remotely removed from the beam during data taking.
Beam position at the target location was measured by taking
target scans using our thin solid targets. Beem intensity was
monitored by a Secondary Emissions Monitor (SEM), and the total
SEM count for each spill was recorded on tape. Targeting was
monitored by a four counter hodoscope (AMON) placed at 90 degrees
relative to the beam direction at the z-position of the target.
The size of the beam at the location of the target was .008
inches in the y-direction. The angular divergence of the beam
was 60 prad horizontally and 680prad vertically.

Target. Iwo target holders were used. One was a device
that held several small solid targets. These were made of
beryllium, copper, and tungsten. A remote control switch allowed
us to move any one of these targets into the beam. The other
target system used, and the one for which data are described
here, was an 8 inch long stainless steel flask which held either
liquidvhydrogen or liquid deuterium. The flask was cylindrical
with a 2 inch diameter and had hemispherical endcaps. The walls
of the entire flask were .00l inch thick. Surrounding the flask
was an evacuated containment vessel with .001 inch thick

stainless steel windows at either end. Data were taken with




liquid hydrogen and liquid deuterium targets, interspersed with
empty taté?t runs to measure background produced in the steel
windows. The hydrogen target was measured via chemical analysis

to be 99.999% pure H,. The deuterium gas, however, was actually a

2
wixture of 95% D, and 5% hydrogen deuteride (HD).

The resolution in pp vas estimated to be 3.0:0.2% rms, and
vas dominated by the effect of target length (2.6%) and the beam
divergence (1.4%).

Magnets. Downstream of the target was a set of 3 dipole
magnets, called SMO, SM12, and SM3, whose purpose was to swveep
away low momentum charged particles and to measure the momentum
of the high—pT particles under investigation. These magnets were
placed as shown in Figure 3. During the data run described here
the magnets were all run with the same polarity. The direction
of the magnetic field was in the negative x direction, causing
positive particles to bend downward. The magnet currents were
2000A, 4000A, and 4200A for SMO, SMl2, and SM3, respectively.
During the last part of the liquid hydrogen running, the magnets
were all run with reversed polarity in order to gain a better
underaianding of the difference in acceptance for positive and
negative particles. The magnetic fields of all three magnets

were measured with a flip coil.



Magnet inserta. A tungsten collimator oriented at 136
milliradi&hs production angle was placed at the entrance to SM12
as shown in Figure 4. The purpose of the collimator was to
obstruct the passage of neutral particles into the magnet
aperture. The previous test run of E605 had shown that neutral
particles, particularly photons, provided a serious background,
and the collimator was one of several steps taken to cut down
this source of background. Another step taken was to insert
tungsten-capped lead "teeth" along the top and bottom walls of
SM12. These served to intercept photons and other particles and
contain showering. Finally, a long copper beam dump was placed
partway down the magnet. It served to intercept and absorb the
uninteracted beam as well as any low trangverse-momentum
secondaries. These inserts proved to be largely successful in
cutting down the neutral background; however, an effect we had to
confront was the scattering of particles from the surface of the
collimator. Charged particles scattering in this way could
traverse paths similar to those of high-pT particles emerging
from the target, and many of our low threshold triggers were
faked in this way. We were able to remove this background in the

off-line analysis, as will be described in Chapter 4.
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A variety of different types of particle detectors were
arrayed at four z-positions called stations in order to collect
tracking information. The types of detectors employed, as
described below, were scintillation counter hodoscopes, multiwire
proportional chambers, drift chambers, and proportional tubes.
In addition, a calorimeter provided energy measurements for
electrons and hadrons, and a ring imaging Cherenkov counter
provided hadron identification.

Hodoscopes. Scintillation hodoscopes were placed at
atations 1, 2, 3, and 4 in order to provide information for the
fast trigger and as an aid in tracking. The locations of these
hodoscope planes are as shown in Figure 5, and their
specifications are presented in Table 2. The counters were
conatructed of Nuclear Enterprises NE110 plastic scintillator.
Attached to one end of each counter was a Plexiglas light guide
and Hamamatsu R329 photomultiplier tube. Signals from these
phototubes were used in the fast trigger, as described in the
next chapter.

Chambers. A set of 6 multiwire proportional chambers (MWPC)
was piﬁced at station 1, as shown in Figure 5. These planes
measured the Y, U, and V coordinates of the particle
trajectories, where U and V are oriented at angles ttan“l(llé) to
the Y-axis. The MWPC gas was a mixture of 254

(82.6%Ar/17%002/0.4%Fre0n) and 75% (50%Ar/50%Ethane) bubbled

11



through ethyl alcohol at 28°F. This particular mixture was chosen
8o as to allow chamber operation at high rates without discharge
problems.

Stations 2 and 3 each had a set of 6 drift chamber planes,
also wmeasuring Y, U, and V coordinates. The chambers were
operated with a 50% argon/50% ethane gas wmixture and bubbled
through ethyl alcohol.

A set of 3 proportional tube planes, measuring X and Y
coordinates, was placed behind concrete absorbers at station 4.
These tubes were used to identify muons, moast hadrons having been
abgorbed in the calorimeter and following concrete and zinc
absorber. These tubes were operated with the same
argon/ethane/alcohol gas mixture.

A summary of the various chamber parameters is presented in
Table 3 for the MWPC's and in Table 4 for the Drift Chambers.

Calorimeter. The electron~hadron calorimeter was located as

shown in Figure 3. Its purpose was twofold: 1) to provide fast
linear electron and hadron sums for the trigger logic, and 2) to
identify particles as being either muons, electrons, or hadrons
in thefoff-iine analysis by measurement of the energy deposition
in the various parts of the calorimeter. The calorimeter
consisted of two major parts as shown in Figure 6: 1) an electron
calorimeter, which was built of alternating layers of lead and

scintillator for a total of 19 radiation lengths. It was read

-
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out at & longitudinal positions. 2) A hadron calorimeter, built
of altern;ting layers of iron and scintillator for a total of 9
absorption lengths. It was read out at 2 longitudinal positions.
Both sections of the calorimeter were divided into a left and a
right segment. In addition, the hadron part was segmented in the
y-direction into 13 counters and the electron part into 12
counters. Further details regarding the calorimeter are found in

reference [30].

Cherenkov Counter Description

Cherenkov Ring Imaging techniques. When a charged particle

traverses a medium of index of refraction n with a velocity B¢
which is greater than the velocity of light in that medium (c/n),
photons are emitted in a cone of angle Gc with respect to the

particle trajectory, where this angle is defined by

1
cos Oc -

fn (2.1)

These photons, when reflected from a spherical mirror with radius
of curvature R, are focussed onto a ring in the focal plane,
which is located a distance f=R/2 frow the mirror. The radius of

this ring 1is given by r-ftanec. The center of the ring is
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determined by the angle of the particle trajectory with respect
to the optical axis of the mirror. Once the position of the ring
center is determined, each detected photon gives an independent
geasurement of the ring radius. The particle mass, and thus its
identity, is determined by combining the measurement of the ring
radius with a momentum measurement (from tracking information).

Ring radius, particle mass, and momentum are related by

rs= f‘/‘Tnz-l) - (w/p)?

(2.2)
In the above equation we have made the approximations that the
momentum and energy of the particle are the same, and that the
index of refraction n is very close to 1. These are very good
approximations for our experimental conditions, where we use a
helium radiator with n=1.000038, and the Cherenkov threshold Y. ™
115. (This y is just the ratio of particle energy to rest mass:
y=~E/m.)

We note that in equation (2.2) and in a considerable part of
the following discussion, we find it more convenient to use the
quantity n = n’-1. We call n the refractivity of the medium.
Figure 7 shows the expected ring radii for =, K, and p as
functions of momentum given an 8 wmeter focal 1length, and

n’-1=75x10".
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The mean number of detected photons is given by [50]

a .
N= —1L fe(E) 8in?6 (E)dE
he C (2.3)

where L 1is the radiator length, a/hc=370 cn-lev-l, and ¢(E) is
the overall photon detection efficiency as a function of energy.
The integral is evaluated over the range in which the photon
detector is sensitive. The Cherenkov angle, Oc, is also a
function of photon energy, because the index of refraction varies
with photon energy. This effect i1is known as chromatic
diaspersion.

The development of the Ring Imaging Cherenkov Counter was a
major effort on the part of the E605 Collaboration [31-36]. We
present here a full description of the various hardware
conpoﬁents of the Cherenkov counter; in Chapter &4 we will
describe the Cherenkov data analysis procedure.

An overall view of the Cherenkov detector is shown in Figure
8; the_major parts consisted of the radiator vessel, purification

system, mirrors, and photon detectors. We describe each of these
parts in detail below.

Radiator vessel. The Cherenkov radiator vessel was an

aluminum box 15.2 m long and measuring 3.1 x 2.8 '2 in cross

section at its downstream end. The walls were constructed from
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3/32 inch aluminum sheet, except the upstream wall which was 1/32
inch. Ali joints were welded. Structural support was provided
by an external network of I-beams and aluminum channels. The two
detector ports were located on either side of the vessel, outside
the experimental aperture.

Pure helium was used as the radiator gas. Heliuwm has a very
low refractivity (nz—l = 75 x 10-6 for 8 eV photons), enabling us
to extend %/K separation to very high momenta. Helium also has a
low chromatic dispersion in the vacuum ultraviolet, which is
essential for achieving good spatial resolution in our photon
detector. The radiator gas was maintained at room temperature
(typically 60 °F, although we also operated the counter at a
temperature as low as 45°F) and at a pressure of about 1.02
atmospheres. The vessel was wrapped in thermal insulation in an
effort to keep the interior of the vessel at a uniform
temperature. Since the refractivity of a gas 1is inversely
proportional to the temperature, a degrading of ring radius
resolution would have resulted if the temperature within the
radiator vessel were not uniform to within 1-2 degrees C.

Purification system. The purification system 1is shown in

Figure 8. Its purpose was to conserve helium usage, remove
impurities from the gas, and to measure the transmission of

ultraviolet light in the gas.
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Helium was introduced into the vessel using boiloff from a
liquid helium dewar. Automatically operated valves controlled
gas flow, maintaining the vessel at a pressure of 5-10 inches of
water above atmospheric pressure.

Gas was recirculated first into a 12 ® long control tube,
which was used to measure the gas transmission. A 8 eV light
source [34], placed at one end of the tube, was directed towards
a UvV-gensitive phototube at the other end of the control tube.
The gas transmission was measured by comparing the phototube
readings when the control tube was evacuated to when it was full.
The transmission was found to be 75-80% during the run.

Oxygen was removed from the radiator gas by mixing it with a
small amount of hydrogen and combining them to form water in a
Deoxo Catalyzer. The water was then removed in a dryer, while
other contaminants and any remaining water were frozen out in a
liquid nitrogen trap. Clean helium gas was then pumped back into
the radiator vessel. Care needed to be taken to monitor the
level of excess uncombined H, gaa, which, due to its low boiling
point, could not be frozen out in the LN, trap. By virtue of its
large'}efrgctivity (n?-1 = 450x10-6) {55], the concentration of
H, gas in the radiator could be measured from the eize of the
observed Cherenkov ring radii. The vessel was purged once during
the course of the 800 GeV run with pure helium when the H,

concentration reached 2%. Higher levels of H, could not be
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tolerated, because its high chromatic dispersion would have
adversely—affected photon resolution.

Mirrors. An array of 16 wmirrors was placed near the
downstream end of the radiator vessel, as shown in Figure 8.
Each mirror measured 25 X 26 inch? in area, and was ground from
7/8 1inch thick plate glaas into a spherical surface with a 16 =
radius of curvature. Use of such a large thickness of glass had
the drawback of introducing approximately 0.2 radiation lengths
of material into the aperture. However, it was considered
impractical to manufacture thinner mirrors that were sufficiently
rigid to maintain the required optical qualities. A thin layer
of aluminum was deposited on the mirror surface, and covered by a
layer of MgF,. The reflectivity of the mirrors was measured to be
about 75% at 1500 A. The mirrors were produced by the Muffoletto
Optical Company of Baltimore, MD [53}.

The mirroras were mounted in a large rectangular aluminum
frame. The weight of the mirrors was supported by steel wires,
running vertically and suspended from the frame. Each mirror was
held in its own aluminum frame, and supported at three point by
viton cushions. Three independently adjustable threaded rods
were connected to each mirror frame, allowing each mirror to be

independently oriented.
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The mirrors were aligned so that 2

Mirror alignwent.

columns Jf mirrors (8 mirrors) pointed at one detector, and the

angles

Alignment

other 2 columna pointed to the other detector.

to wminimize the detector area required to

were chosen 8o as

observe photons emitted by all tracks within the experimental

Rather than aligning the mirrors so that they all lay

aperture.

on a spherical surface, they were deliberately '"defocussed”.

What this means is that the rings from adjacent mirrors were well

This

separated on the detector plane and were non-~overlapping.

that we could always identify from which wirror a

was done so

This feature proved very useful in

given photon was reflected.

the data analysis.

source placed

The mirroras were aligned using a point light
A grid containing the

at a specific point in the detector plane.

outline of each mirror's reflection by the light source was taped

The mirrors were finely

to the upstream wall of the vessel.

projections fit into their respective

adjusted until their

Using this method, we aligned every mirror

"boxes" on the grid.

to within *10 am in image position in the detector plane. A more

accurate measurement of the mirror alignment angles was performed

using the data itself, as will be described in the next chapter.

The window separating the radiator

Calcium fluoride window.

gas from the detector gas was a 4 x 8 array of 10 x 10 cnz CaF,

Each crystal was 4 mm thick and

crystals glued to a brass frame.
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had a transmission of about 70% at 8 eV, with a high-energy
cutoff at—9.2 eV. The particular frame and glue used were chosen
because their thermal expansion characteristics were similar to

those of CaF,. [36]

Photon detectors. Each of the two photon detectors was a

nultistep proportional chamber of the type described in
references [35~36]. The active area of each chamber was 40 x 80
cnz. A schematic diagram of ihe chamber is shown in Figure 9.
The chamber was operated with a He(97%)/TEA(3%) gas mixture. The
photosensitive gas triethylamine (TEA) has an ionization
potential of 7.5 eV, and a 3% mixture of TEA in helium has an
absorption length of about 1 mm for photons above this energy and
less than 9.2 eV. The chamber operated as follows: a photon
crossing the CaF, window enters the conversion gap, a region of
low electric field (100 volts/mm). Here the photon ionizes a TEA
molecule producing a single photoelectron. This electron drifts
into the pre-amplification gap, where there is a high electric
field (750 volts/mm). Here the electron avalanches, multiplying
by a factor of 10“. A portion of this avalanche 1s transferred
through the transfer gap to the last stage of the chamber, a
proportional wire chamber (2 cathode wire planes and 1 anode
plane). The electron avalanche multiplies and collects on an

7

anode wire for a total gain of about 10°. Induced charges are
recorded on each cathode plane; typically, the induced pulse is

Py spread over 5-6 cathode wires.

- SeIsdoveR TR SRS



The proportional chamber planes consisted of wires spaced
every 1 -nn. Each adjacent pair of wires was ganged together
before being read out into the preamplifier cards, so from the
electronics point of view the chamber was segmented into channels
spaced every 2 am. Anode wires ran vertically, and cathode wires
(u and v coordinates) were oriented at 45 degrees. We note that
the u and v coordinates in the Cherenkov counter are not the same
as the u and v coordinates in the MWPC's and drift chambers.

There were a total of 192 anode channels and 2 x 384 cathode

channels.
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CHAPTER 3

Data Acquisition

In this chapter we describe the method used to acquire data
from the experiment. In particular, we discuss the trigger logic
and the readout system.

Irigger Logic. Signals from the phototubes attached to the
scintillation hodoscopes described in the previous chapter vere
sent to LeCroy Model 4416 ECL Discriminators. The high voltages
on the phototubes were adjusted so that winimum ionizing
particles produced 60 mv pulses. We then set the thresholds on
the discriminators to 30 wmv. Their output pulses were set to
approximately 12 nanoseconds width. The pulses from the
phototubes were not synchronized; that is, the light from a
particle that hits a hodoscope counter close to the phototube
will arrive at the phototube earlier than the light from a
particle hitting at the far end. This time jitter is as large as
10 ﬁ; for the longest counters (X4). The trigger logic
electronics demanded that the pulses in a given bucket be
synchronized and this was achieved by sending the output from the
discriminators into the University of Washington pulse stretcher

modules. These pulse stretchers were gated by the accelerator RF
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signal, which vas a sine wave with a period equal to the time
between ﬂuckets. The pulse stretchers synchronized the
discriminator pulses to the RF signal. Synchronization of the
pulses by the stretcher modules allowed us to achieve one bucket
time resolution in the trigger logic. The output signals of the
pulse stretchers were then fanned out to several places: 1) Each
channel was sent to a coincidence register card setting a bit
which was read out into the data stream if the event caused a
trigger. 2) Each channel was sent to one or more trigger matrix
modules. 3) Each half-bank of counters (left and right halves of
each bank) was sent to a hodoscope terminator module, where the

logical OR of the half-bank was performed.

Trigger Matrix

Matrix system components. The trigger matrix system was

essentially a fast lookup table that provided a set of outputs
according to whether any among a possible set of "roads", or
combinations of counters, were satisfied. A block diagram of the
matrix system is shown in Figure 10, and simplified schematic of
a natfik card is shown in Figure 11.

A total of 8 trigger wmatrices were employed in the
experiment, divided into two large groups called the Y Matrices

and the Muon Matrices. Both operated in similar ways, their

majot. operational difference being their inputs: for the Y
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via the on-line PDP 11/45 computer through the CAMAC system.
Input to’each RAM were 4 counters from one hodoacope bank, and 4
counters from a second bank. The output bits of each chip
corresponded to the allowed set of counters in the third bank
which completed correct matrix combinations. These output bits
were then logically ANDed with the actual set of third hodoscope

plane hits to form the matrix module output.

Matrix software. One of the most significant features of

the trigger matrix system was that all combinatione of hodoscope
hits were checked simultaneously, providing for the greatest
possible speed. To achieve this, every possible combination of 4
x 4 arrays of counters had to be programmed into each RANM. The
steps required to load the matrix with a given pattern are
described as follows:

First, a physically reasonable trigger matrix pattern had to
be generated, consisting of a subset of all possible roads
traversed by particles emerging from the target. This was done
via a Monte Carlo program. This program produced a set of matrix
maps corresponding to the set of allowed hodoscope roads for a
given Waet of magnet currents. These maps were further edited by
hand to add or remove individual matrix combinations. For
example, "hot cells", or matrix combinations satisfied by

unintereating beamlike particles, were removed at this stage.

These maps then had to be transformed, via a program called
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TRMAT, into a compact table of values describing the information
to be léﬁded into each RAM chip. Program TRMAT read a file
containing the matrix hardware map, which described all the
neceasary data pertaining to every RAX in the matrix system,
namely, its location (CAMAC crate and station number, and =module
subaddress) and the particular combination of hodoscope inputs (a
set of 4 x 4 x 4 counters) treated by that RAM. TRMAT cthen
generated a disk file containing the loading pattern for all the
RAMs. A number of such files, corresponding to different magnet
settings and running conditions, were generated. The
experimenter selected which matrix file he wished to load at the
beginning of a data run. The final step was performed by the
on-line program, which read the matrix table disk file selected
by the wuser and issued the appropriate instructions required to
load the matrix. The loading process was performed via a JORWAY
Branch Driver and branch highway. This 1loading process was
performed about once every 5 to 10 runs, and took about one
minute to execute. In addition, while a data run was in
progress, the PDP read back and checked the contents of each RAM
petiodieally and notified the experimenters if any errors had
been detected.

Calorimeter logic. We utilized pulse height information

from the calorimeter to provide a number of trigger logic

signals. To do this, we first produced analog sums of the pulse
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heights from the phototubes in various sections of the
calori-et;t. Four of these sums, called EUL, EUR, EDL, and EDR,
were created by summing pulse heighte from either the Left(L) or
Right(R) halves of the calorimeter, while restricting the sum to
either the upper(U) or lower(D, for down) 9 counters in that
half. For example, EUL summed the upper 9 counters on the left
side. The four aignals EUL, EUR, EDL, and EDR were then all
attenuated by the same factor and discriminated, thereby
converting analog signals to logical levels.

In addition to the above, ve also made the logical signals
ETFI and EHI. Both ETFI and EHI summed the pulse height over the
entire calorimeter, but were then attenuated by different factors
before being discriminated. We set the attenuation factor of EHI
higher than ETFI, and EUL, EUR, EDL, and EDR midway between ETFI
and EHI. These attenuation factors were changed during the run a
number of times to account for different running conditions, and
are listed in Table 5. All of the above signals were made by
summing over both the electron and hadron parts of the
calorimeter.

;he motivation for these signals was as follows: EIFI was
set to a low attenuation level for use primarily as a study
trigger in evaluating the calorimeter trigger efficiency. The
signals EUL, EUR, EDL, and EDR were used as inputs to those

triggers requiring both a calorimeter energy deposit and a
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hodoscope road satisfying the trigger matrix. EHI was designed
as a si;ple, high energy calorimeter (7100 GeV) trigger,
regardless of the presence of hodoscope roads.

DC Logic. A block diagram of the DC Logic system is shown
in Figure 12. The DC Logic is a flexible system allowing for the
simultaneous generation of up to 16 different triggers. Inputs
to the DC Logic are provided to two places, the Trigger Fan-In
(TF1) Module, and the DC Logic Bus.

The purpose of the TFI module is to generate a start signal
for the DC Logic. When the DC Logic receives such a signal, it
latches the signals on the DC Logic Bus, creating a set of DC
logic levels which are then processed. The TFI generates a start
signal whenever any of its inputs are present in the logical true
state. We used two inputs to the TFI, called ETFIL and ETFIR.
To make ETFIL, we first performed majority logic (3 out of 4) on
the hodoscope banks X1L, Y2L, X3L, and Y3L; then we defined the
coincidence of this signal with the EIFI signal from the
calorimeter logic as ETFIL. ETFIR was done in a similar way
using the right-hand hodoscope banks.

Tﬂé bits on the DC Logic Bus were drawn from the Trigger
Matrix outputs and the calorimeter logic. To simplify the
trigger logic, we reduced the four Trigger Matrix outputs
(YUL,YUR, YDL, YDR) to two by performing the logical OR's of

corresponding left and right outputs. We made YUsYUL.or.YUR and
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YDeYDL.or.YDR and used these two signals as inputs to the IC
Logic Bua: Similarly, we made the corresponding calorimeter
signals EUsEUL.or.EUR and EDsEDL.or.EDR and input these to the
Logic Bus. Finally, the two remaining calorimeter signals ETFI
and FHI were input to the Bus without further modification.

Once the DC Logic has received a start signal from the TFI
module and latched the inputs on the Logic Bus, it then performs
logical operations on these inputs via the Pin Logic Modules,
which are hardware programmable (via switches) printed circuit
cards. We created the following hadron trigger bits in the Pin
Logic Modules: EYUs=sYU-EU, EYD»YD-ED, EHI, and EIFI. ETFI was
prescaled by a factor of 64. All of these trigger bits were then
input to the Trigger Store Module, which performed the logical OR
of these inputs to provide the final trigger. This final trigger
caused the Trigger Generator OQutput (TGO) Module to generate
readout gates for the event.

Readout system. The event was read out by the Nevis

Transport System [37]. The Transport system was a communications
system between the data acquisition electronica, the on-line
coaputér, and the readout buffer (Megamemory). 1Its purpose was
to supervise the readout of each event in an orderly fashion.
This readout order was: 1) The trigger bits, namely, all bits
from the DC Logic Input Bus, the TFI module, and the TGC module,

were read out by coincidence register (CR) cards through
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Transport. 2) Hodoscope hits, MWPC hits from from station 1, and
prop tube hits from station 4 were read out from other CR cards
through Transport. Data compression was performed on the CR
cards prior to readout; that is, only those channels having
nonzero data were read out. 3) Drift chamber hits and drift
times were recorded by Time to Digital Converters (TDCs) and then
compressed and read out through Transport. 4) Calorimeter pulse
height information was recorded and digitized on Nevis Quadratic
Analog to Digital Converters (ADCs) and read out. 5) Cherenkov
pulse height information was recorded on Saclay and LeCroy ADCs,
as deacribed in detail below. All the above information was
organized by the Transport aystem, which inserted identifying
header words before each block of data and a word count at the
end of each block. The event was stored in the event readout
buffer, the University of Washington Megamemory, a G4-megabyte
memory appended to the on-line PDP [56]. The readout process
took about 10-40 psec to perform, depending on the event 1length.
During the course of a typical spill, approximately 1000 events
consisting of several hundred data words each were sequentially
stored_ in the megamemory. At the conclusion of the spill, the
PDP dumped the entire megamemory contents onto 6250-bpi tape.
One tape typically was sufficient to record about 100,000 events.
The readout system had a very high rate capability, (of order 10
kHz) due to the fact that most of the readout procedure could be

performed without any assistance from the on-line computer.
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Cherenkov ADC systems. Two ADC systems were employed for

perfornin; analog-to—-digital conversion of Cherenkov pulse height
information. The east chamber used ADCs built for CERN by LeCroy
(Model 4200 Fast-Encoding Readout ADCs (FERA), now commercially
available). These were 10-bit linear ADC's. The west chamber
used ADCs built by the Saclay electronics group, and were 7-bit
bilinear ADC's. Both syatems performed asutomatic pedestal
subtraction and data compression. This was the first utilization
of either system in an experiment, and both proved to be fairly
successful.

Collection of data. A summary of the data collected with

the 1liquid hydrogen and deuterium targeta is presented in Table
6, where we 1list the number of protons on target for each target
type, as well as the empty target running. In addition, the
table also shows the total integrated luminosities. We recorded
200~-500 triggers in a typical spill, and each data tape was
sufficient to record 80-100 k triggers. We recorded a total of
22 data tapes for the hydrogen target and 35 tapes for the
deuterium target.

During the data taking, the on-line PDP computer routinely
transferred a portion of the data to our VAX 11/780 computer for
monitoring purposes. We ran a program on the VAX that was rather
similar to the program used in the main off-line analysis. Its

purpose was to check that all parts of the apparatus were
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functioning properly. For example, we periodically checked the
perforlan;e of the Cherenkov chambers by reconstructing photons
on the VAX. Chamber voltages were readjusted if we saw that the
pulse heights were either too high or too low.

Figure 13 shows the on~line display of the data from one
chamber for a typical event as generated by our VAX program. On
the left and right sides of the figure we see the histograms of
the raw pulse heights of the u and v cathode planes; at the top
of the figure is the anode pulae height histogram. The
rectangular box represents the 40 x 80 cm? chamber area. Within
the chamber we 3see the anode and cathode coordinates as
reconstructed by the program, represented by the vertical lines
for the anodes and the lines running at :45° for the cathodes.
The '+' sign shows the expected location of the ring center, with
a circle drawn about it at a radius of 70 mm. The '¥*' symbols
are drawn at the triple intersection of an anode and two cathode
coordinates, and represent the locations of the photons which
have been reconstructed by the program.

- Cherenkov sparking. During the course of the data taking we

addressed a number of problems regarding the Cherenkov chambers.
The major hardware problem we encountered was that of sparking.
Both chambers sparked across their pre-amplification (PA) gaps
during spills, with a sparking rate proportional to beam

intensity. Following a spark, the chamber required typically
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10-50 millisecondes for the electric field in the PA gap to return
to its -nornal value, and during this time there was no
amplification of photoelectrons and hence no detection of
photons.

While one possible solution would have been to reduce the
field in the PA gap, doing so was shown to result in very low
pulse heights in the proportional chamber, and therefore poor
photon reconstruction efficiency. We therefore kept the electric
fields high, tolerating a sparking rate of 10-20 Hx. To wmonitor
the sparking, we set up two logic bits, one for each chamber.
Whenever a spark occurred, which we detected by monitoring the PA
gap voltage, we set the spark bit and left it gated on for 50
milliseconds. These bits were read out with each event, and in

this way we knew the chamber status for each event. Analysis of

these events is described in the next chapter.
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CHAPTER 4

Data Analysis

In this chapter we describe the methods used to extract the
hadron cross sections and ratios from the raw data. Particular
emphasis is placed on the procedures used to perform particle
identification.

Event analysis; tracking. There were three major parts in

the analysis of each event. The first part consisted of using
the information from the drift chambers and MWPC's to find
tracks. The s8econd part traced the particle trajectory back
through the SM12 and SMO analysis magnets to the target position.
In the third part, hadron identification was performed using data
from the ring-imaging Cherenkov counter.

The data tapes were analyzed using the CDC Cybers installed
at Fermilab. Because of memory limitations and CPU-time
considerations, the analysis of each tape was broken up into two
distinct jobs. The first job compressed a raw data tape into a
l1st pass data summary tape (DST-1). If en event satisfied any of
the hadron triggers as discussed in the previous chapter (these
were EHI, EYU, EYD, and ETFI), it was analyzed for tracks. The

tracking program, JACTRACK [37-38], worked as follows: first, the
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drift chambers in stations 2 and 3 were searched for sets of
y=u-v triplets. These triplets were required to contain at least
one associated pair of hits (e.g., y and y'), with a consistency
check being tequifed on the sum of the drift times. After all
triplets are found, a search for doublets (2 associated hits in
either y-u-v) which are not subsets of the previously found
triplets. These triplets and doublets were required to be
consistent with a track pointing to an energy deposition cluster
in the hadron calorimeter. The tracker then looped over all
combinations of station 2 and 3 doublets and triplets and made a
list of all track candidates which were consistent with a track
emerging from the target. This required that the track point
toward the target in the non-bend x view. The tracker also made
checksum cuts on all track candidates, requiring that the sum of
the drift times in associated hits be consistent with the
neasﬁred track angle.

Each of the drift chamber track candidates which survived
the above cuts was then checked to see if it could be matched
with a track segment in the station 1 MWPC's. For each track, a
winimum of 4 chamber hits was required in each of stations 2 and
3 (out of 6 hits maximum per station), and a minimum of 3 hits
vere required 1in station 1. Typical chamber efficiencies were
between 85-95%. Drift chamber efficiency was uniform as a

function of drift time, except for the region very near the field
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wires, where the efficiency dropped to 65-85%, depending on the
chamber. " The overall tracking efficiency, as calculated using
the individual chamber efficiencies, was estimated to be about
96% for a typical runm.

Traceback. Any event satisfying a hadron trigger was
written to DST-1, along with tracking information and momentum,
which was calculated using the measured field in SM3. A second
pass was then made on the data tapes, in which traceback to the
target and Cherenkov analysis were performed. The traceback
procedure, FLIPSWIM (39}, worked as follows: Magnets SMO and SMi2
were divided into a number of 18 inch long sub-magnets. Starting
with the known track direction and position at station 1, the
particle was traced to the effective bendplane of each submagnet,
where a Py kick was calculated from the magnetic field map. This
procedure continued through all the sub-magnets, unless the
particle track was rejected for hitting a point outside the open
aperture. When the track had been traced to the z-position of
the target (z==130 inches), the initial Pr and 0 (polar angle) of
the track were calculated, provided the track satisfied the
target constraint cuts Ixtgt|<0'6 inches and 'ytgt|<l‘2 inches.
In this phase of the analysis, a large number of background
events were rejected, mainly because these events originated from
sources other than the target. The details of the number of

events passing each stage of the above analysis are presented in
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Table 7. In the Table, 'N triggers' gives the number of events
we analyied for each trigger type. ‘N tracks' gives the number
of triggers for which tracks were reconstructed. We see that EYU
and EYD have a higher fraction of tracks reconstructed than for
EHI. This is because EYU and EYD both required Trigger Matrix
roads to be satisfied. 'N target' gives the number of tracks
which vere succesfully traced back to the target position. We
note that most of the surviving events are EHI triggers. This is
because it was relatively easy for a sgecondary hadron emerging
from the collimator to fake a high Py track (satisfying the
Trigger Matrix) and to pass the low threshold EU and ED
calorimeter triggers. These background tracks had a wmore
difficult time satisfying the higher energy threshold EHI
trigger. The number of events in parentheses in the 'N ovl' rows
indicate the number of EYU and EYD triggers which simultaneously
satisfied the EHI trigger.

In Table 8 we list the number of events passing a further
set of cuts which were imposed following the traceback analysis
and before the Cherenkov analysis.

Calorimeter analysis. The calorimeter was used in the

analysis of the hadron data for two purposes: 1) to reject
leptons, and 2) as an aid in tracking by requiring a hadron track
to point to an energy deposit cluster in the calorimeter. A
cluster is defined as a set of adjacent counters (typically 2-3

counters) which have recorded an ADC pulse height above pedestal.
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The charge as measured by the calorimeter ADC's must first
be conve}ted to an energy measurement. This was done for each
counter by comparing the collected charge to the momentum of each
track passing through that counter. For high momentum particles
we can make the approximation that the energy deposit is equal to
the momentum. In order to relate energy to charge deposited ve
first correct the charge deposited for the attemuation of light
along the length of the counters. That is, we collect less light
from a particle which hits the calorimeter at a position far from
the phototubes than we collect from a particle which deposits the
same energy but hits near the phototubes. After this correction
is made, the histogram of the ratio of collected charge to
particle momentum is approximately gaussian in shape. The rms
width of this gaussian is the energy resolution of the
calorimeter (SE/E=75%/VE). The peak value is chosen as the scale
factor converting charge to energy. This value is, in general,
different for each counter.

We required a sinimum of 30 GeV per cluster in order to
reject muons. Muons fail this requirement because they will
leave only a minimum ionizing deposit of about 5 GeV on average.
Electrons and hadrons can be distinguished by the longitudinal
development of their showers. Electrons interact with a heavy
atom (such as lead) via bressstrahlung, which creates an

electromagnetic shower. This shower develops very quickly, and
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electrons deposit most of their energy in the first few modules
of the calorimeter (i.e., in the EM portion). Hadrons, on the
other hand, begin to shower after they experience an inelastic

collision with a heavy nucleus, and for wmaterials containing

heavy nuclei, the nuclear interaction length is longer than the

radiation length. Hadronic showers will thus take longer to
develop and are spread over a greater longitudinal distance than
electromagnetic showers. In the case of our calorimeter, we
expect most hadrons to deposit a significant part of their energy
in the last two modules (i.e., the hadronic portion). We made
the requirement that hadrons deposit less than 90% of their
energy in the EM portion of the calorimeter, Any particle
depositing more than this fraction was congidered to be an
electron. The fraction of hadrons lost by this requirement was

estimated to be about 0.5%.

Analysis of Cherenkov data.

Analysis of the Cherenkov data for a given event was
performed only for those events surviving the tracking and
traceback analysis. Having determined via the calorimeter that
these events were hadrons, the Cherenkov counter was required to
identify the particular species of hadron. The  Cherenkov
analysis was performed by the CERKOV patch of the main analysis

program and operated in the following way:
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Calculation of ring centers. Cherenkov photons emitted

along the path of a particle traversing the Cherenkov radiator
vessel may strike one or wmore mirrors and be reflected onto one
or both photon detectors, producing one or more ring images.
These rings each have a center which is defined by reflecting the
particle trajectory off each relevant wmirror and onto the
appropriate detector as if this trajectory were the path being
taken by a photon. These ring centers were used as reference
points in the subsequent analysis for calculating ring radii.
For each track, a ring center was calculated for every mirror
that could conceivably intercept photons from that track. While
geometrical aberrations introduced by the apparatus distort the
rings from perfect circularity, the ring "radius” is defined for
each photon as being equal to the distance from the wmeasured
photon position to the nearest calculated ring center. The
non-overlapping of ring images from neighboring mirrors allowed
us to measure ring radii unambiguously.

Calculation of u, v, and x cluster coordinates. Both

cathode planes and the anode plane of each chamber were scanned
for clusters, or groups of adjacent wiree having a pulse height
greater than a certain threshold. For simple clusters, which are
clusters having only one maximum, the coordinate is calculated by
a center of gravity method. The amplitude, or pulsae height

summed over all the channels in a cluster, 1is stored for each
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cluster. Multiple clusters, which have more than one peak, are
divided aé the minimum points into separate cluaters. Single low
or high channels in the cathode planes are ignored when searching
for maxima and minima, but no attempt at smoothing 1is done,
except in those cases where individual channels are dead, in
which case they are set equal to the average of neighboring
channels. There wvere never more than five dead channels during
any run, and they were often repaired soon after being discovered
by the monitoring program.

A masking procedure was employed to prevent spurious
coordinates from being considered in the analysis. Thg
requirement was that each cluster coordinate must lie within 100
mm of any calculated ring center. If there were no ring centers
for a given detector in a particular event, the data from that
detector was simply not analyzed., A maximum of 20 cluster
coordinates from each wire plane was allowed, after masking, and
if that number was exceeded, the event was cut as being too noisy
to analyze correctly. The number of these overflow events was
less than 0.5% of the data. We have no reason to believe there
was any bias in these overflow events with regard to particle

type.

Finding photon candidates. The list of cluster coordinates

in the u, v, and x planes were searched for triplets. Candidates

were accepted with the following criteria: 1) the x-projection
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calculated from the u and v coordinates must be within 2 mm of
the x- co;rdinate. 2) The amplitude correlation between all
three planes w®must be sufficiently good. The amplitude

correlation factor was calculated according to

Au + Av - IAu - Avl
v " (4.1)
A + A
u v

where Au and Av are the u and v amplitudes. The above function
was constructed so that its range was OSHquI, and so that Wuv-l
for perfect correlation (Au-Av). It was required that WuvZO.S for
a candidate point to be accepted. Similarly, a cathode-anode

correlation function

AUV + AX - 'AUV - AX'

uvx
A+ A
uv x

vas constructed, where Ax was the anode amplitude and Auv wvas the
sum of the cathode amplitudes. We also required WhVXZO.S for a

good candidate point.
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Any u~v-x triplet satisfying the above criteria was stored
in the list of candidates. A maximum of 100 candidates were
allowed. This situation occured, with subsequent event
rejection, 1in only 0.1% of the events. The candidates were then
ordered, with the candidates having the best amplitude
correlation being placed at the top of the list.

Selecting a subset of candidates as the solution. The

candidate 1list was searched for the best possible subset of
candidates. Starting with the candidate point with the best
amplitude correlation, and working down the list, each candidate
is assigned to the "solution list" if the following criteria are
met: 1) The candidate does not share any of its u, v, and x
coordinatee with a candidate already in the list. 2) Failing the
above, an attempt to "split" a shared coordinate was made. The
amplitude for this shared coordinate was divided among the two
candidates in such a way that both candidates still satisfied the
amplitude correlation criteria. If it was possible to do this,
the candidate was added to the list. This procedure attempted to
recover from the fairly common situation in which cathode pulses
in either fhe u=- or v~ view overlapped. Such an overlapping was
less common in the anode plane, since pulses in the anodes were

in general only one channel wide.
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After the solution list was generated according to the above
procedure; a "quality factor" was calculated. This was defined
as the fraction of the total available amplitude (summed over all
three coordinate .planes) actually used by the candidates. For
example, if there was a cathode cluster which was not associated
with any of the candidate points in the solution list, then the
quality factor for this solution would be less than 1.

Following the construction of the initial solution list, an
attempt was made to improve the quality factor of the list by
either rejecting or adding candidates to the list. We rejected a
candidate from the 1list if its amplitude correlation was the
lowest of any candidate in the list and if it had at least one
shared coordinate. We added a candidate to the list if it had
the highest amplitude correlation of any candidate not already in
the 1list and shared at most one coordinate with any of the
candidates in the list. Each time the solution list was changed
(either by rejecting or adding a candidate) a new quality factor
was calculated. This procedure stopped when: 1) 100 iterations
of the above procedure had been performed. (This never
happened). 2) A solution that was identical to a previously
tried solution was constructed. 3) It was impossible to either
reject or add a candidate. When this happened, the solution list
having the highest quality factor was chosen as the best

solution. Typically, this procedure required less than 10
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iterations, and ended with a solution having a quality factor of

greater than 95%.

Calculating photon positions. The final list of candidates

vag used to calculate the photon Xx and y coordinates. For
photons whose u~v-x clusters were not shared by other photons,
this calculation was straightforward; for photons containing a
single shared coordinate, the other two non-ambiguous coordinates
were used to calculate the photon position. A maximum of 20
photons were allowed from each detector, but we never encountered
an event having more than 15 photons in a chamber.

Radius calculation. Each photon was assigned to a Cherenkov

ring and its radius calculated. The correction for spherical
aberrations was applied at this stage, and was done 1in the
following way: a "model photon" was emitted from the particle
trajectory at a point approximately halfway down the Cherenkov
radiator, at an azimuthal angle equal to that of the real photon,
but at a polar angle Oc aqual to the maximum allowed Cherenkov
angle. This photon corresponded to one emitted by a particle
travelling with velocity 8 = 1., This photon was then traced to
the appropriate wirror and then reflected onto the detector
surface. Its radius was measured and the reduced radius, defined
as the radius of the real photon divided by the radius of the
model photon, was calculated. The reduced radius 18 a quantity

which is corrected for spherical aberration effects. For a given
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particle type, one expects the reduced radius to depend only on
the parti&le momentum and the index of refraction of the medium.

While it is true that the expected value of the reduced
radius is independent of a large number of factors, the standard
deviation of the distribution of real photons is not independent
of these factors. We calculated the error in the expected value
of the reduced radius for each photon, taking into account the
chromatic dispersion of the radiator, astigmatism (uncorrectable
spherical aberrations due to uncertainty in the emission point of
the photon), the momentum resolution of the track, errors in
mirror alignment, and the intrinsic resolution of the chanbeg:
We measured the single photon resolution using very high momentum
(>100 GeV/c) muon tracks and found it to be 1.2 mm rms, as shown
in Figure 14. Chromatic dispersion was the single moat important
contribution to the resolution, accounting for 0.75 mm, and 1is
about the value one expects when using a 99%He/1%H2 mixture as
the radiator gas.

Particle 1identification. At this point we tested the

combined list of reconstructed photons and their radii against
each of the particle hypotheses w, K, and p. We assumed that
each photon was either a real Cherenkov photon or a random photon
produced by other means such as scintillation. We measured the
mean number of random photons (those photons not lying near a
Cherenkov ring but within the 100 mm mask) to be about 1.1 for a

typical event.
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For each particle hypothesis, we initially calculate the sum

of xz, uh;re

- )2
. Z (ri j)
"13 (4.3)

This sum is carried out over all photons. In this equation, r

i
is the wmeasured photon reduced radius, pj is the expected value
of the reduced radius for particle type j, and aij is the

standard deviation of the predicted distribution of radii about

. The values of ¢ vary from photon to photon primarily

® ij

because the effect of uncorrectable astigmatism is sensitive to

the photon's azimuthal angle ¢. Also, 4« depends on particle

i}
hypotheais due to the uncertainty in particle momentum. For

protons slightly above threshold, the ring radius changes rapidly

with momentum, and aij is large (e.g., aij-6.0 um at 120 GeV/e

typically). On the other hand, the ring radius for x's is

practically insensitive to momentum and ¢ is typically 1.2 mm.

1)
After calculating xz, we then calculate a confidence level
for this value of x2 and n degrees of freedom (correaponding to n

photons) [52]
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C.L.(x%,n) = oyt (n=2) -yi24, (4.4)

2" 2p(as2) 2

where '(n) is the usual Gamma function:

® =1
I'(n) = Jf " e tar |
0 (4.5)

We then attempt to improve this confidence 1level by
rejecting the photon having the worst x2 and assigning it to the
random photon category. The probability for a random photon to
lie within a distance Ar of a Cherenkov ring of radius r is given

by

[(r+Ar)z - (t-At)z]
P(Ar) = « P(A)

A (4.6)

P(A)
A 4xrAr

where P(A) is the probability for a random photon to 1lie within

an area A. We measured P(A)=25t5% for an area A-IO4 nm2 by
measuring the number of photons lying outside the Cherenkov ring.

The next step 1is to recalculate the confidence level for this
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hypothesis by calculating x2 for n~1 good photons and folding in
the proﬁﬁbility of seeing 1 random photon. If thia new
confidence level is less than the previously calculated value, we
stop and call the higher confidence level the probability for
particle hypothesis j to be correct.

On the other hand, 1if we find that rejecting a photon
improves the confidence level, we comntinue in an iterative
process to reject the photons with the worst xz and recalculate
the confidence level. We continue until we reach a solution with
n good photons and m rejected photons such that the confidence
level is maximized, and we call this value the probability for
particle hypothesis j to be correct. If we reject all photons,
we reject this particle hypothesis and assign a probability of
zero.

The above procedure is repeated for each of the three
particle hypotheses %, K, and p and a probability assigned to
each. We then decide the particle identity on the basis of the
hypothesis having the highest probability. In most cases, all
but one of the hypotheses will be rejected and particle
identification is unambiguous.

There are two ways for the particle to be assigned to a
category other than =, K, and p: 1) There are no reconstructed
photons in the event. We assign the particle to the '"No Photons"

category. 2) We do reconstruct photons, but the probability for
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all photons to be random is greater than any of the probabilities
for the -particle to be %, K, or p. In this case we assign the
particle to the '"ambiguous" category. The number of sauch
ambiguous events .is about 10-12% of the number of zero photon
events, and is consistent with the number of zero photon events
expected to contain random photons.

A particle identification summary for the hydrogen and
deuterium data is presented in Table 9.

Systematic radius corrections. Corrections to the reduced

radius measurement were applied which took into account a variety
of changing conditions during the course of the run. The two
most important corrections required by the Cherenkov program
were: 1) corrections for changes in the mirror alignment angles,
and 2) corrections for the changing value of the refractivity of
the radiator gas. These quantities fluctuated over the course of
the run, sometimes changing significantly over the interval of a
few hours. The way in which these quantities were monitored 1is
deacribed as follows:

Mirror alignment corrections. For every track whose photons

are intercepted by a given mirror, one can calculate the x and y
coordinates of the ring center in the detector plane. This can
be done provided one knows the orientation angles of the mirror.
If, as was observed to occur, the mirror angles drift from their

original values with time, then the ring center will be displaced



by an amount Ax and Ay from its original position. While it is
true that each track will in general have a different ring
center, all of these ring centers will be displaced by the same
amount when a given mirror's orientation angles change. An
approximate relation is that changing a mirror's alignment by 1
milliradian results in displacing all the photons reflected by
that mirror by 16 mm.

We calculated the ring center displacements Ax and Ay for
each mirror every run and wrote these values into a survey file
which was later read by the analysis progras. The calculation
was performed by making a scatter plot of ring radius vs
azimuthal angle ¢ for each photon hitting a given mirror. Now if
the wmirror alignment is known precisely, the points on the
scatter plot will lie on the straight line r=r;sconstant, where
r, 1is the radius of the ring. Since the mirror alignment is not
known precisely, we measure r and ¢ with respect to some point
which we believe to be the ring center but is actually displaced
from the true ring center by the unknown amounts Ax and Ay. The

points on the r vs ¢ scatter plot will then lie on the curve

r = Axcos¢ + Aysine

(4.7)
+ \/ rd - Ax2sin?¢ - Ay’cos?¢ ¢ AxAysin2e
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We then fit the scatter plot to this equation and extract Ax and
4y for e#;h mirror. Figure 15 illustrates this procedure.

Figure 16 shows the drift in Ay for a typical wmirror over
the course of a few days. The effect of thermal stresses in the
mirror frames and supports were sufficient to account for the
observed motion. The motion of each mirror was to a large extent
independent of the wmotion of other mirrors. Each mirror's
orientation drifted in a random walk fashion about some nominal
orientation. Ring centers were observed to drift by up to 1.5 mm
per day, although they were typically wore stable, and no ring
center drifted by more than 10 mm from its original position over
the course of the run.

Index of refraction. After wmirror alignments were
corrected, each raw data tape was reanalyzed and the first 1000
muon tracks were selected for studying the index of refraction of

the radiator gas. Starting from the relation

rs= f\[(nZ-l) - (a/p)?
(4.8)

we can calculate the refractivity n-nz-l if we measure the ring

radius, particle mass and momentum. We made a histogram of the

distribution of n2—1 for Cherenkov photons from muon tracks via

this procedure, as shown in Figure 17. This histogram was fitted
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to a gaussian, and the peak was then used as the value of n’-1 to
be wused -for that run. As can be seen from Figure 18, the
refractivity typically oscillated with a period of one day,

corresponding to the <circadian temperature cycle of the

experimental environment.

Particle Yields and Systematic Corractions

The data were grouped into bins in total momentum p and
transverse momentus Prs where the bin widths were chosen to be 10
GeV/c in p and 0.5 GeV/c in Pp- Both bin sizes were larger than
the resolution in p and Pr respectively, and were chosen so that
reasonable statistics could be gathered in each bin. Binning in
p was done because many of the systematic corrections applied to
the data were functions of total momentum.

The raw yields of each particle type were then corrected for
a number of effects, including particle misidentification, zero
photons, sparking, below threshold protons, decays in flight of
kaons, target flask effects, and calorimeter efficiency. Each of
these corrections is described in detail below. We first begin,
however, ‘Qith a discussion of the Cherenkov Monte Carlo program,
which proved invaluable in identifying and calculating

corrections for many of these systematic effects.
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Monte Carlo description. The Cherenkov Monte Carlo program,

CARLOV, was identical 1in all respects to the main analysis
program, except that instead of analyzing real events it analyzed
simulated events generated by a Monte Carlo subroutine which was
substituted for the usual raw data unpacking routine. For each
event, we start with a track of given momentum and arbitrarily
choose the particle type (%, K, or p). We generate a random
number of photons chosen according to a Poisson distribution.
The point of emission of the photon slong the particle path and
its azimuthal angle ¢ are chosen for each photon according to a
flat random number distribution. The mean Cherenkov angle Oc is
determined by particle mass and momentum, but the actual value of
ec chosen for each photon is smeared by a gauasian to account for
chromatic dispersion.

Each photon is then traced to a mirror and reflected onto a
detector plane, and we record its position. After all Cherenkov
photons have been generated in this way, we generate a random
number of background photons according to a Poisson distribution
with mean equal to 1.0. We simply choose random points on the
detector §lane for the location of these photons and record their
positions.

The next step is to convert the photon hits into digitized
ADC pulse heights in each of the cathode and anode planes. This

is done in such a way as to model the pulse shapes and the
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distribution of pulse height of real photon hits as closely as
posaible.- This information is then stored in the Cherenkov ADC
common blocks and passed to the main Cherenkov analysis program
for processing. The program then analyzes the above data in the
same way it would analyze real data. The number of reconstructed
photons is compared with the number of generated photons, thereby
providing us with an estimate of the software reconstruction
efficiency. We also compare the program's conclusion of the
particle type with the particle type generated by the Monte
Carlo, and this gives us an estimate of the particle
identification efficiency as well as the probability for

misidentification (confusing one particle type with another).

Misidentification. For each particle type there is a

probability that the analysis program will misidentify it as
being some other type. The cause of this misidentification,
surprisingly, has very little to do with photon resolution, since
nearly all particles in our acceptance had momenta below 150
GeV/e implying w/K separation was at least 8 mm (about 6 sigma).
Instead, the major source of misidentification is the photon
background. One expects a non-negligible fraction of events to
have a background photon located in a region where one would
expect to see Cherenkov photona, and one can easily be misled by
the presence of such photons. This 4is particularly true for

thoae events in which we base the particle identification on the
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location of a single photon. We shall see that protons are
particula;ly sensitive to this type of misidentification.

Figure 19 shows the photon number distribution for particles
identified by the program as being ®», K, or p. We observe that
the mean number of Cherenkov photons is particle type dependent,
and 1is equal to 2.67 for identified pions, 2.26 for kaons, and
1.43 for protons. The fraction of events which are identified on
the basis of a single photon is 21.9% for pions, 31.7% for kaons,
and 67.0% for protons. A further piece of information regarding
misidentification can be learned by studying the number of

background photons as a function of particle type. For 1+, x,
K+, and p, we find in a typical run that there are an average of
1.10 photons per event which do not lie on or near the expected
Cherenkov ring radius for that particle type. For K, however,
we find 1.48 extra photons, and for p we find 3.67 extra photons.
This implies that rare particle types, such as K and p, are
contaminated by events having many stray photons in which one of
these photons happens to lie near the expected ring radius.

We ran the Monte Carlo and studied how often each generated
particle type was misidentified by the program. We then
estimated correction factors for each particle type, where we
defined the correction factor has the probability for a particle

which as been identified as belonging to type i to really be type

i. These correction factors, which we list in Table 10, depend




to some extent on the relative particle abundances, and we quote
in the Table an error for each factor which assumes a 10%
systematic error in relative particle abundance. It 1is wvorth
noting that while %'s are correctly identified 99% of the time,
one out of three antiprotons is misidentified.

Photon reconstruction efficiency. We observed from the

Monte Carlo study that photon reconstruction efficiency is a
function of the nuaber of photon hits on the chamber, and can be

described by

- eb(l-n)
" (4.9)

€

where m is the number of photon hits, € is the single photon
reconstruction efficiency (i.e., the probability of
recon?tructing an individual photon), and b 1is a parameter
determined by fit to be equal to 0.022:+.001. This is seen in
Figure 20a, which shows a plot of €, versus the number of photon
hits m. The value of the parameter b is linearly dependent on
the value of the two-photon minimum separation, as seen in Figure
20b, and the value of b given above 1is consistent with a
two-photon wminimum separation of 10¢2 mm. Figure 20b was
obtained via the Monte Carlo by varying the mean cathode pulse

width, which directly affects the two-photon separation.
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The two~photon minimum separation is defined as the wminimum
distance -for which two photons can be separately resolved. We
histogrammed in Figure 21 the distance between the two closest
photons 1in each event for a large number of real events. We see
that there are few events with photons closer than 10 mm.

If we generate m photon hits, each of which has a

reconstruction probability €y’ then the probability of

reconstructing n of these photons is given by

e +N¢1., yEI u! -
Ptec(.’n) tn(l En) (n!(-n)l (4.10)
neglecting efficiency correlationa. If we now generate photons

according to a Poisson distribution with mean equal to

m
P (m) = ET e M
pois = (4.11)
then the probability of reconstructing n photons is given by a

folding of the Poisson distribution with the reconstruction

efficiency:
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. (4.12)
p(n) = Z Poia® ¢ Pro(mm)
- men
which can be explicitly written as
”n a-n
“n nwe(l-e)
P(n) = =— Z == (4.13)
n! (m=-n)!
n2n
The mean of this distribution is given by
@®
(x) = Z P(n)-n
et (4.16)
i an m-n
\ e wen(l-e )
(n~1)! (m=n)!
n=] men

This mean value <x> 18 always less than the mean p of the
original Poisson distribution. A point worth mentioning here is
that if the photon reconstruction efficiency were not dependent
on the number of photon hits (i.e., e ~¢ for all values of m),
then the above distribution P(n) would simply reduce to a Poisson
distribution with mean vepe. Such a reduction cannot be made if,

as we have observed, € depends on =m.
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Zero-photon correction. We are interested in determining

with whaé frequency we do not reconstruct any photona. That is,
if we assume that we can identify a particle on the basis of
reconstructing a8t least one photon, and the number of
reconstructed photons is determined by some diastribution P(n),
then we must correct the number of particles we identify by a
factor which accounts for the probability of reconstructing zero

photons:

Nobs

(1-P(0)) (4.15)

Ncort - Nobs’eid -

We call €id the particle identification efficiency. For a

Poisson distribution, we have

€ - 1--'9-‘l
id (4.16)

where § is the mean of the distribution. As we have seen in the
previous section, the number of reconstructed photons differs

from a Poisson distribution, and we must use the expression




©
- n 4.17)
- aH E B e )P
€a " 1 € nl Q en)

n=0

for the identification efficiency. Thia quantity can be
calculated once we‘know the photon reconstruction efficiencies
en, which were calculated via the Monte Carlo, and the mean
number of photons p, whose calculation is deascribed in the next
section.

Mean number of photons. The wmean number of photons is

proportional to the square of the Cherenkov ring radius, and for

a8 particle type i with momentum p can be expressed by

ZUNNE A
k(P ""( To ) o ! Py (4.18)

where n-n2-1 is the refractivity and p; is the mean number of
photons for an infinite-momentum particle. To calculate py, we
took a sample of pionas from each run and calculated the mean
number of '"scaled" photons, where we scaled the number of photons
observed for each pion by a factor which accounts for

finite-momentum effects:

1
n = n —_—
scaled obs ( 1 - mi/npz ) (4.19)
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We call the observed mean number of scaled photons (xobs>' This

is relaééd to <x>, the mean number of reconstructed photons

governed by the distribution P(n), by

&> xD
obs'  £,4  1-P(0) (4.20)

since we must correct the observed wmean by the particle
identification efficiency in order to properly account for

zero-photon events. For the distribution P(n) we observe in our

data, we obtaln the following expression for <xobs>:

(n-1)!}
(m-n)!
x N ns] mn (4.21)
abs )
-u EE n

n=0

In principle we can invert this equation to obtain p,. This
cannot be done analytically, and we instead constructed a table
of <xobs> vs 1, , measured <xobs) as we described above, and
looked up the corresponding value of y, in the table.
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The value of jg was calculated for each detector and for
each run: and is shown in Figure 22. The mean number of photons
was typically 2.5 to 2.75 during the periods of optimal chamber
performance.

Corrections for sparking. As mentioned in chapter 3, we

attempted to monitor the occurrence of sparking in the photon
chambers by setting a bit to be read out in the event record
every time a spark was detected. The effect of a spark is to
leave the chamber dead for a time interval of the order 10-50
milliseconds, and we find that it was not possible to distinguish
an event containing no photons due to sparking from a perfectly
normal event which just happens to contain no photons. We
present in Table 11 the summary of a separate analysis of normal
events and events which have the spark bit set. We see that the
fraction of events which have been positively identified is lower
for the spark events than for the normal events, as expected.
Nevertheless, we do see that more than 50% of the spark events
can be identified.

We needed to check if sparking occured in those events which
did not ﬁave the spark bit set. This could be determined by
seeing if there were more zero-photon events than could be
accounted for by applying the zero-photon correction as described
previously. In, fact, we did observe such a zero-photon excess

in certain runs, which led us to believe that the spark bit
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failed intermittently. This situation was corrected by
calculatiég a 1live factor, or "non-sparking" factor, for each
chamber and for each run. This live factor was calculated by
dividing the number of identified hadrons, corrected for

misidentification and zero-photon effects, by the total number of

hadrons:
- LN /e,
Neot (4.22)

In the above expression, Hi 18 the number of identified hadrons
of type i, fi is the misidentification correction, and e is the
particle identification efficiency. This calculation 1is summed
over all particle types, but only for particles with momenta

above proton threshold.

The live factors for each detector are plotted vs run number
in Figure 23. The corrected yield of each particle type is then

given by

Ni(p,pT)fi(p)
e (P2 (4.23)

These yields were subsequently corrected for protons below

threshold, decays in flight, and target flask effects.

64



Protons below threshold. Protons below threshold (110

GeV/c) ha;e an identification efficiency of zero. To account for
their number in a statistical way, we first calculated the number
of identified =%'s and K's below 110 GeV/c and applied all the
correction procedures discussed previously, and then simply
identified all excess hadrons as protons.

We checked the validity of this procedure by calculating the
nunber of protons above threshold via two methods and compared
the results: first, we counted the number of positively
identified protons and applied the standard correction
procedures; and second, we subtracted the number of ®'s and K's
from the total number of hadron events. The two methods agreed
to within statistical errors.

Decays in flight. We had to correct the number of observed
kaons for decays in flight. The major decay modes of charged
kaons are Ktﬂutv (branching ratio = 64%) and KEmnino (B.R. =
21%). We neglected all other decay modes. For the case of K¥uv,
a kaon decaying in this fashion before hitting the calorimeter
will leave only a minimum energy deposit in the calorimeter and
will not set any of the hadron triggers. For the case K¥¥1%, the
combined energy deposit of the two pions will generally look like
a single cluster in the calorimeter, provided the K decays after
the SM3 magnet. In most cases, however, the decay angle between

the K and the charged pion will be sufficiently large so that we
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will not be able to reconstruct a track. We estimate that only
0.1% of the decays K+x%° will be reconstructed for 100 GeV/c
kaons. This fraction rises to about 0.2% for 200 GeV/c kaons.
So by concluding that all K decays are either not triggered or
are rejected 1in the analysis, we can correct for them simply by

multiplying the kaon yield in each momentum bin by a factor

£ o Jax/pcT
decay (4.28)

where p is the average momentum of the bin, ct = 370.9 cm is the
decay constant for kaons, and x is the distance from the target
to the front face of the calorimeter (2030 inches). The
correction factor for a 100 GeV/c kaon is about 5%.

Pions decay via It4ptv (100% branching ratio) and have a
longer lifetime than kaons (c1=780.4 cm). We find that the decay
probability for %'s is less than 1% for all interesting wmomenta,
and so we neglect their decay in the analysis.

Target flask corrections. A certain fraction of the events

we analyzed cawme frowm beam-target flask interactions, as well as
from interactions of the beam with either of the two windows at
either end of the vacuum box containing the target. To correct
for this background, we interspersed normal target running with a

number of empty target runs. The particle yield due solely to
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beam-liquid interactions is given by

4 N
full
Y - Y - — Y
full ( N ty ) empty (4.25)

where Nfull and N are the number of protons on target for

empty
the full- and empty- target running, respectively. The above
expression must also be corrected for the fact that an "empty”
target is not really empty but contains HZ (or DZ) gas. While
this correction 1is of the order of 3%, it only affects the
absolute normalization of the cross-sections and cancels out in

the calculation of particle ratios.

Calorimeter efficiency correction. The probability for a

hadron to satisfy the EHI (total energy deposit) trigger after
depositing an amount of energy E in the calorimeter is given by

the error function

4 (5

[E-Et] 1
€(E) = erf 7 - e dx
Yina (4.26)

4

vhere Et is the energy threshold for the calorimeter trigger.

The energy E as measured by the calorimeter wmust first be



corrected by an attenuation factor which depends on the
x—poaitioﬁ of the track. The threshold Et varies from counter to
counter and mostly depends on differences in phototube gain. The
threshold for each counter was measured by studying pre-scaled
hadron events. These prescaled events were triggered in the same
way as EHI triggers (total energy deposit), but with a lower
attenuation factor, and therefore a lower threshold (typically
50-60 GeV). We plotted the fraction of the pre-scaled events
satisfying the EHI trigger as a function of calorimeter energy
deposit, and fitted the resulting distribution to the function
shown above. )

A plot of the distribution for a typical counter is shown in
Figure 24. The EHI trigger thresholds were measured for every
counter and are listed in Table 12. As shown in Figure 25, the
average efficiency for positive and negative particles 1is
somewhat different, making comparison of positive and negative
yields subject to systematic error. To minimize this error, we
made two requirements: 1) the trigger efficiency for each hadron
track we accepted was required to exceed 10%. 2) For every
hadron th#t satisfies the above requirement, we make the
additional demand that the "analogous" opposite sign track also
have a trigger efficiency exceeding 10%. An analogous track 1is
defined by the track having opposite sign to the original track,

*
but having the same Pp and 8 . The azimuthal angle for this track
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is chosen to be =¢, where ¢ 1is the azimuthal angle of the
original track. The effect of this requirement is to insure as
well as possible that the acceptances for positives and negatives
are the same. This minimizes the systematic error due to
calorimeter trigger efficiency in the I+/I‘ measurement.

We used a lower attenuator setting for the EHI triggers in
the early part of our data run, resulting in lower thresholds
than listed in Table 12. Table 5 lists the attenuator settings
for the different runs; the thresholds with a given attenuator

setting equal to a is given by

a (4.27)

vhere E7 is the EHI threshold given in Table 12, and a is the
attenﬁator setting.

The thresholds of the EYU and EYD triggers were measured in
a similar way to the EHI triggers. When calculating the trigger
efficiency for a.given track, if more than one trigger (EYU, EYD,
or EHI) wvas set, we used the lowest threshold among those
triggers which had been set.

Species dependence of the calorimeter trigger. We checked

whether the efficiency of the calorimeter trigger depended on

particle type. This concern arose because of the fact that
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different particle types have different nuclear interaction cross
aections: In particular, the total cross section for
proton-proton collisions at 100 GeV/c beam momentum is otot(pp) -

40 mb, while the corresponding cross sections for #'s and K's are

(#%p) = 25 mb and o _(Kp) = 20 mb. This implies that

Teot tot

hadronic showers initiated by %'s and K's begin 1later in the
calorimeter than proton initiated showers, which might result in
the calorimeter responding differently to different particle
types. We checked this hypothesis by measuring the calorimeter
trigger thresholds for each individual particle type using the
method described in the last section. We found no difference in
threshold to within t1 GeV.

Cross section measurement. The inclusive cross section for

ppoh+X was calculated using the formula

N(pT)

3
E §5§<pT> - — .
L-a(pT)-e(pT)-pT-ApT (4.28)

where the various quantities in this expressaion are:
N(pT)- the observed particle yield in the bin Py to pT+ApT,
L=the integrated luminosity, which is equal to NpNopL, the
number of protons on target times N, (Avogadro's number) times

the target density times the target length.
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e(pT)- the overall efficiency for eventa in this Pr bin.
The over;ll efficiency is the product of all the various
efficienciea discussed in the previous section, and include
particle identification efficiency, calorimeter trigger
efficiency, and tracking efficiency.

a(pT)- the geometrical acceptance, which is defined as 4=
times the fraction of particles produced at a given Py whose
trajectories pass through the experimental aperture. The

acceptance was calculated via a simple Monte Carlo program.
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CHAPTER 5

Results and Discussion

We present our measurements of the invariant cross sections
and ratios of cross sections as functions of transverse momentum
Pr and center of momentum production angle 0*. Following a
discussion of systematic error, we compare our data to general
expectations within the framework of the Quark Parton Model. We
conclude by making a detailed comparison with the Lund M§nte
Carlo.

Invariant cross sections. The naive parton model (2]

predicts that the cross section for the inclusive reaction pp

¢1++X should fall as a power of pT,

d3a 1 *
E ap® ~ N f(xT.cose )

Pr (5.1)
vhere f is a function of the dimensionless variables xT-ZpT/J;
*
and cos 8 . N is expected to be equal to 4 for dimensional
reasons ([40], since the cross section Ed30/dp3 has units of
2
]

[anGeV- , which in natural units (hmce»]l) 1is equal to

[energy-al. However, early measurements {40] found N=8, leading
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to the realization that the production mechanisms were more
complicat;d than the naive parton model suggested. From a more
sophisticated QCD analysis of the problem, one finds ueverél
different subprocesses contributing to h:l.gh-p.r production
[5-6,8}. For example, Figure 26 shows a calculation showing the
relative contribution of gluon-gluon, gluon-quark, and
quark-quark subprocesses on pion production. In fact, one notes
from the figure that above 6 GeV/c in Pps simple quark-quark
scattering becomes the dominant subprocess.

The cross sections for the reactions pp 9 wt+x and pd 2 r:+x
are presented in Table 13 and Figure 27. We show the results
from the Chicago~Princeton (CP) experiment {41-44] in the figures
for comparison. We note that our results are within a factor of
two of CP in the region in Pp where our acceptances overlap. We
note that although some systematic errors affecting the shape of
the data still remain, we conclude that none of these errors
affect the particle ratios. We now continue with the main thrust
of our discussion, namely, the particle ratios.

Like-sign particle ratios. The ratios K+Il+, plu+, K-lt-,

and p/% are presented in Table 14 and Figures 28-37. Also
displayed in the figures are the results of the Chicago-Princeton
(CP) wmeasurements of these same quantities, but at a lower Pr
[41-44]. (There is a small region of overlap around 6 GeV/c pT')
We have extended their measurements by 1 to 2 GeV/c in Py and

are in agreement with the general features of their data.
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- +
2+/% ratios. Measurement of the relative production of =

and %  involved a detailed knowledge of the calorimeter
efficiency. Such a study was undertaken and is described in the
previous chapter,. where we took note of the somewhat different
efficiencies for positive and negative particles. The results
for I+/l- are presented in Table 15 and Figure 32 for pp 2 1tx,
and Table 15 and Figure 37 for pd 2 %'x. In additionm,
measurements from the CP experinent have been included in each
figure.

*
Dependence of particle ratios on 8 . We divided the data

into bins according to center of mass angle B* for the particle
ratios K'/x* and 2*/3". The results are shown in Table 16 and
Figures 38-41. The other particle ratios did not contain enough
events for us to make a wmeaningful wmeasurement of the 6
dependence.

Sources of systematic error. One advantage to the

measurement of particle ratios is that it is relatively free of
systematic error, as compared to making an absolute cross section
measurement. Only those errors which depend upon particle type
contribute to the systematic errors in the particle ratios.

Particle ratios are given by

R, = Y./Y,
i " Y (5.2)
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wvhere Yi and Yj are the corrected particle yields for particle
types i ;hd j respectively., The corrected yields were discussed

in the previous chapter and can be written

1 b 1 (5.3)

where Ni’ the raw yields, are corrected by the misidentification

factor f the detection efficiency ¢ and the sparking

i’ i’
correction L. The factor Zi is a '"genmeric" correction factor
vhich includes corrections which apply to only certain particle
types: protons must be corrected to account for the number below
threshold, kaons must be corrected for decays in flight, and the
*' /2" ratio must be corrected for the difference in calorimeter
trigger efficiency for positive and negative tracks.

By writing the expression for the particle ratios with all

the correction factors shown explicitly,

N, £ | NY N £\ 72
-G EDE) -G @@ E) .,

we see that the particle ratio R , is just the ratio of the raw

i3

counts Ni/Nj’ multiplied by a series of correction factors; The
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total error in Rij can be expressed as

ol 0,.\2 ‘ 0,..\2
R f(ons N .
5 [(———Ni ) . (—1"3)] v Sys{e, e £ ,£),2,,2,}(5.5)

The terms in square brackets represent the statistical error
wvhere we use uN-Jﬁ. The function Sye{---} represents the
systematic error due to wuncertainties in calculating the
correction factors. We assume that the errors in the individual

correction factors add in quadrature, allowing us to write

’ 2 2
Sya{ei’ej’fi’fj’zi’zj} - (;fi ) $ o0 4 (3%1)
A 3/ (5.6)
The problem remains to determine the individual errors. In the
following discussion, we estimate the limit of error for each
correction factor, 8o that our estimate for the overall
systematic error is rather conservative.

The error due to uncertainty in the particle detection

efficlency ¢, depends on the error in measuring the mean number

i

of photons and in calculating the photon reconstruction

efficiency. The error in the mean number of photons for a




particle with a given mowentum depends in turn on the error in
the nomentum measurement and the error in the refractivity
meagurement. The photon reconstruction efficiency was calculated
via Monte Carlo, and its error depends upon how well we modelled
real pulses in the Monte Carlo. We find that the error in &
only becowes significantly large for particles with momenta
slightly above Cherenkov threshold. Given the momentum
distribution of the particles in our data, we estimate uele to be
equal to 1% for %'s, 2% for K's, and 6% for protons.

The sparking correction is important only in calculating the
p/® ratio. This is so because one needs to know this correction

in order to be able to calculate the number of protons below

threshold. We can write the p/¥ ratio as

[ux - (N £ e ) = (N E e

U + (prp/ep)

]cuo GeV
“pia " N_£ (5.7)
2"z * :

The terms in square brackets are evaluated only for particles
below proton threshold (110. GeV/c). N is the total number of
such particles, and % is the sparking correction. The dependence

of the error in the p/® ratio on } is given by
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R __N (5.8)
L N'f,Ie'

This number is %1.5. The limit of error on 4, which depends on
the error in €y f&r every particle type i, is estimated to be 5%,
leading to an esti-ate_of 7.5% for the limit of error on the
contribution of L to the systematic error in the p/¥ ratio.

Table 17 lists the overall systematic error estimates on
each of the particle ratios. In addition to the contributions to
the error discussed above, we include contributions of 0.5% to
the K/» ratios to account for the error in calculating the number
‘of K decays, and a contribution of 10% to the =# /¥ ratio to
account for the error in calculating the calorimeter trigger
efficiency. We note that the 5/1- ratio has the highest
systematic error estimate, 13.4%, and its main contribution, 9%,
comes from p misidentification.

Discussion. The major features of the data are easy to
understand within the framework of the Quark Parton Model. At
high Pp» We expect mostly quark-quark scattering as the dominant
subprocess, with a small amount of quark-gluon scattering whose
rate relative to qq diminishes with Pp {e]. From knowledge of
the quark content of mesons, we can reach the following

conclusions:
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Both #7(ud) and K'(us) result primarily from the
fragnentaiion "of a scattered u quark, while 17 (du) results
primarily from d quark fragmentation. K (su), on the other hand,
contains no valence quarks in common with nucleons, and it is
reasonable to suggest that K arise from the fragmentation of a
scattered gluon.

If wve assert that quark fragmentation is wmore or less
independent of Prs the K+Il+ ratio should be constant at high Pps
and should reflect thq relative difficulty of producing ss pairs
during fragmentation compared to producing the lighter quarks.
In fact,‘we observe a fairly constant ratio of about .4 above
about & GeV/c Py for both pp and pd data, although we see a
slight decrease with higher Py

The K /% ratio should fall with pps Teflecting the fall off
of the gluon structure function at high x. Our data (as well as
CP) does show a strong drop with Py in the hydrogen data, falling
to almoat zero at 8 GeV/c Py We see a drop in the deuterium data
as well, although the slope of this drop is somewhat less.

The %' /% ratio should be very different in pp and pn
scattering. From measurements of deep-inelastic scattering, it
is now known that the ratio of the u quark to d quark structure
functions in the proton rise at high x, as shown in Figure 42.
One possible explanation for this is the idea, proposed by the

Stockholm group [45-48], that the d-quark and one of the u-quarks
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in the proton form a loosely bound diquark system, whose
effactive- structure function peaks at very low x. Only the
remaining Q-quark has an appreciable probability of being found
at high x, leading to the prediction that the highest Py
collisions are the result of u-u quark scatterings, while u~d and
d-d scatterings are suppressed. This in turn implies a very high
1+/l- ratio at high P rising well above the value of 2 that one
expects from simple quark counting.

The situation is entirely different in pﬁ collisions. The
structure functions of the neutron are determined by isocspin
symmetry, and we have the relations dn(x)-up(x) and un(x)-dp(x):
Therefore, there are equal numbers of u and d quarks in the pn
scattering system at all values of x and at 9*-90°, which leads
to the expectation that 1+/1- is equal to 1 at all values of Pr-
By assuming that the V1+l1- ratio in proton-deuteron scattering
can be approximated by averaging the predictions for
proton-proton and proton-neutron scatterings, we éonclude that
the l+/l- ratio should rise with Py at a rate one-half that of
the rise in proton~proton scattering. Our measurements confirm
these simple predictions within systematic errors, except for the
point at 5.75 GeV/c, which shows a measurement of less than 1,

which is surprising in terms of the above discussion.
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Baryon production. The production of baryons at high Pr is

. less well understood than wmeson production [{49]. In the Lund
model, baryons are produced from the creation of
diquark-antidiquark pairs during the fragwentation process. The
model assigns a fixed probability for the creation of diquark
pairs relative to quark pairs, leading to a p/1+ ratio which is
independent of Py- We see from our data that at higher Py the
ratio p/1+ approaches a constant value of about .1, having fallen
off from higher values at low Pp+ It has been suggested (45] that
the scattering of diquarks are responsible for the large number
of baryons seen at low Pp but this process is not expected to
contribute significantly at higher values of P

Production of p's are expected to be very small, considering
the fact that antiprotons do not share any valence quarks in
common with nucleons. The situation here 1is similar to K
production, and one might suggest that gluon fragmentation is
responsible for high p, p's. We observe a fall off of p/x with
Py in both the hydrogen and deuterium data, but in both cases the
ratio seems to level off to a minimal wvalue of 0.025. This
leveling off 1is seen by CP in hydrogen but not in deuterium,

vhere they instead observe the ratio falling to zero at 6 GeV/c.
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We have made a detailed comparison of our data with the Lund
Monte Ca;lo program for high—pT physics, and ve summarize our
findings in Figuree 28-46. In the following discusaion, we first
discuss some of . the general features of the Lund program, and
then we describe how we modified various parameters and awitches
in the program in order to achieve better agreement with our
data. We finally draw some physics conclusions based on the
above exercise.

Program description. We used program PYTHIA version 4.1

{57] to generate high-pT Monte Carlo events, which were then
pasaed to the Lund fragmentation routines in program JETSET
version 6.1 {58]. These programs are based on previously
published versions [28,29]. These events were generated in the
following way: first, one parton is chosen from each of the
colliding hadrons (we are allowed to choose either pp or pn
collisiona). The momentum and flavor of each parton is chosen
according to the distribution functions G(x,Qz). These partons
are then allowed to collide and their scattering angles are
chosen according to the 1st order QCD scattering cross sections
da/d:. The program then fragments each parton jet along with the
beam and target fragwments sccording to the Lund string wmodel.
The program keeps track of all particles which have been created
in the fragmentation process; in addition, parti;les are created

following the parton fragmentation via the deacy of unstable
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particles. We are then left with a large number (typically
20~50) finsl state particles, including photons, electrons,
neutrons, protons, pions, and kaona. We then histogram the
values of Pr and 0* of all final atate charged stable hadroaa
(i.e., ®, K, p) which have Pp greater than 2 GeV/c. We repeat
this process for the next Monte Carlo event.

In each program run we generated 50,000 hard scattering
events, which led to the production of about 5000 %'s, and
smaller numbers of K's and protons, with pp 8reater than 2 GeV/c.
In most events, wve find that the scattered partons fragment to
such a degree that their momenta are divided among a large number
of particles, none of which have a very high Pre Because of this,
we find that the Lund Monte Carlo is a very inefficient way to
study the production of high-pT single particles; on the other
hand, its availability and its simplicity of program structure
made it easy for a non-expert to use. To model proton-deuteron
interactions, we made two program runs, one with proton-proton
scattering and the other with proton-neutron scattering. We then
approximated proton-deuteron scattering by averaging the results

of the above runs and ignoring any nuclear effects.

Comparison with standard parameters. The Lund program has a

number of parameters set by default to certain 'reasonable’

values. Two of these which govern the details of the

fragmentation process are P(8)/P(u) and P(qq)/P(q). The
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parameter P(s)/P(u) gives the relative probability of creating an
as qunrk-;ntiquatk pair out of the vacuum as compared to creating
a uu pair. This parameter is set by default to 0.3. The other
parameter, P(qq)/P(q), gives the relative probability for
creating a qq-qq diquark-antidiquark pair to that of creating
just an ordinary qq pair. This is set to 0.1 by default.

Besides these parameters, the program has a number of
switcheas allowing us to choose among several options. One switch
allows us to choose which set of structure function
parameterizations we wish to wuse. By default we use the EHLQ
structure functions {14]. Another switch allows us to change the
definition of Q2. Also, one can turn on or off the simulation of
initial and final state gluon radiation, and one can select among
several options for QCD matrix elements.

The standard program predictions are shown in the solid
curves in Figures 28-37 for each of the particle ratios. We msake
the following observations: the Lund prediction for 1+/1- ia in
excellent agreement with the hydrogen data but disagrees with the
deuterium data. For those ratios involving K's and protons,
however, the Monte Carlo predictions are clearly incorrect. We
see that the prediction for K+/f4via low, while the prediction
for K /¥ has too shallow a slope, so that it is too low below 5
GeV/c Pr and too high above this Py The predictions for p/‘l+ and

p/® are consistently too high in both the Hz and D2 data,
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We have ‘attenpfed to adjust enough parameters to get
predictio;a in reasonable agreement with the data for all the
particle ratios. The first major step was to correct the
fragmentation parameters P(s)/P(u) and P(qq)/P(q). We lowered
P(qq)/P(q) to a value of 0.05. The result can be seen in the
dashed curves in Figures 28~37, and is in very good agreement
with the data for p/% , but we see that for the p/x  ratio, we
model the high-pr (>5GeV/c) very well, while our predictions for
low py are much too low. This lends support to the idea that
scattering of constituent diquarks is responsible for the
anomalously high production of low-pT protons. We could not make
a quantitative study of this hypothesis because constituent
diquarks were not an available option in the Lund Monte Carlo
program. We also raised the parameter P(s)/P(u) to a value of
0.5, which, as we see in the dagshed curves in Figures 28-37,
gives us reasonably good agreement for the K+/‘l+ ratio, but
pushes the K‘/w+ ptedictioﬁ in the wrong direction, that is, much
too high.

Gluon radiation. The most recent version of the Lund

program, version 4.1, attempts to model the radiation of gluons
by the initial and final state partons. By this we mean that the
interacting partons can radiate a significant portion of their
energy away as gluons, both before and after the primary

collision. We explored the possibility that a significant number
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of K resulted from the fragmentation of these radiated gluons by
simply aditching off this process in the Lund program. The
results are shown in Figure 44. We see little or no change 1in
any of the particle ratios. This leads us to suggest that gluon
radiation is not a significant factor in the generation of
high—pT hadrona. On the contrary, we discovered in running that
Lund Monte Carlo that we generated larger numbers of high-pr
hadrons by turning off the gluon radiation. In the remainder of
our analysis, we will continue to leave out gluon radiation
effaects.

Structure function comparison. Figures 42 and 43 show

ratios of structure functions, as parameterized by EHLQ{14] and
Duke-Owens{12]. We see that in Figure 42, which shows the ratio
of the wu=-quark to d-quark structure functionsa, that while both
parameterizations have the same general shape, EHLQ is somewhat
higher than Duke-Owens. We also see a slight difference in the
ratios of the gluon to u-quark structure functions in Figure 43.
We ran the Lund Monte Carlo with the Duke-Owens structure
functions to see if our data, particularly l+/l- in the case of
u-quark to d-quark structure functions, could distinguish between
the two parameterizations. Our results are shown in Figure 45.
We find it hard to favor one set of structure functions over the

other.

86



Definition of Q?. We explored the possibility that Q2 should

be defin;d in some other way. A reasonable alternative which

seems to have some physical justification is

AL A
Q* = tu/s
(5.9)
This 18 just the square of the transverse momentum acquired by
each scattered parton. We ran the Lund program with this
definition of Q2. The result is seen in Figure 46, and we see
little effect on the particle ratios.

Conclusions. We have measured particle ratios in

proton-proton and proton-deuteron collisions and compared our
results to the Lund Monte Carlo. We find the good agreement with
the standard Lund model in the l+/1~ ratio in hydrogen, but does
not agree as well with the 1+/1- ratio in deuterium. We find
that the standard Lund model is not consistent with our
measurements of the X/7 and p/¥ ratios, but better agreement can
be obtained via modification of the Lund parameters governing the
details of the fragmentation process. In particular, we find we
can obtain good agreement with the neasurements of K+/w+ by
setting the parametsr P(s)/P(u) = 0.5:.05, and we obtain good
agreement wiFh pin by setting the parameter P(qq)/P(q) =

0.05¢+.005. However, we observe that the pli* ratio cannot be fit




to the Lund model over the range 2(pT<8 GeV/e, and suggest that
the nnonaiously large number of protons seen at lowe; values of
pp are due to the scattering of diquark constituents as described
in {45~48]. We also observe that the ratic K /% falls off at

high Py much faster than predicted by the Lund model.
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TABLE I

lst order QCD cross sections

subprocess da/dt
na? .
99,794 8 (4 8%+u?
a’d "a’b " (9 €2
a2 [ N
s |4 (si+u? g?+t? 8
%a%a™a% R G )"2'7*’2]
2
qgrag "o -4 (s, uy, o2
g? 9 \u 8 t?

e S )



TABLE II1

Hodoscopes

No. of Aperture Aperture z- counter counter

Plane counters width x width y position  width length

_ _ (dnches) (in.) (in.) (in.) (in.)

X1 12 48 60 807.375 4 30

Y1 12 48 60 805.875 5 24

Y2 17 64 68 1114.94 4 32

X3 13 104 92 1836.95 8.665 46
(4.341)

Y3 13 104 92 1847.20 7.00 52
(7.50)

Y4 14 116 100 2035.50 i 58
(8)

X4 16 126 114 2131.12 8 57

7




plane

ula
YlA
V1A
UlB
Y1B

V1B

z~-pos
(in.)

746.7171
756.666
766.831
786.809
776.930

796.805

TABLE III

MWPC parameters

width width
x y
(in.) (in.)
50.5 59.6
50.5 58.88
50.5 59.6
50.5 59.6
50.5 58.88
50.5 59.6

No.of

“wires

896

736

896

896

736

896

wire
spacing
(in.)

.078
.080
.078
.078
.080

.078
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plane

U2
u2'
Y2
y2'
\4
v2'
u3
u3'
Y3
Y3
V3

V3!

z-pos

(n.)
1083.
1085.
1093.
1095.
1103.

1105.

1801

1804.

1811

1814.

1821

1824.

610

734

015

141

369

493

.404

154

.370

120

.325

075

TABLE. IV

Drift chambers

width width
x y
(in.) (in.)
66.0 72.0
66.0 72.0
66.0 70.4
66.0 70.4
66.0 72.0
66.0 72.0
106.0 95.50
106.0 95.50
106.0 91.84
106.0 91.84
106.0 95.50
106.0 95.50

No. of
wires
208
208
176
176
208
208
144
144
112
112
144

164

wire
spacing
(4n.)
.388
. 388
.400
.400
. 388
.388
.796
. 796
.820
.820
.796

. 796
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TABLE V

Calorimeter attenuator settings (dB)

Runs ETFI EU/ED EHI

943-948 (H) 2 4 4
949-981 (H) 2 2 4
986-999 (D) 2 2 6
1015-1016 (D) 2 5 7
1017-1070 (D) 2 3 7

1103-1122 (H) 0 3 7



TABLE VI

Luminosities

protons number
on of integrated
Target target nuc legas luminosyéy
- - (em ) (em )
L, ( full) 4.32x101% 8.6x1023 3.7x10°8
"(empty) 1.16x10%% 4.8x10%2 5.6x10°
LD,,( full) 8.25x10%% 2.0x10%% 1.6x10°°
" (empty) 2.63x101% 4.8x10%2 1.3x10%7



N triggers
N tracks

N target
N ovl

N triggers
N tracks

N target
N ovl

N triggers
N tracks

N targ
N ovl

TABLE VII

Event reconstruction cuts

Hydrogen Data (magnets normal)

EYU
118,284
73,060

626
(529)

Hydrogen data (magnets reversed)

EYU
58,370
38,258

522
(163)

EYD
76,878
48,659

530
(392)

EYD
59,130
41,912

690
(360)

Deuterium data

EYU
800, 268
505,620

5379
(2231)

EYD
401,622
264,638

5572
(1628)

EHI
1,117,426
162,786

13,302

EHI
422,599
87,899

7168

EHI
1,507,706
110,132

28,385



TABLE VIII

Fiducial geometry cuts

cut H, data D, data

Target events 21394 35477

|x| > 4" at calorimeter 18259 31343
lyl > 4.2" at collimator 16191 27101
|x{ ¢ 0.6" at target 15663 26031

ly] € 1.2" at target 15054 24968

Trigger efficiency >10% 14501 23286




TABLE IX

Cherenkov 1dentification summary

Hydrogen data

I=

Pos. 5428

Neg. 2654

Deuterium data

|

Pos. 6655

Neg. 8573

Im

2160

274

1=

2689

830

P
349

20

513

92

No phot
2201

949

No phot
1754

1397

100

Ambig Ovflow
257 . 69
127 13

Ambig  Ovflow
340 38
369 35
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TABLE X

Misidentification correction factors

Particle . factor
xt .98£.01 _
gt .97+.01

P .70+.05
r 1.00+.01
K~ .82+.03

P .67£.06
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TABLE XI

Spark Rate Analysis

Non-Spark events (bit not set):

chamber N events N identified % identified
EAST 8190 6439 18.6
WEST 3856 3249 84.3

Spark events (bit set):

chamber N events N identified % identified

EAST 450 269 59.8

WEST 395 223 56.5



" Calorimeter thresholds (EHI trigger, att=s7)

TABLE XII

counter (R)

1

2

10

11

12

13

Et(GeV)

120.2+8.6
113.9+7.1
101.816.5
105.9+7.3
119.0+9.1
123.6+10.7
114.6*11.5
126.828.6
120.3+8.3
93.9+9.3
95.1+6.3
91.9+8.8

93.7+7.1

counter (L)

1

2

10

11

12

13

Et(GeV)

129.5+9.9
132,9+10.3
134.7+10.7
129.9+9.5
134.0+8.2
143.9+12.9
130.1+13.8
126.6+9.8
129.6+9.9
110.0+20.0
101.4+8.3
111.4+6.7

107.4*8.3
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+
PP~ ¥ +X

{(GeV/c)

6.71
7.21
7.70

8.20

pp 2 % +X

6.71
7.21

7.70

TABLE XIII

Single particle invariant cross sections

Ed*g/dp?
(cm?GeV 2)

(3.4320.09)x10" >

(1.75+0.07)x10 2>

(7.&0:0.43)x10-36

(3.500.33)x10" 3¢

(1.09+0.23)x10~ 38

(2.97+0.69)x10">7

(6.67+3.75)x10" 8

(2.70+2.29)x10™ 8

Ed3a/dp?

(1.78+0.07)x10™ >

(8.37+0.49)x10™ 38

(2.3240.29)x10" 38

(1.28:0;18)x10'36

(3.5140.93)x10" 3/

(1.05»:0.62)::10'37

(3.14+2.00)x10~ 38
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8.20

8.70

9.20

7.21

7.70

TABLE XIII, continued

Ed’u/d23
(1.7420.04)x10"32

(8.49+0.32)x10" 38

(5.73+0.26)x10 36

(1.934;0.15)::10’36

(5.51+0.71)x10" 3/

(9.46+2.94)x10" 38

(5.00£2.06)x10" 38

Ed3o/dp?
(1.67+0.06)x10™ 2>

(6.88+0.29)x10"2°

(3.64%0.21)x10 38

(1.13+0.12)x10™ 36

(2.60%0.50)x10"3’

(8.3324.07)x10" 28
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Hydrogen data
Pr

5.35

5.75

6.20

6.71

7.21

7.69

8.20

Deuterium data

6.73

7.22

TABLE XIV

Like~sign particle ratios

.430*

.373+

.378+.

486+
.453¢
.394%
L4241+
. 409+
.383¢

. 349+

.022

.034

.052

.062

153

.034

.017

.015

.023

.027

.045

.079

p/=
.1982.011

.131+.008
.142+.011
.110+.015
.107+.028
.026+.017

.038+.042

E/w+

.201+.022
.128+.008
.126+.008
.108+.010
.107+.012
.100+.025

.102+.039

K /»

.112+.019
.092+.011
.076x.012
.044+.025
.042+.034

.013+£.043

K /7
.098+.007
.088+.005
.080+.006
.075+.009
~043+.009
.059+.021

.089+.053

S/m

.023+.017
.032+.009
.021+.009
.022+.019
.024+.026

.004+.004

p/n

.023+.005
.018+.003
.021+.004
.020+.006
.031+.012

.005+.009
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5.75

6.20

6.71

7.21

7.70

8.20

TABLE XV
x+/w— ratios
»t/a(H) 13 (D)
2.31+.09 0.92+.03
2.46*.12 1.032.03
2.58+.17 1.21+.05
2.93+.37 1.62+.09
3.18:.66 1.80%.17
2.83+1.13 2.19+.43
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K /»

6.71

7.19

6.71

TABLE XVI

*
8 _ dependence

Hydrogen data

65 (0* <75° 75 <9* (85° 85 (0* <95°
.52+.02 .37+.03 .30:+.08
.46+.03 .47+.04 .32+.06
.52+.06 .36+.04 .25+.08
.342.07 .54+.09 .42+.15
.42+.11 .35:.69 .33+.12

65 <9* <75° 15 (9* <85° 85 (6* <95°

2.73%.14 1.76%.13 1.05+.24
2.77+.20 2.28+.19 2.09:£.31
3.63+.49 2.36x.22 2.19+.43
3.14%.66 2.95+.60 2.12+.64
3.18+1.14 3.22+1.02 3.01+1.40
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K /=

TABLE XVI, continued

Deuterium data

65 <9* <75° 75 <e* <85° 85 <e* <95°
.46+,02 .38+.03 .56%,13
.40£.02 .37+.02 .45+.06
.45+,03 .38+.03 .33+.07
.42+.,04 L42+,04 .37+.06
.39+.07 .45+.07 .35+.10

65 <e* (75° 75 (6* ¢85° 85 <9* <95°

1.20+.05 0.91+.04 0.74x.08
1.44+.08 1.02+.07 1.08%.16
2.19+.20 1.38+.11 1.28+.17
2.91+.56 1.39:+.19 1.42+.30
2.51+.93 2.53+.74 1.54+.61
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TABLE XVII

Systematic error estimates

Ratio . gRjR(limit of error)
Kt/ .035
K /% .052
p/% 121
p/® 134

1r+/'n .104



Figure Captions

Figure 1la. . Parton model diagram of high-pT hadron

scattering.

Figure 1b. Parton model of deep 1inelastic 1lepton-nucleon

scattering.
Figure lc. Parton model of e+e- annihilation.

Figure 2. 1st order QCD Feynman diagrams for parton
subprocesses important in high-pT hadron scattering. Shown are
diagrams for scattering of identical quarks (qaqaéqaqa), quarks
of different flavors (qaqbﬁqaqb), quark-gluon scattering (qgoqg),

and gluon-gluon scattering (gggg).

Figure 3. Plan and elevation views of the experimental

apparatus.

Figure 4. Elevation view of magnets SMO and SM12, target,

collimator, and beam dump.
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Figure 5. Schematic view of the wire chamber and hodoscope
planes in Stations 1, 2, and 3. Shown in the figure are wire
directions and hodoscope segmentation. Not shown are the Station

4 muon identification hodoscope and proportional tube planes.
Figure 6. Schematic view of the calorimeter.

Figure 7. Expected radius vs momentum curves for #n, K, and

p for refractivity r|--t75x10.6 and mirror focal length 8 m.

Figure 8. Schematic view of the Cherenkov detector, showing
Radiator vessel, photon detectors, mirrors, and purification

system.

Figure 9. Schematic view of multistep avalanche chamber.
Also shown is an illustration of the process by which a photon is
detected through photoionization and subsequent electron

avalanche.

Figure 10. Block diagram of the Trigger Matrix. The symbol
D refers to LeCroy 4416 Discriminators, PS refers to Pulse
Stretcher Modules, CR refers to Nevis Coincidence Register cards,

and T refers to Trigger Matrix Terminator Modules.
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~

Figure 11. Trigger Matrix card schematic diagram. Shown
are line receivers (input from pulse stretcher modules), Random
Access Memories, and interconnections to Terminator module and
CAMAC system. Not shown are details of CAMAC logic.

Figure 12. Schematic of Fast Trigger Logic and DC Logic
system. Symhol D means discriminator, } means linear sum, 3/4
means 3-out-of-4 majority logic, and P/S means pre-scaler.

Figure 13. Typical on-line display of a Cherenkov event.
Details of figure explained in text (Chapter 3).

—~

Figure 14. Single photon radius histogram. Histogram 1is

fit to gaussian of width o=1.2 mm.

Figure 15a. Illustration of wmirror alignment technique.
True center of circle is at '-'; preliminary guess for center of
circle is at '+'. Photon '*' is measured to have radius r and

angle ¢ with respect to '+' center; true radius is r,.

Figure 15b. Plot of measured radius r vs angle ¢. Dashed
curve 1is for situation when true circle center is known. Solid
curve (see equation &4.7) is for situation whem mirror 1is

misaligned and circle center is not known.

e
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Figure 16. Position of y-coordinate of ring center vs time

for a typical mirror.

Figure 17. Distribution of measured refractivity n2-1 using

ring radii from muon tracks.
Figure 18. Refractivity nz-l vs time.

Figure 19. Distribution in number of detected photons for
each particle type n, K, and p.

Figure 20a. Monte Carlo calculation of photon
reconstruction efficiency vs number of generated photons. Error

bara are Monte Carlo statistical errors.

Figure 20b. Monte Carlo calculation of dependence of

parameter b (from equation 4.9) on two-photon minimum separation.

Figure 21. Distribution of distance between two nearest
photons in an event. Separate histograms are shown for east and

west chambers.



Figure 22. Histograms of mean number of photons n, vs run
number. éeparate histograms are shown for east and west chambers

and for hydrogen and deuterium runs.

Figure 23. Histograms of 1live factor A, vs run number.
Separate histograms are shown for east and west chambers and for

hydrogen and deuterium runs.

Figure 24. Histogram showing fraction of prescaled triggers
(ETFI) satisfying EHI trigger as a function of energy. This

histogram is for a typical calorimeter counter.

Figure 25. Average trigger efficiency for the EHI trigger
with attenuator setting of 7 dB. Solid curve is for negative

particles, and dashed curve is for positives.
Figure 26. Contributions to single pion cross section from
parton subprocesses qq9¥qq, qgPqg, and gg?gg. Figure taken from

ref. (40].

Figure 27. Single pion invariant cross sections.
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Figure 28. K+/1r+ ratio, hydrogen data, as measured by this
experimer;t (E605, black circles) and Chicago-Princeton (CP, open
¢circles). Superimposed on the experimental points in Figures
28-37 are theoretical curves for standard Lund Monte Carlo (solid
curve), and modified Lund (P(a)/P(u)=0.5, P(qq)/P(q)=0.05, dashed
curve) .

Figure 29. p/w+ ratio, hydrogen data.

Figure 30. K /% ratio, hydrogen data.

Figure 31. p/® ratio, hydrogen data.

Figure 32. e ratio, hydrogen data.

Figure 33. K+/1I+ ratio, deuterium data. as measured by

this experiment

Figure 34. p/'l+ ratio, deuterium data.

Figure 35. K /¥ ratio, deuterium data.
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Figure 36. p/® ratio, deuterium data.

Figure 37. !+/w- ratio, deuterium data.

Figure 38. k*/2" ratio, hydrogen data, binned according to
e*. Dark circles are for 65(0*<75°, open circles are for
75(9*<85°, and triangles are for 85(8*(95°. Curves in Figures
38-41 are predictions from modified Lund Monte Carlo (P(s)/P(u) =

0.5, P(qq)/P(q) = 0.05). .

Figure 39. WIS ratio, hydrogen data, binned according to

*
8 .

Figure 40. K+/l+ ratio, deuterium data, binned according to
*
8 .

Figure 41. w+/w_ ratio, deuterium data, binned according to
*
8 .

Figure 42. Ratio of u-quark to d-quark structure functions
vs X, with Q¢ fixed at 64 GeV?. Solid curve is EHLQ
parameterization [14], and dashed curve is Duke-Owens

parameterization [12].
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Figure 43. Ratio of gluon to u-quark structure functions vs
x, at fixed Q2 = 64 GeV!. Solid curve is EHLQ[14], dashed curve

is Duke-Owens[12]}.

Figure 44a. Lund Monte Carlo predictions superimposed on
particle ratio measurements, hydrogen data. Solid curves in
Figures 44 a and b are modified Lund (same as dashed curve of
Figures 28-37), and dashed curves are modified Lund but with no

gluon radiation.

Figure 44b. Lund Monte Carlo predictions for deuterium

data.

Figure 45a. Lund Monte Carlo structure function comparison,
hydrogen data. Solid curves in Figures 45 a and b are modified
Lund plus no gluon radiation, EHLQ structure functions. Dashed
curves are with same parameters but using Duke-Owens structure

functions.

Figure 45b. Lund Monte Carlo structure function comparison,

deuterium data.
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Figure 46a. Lund Monte Carlo Q! study, hydrogen data.
Solid cu;ves in Figures 46 a and b are same as dashed curves in
Figure 45, and correspond to defining Q* according to equation

(1.3). Dashed curves use definition of equation (5.9).

Figure 46b. Lund Monte Carlo Q? study, deuterium data.
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