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The production of muon pairs in negative pion-nucleon interactions

has been studied at. a center-of-mass energy of 12.2 GeV. About 4000

events have been collected over a broad range of longitudinal momen­

tum and invariant mass, A comparison with the Drell- Yan Model has

been made, confirming the factorization hypothesis. The result.s favor

a non-vanishing value of the pion structure function at the kinematic

limit of large longitudinal momentum. Other departures from the

standard part.on-QeD model are found in this region. The angular

distribution of the muon pair becomes characteristic of longitudinal

virtual photon polarization, and the transverse momentum of the pair

is found to decrease.
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Chapter 1

INTRODUCTION

The study of the fundamental constituents of matter has been a

central issue in the history of Physics. This century began with the

im portant discovery of the nucleus, which also represented a develop­

ment of the methods of investigation: since the traditional tools were

unable to provide information about systems smaller than the wave­

length of light, subatomic particles themselves were used as a probe

of the deeper structure of matter.

Quantum mechanics tells us that a system with momentum P is

associated with a wave of wavelength ..\ =hiP, where h is the Planck

constant, so that probes of large momentum an' needed to observe

small struCtures. Particle accelerators were developed, and new levels

of fundamental constituents were discovered as higher energies became

available.

Among the important discoveries which followed, I shall mention

the measurement of the nuclear size and the study of its main con­

stituent.s, protons and neut.rons. More recently studies performed at

higher energies showed that these particles have internal structure of

their own. Furthermore, different kinds of new, unstable and resonant

states of nuclear matter were identified.

The number of new particles became so large that. physicists

f;\,artcd working 011 models where a small number of new, fundamen­

tal entities would explain the complex spect.ra of the states found in

nat.ure. The concept of quarks was introduced in 19G1' as t.he funda­

ment.al representation of a unitary symmet.ry approximal.dy sat.isllcd

by the hadrons-the particles subject 1.0 nudear interactions. The

quantum number which dist.illguishes one type of quark from anot.her

is called the flavor. At. present 6 flavors are believed to exist. Quarks

also have the unusual property of carrying fractional electric charge,

1/3 or 2/3 of the electron charge. Combinations of three quarks, or of

a quark and antiquark, can reproduce the quantum numbers of any

known hadron.

In the following years the concept of hadron constit.uent.s was also

suggested by experimental observations which probed the structure of

the hadrons. The study of inelastic scattering of electrons off protons

showed that in the case of very large energy and momentum transfer

the target particle behaves like a distribution of free, pointlike objects,

which were called partons. 2 This discovery is of the same kind as

finding the nucleus inside the at.om or finding prot.ons and neut.rons

inside the nucleus. Still, an important difference arises this t.ime: the

new constituents have never been det.ected as free particles, but they

seem to exist. only inside hadrons when we probe them with sufficiently

high energy.

The theory of Quantum Chromo-Dynamics (QCD)3 was

formulated in the 1970's to describe the int.eraction between hadrons

in terms of their pointlike constituents. QeD is a gauge theory based

on the unitary symmetry SU(3). Each flavor of quark exists in three

kinds of colors, interacting with eight vector fields called gIuons.

Perturbative calculations show that the theory is characterized by

asymptotic freedom: 4 t.he effective coupling constant. becomes small

at large energy and momentum t.ransfers. In t.his region t.he results

2



of the free-parton model are reproduced and explained. On the other

hand, QeD is expected to predict the confinement of quarks and

gluons. This is a non-perturbative subject and no definitive answer

has been given yet.

Today QeD seems to be very succesful in explaining numerous

and different aspects of the hadronic interactions at high energy. Nev­

ertheless, we cannot exclude the possibility of different scenarios, both

for lack of experimental information, and because of the computa­

tional complexity of the model. It is therefore very important to

perform precise measurements of phenomena which can test our un­

derstanding of the dynamics of the interactions between quarks and

gluons.

This thesis will describe an experimental study of the production

of leptonic pairs in hadronic collisions, a phenomenon which in the

1970's gave strong support to the parton model and to the identifica­

tion of partons as quarks and gluons. 5

This inelastic scattering is known as Drell-Yan Process, from

the authors who described it as the annihilation of a quark from one

hadron with an antiquark from the other, producing a virtual photon

that subsequently materializes into a l+ l- pair. 6 The process is fun­

damentally electromagnetic, and in first approximation the only effect

of the strong interaction is to determine the momentum distribution

of the quarks bound inside the hadrons.

Most of the properties of lepton pair production are shown to be

predicted by the naive parton model. Still, effects of the strong

binding between quarks have been predicted, and some departures

from the simplest model have been measured.

This work will discuss the topic of Il+ Il- production in pion­

nucleon interactions. We shall study the case where the dimuon sys­

tem c,arries away most of the available longitudinal momentum, to-

3

gether with a large fraction of the total invariant. mass of t.h€' colliding

system. We shall address the topics of quark distribut.ions in pions

and nucleons, spin alignment. of the virtual photon, t.ransvprsc 1lI0­

mentum of t.he lepton pair, and absolute normalizatioll. of the cross

section. Each one of these subjects provides information about quark

dynamics beyond the approximation of free parton model, and there­

fore allows us to test more deeply our knowledge of the strong illter­

actions.

4
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Chapter 2

THE DRELL- YAN PROCESS

Fig. 2.1 Basic diagram for hadronic production of /+/­

pairs in the Drell-Yan Model.

2.1 Lepton pair production in the approximation of free par­

tons

The parton model describes deep inelastic hadronic scattering

In terms of interactions involving quarks and gluons. It has been

shown that a satisfactory and consistent description of the hard scat­

tering·phenomenology can be given in a reference system where the

total momentum of the hadron is much larger than its mass. 7 The

only effect of the quark binding interaction is contained in the quark

density functions, which tell us the way partons share the total mo­

mentum of the hadron. To a first approximation, all the masses and

the transverse momenta of the partons can be neglected.

to the invariant mass of the lepton pair: tOY ~ I/M1+1- = l/v'Q2.t
This time scale must be compared to the typical time scale of the

strong interactions, which is of the order of th ~ lind Thus the

approximation of quasi-free partons is satisfied as long as M 1+1- »m,
in which case the annihilation can be described with the technique

of the impulse approximation. I.n this regime, asymptotic QeD is

approached, and it is conceivable to compute strong interaction effects

with perturbative methods. Furthermore, the scattering is expected

to take place incoherently among the different partons.

Let us consider the production of a muon pair in the reaction

hi h2 ---> p,+ p,- X (Figure 2.1).6,8 Let m be the mass of the hadrons, P

their momentum in the center-of-mass frame, and Q2 the square of the

momentum transferred in the annihilation, equal to the square of the

invariant mass of the pair. We shall indicate with s the square of the

center-of-mass energy. The time scale of the annihilation process

is determined by the lifetime of the virtual photon, which is related

t We shall use units with h= c= 1.
t A third time scale is the one characteristic of the interaction

among the constituents of each hadron before the collision takes place.

This would be of the order of l/m in the rest frame of eit.her hadron,

but in the center-of-mass frame the rrlativistic transformation ex­

pands it to the order of .JS/m2
. We conclude that. we need .JS » m

for the parton model to hold.

5 6



2.2 The factorization hypothesis written in the following way:

In the limit that the transverse momentum and the mass of the quarks

can be neglected then

The second variable, XF, is the ratio between the longitudinal mo­

mentum of the pair and the maximum value allowed for a given value

of T. We fi rst note that

. d
2

(1 = L L(d:~~:2)(f~(X')' fg(X2) + f~txd' f~(X2))
spIns q

(2.1 )

where the index q defines the quark-antiquark Aavor, the /'s are the

quark density functions, and & is the QED cross section for the an­

nihilation of Dirac particles-the dependence on q comes from the

quark charge.

We shall also use two other variables, which can be used in place

of XI and X2. The first is the square of the ratio between the invariant

mass of the lepton pair M and the center-of-mass energy:

so that

(2.2)

(2.4 )

(2.3)

(2.5)

(2.6)

M 2 = XI X2S.and

M 2

T ==­
s

PL _ Xl - X2
XF = pmax - 1 _ T

L

pmax = J5(1 - T)
L 2 '

T = XIX2

XI,2 = ~ (±XF(l - T) + JX}(1 - T)2 + 4T).

This inverse relations are then

The scattering probability for partons is comput.ed assuming that

t.hey carry t.he same quantum numbers as quarks or gluons, that they

are subjected to the electro-weak forces in the same way as leptons,

except of course that quarks have different charges, and that they also

interact according to 'perturbative' QeD. In order to compute the

probability for the scattering between the parent particles, we need

to know the quark density functions f(x).7 These are defined as

the probability that a hadron contains a quark which carries fraction x

of the longitudinal momentum of the hadron. The variable x is often

called the Feynman x. Note that the quark density functions are

only well defined in situations where the momentum of the hadron

is large compared to its mass. The parton model does not provide

any systematic way of computing the quark densities. However they

must satisfy the normalization condition that the total probability of

finding a given type of quark is equal to the number of quarks in the

hadron according to the static quark model.

Finally, the scattering is followed by the so called fragmenta­

tion, when the remaining quarks rearrange themselves to form de­

tectable hadrons. This is again a non-perturbative topic, and the

details are rather obscure. However, we shall deal with inclusive pro­

duction of muon pairs at high energies, and we shall simply assign

probability equal to one to the fragmentation process.

In the Drell- Yan literature, the approach we have just described

is called the factorization hypothesis. In brief, the properties of

the two initial hadrons are reAected only by their quark distributions,

so that the differential cross section is simply their product times the

quark scattering probability. Using the Feynman variables Xi, where

i = 1, 2 refer to the two hadrons, the differential cross section can be

7 8



Modifications to these relations for t.he case of finit.e transverse mo­

mentum will be given in Chapt.er 11.

The QED annihilat.ion cross section between partons is t.he same

as t.he cross section for e+e- ---4 fl+ Il-, which is equal to (47To 2)/3M 2,

but. multiplied by the square of the parton charge. Inserting this

expression int.o equation (2.1) and using equation (2.3) to eliminate

M 2 we obtain:

c1eon quark distributions inferred from lept.on pair production were

indeed det.ermined to be compatible with the ones obtained from e1ec­

tromagnet.ic and weak inelastic scattering experiments. 9,10,17

2.3 Scale invariance

In equation (2.7) we can write Xl and X2 in terms of XF, M 2
,

and r, obtaining an equation of the form:

where the index i runs over all the quarks and antiquarks. The nu-

(2.10)

the struct.ure func-

d2 a 47T0
2 1 - r (

dM2 dXF = 9 M4 XI + X2 ~ e~xlx2 Ji(XI)Jg(X2) +Jr(X')f~(X2))
(2.9)

tions, and depends only on scale invariant quantities. This equation

reflects asymptotic freedom, and it is experiment.ally verified to 10 %
accu racy. 11,12 The new generation of lepton pair production ex peri­

ments are expected to improve this sensitivity. We shall see in t.he

next chapter how parton dynamics modify this picture.

k
T
~ 1

size of the hadron ~ few hundred MeV Ie.

2.4 Transverse momentum and quark mass

So far, we have always neglected the transverse momentum and

the mass of quarks and gluons. The latter are the sources of the

hadronic masses, and are therefore expect.ed to be of t.he order of

a fraction of a Ge V. The intrinsic transverse momentum of the

quarks and gluons might be

These effects can be ignored as long as the longitudinal momenta. of

the part.ons are large, that is for Xi > 711.1 IS, where m is the proton

or simply
d2 a

M
3

dM dXF = f(r, XF)'

The right side contains the information about

(2.8)F2(x) = Le;xf'(x)

98

47T0 2d2 a

dXldx2 (XI1X2) 2 L e~xl X2 (fi(xdfg(X2) +fr(x')f~(X2))
q

(2.7)

where eq is the quark charge in units of the electron charge. Notice

that the QED cross section has been multiplied by a factor 1/3 due

to color: a quark of a given color has 113 probability of finding an

anti-quark of the corresponding anti-color. This corresponds to the

historical convent.ion that the quark density functions f(x) are defined

for a given flavor of quark by summing over all three colors.

Instead of using quark densities f(x) it is common to write par­

ton cross sections in terms of structure functions F(x), which are

defined as mome~tum densitites, and given by F(x) == x x f(x).

The strong factorization hypothesis goes beyond what IS

written in equations (2.1) and (2.7) by st.ating the universality of

the quark density functions: for each colliding hadron the same par­

ton distribution enlers the scattering probability for all conceivable

parton scatterings. This is important for nucleons where t.he quark

density is measured in deep inelastic lepton-hadron scattering experi­

ments which are sensitive to the momentum distribut.ion through the

relation:

9 10



mass. This condition is more readily satisfied at large values of M/+ 1-,

noting the relation M 2 = X1X28.

In tlw na'jve Drell- Van model the transverse momentum of the

dimuon pair comes directly from the intrinsic transverse momentum

of t.he partons. In the next. approximation we could modify the quark

densit.y functions by int.roducing explicit dependence 011 the quark

transverse momentum kT, and on the total transverse momentum of

t.he pair as given by PT = k} + q.

2.5 Angular distribution

Additional information can be obtained from the angular distri­

bution of the lepton pair in the rest frame of the virtual photon. It

is natural to measure this angular distribution with respect to the

axis defined by the direction of the annihilating quarks. If all the

transverse momenta could be neglected, this axis would lie along the

directions of the colliding hadrons. In practice an axis must be chosen

based on the directions of the initial hadrons which only approximates

the desired quark-antiquark axis. The angular uncertainty in the di­

rection of the annihilation axis will be about PT 1M.
However, given any choice of axes in the virtual photon rest frame

the angular distribution can be parametrized by the following expres­

sion involving four functions W(

:~ = WT ( I +cos2 (})+ WL sin 2 ()+ W6 sin 2(} cos ¢+ W66 sin 2 () cos 2¢.

(2.1I)

Functions WT and W L correspond to transverse and to longitudinal

polarizarion of the virtual photon.§ In the parton model the anni-

§ The case J z =±I is commonly said to correspond to transverse

polarization, and J z =0 to longitudinal polarization, where i is

the total angular momentum.

II

hilating quarks are on-mass-shell and their mass is neglected so that

helicity is conserved at the electromagnetic vertex. Hence annihilation

to a transverse phot.on is expected t.o dominate, while t.he other terms

can contribute due t.o the imprecision as to the annihilat.ion axis. We

may expect that W 6 is of order of PT 1M, and IVL, IV66 are of order

Pi-IM 2• This prediction has been confirmed by experiment: 12-16 the

bulk of the lepton pair distribution is well described by 1+ >. cos2 ()

with >. ~ I, after the integral over ¢ is performed.

2.6 Other predictions

Among the other features of lepton pair production successfully

described by the Drell- Van model, I shall mention one concerning the

comparison of the yield using 1T+ and 1T- beams. The annihilation

involves a quark from the target nucleon and an anti-quark from the

projectile, and at large T the yield turns out to be four t.imes larger

with negative pions,13,17 in agreement with the charge assignment of

the quark model.

The incoherent nature of parton scattering has been confirmed

by the observation that in scattering off nuclei the cross section varies

with the atomic number A such that U A = Uo A 1.18 This lack of

'shadowing' is consistent with the idea that the quarks act as free

part.icles during the Drell- Van process.

On the other hand, some features of dilepton production in ha­

dronic scattering have not been explained in the na"ive model. First of

all, the observed dimuon yield appears to be larger than that predicted

by equations (2.7) or (2.9) by a factor in t,he range 2 __ 2.5,10-12,15-17,19

if quark densities are normalized according by t.he quark counting

rules, which are found to be satisfied in deep inelastic electron and

muon scattering.

Furthermore, the transverse moment.um distributions appear to

12



extend to values larger than those expected for intrinsic kT distribu­

tions, and also exhibit. dependence on M and yS.II,12,20

Some indications were also found t.hat in t.he region of XF close to

1 t.he angular dist.ribution of the pair departs from the form expected

for transversely polarized virtual phot.ons. 21

In the next chapter we shall brieAy review how QCD affects the

simple picture that we have examined. We shall recall the way the the­

ory introduces a smooth scale breaking, and how sensitive experimen­

tal observations can reveal information about subnuclear dynamics by

looking in more detail at the various aspects of dimuon production in

hadronic collisions.

J3

Chapter 3

QCD AND LEPTON PAIR PRODUCTION

3.1 Overview of the chapter

The picture of lepton pair production presented in the previous

chapter is corrected in various ways when the effects of strong inter­

actions are considered more closely. We shall brieAy review some of

t.hese aspects, trying to preserve the intuitive viewpoint provided by

t.he DrelJ- Van model wit.hout entering into complex formalism. 8

The topics of scale breaking, leading-log formalism, and higher

order corrections will be presented, and some consideration will be

given also to effects involving the t.ransverse momentum and anoma­

lous spin alignment at. large XF.

3.2 Scale dependence of the quark density functions

The scale dependent effects introduced by QCD 3 can be described

m the language of the parton model. 21 A parton wit.h longitudinal

momentuHl fraction x has a large probability to emit. a gluon of mo­

mentum fraction y, which it may later reabsorb. On a short time scale

t.he original part.on is effectively represented by a parton of momen­

t.um fraction x - y < x, plus a gluon. In the previous chapt.ers we have

discussed how the study of small s,ale systems requires a high energy

probe. In the case of the Drell- Van process the square of the invariant

14



mass of the lepton pair is the paramet.er that determines our sensitiv­

ity, and the abilit.y to resolve a parton into two partons with smaller

momenta is increased at larger values of M 2. Therefore the effective

quark densities measured in an experiment are M 2 dependent, and

we must parametrize them as f(x, M 2). For higher values of M2 the

probabilitiy of finding a quark decreases at large x and increases at

small x.

However, the strong coupling constant of QCD grows weaker with

energy, according to the concept of asymptotic freedom. Hence the

tendency for a parton to disassociate into lower momentum partons

decreases with energy. This slows the rate of change of the observed

quark density functions to a logarithmic dependence on M 2 . Thus the

scale independent relation (2.10) serves as a good first approximation,

and only very sensitive experiments can detect the predicted scaling

violations.

3.3 Higher order diagrams and leading-log approximation

Fig. 3.1 Some higher order QeD subprocesses contributing to

massive lepton pair production.
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In the model that we have described so far, the production of

lepton pairs occurs through a quark-antiquark annihilation. The pic­

ture becomes more complex if we consider higher order corrections

predicted by QCD. Figure 3.1 shows some of the Feynman diagrams

relevant to the lowest perturbative orders.

Notice that contributions to lepton pair production come from

all types of parton-parton collisions: quark-antiquark, quark-gluon,

antiquark-gluon, and gillon-gluon. Nevertheless, it has been proven

that in the perturbative QeD framework the process can still be ex­

pressed in terms of effective quark densities. In fact, at any pertur­

bative order the different.ial cross section can be written in terms of a
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power series in In(M 2) :22

M 2
( d

2

a ) = 0'; (On In"(M 2
) + bn In n

-
I (M 2

) + ...) (3.1)
dr dXF TI

where o~ is strong coupling constant t'valuated at order n, and the

coefficients an, bn depend on T and :r F and contain the informa­

tion about the quark densities of the two colliding hadrons. In the

leading-log approximation only the term with the largest power

in In(M 2) is retained. In that case, it was shown that substituting

the explicit expression for an we obtain an expression similar to equa­

tion (2.9), with the modification that now the quark densities berome

mass dependent in the way discussed in the previous section:

where A is the scale parameter of QCD, and n indicates that the quark

densities must be evaluated at the nth perturbative order. Therefore

QCD is expected to satisfy the factorization hypothesis at any order

to good accuracy.

Furthermore, it was proven that the same leading-log corrections

apply to the different cases of lepton pair production and deep in­

elastic scattering, so that the strong factorization hypothesis is also

preserved. 22 Observe that the sign of Q2 is opposite in the cases of lep­

ton pair production and deep inelastic scattering. The structure func­

tions depend only on the absolute value of Q2 or M 2 in the leading-log

approximation, so results from the two classes of experiments may be

directly compared.

It. is interesting to consider the question as to what kind of higher

order diagrams are summed together in the leading-log analysis. The

answer is that this approximation collects the effects of collinear radi­

ation of gluons. A massless, on-shell particle can couple to a system

of massless collinear particles, which are still on-mass-shell, therefore

generating a logarithmic divergence in the amplitude. In QCD this

divergt'nce leads t.o the appearcnce in the formula of the s~ale param­

eter A. It. turns oul. I.hat among all tht' logarithmic tt'rms, the ones

due to collinear gluon radiation t'xhibil. the largest scale dependence

at any perturbative order.

Knowing the significance of computing only the leading-log terms,

we can guess in which regions the approximation is more likely to fail.

For instance, it will still be unable to produce transverse momentum

PT of magnitude larger than the intrinsic k~.24 Large values of trans­

verse momentum are presumably generated in diagrams of the kind

in Figure 3.1a, b, where the radiation of a stiff, transverse gluon or

quark is required. We expect that in this case the leading-log approx­

imation is not valid any more, and the effective Drell- Yan structure

functions at large PT may be different from those measured in deep

inelastic scattering. t

3.4 The K-factor and complete higher order computations

Another important departure from the leading-log approximation

concerns the magnitude of the cross section. Experimentally, the cross

sections for production of electron and muon pairs have been mea­

sured with different beam particles and energy, and there is a general

agreement that the yield is about 2-2.5 larger than that prediet.ed by

equations (2.7) and (2.9).10-12,15-17,19 This ratio is normally known

as the K-factor.

t Another way to describe this situation is t.o obst'rve that P:;' rep­

resents a new (mass)2 scale, together with Q2 = M 2 and A2 , and so

the computatioll is more complex than in the standard case, where

only the ratio M 2/ A2 is involved.

(3.2)r = f~ (x, In (M 2/A2) )
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The leading-log approximation is not able to explain t.his effect,

since the mass-dependent structure functions are normalized accord­

ing to counting rules, in the same way as the na'ive parton densities.

Some att.empts have been made to improve the QCD prediction

by including a larger nllmber of Feynman diagrams. Today we know

the result of t.he perturbative calculat.ion at the the first order beyond

the leading-log, which consists in computing the amplitudes for the

three diagrams in Figures 2.1 and 3.l.a,b, using mass dependent quark

densities. Despite the fact that the correction is of order Q s {M 2 ) ~

(127r)/{25In{M2/A 2)) ~ 0.25, adding these two diagrams changes the

overall cross section by a factor 1.8-2, in reasonable agreement with

experiments. 8 Clearly, the reliability of the result is limited by the

fact that this estimate could be substantally modified by calculations

at higher perturbative orders.

Furthermore, in general the K-factor is expected to depend on

T and XF.
25 The first order calculation suggests that the bulk of the

production takes place in a region where K is approximately constant,

but departures are expected at large values of T and XF, where the

yield should grow.t

3.5 Transverse momentum

QCD has also been used to compute the PT spectrum. 24 The

problem here is the difficulty in dealing with both small and large

transverse momenta, for which different physical processes are ex­

pected to dominate. Experiments 11,12,20 have shown that the aver­

age transverse momentum is generally larger than what is expected

t Another topic investigated in higher order QCD computations

IS the effect of gluon exchange between annihilating and spectator

quarks. It h~s been argued that these diagrams might break the

factorization hypothesis. 8

19

for the intrinsic components k~. Moreover the average transverse

momentum grows with M 2 for fixed 5, with some saturation at large

masses, and grows wit.h s at fixed M 2 . This latter dependence is not

easily explained in a free parton model, and it is normally considered

as a clear indicat.ion of part.on dynamics.

I shall not discuss furt.her the subject of the large transverse mo­

mentum, despite the interesting theoretical work recently done in this

field, but I shall consider the dependence of the t.ransverse momentum

on XF.

The observed rise of the transverse momentum with the invari­

ant mass of the lepton pair seems to suggests, in the cont.ext of the

Drell-Van model, a rise of the intrinsic kT with the Feynman vari­

able Xi of each of the colliding hadrons. This happens simply because

M 2 = XI X2 s. A direct computation of the intrinsic kT distribution

cannot be obtained with perturbative techniques as kT is related to

the question of quark confinement.. However, some predictions were

based on rather general grounds. 26 One approach was to infer a plau­

sible shape for t.he parton wave function, and to compute the X de­

pendence of the intrinsic transverse momentum dist.ribution noting

that a parton at large X must be off-mass-shell in order to allow the

spectator partons to decay into a massive final state system. Applied

to lepton pair production, this leads t.o a rise of P:;. with both M 2

and XF.

Computations based on perturbative QCD 24 lead instead to the

prediction that, at least for large x, the average transverse momentum

must decrease linearly as (1- x), a trend which should be reproduced

in lepton pair produc\.ion in the region of large XF·

3.6 Angular distribution

A different class of higher order diagrams has been considered

20
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Fig. 3.2 Higher twist contribution to lepton pair production

at large XF in pion-nucleon interactions.

In which bound state effects are computed directly. An interesting

prediction was made for pion-nucleon interactions at large XF (Figure

3.2).27

In this region the effect of extracting a quark from a pion intro­

duces a term proportional to 1/M 2
• This term, called the higher

twist term, is characterized by a different spin alignment of the vir­

tual photon. This is experimentally accessible by studying the lep­

ton pair angular distribution in the rest frame of the virtual photon.

While in the bulk of the production the spin alignment of the photon

corresponds to transverse polarization, this higher twist term predicts

a complete longitudinal polarization in the limit of xF-d, or xl-d,

for pion-nucleon scattering. No such effect is expected in the case of

proton-proton scattering. The cross section can be written accord­

ingly in the following way:

d3 u 4(K;) 2
M 3 cx(l-xl)2(I+cos2 0)+--.-sin 0+

9M2

2J(K;)
+ __ . (1 - xd sin 20 cos2 tP (3.3)

7r

N

t+

r

Notice the introduction of a scale parameter (K;), which is de­

termined by the pion wave function, and represents the average trans­

verse momentum of the annihilating anti-quark. The scale dependence

of the terms containing (K;) is expected to be larger than that pre­

dicted by the leading twist annihilation diagrams (Figures 2.1 and

3.1). Despite the technical difficulty in measuring an effect of very

small size compared the total DreIl- Yan cross section, this prediction

is very interesting because it can be investigated in studies of both the

pion structure function, and the angular distribution. Additionally,

experimental study at two values of sand M 2 , but at the same value

of T = M 2
/ 8, can reveal further evidence for the scaling violation.

The transition from transverse to longitudinal virtual photon po­

larization at large XF was experimentally observed in a muon pair

production experiment with about 2000 events above M =4 GeV/c2

and x F = 0.2. 21 The observation was not confirmed by a second ex­

periment of comparable sensitivity for XI > 0.8,16 while very recently

the transition to longitudinal polarization is favoured by new sets of

data,28 including those presented in this thesis.

We shall discuss these subjects further in following chapters. The

study of forward produced high mass muon pairs is the topic of this

thesis. New results concerning the pion structure function, XF depen­

dence of transverse momentum and angular distributions will also be

discussed.

with (K;) ~ (1 Gev/C 2)2.

21 22



Chapter 4

EXPERIMENTAL PROGRAM

AND DETECTOR GUIDELINES

4.1 Experiment goals

Fifteen years have passed since the first study of the process

p N -t JL+ JL- X,5 and physicists have become familiar with the Drell­

Van model, and with the interpretation of hard scattering phenomena

in terms of quarks and gluons. Nt'vl:'rtht'less, we have seen in the pre­

vious chapter that the study of lepton pairs produced in hadronic

collision can still tell us much about the dynamics of the fundamental

constituents, allowing us to test our knowledge of the strong interac­

tion in greater detail.

The Fermilab Experiment 615 29 was proposed to study the

production of high mass muon pairs in pion-nucleon interactions, with

particular emphasis on the production at large XF values. In this re­

gion QCD predicts logarithmic scaling violation, while stronger scale

dependence and anomalous spin alignment are predicted by models

incorporating higher twist effects. Furtht'rmore, the experiment al­

lows the direct measurement of the pion structure function over a

wide range of x.

The experiment was approved for running at t.wo different beam

momenta, 80 and 250 GeV Ic. and with both positive and negative

23

pion beams. Comparison between data collectt'd at. different beam

energies but the same value of T = M 2 I s allows precise measurement

of scale dependence.

In particular, the validity of the scaling relaticll 2.10, corrected by

the small scale dependence predicted by QCD (equations 3.1,3.2),3,23

will be tested in the interval 0=0.33-0.41. The lower limit is set by

the presence of the charmonium states JI'lI, 'lI' in the data taken at

80 GeV Ic, and the upper limit. is fixed by the l' resonance produced

with the higher beam momentum. As we shall see below, the detector

has been designed to cover the region x F ~ 1, allowing us to test t.he

prediction based on the higher twist QCD calculation discussed in

Section 3.6.

The comparison of the yield obtained with positive and negative

pions allows a test the electromagnetic nature of t.he process (Section

2.6).

This thesis deals with data obtained at the lower beam momen­

tum, which was collected entirely with a beam of negative pions, in a

period extending from December, 1983 to February, 1984. At the time

of writing, results also are available for a test run at 260 GeV Ie con­

ducted in 1982, which will be described in separate reports. The data

collected with 7[- and 7[+ at 250 GeV Ic, which took plact' between

April, ]984 and July, ]984 is presently undergoing track reconstruc­

tion and event selection.

4.2 Overview of the detector design

The cross section for production of lepton pairs by the Drell- Vall

mechanism is very much smaller t.han the typical hadronic cross sec­

tion because of the electromagnetic nature of the process. Several

other effects also reduce the observed rate. The Drell- Van process

must be observed for lept.on pair masses larger than 4 GeV Ic 2 to

24
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avoid backgrounds from lower mass resonance decay. Equation (2.10)

shows that dr7/dM is proportional to 1/M 3
, and further suppression

is due to the shape of the structure functions, which causes the scale

independent term to decrease steeply with increasing To The result

is that in 1T- N collisions, with a center-of-mass energy in the range

10-20 GeV, the cross section for producing pairs at positive XF with

at least 4 GeV /c 2 of invariant mass is of the order of 100 picobarns

per nucleon, which is 8 orders of magnitude smaller that the pion ab­

sorption cross section. Large beam intensities are therefore required

to investigate details of lepton pair production, especially if the em­

phasis is on the large x F region, where the cross section decreases

further.

The need for high intensity determined the choice of muon pairs

as the final state to detect. Muons are able to penetrate thick lay­

ers of material, which allows a 'beam dump' experiment where non­

interacting pions and secondary hadrons are absorbed before reaching

the active part of the apparatus.

The interest in angular distributions was another concern in

designing the detector. Reasonable acceptance is needed for pairs

formed by muons with very different momenta, generally more dif­

ficult to detect. This requires good efficiency in the region where

non-interacting beam particles would go, since that area will be pop­

ulated by the more energetic member of an asymmetric pair at large

x F. This consideration ruled out the options of toroidal spectrometers

or the use of a heavier absorber in the beam region.

It is useful for the Drell-Van events to have an easily recognized

topology in the detector. Then a trigger for the experiment can be

devised which minimizes recording of background events

These requirements were met with a two-magnet design (Figure

4.1 ).
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Table I Target specifications.

Composition

97.2 % (weight) W

2.8 % Hi ,Cu,fe

corresponding to a momentum kick of 3.2 GeV Ie. It was built by

Fermilab for our experiment. The magnetic volume was 7.4 m long,

1.4 m wide, with height increasing from 14 em to 65 em in eleven steps,

along the longitudinal direction (z-axis). A side view of t.he selection

magnet is shown in Figure 4.2, and a top view in Figure 4.3.

The magnetic region was mapped using the Fermilab ziptrack,

a system using three coils mounted on a moving cart. Field differ­

ences were measured by integrat.ing induced current.s and recording

them on 12-bit encoders. The most. upstream region of the magnet,

not accessible to the ziptrack rail, was mapped wit.h a hand-moved

coil. The measurements showed that t.he transverse component of the

field (x-axis) was everywhere smaller than 1 % of the main component

of the field (y-axis). The integral along z of the transverse compo­

nent was everywhere smaller t.han 0.1 % of the integral of t.he vertical

component.

The selection-magnet was filled wit.h the hadron absorber, con­

sisting of 3.22 m of beryllium and 4.14 m of graphite. Addit.ional61 em

The first. magnet. (selection magnet) is located close to the

target, and contains t.he hadron absorber, which fills the gap between

the magnet. poles. The select.ion magnet had a 'kick' of 3.2 GeV Ie,
which bends t.he t.racks of a high mass /l+ Jl- pair until they are nearly

parallel, allowing a powerful trigger. It is followed by a spectrometer

magnet, equipped with wire chamber planes in order to measure

particle moment.a.

With the aim of operating in a beam of about 5xl08 particles

per second, the detector was equipped with a fast trigger based on

plastic scintillator counters. A sophisticated hardware trigger

processor was built to reject muon pairs with low invariant mass and

pairs that did not originate in the target.

The various parts of the detector will be described in the following

sections.

4.3 Target

We used a cylindrical tungsten target, 8 inches long, corre­

sponding to 1.7 inelastic interaction lengths for pions (Table I). The

target was mounted immediately upstream of the beryllium absorber

in the selection magnet (see next section), separated by a gap of only

2cm.

The use of a heavy target optimizes the dimuon yield, since the

Drell- Van cross section in nuclei depends on the atomic number A

as AI,IB while the absorption cross sections grows as A076.30 Fur­

thermore, a tungsten target is short for a given number of interaction

lengths, which allows useful vertex constraints ill event reconst.ruction

and fitting (Sect.ion 7.8).

4.4 Selection Magnet

The focussing magnet was a dipole of field integral 10.7 Teslam,

Length

Di arne ter

Density

TARGET

20.32 em

5.08 em

18.5 g/em
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of beryllium-oxide were located immediately downstream of the mag­

net. Altogether we had 14 absorption lengths for energetic pions, and

32 radiation lengths. The choice of low-Z materials was made to limit

the amount of multiple scattering. This permitted good resolution in

the initial track direction, and good rejection of muons not originating

in the target. We shall discuss this topic in Chapter 7.

4.6 Wire chambers

Nine planes of multi-wire-proportional chambers (MWPC) were

located between the selection magnet and the spectrometer magnet.

See Figures 4.1 and 4.4.

The planes were mounted in three modules, repeating the orien­

tation scheme x-u-v, with the oblique planes at 15.5 degrees from the

vertical direction. See Figure 4.5.

The planes were built with 25 micron anode wires, 2.1 mm apart,

kept at zero voltage. The cathodes were aluminized mylar foils, op­

erated at 3500 Volts. The voltage was ramped down between beam

pulses in order to prevent the development of dark current. Each of

the about 8000 anode wires was connected to a preamplifier mounted

on the chamber itself, connected to the read-out modules through

500 nsec delay lines. The gas mixture was Argon-Isobutane-Methylal.

The system worked well even at high intensities, where the average

plane detection efficiency was 95 %, with resolution of about. 75 mm.

Sixteen planes of drift chambers (DC) completed the tracking

system. Four planes with vertical wires were located upstream of the

spectrometer magnet, where they were used to improve the track­

ing accuracy. Two groups of six planes measuring along x-x-v-u-x­

x were located downstream of the spectrometer magnet. The most

downstream six planes were mounted in 18 frames. See Figures 4.1,

4.4, and 4.5. The chambers were built and read out according to a
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over groups of 56 wires. While it appears that a wire-by-wire cali­

bration would have allowed us to reach about 200 ",m resolution, this

.would have not improved the system performance and overall reso­

lution, which is dominated by the multiple scattering in the hadron

absorber.

The average detection efficiency in the drift chambers at high

intensity was 92 %, reduced to 90 % because of a limited number of

channels which were not operational on any given day.

The use of MWPC's upstream of the spectrometer magnet and

DC's dowstream is a compromise between efficiency and resolution.

The multi-wire chambers operated in the region of higher track rate

and density, so their shorter sampling time (about 30 nanoseconds)

resulted in smaller noise and faster track reconstruction. The disad­

vantage of their lower resolution was overcome with the four planes

of upstream drift chambers.

48"

40"

v

BEAM OUT OF PAG E.

MWPC 7,8,9

DRIFT 5 - 10

I 96' \ I l I .1

Fig, 4.5 Scheme of the inclination and denomination of the wire planes.

I 80' '< IJ I -I

scheme used in a previous experiment. 31 The cells were 2 cm wide,

with' graded potentials on the cathode wires. We used a mixture of

70 % Argon, 30 % Isobutane, with all the Argon bubbling through

Methylal at lOoC. The anode voltage was ramped with the accelera­

tor cycle. The signal from each of the 2128 channels was discriminated

in amplifiers mounted on the chamber frames, and transmitted to the

digitizers through 300 foot ribbon cables. Groups of 8 channels were

brought together on TDC modules, which were capable of recording

up to four time intervals in any channel combination. The drift time

was measured in 31 bins, each 8 nsec long.

The measured average position resolution at high intensity was

290 ",m in the drift chambers. The chamber alignments and time off­

sets were calculated on a day-by-day basis for each module. The

time offsets were not measured for single channels, but were averaged

4.6 Spectrometer magnet

The second magnet used in the experiment was a wide aperture

dipole of field integral 2.9 Teslam (.86 GeV Ic). The magnetic volume

was 2.2 m long, 1.8 m wide, and .9 m high. The field was mapped with

the ziptrack. The main component was vertical, and anti parallel to

the field of the selection magnet. The field integral was found uniform

over the cross section within 1 % (Table II), with the component along

the y-axis smaller than about 4 MeV Ie.

4.7 ScintiHator banks

The detector was equipped with 6 banks of plastic scintillators,

comprised of 14 planes.

The veto scintillators (A and B banks) were located upstream

of the target (Figure 4.1). They covered a region of approximately 2
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m2 , around the beam pipe, (which was 10 cm in diameter), and they

were used to eliminate events associated with the muons outside the

beam pipe. Both banks were formed by a plane of counters along x

and a plane of counters along y. Iron absorbers separated the A and

B banks, and the B bank from the target region.

The C bank was located immediately downstream of the selection

magnet, and covered an area of 1.43 m along x and .59 m along y. It

consisted of 28 vertical counters, 48 horizontal counters, each of them

covering half of the aperture, and 31 oblique (u) counters forming two

planes (Figure 4.6).

The D bank was placed downstream of the spectrometer magnet,

between the two groups of DC's. This bank was 2.23 m wide and

1.09 m high, and consisted of 44 full length vertical counters, 48 half

length horizontal counters, and 47 oblique ones in two planes (Figure

4.7).

A 2 m thick iron wall was placed downstream of the drift cham­

bers. This was designed to eliminate the non-penetrating particles

35

Table II Map of the field integral of the spec­

trometer magnet, on the x-y plane.



which might have 'punched through' the absorber inside the selection

magnet. The E and F bank were located in the middle of, and behind

the iron wall, respectively. These banks covered a surface 3.4 m wide

and 1.7 m high, and each of t.hem was made of 80 vertical counters

extending for half of the height. The 28 inner counters were 2 inches

wide, while the 52 outer ones were twice as large (Figure 4.8).

The plastic scintillators were used to trigger the read-out of the

wire chambers for multi-muon events produced in the target with

large invariant mass. We shall discuss the trigger logic in the following

chapter.
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Chapter 5

DETECTOR TRIGGER

6.1 Trigger levels

The trigger was designed to select events with two penetrating

particles produced in the target, while discriminating against pairs

with small invariant mass and against pairs containing a 'halo' muon

from beam particle decay. The trigger is based on information col­

lected in the scintillat.or banks described in Sect.ion 4.7.

The trigger system was organized into three separate levels. 32

The first level was used to start the MWPC's read-out and the DC's

clock. To improve the timing of the signal, a coincidence with the

accelerator RF signal was used. The second and third levels could

abort the data handling before recording by the on-line computer

and restore data taking ability within a few microseconds.

Most of t.he trigger electronics was designed and built for this

experiment. The discriminators, latches and trigger processors used

mostly ECL logic, while standard NIM was used in the coincidences

between the separate components. A flow chart of the trigger logic is

shown in Figure 5.1.

5.2 Level-1 Trigger

Information from the different. scintillator banks was used inde-
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TRIGGER LOGIC FLOW CHART

PHOTOTUIlE DISCAllllNATOAS

Fig. 5.1 Flow chart of the trigger logic.

pendently at this stage. A t,wo particle paHcrn was required in each

of the C, V, E and F banks. In order to reduce the chanre of trig­

gering on single particles accompanied by delta rays, at. least [,wo

non-adjacent counters were required t.o fire in I,h(' Cy, J)y, E ami F

banks. The tol.al number of logic channels was half the number of

counters, because each half length counter was merged with the one

on the other side. This information loss was recovered for the two

upstream ballks by requiring t.hat each y-collnter was overlapped by

a struck x-counter.

In order to reduce t.he number of triggers due to muons from

beam particle decays, a further requirement. was devised for the F

bank: at least. one struck counter had to cover the region :r: <0.36 m.

This allowed a large reduction of the number of triggers due to pairs

of energet.ic negative muons, at a small cost in acceptance. The loss

of high mass events is only 5 %, while the gain in live time was about

50%.

The A and B count.ers were used in veto in t.he first level trigger.

The veto requirement was a coincidence between any x or Y counter

in one bank, with a corresponding x-y coincidence in the other bank.

To allow for small track inclinations, the counters in one bank were

shifted by half of their width relative to the counters in the other

bank. A match with either member of the corresponding pair was

checked.

Further requirements were that the multiplicities of hits in the

Cy, Dy, E and F banks each had t.o be less than eight. This was

devised to eliminate noisy events, which probably would be analyzed

incorrectly by the higher level triggers. The result.ing loss of good

events is estimated t.o be around 0.1% at high intensity.

The first level trigger rate was typically around 25000 triggers

per beam spill, obtained wit.h about 3 x 109 incident pions in the 15
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Aft.er the pad coincidences had been stored in the latches, a hard­

ware t.rack finder looped through all the struck pads in the C bank,

associating them with struck pads in the D bank with compatible

vertical position. The process was done in parallel by two modules,

looping through all the possible particle pairs.

Each track candidate was described by 15 bits, 5 of which spec­

ified the position in the Cx bank, 6 in the Dx, and 4 in the Cy.

Assuming that that the pattern represented a track generat.ed in the

target, t.he x information allowed measurement. of the part.icle sign,

momentum, and initial angle. It was therefore possible t.o reject the

most common background of negative-negative pairs, associated with

beam particle decays. The same algorithm allowed rejection of track

candidates with anomalous or incompatible parameters. The actual

Fig. 5.2 Illustration of the Level-3 trigger: within each bank,

pads are determined by threefold coincidences

between x, y and u counters; track candidates are

formed combining pads from the two banks.

second spill. The Level-l decision time was about 40 nsec.

5.3' Level-2 trigger

At this stage the information coming from the Cy and Dy coun­

ters was brought together to test the hypothesis that the track was

generated in the target. For this purpose, the 48 counters forming each

bank were paired twice to form 12 horizontal stripes. Each stripe was

checked against two T:{latching stripes in the other bank.

It only took about 10 nsec after the Level-l to obtain the answer

from Level-2. The number of accepted triggers was reduced by a

factor of about 3.

5.4 Level-3 trigger

The third level compared the information from the C and D

banks to analyze the track candidates in the magnetic bending plane.

All the scintillator signals were recorded in scintillator latches

after a Level-l trigger was issued. These modules could be read-out,

as well as set, via CAMAC.

The latches also provided an output logic-level for each channel

which was used in the subsequent Level-3 circuitry.

Each combination of an overlapping vertical (x) counter and hor­

izontal (y) stripe made of 4 counters determined a rectangle (called

a 'pad') which is overlapped by one oblique (u) counter. Three-fold

coincidences between the x, y and u planes were formed and recorded

in the pad-latches. A track candidate is made from one such rectan­

gular pad in the C bank and one from the D bank. Figure 5.2 shows

the scintillator information as organized into pads for a t.ypical event.

Each pad lat.ch module could be read-out or written int.o via

CAMAC.
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selection was made by comparing t.he 15 bit.s with the contents of

programmable mf'mory look-up modules built, at Fermilab.

Combining thf' informat.ion 011 t.wo t.rack candidates we could

have. estimated all the paramf't.f'rs of t.he pair. However, the spirit of

the look-lip t.able method is to calculat.e in advance whether each pos­

sible pair is or is not a desirable trigger, and store that. result as one

bit. As we describe each track by 15 bits, the look-up table technique

would require 230 bits of memory. This difficulty was overcome notic­

ing that particular combinations of the available bits were strongly

correlated with the invariant mass of the pair. This was mainly due

to the bending imparted to the trajectories by the selection magnet,

which was designed to give high mass pairs a readily identified topol­

ogy.

The 30 bits of information about a track pair were reduced to

16 as follows. The Cx addresses of the two tracks were subtracted,

reducing 2 x 5 bits to 6 bits. The Dx addresses of 6 bits each were

subtracted and truncated to 6 bits. And in parallel the Cy addresses

were subtracted and only the absolut.e value kept., reducing 8 bits to

4. The resulting J6-bit pattern was compared with look-up tables

loaded according to Montecarlo simulations, and uninteresting events

were rejected. All of the subtractions were actually performed in other

look-up tables t.o maximize speed.t

t This procedure resulted in very effective dat.a collect.ion with 250

GeV /c beam particles. 32 In that condition the detector acceptance

ext.ended down to about 1 GeV /c2 in the invariant mass of the pair.

The main source of background in the Level-2 trigger consisted of low

mass dimuons, which were rejected wit.h an efficiency of about 90 %.
Running with 80 GeV /c pions, the detector itself provided a natural

cut-off below 3.0 GeV /c2 pair mass, and the third level trigger was

45

We were able to evaluate t.he results of different, trigger refjuire­

ments by fully analyzillg events recorded without. the Level-3 trigger.

At. the timf' of thf" main dat.a collf'etion in 1983/1984 t.llf' chamber

reconst.ructioll programs had bef'n fully developed and f,est.f'd Oil the

data collected in the J982 test run. This f'nabled adjust.ment.s t.o be

made to the Level-3 trigger on the basis of complet.e off-line allalysis

on a time scale of half a day.

The third level trigger required the two t.racks to bf' vf'rtically

separated by at least two units. This was made necessary by spnrious

three-fold coincidences in adjacent vertical rows generat.ed by tracks

closely spaced in y but not x. This can happen because the u connt.ers

form two planes of overlapping counters, so that two of them are

fired by each track. Since background triggers tended to have smaller

vertical openings, the loss of acceptance was compensat.ed in part by

an increase in live time.

A further cut was applied on the track pair multiplicity, rejectillg

events having more than fifteen pair candidates in the Levf'l-3 logic.

The reason for this cut is that noisy triggers would eventually find

their way through the third level trigger. We estimated that the

related efficiency reduction was in the range 2-5 %, df'pending on

the beam intensity. Figure 5.3 shows a typical distribution of the

multiplicity of track pairs presented to the Level-3 logic.

The dead time introduced by processor was only about 2.5 psec

per event. This is based on a processing time of 500 nsec per pair,

and an average of 5 pair candidates per Level-2 trigger, Typically, one

out of fifteen Level-2 triggers passed t.he third level, providing about

most effective in reducing the background due to negative-negative

combinations associated with beam halo.
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NUM8ER OF TRACK PAIRS FOUND PER EVENT

47

1200 triggers per beam spill of 3 x 109 incident pions.

Further details about the trigger implementation can be found

In reference 32. For completeness, we enclose various sketches of the

circuitry developed at Princeton University.

Figure 5.4 sketches the implementation of the Level-1 trigger logic

for the Cor D banks in ECL circuitry.

Figure 5.5 shows details of the summing net.work which provided

t.he signals for the non-adjacency hit logic in a given bank.

Figure 5.6 sketches the ECL circuitry for the scintillator latch

modules.

Figure 5.7 shows t.he ECL circuitry for t.he pad latch modules.

Figure 5.8 shows a (low chart of the Level-3 track finder.

Figure 5.9 shows a flow chart of the memory look-up procedure.
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Fig. 5.9 Flow chart of the memory look-up procedure.

MEMORY LOOKUP FLOW CHART

a:
~ 4 BITS

C va=:-:---...
~ADDRESS~

cv/3~
~ ADDRESS 4 BITS

<{ .a.. !l BITS
CX 0 ----..

~ADDRESS~

~ cx/3~
a: ADDRESS !I BITS
~ e BITS
~ OX a ---....
OADDRESS~

e: DX/3~
(f) ADDRESS e BITS

W
(f)
(f)
wa:
o
o
<{

o
<{
a..

..(f)

W

~
o
o
z
<{
u

a:
<{
a..

~

u
<{

a:
~

IECl4A)

Icvo-cv/31
4 BITS

TRIG

1~ I I ~I =~~ IT:I~GER
OUTPUT

!(ECl211 TRIGGER

BIT
READV

Chapter 6

DATA COLLECTION AND DETECTOR EFFICIENCY

6.1 Beam line characteristics

The experiment was located in the High IntensiLy Lab in the

Proton West Area at Fermilab, where we have been among the first

users of the new superconducting accelerator.

During the period of data taking wiLh 80 Gev pions, the machine

accelerated protons to 400 GeV. The typical cycle t.ime was about. 50

seconds, with extraction time ('spill') of 10 or 15 seconds. In each spill

about 5 x 10 12 primary protons were delivered to a beryllium target

III the Proton Area. See Figure 6.1.

The secondary beam was collected at 00
, and negative particles

were selected by a dipole magnet and a collimator; the beam was

then brought through a triplet of quadrupoles, and then bent into

an adjustable horizontal collimator used for selecting the momentum

range. The rest of the beam line consist.t'd of a double focussing­

defocussing stat.ion, horizont.al bends t.o reduce the amount of muons

from beam particle decays, and a final triplet. for focussing on the

experimental target. The resulting secondary intensity was 3.6 x 109

particles per spill.

The size of tht' beam spot. on the target was about 1.0 em r.m.s.

The collinearity between the beam direction and the laboraLory z-
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e-: 17.3%.

p: 2.9 %.

fJ: 2.2 %;

K-: 5.2 %;

K-: 6.1 %;

71"-: 91.9 %;

71"-: 74.3 %;

We are interested in the hadronic composition of t.he beam, since

electrons cannot produce any appreciable background. We have also

to account for particle decays: the beam line was 597 m long, and

5.7 % of the pions decayed, together with 35.2 % of t.he kaons. The

resulting hadronic composition of the beam at. our t.arget. was:

6.2 Beam composition

The particle production by 400 GeV protons on beryllium targets

has been measured at various secondary momenta. 33 Int.erpolat.ing

linearly between the values for 60 and 120 GeV Ic we obt.ained the

following percent.ages for negatively charged secondaries:

Kaons and anti-protons represent. only a small cont.alllinat.ion. In what

follows, we shall speak of a pion beam and consider the contaminat.ion

from other hadrons only when discllssing sources of systematic errors.

axis was verified by a study of the muons from JIll! decay, which

measured the average beam direction to be O.O±O.1 mrad in both

horizont.al and vertical planes. The beam traversed part. of the fringe

field of the selpct.ion magnet before reaching the target, so that thl.'

beam direction at. t.he average int.eract.ion point. was +1.0±O.1 mrad

in the x-z plane.

MOMENTUM
SLIT

--FODO

_ TARGET
BOX

EXPERIMENTAL
• AREA

_ PRIMARY
PROTON

BEAM

PW703

PW7H~
PW7V3

PW7SPZ C:J<I____ <J

PWBWCl -.= ;;.-

PW6WCI

Fig. 6.1 Scheme of the secondary beam tran6port in

the FNAL Proton-West area.
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6.4 Intensity monitors

1000

600

6.5 Spill structure, detector dead-time and trigger time res­

olution

The intensit.y was monit.ored by rour ioni7.at.ioll chambers; one

of t.hem lIleasured t.hf' nux of primary protons, and l.hrec measured

the pion yield. Two or t.hese chambers were sf'gmrllted into five con­

centric rings individually read oul.. The last mcaslIremcnt took place

1.5 m upstream of our target. The beam profile was monitored by

several multi-wire ionization chambers, with wire spa(:ing or one, or

two millimeters.

Ot.her intensit.y monit.ors were provided by two telescopes or scin­

tillators at 45° from the t.arget. Some special runs at low intensity

made use of counters placed directly in the beam path.

The RF structure of the Fermilab beam is characterized by buck­

ets of particles separated by 18.6 nsec intervals. With an int.ensity of

3 X 109 pions in fifteen seconds, the average number of particles per

bucket is 3.7. The bucket population is subject. to substantial varia­

tions of the beam intensity during t.he spill.

We used a Cerenkov counter operat.ed at atmospheric pressure to

monitor the variations of spill intensity. In order t.o use t.he Cerenkov

counter as a beam structure monitor, we had to adjust its discri1l1in­

inator threshold to around 10-1& simultaneous particles, thus moni­

toring only the highly populated buckets. Intensity correlations over

ranges of the order of 100 nsec were studied, and we concluded that

the effective spill length was about &-10 sec, thererore increasing by

a factor of two t.he inst.antaneous average int.ensit.y.

The Cerenkov counter also provided a measurement or the de­

tector dead-t.ime. This was obtained by recording t.he number of

Cerenkov counts in each spill as gat.ed by logic levels describing the

Fig. 6.2 Secondary beam mo­

mentum spectrum for

the 80 GeV Ie data

collection.

90.

CeVfc
60.

I1OHEKTUI1

0,0.

200

400

600

6.3 Beam momentum measurement

Our experiment used pion beams at two different momenta in or­

der to study scaling violations, especially in the region of large Xr. To

achieve unambiguous comparisons it was necessary to know the abso­

lute beam momentum spectrum with good accuracy. A direct mea­

surement of the beam energy was performed by mounting a spect.rom­

eter just upstream of our detector, and tagging each beam particle in

low intensit.y runs. Four stations of three planes of drift chambers

were used together with a dipole magnet capable of producing field

int.egrals up to 1.3& GeV /c. The two lever arms were 17 and 12.& m

long. The measurement resolution was 0.4 GeV /c, with systematic

error estimated t.o be 0.6 GeV /c (see Section 12.4.1). The result of

the study is shown in Figure 6.2. The average of the distribution IS

79.3 GeV /c. The width is 3.0 % Lm.s ..
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status of the triggering and data acquisition systems. We collected

the great majority of our data with detector live-time between 60 and

70 %. The dead-time was due in equal amount to the beam muon

veto from the A and B banks of counters, and to the time spent by

the on-line computer ill data acquisition.

The 18.6nsec RF cycle determined the time scale in which trig­

gering detectors must operate. The scintillator pulses were discrim­

inated to logic signals with lengths between 25 alld 35 nsec. This

appeared to be a safe way to operate our trigger processors, since the

Level-I and 2 logic was tested to work at full efficiency with simulated

signals of 15 nsec width when they arrived simultaneously. Real par­

ticle pulses were distributed with FWHM of about 5 nsec, but with

tails extending to more than twice that interval.

Because of the large signal widths discussed above, the first two

levels of triggers were not able to reject pairs formed by muons be­

longing to different, consecutive buckets. Notice that the difficulty is

created by the large intensity of beam muons produced in pion decays.

The single track rate measured in the F bank was 6 % of the pion in­

tensity, which averaged 3.7 pions per bucket. This implies that about

one bucket out of 75 contained two penetrating particles, and there

was the same chance of finding muons in consecutive buckets. The

acceptance of the detector for such events was drastically reduced by

the beam holes ill the C and D banks (Figures 4.6 and 4.7), and by

the special requirement for the F bank illumination discussed in Sec­

tion 5.2. As a result less than one in 104 pairs of beam muons could

trigger the detector, noting that the majority of the 1200 triggers per

spill was due to such background.

The third level trigger was very effective in reducing the prob­

ability of triggering on muons from different buckets. Each Level-I

trigger was associated with a RF bucket and in case of adjacent-bucket
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triggers the event was assigned to the second bucket with more than

99 % probability. The scintillator latches (Section 5.4) exploited the

long width of the signals to achieve a very efficient latch of the second

muon, while discriminating strongly against the muon from the first

bucket. Notice that this is possible because the latching modules re­

quired only three nanoseconds of overlap rather than fifteen as for the

trigger logic. The third level trigger, based on latched information,

therefore operated with better time resolution than the other parts of

the trigger.

6.6 Particle rates in the detector

The scintillator discriminators were connected to scalers, which

were recorded at the end of each spill. The observed rates in typical

conditions were the following;

- 15 MHz in the C bank and in the MWPC's;

- 12 MHz in the D bank and in the downstream DC's;

- 18 MHz in the E bank;

- 12 MHz in the F bank.

Some of the counters were exposed to intensity much larger than the

average; the highest individual counter rates are listed below:

- 2.5 MHz in the Cx bank;

- 2.3 MHz in Cy;

- 3.6 MHz in Cu;

- 2.3 MHz in Dx;

- 3.1 MHz in Dy;

- 4.0 MHz ill Du;

- 2.7 MHz in E;

- 2.2 MHz in the F bank.

We already mentioned (Section 4.5) that the average efficiencies were

95 % in the MWPC's and 90 % in the DC's. The scintillator efficiency
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will be discussed in Section 6.9.

6.7 On-line tests and data acquisition

The triggcr logic was checked by event simulation programs exe­

cuted every few hours. A thorough check was possible because every

discriminator and latch rould be loadcd with computer generated pat­

terns simulating the full complexit.y of signals to be processed by all

three trigger levels. In addit.ion the programs checked the contents of

look-up tables for the third level of trigger. The performance of the

chamber read-out was checked during the weekly shut-down periods.

The data acquisition program was a version of Multi, supported

by Fermilab. Our version allowed event displays of scintillator and

chamber information, and produced various other diagnostic hist­

ograms and scatter plots. The Multi histogramming package was

rewritten in machine language which allowed a factor of 10 improve­

ment. in speed over the standard version. Several other cumbersome

features of Multi regarding the beginning and ending of runs were

circumvented by machine language subroutines. The program ran on

a PDP 11/45 computer, equipped with a bipolar memory unit for fast

program execut.ion, as well as bulk memory modules for temporary

event storage. The data acquisition electronics were interfaced to the

computer via two CAMAC branches wit.h a total of 14 crates.

The events were written onto high density tapes (6250 bpi), each

containing about 160000 triggers collected in two hours of beam time.

For each event, all the scintillator latches, pad-Iat.ches, and the track

combination words issued by the \.hird level processor were recorded

on tape as well as chamber hits. End of spill records cont.ained scaler

and ionization chamber rates, together with records of the detector

magnetic field int.ensities.

For diagnostic and calibration purposes, every 1000!h Level-I
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trigger (pre-scaled trigger) was also recorded.

6.8 Off-line trigger tests

The scintillator latches writ\.en on t.ape allowed us to monitor the

trigger consistency within hours of the writing of tht' tape. The kind

of information available in this way is comparable to that. provided

by the on-line diagnostic programs, with t.he advantage of using hits

distributed with actual time spreads, and the disadvantage of testing

only events that fulfilled all the hardware trigger requircments.

Three different tests were considered:

a) use of the Level-I latches (Cx, Cy, Dx, Dy, E, F) t.o test the

the consistency of Level-l and the output. of Level- 2 (CYmalch,

DYmalch);

b) use of the Cx, CYmalch, Cll, Dx, DYma!ch, Dtt lat.e-hes to test

the three-fold coincidences recorded in the pad-latches;

c) use of the pad-latches to monitor the Level-3 pattern reronst,ruc­

tion and consistency.

The results of these tests are the following:

* Typically 98.5 % of the events written on tape satisfied the Level­

1 and Level-2 logic, with 90 % of the errors coming from the E

and F trigger requirements, which were not cnforced by Level-3.

* Discrepancies between the writ.ten and recomputed y-mat.ches

were present at a 2 % rate. This indicates a discrepancy between

the signals at the trigger boxes and the pattern which is actu­

ally latched. The errors were equally divided between the cases

of too many or too few matches. Since t.he processors always

worked correctly with simulat.ed pat\.erns, the problem is pre­

sumably connected to the time of arrival of the pulses. Triggers

on muons belonging to different buckets can reproduce both ef­

feds, especially with multi-muon events, since the latches tended
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to record delayed pulses, while the trigger logic was more sen­

sitive to signals from early buckets. Given the small size of the

effect, this was not considered a real trigger problem.

* The pad-latches were found consistent with the Level-2 latches

and with the u ones to an accuracy of 0.1 %. A small discrep­

ancy is to be expected becaus'e of a peculiar design feature of the

scintillator latches (Figure 5.6). These lat.ches would pass the

input signal to the Level-3 logic during the [) nsec gate, and then

latch the state of the signal at the end of the gate. If the input

signal ended during the gate a short pulse was sent to the Level-3

latches where it was recorded. The scintillator latches will not

have latched this signal however. This scenario could arise only

when the scintillator was struck in the RF bucket previous to

that which contained the triggering event.

* The Level-3 processor appeared to be very reliable: the off-line

program verified all the reconstructed patterns for each event,

and discrepancies with pad-latches were found in less than 0.1 %
of the triggers.

6.9 S<;intillator efficiency studies

The voltages for the scintillat.ion counter photomult.ipliers were

set using the pulse height of signals from conversion of gamma rays

emitted by Co~iO sources. The signals were timed using the same

radioactive source by comparing each scintillator with a test counter,

exploiting the fact that two gammas are emitted simultaneously. This

study was repeated twice before the data taking, and studies of the

scintillator signals were made with real beam on many oecasions.

Despite the great care in the scintillator calibration with radioac­

tive sources, the use of a very intense beam required additional un­

derstanding of the scintillator efficiency both at high intensity, where
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most of the data was collected, and at low intensity, where some rllns

were taken for normalization purpose.

The most effective method of measuring t.he efficiency at. high

intensity was provided by a set of special runs made with simplified

versions of the trigger. We took data with Level-3 requirement but

removing the E or F bank from the Level-1 trigger. III other rUlls

we took data with only the first level requirement, but without the

C or D banks. During part of each special trigger run the polarity

of the selection magnet was changed in order to illuminate the whole

detector evenly with tracks. After we performed the event allalysis,

reconst.ructed tracks were used to determine the efficiency in the banks

not used in the trigger.

The results showed that while for most banks the efficiellcies were

rather good (better than 99 % on the average), the efficiency was sur­

prisingly low for the Cu and Du counters, with average values of 95 %

and 97 %. The inefficiencies were not localized in single count.ers (with

the exception of one bad Cu channel), but they were approximately

uniformly distributed along vertical direction, and they were much

more serious in the positive-x side of the detector where the count­

ing rat.es were higher because of negative muons from beam particle

decays. See Figure 6.3.

The wire chambers were little affected by the high particle in­

tensity. Figure 6.4 shows the efficiency measured for a M WPC and

a DC plane, obtained using all the tracks reconstructed on a t.ypi­

cal data t.ape. The MWPC efficiency plot shows a dip in the area

of higher intensity. The DC plot shows a patt.ern of inefficient time

digitizers, ident.ified by the periodicity of seven wires characteristic of

the relation between chamber cells and digitizer boards.

Various met.hods were devised to track the intensit.y dependence

of this problem, and we took advantage of the fact that the worst
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Fig. 6.3 Efficiency profile of the scintillator banks, projected on the x-axis:

a) C bank b) D bank

c) E bank d) F bank
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Another mechanism might. have participat.ed t.o SOI1W ext.ent. in re­

ducing the latching efficiency in these banks. Since they were not. used

in the lower t.rigger levels, the signals were brought t.o thf' count.ing

room wit.h normal rat.her than foam coaxial cables, producing some­

what longer pulses. The 1/ signal widths at the discrilllinat.or output

were set. to 25 nsec, while the E's al1d the F's were set to 29 nsec, and

t.he other C and D banks to longer values. It was not. uncommon t.o

have muons in two consective buckets cross the same counter (14 %
chance in the most unfavourable cases, with 50 % dut.y cycle), and the

discriminators were probably scarcely efficient in firing on the second

bucket. This in turn induced a lat.ching inefficiency, because of the

bias against latching on a signal coming in an earlier bucket. which was

made in t.he timing of t.he lat.ches. Observe t.hat both reasons point

to conceivable inefficiencies in t.he u banks: t.heir higher counting rate

and the shortness of the discriminat.or pulses.

•

count.ers were the ones which could be continuously monitored using

the pre-scaled Level-l triggers. The inefficency t.urned out t.o increase

linearly with the int.ensity, almost disappearing in the runs taken at,

low int.ensit.y, as shown by Figure 6.5.

The inefficiency was therefore primarily due to 'pile-up' of pulses.

The uniformity along the vertical direction is due to the fact t.hat the

u counters extended approximately along that direction. The areas

of the Cu and Du count.ers were almost t.wice those of count.ers in t.he

corresponding x and y banks, and so these banks would have the worst.

pile-up problems. They were subject to average rat.es as large as 3­

4 MHz per counter, and instant.aneous rat.es which were probably more

t.han twice as large during short time intervals, because of the spill

structure. It. is quit.e concf'ivable t.hat the phototube bases 'sagged'

during peak intensities.
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To conclude this section, I would like to ment.ion anot.her kind

of efficiency study which produced somewhat. ambiguous result.s as to

the scintillator efficiency, the so-called 'analysis of the t.hird muon.'

The event trigger was based on t.wo particles. Thus whenever

more t.han t.wo muons were recorded, we had the possibilit.y of study­

ing part.icles not subject. t.o t.rigger bias, by using t.hose t.racks t.hat

could be eliminat.ed without alt.ering t.he presence of t.riggering condi­

t.ions. Most. of our multi-muon event.s were not. useful, because t.hey

typically contained out-of-time tracks produced in buckets different

from t.he one in which t.he t.rigger was sat.isfied, and because they

were are characterized by anomalous DC pat.terns, and low MWPC

and scintillat.or efficiencies. Still, each of our 230 dat.a tapes contains a

sample of a few hundred real multi-muon event.s, which could be used

for efficiency st.udies. Even with the preceding cautions t.he method
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unfort.unat.ely t.urned out to be st.rongly biased. In fad it. suggested

very low efficiency values, incompat.ible wit.h t.hose determined wit.h

the special trigger rJlns at. high intensit.y or wit.h t.he prescaled Level-l

events. It was important to note that the limit of 15 allowed Level-3

pair candidates (Section 5.4) was a st.rong const.raint on t.he number

of scintillator lat.ches in multi-muon events, and biased the trigger

towards events with higher scintillator inefficiencies. This eITect was

small in normal, two-muon data, but became important in the kind

of studies we are now discussing.

6.10 Chamber alignment and calibration

Initial measurements of chamber positions were obtained with

direct surveys, with estimated resolutions in the range of 50-100flm.

The alignlllent was checked and improved using special runs with the

spectrometer magnet field off. Un deflected muon tracks established

transverse positions for each plane of wires to about 20flm for the

DC's, and 60flm for the MWPC's. The longitudinal positions were

obtained wit.h about four times larger errors, and planarities and tilt

angles were measured to better than 1 mrad accuracy for all 31 cham­

ber frames.

The alignment was further routinely checked during the primary

analysis of the data tapes. We discovered that. t.he forces due to t.he

fringing field of the spectrometer magnet. were large enough to move

the nearby chamber frames by as much as a few millimeters-despite

their being constructed out of stainless steel. The magnets were shut

down weekly together with the whole accelerator, and the chamber

equilibrium positions after turning on the fields were in many cases

changed by measurable amounts, requiring the determination of new

alignment constants.§

§ New alignments were required more often. The spectometer mag-
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Together with the alignment, a periodic calibrat.ion of t.he t,imr

oITsets of the DC's was performed. Changes in t.he offsets were' prob­

ably related to variat.ions in t.he drirt. velocity due t.o occasional prob­

lems wit.h the gas mixture, and to the replacement of faulty pream­

plifier or time-digit.izer modules, rather t.han bring Jue 1.0 variations

of the trigger timing. The necessary adjustment.s were always very

small, and satisfactory results were obt.ained by correcting an overall

time oITset for each of the 28 drift chamber modules. The calibration

was done systematically after first revising the chamber alignment.

For each frallle, the residual bet.ween the reconstructed point. and the

fitted track was mult.iplied by a factor ±l according to the point be­

ing on the positive or negative x side of the sense wire. The center of

the resulting residual distribution indicated the necessary lime offset.

correction. As in the case of the alignment, the method was sen­

sitive to about 20pm, corresponding to 0.4 nsec. For the 210 dat.a

tapes collected in seven weeks of running, we used 30 different. sets of

calibration constants.

net turned out to be one of the weakest elements of the beam line.

Cooling problems forced many unwelcome power trips, not. to men­

tion a fire in the magnet coils which occurred at t.he early st.ages of

data taking but which fort.unately did not involve other parts of the

detector.

70



Chapter 7

EVENT RECONSTRUCTION

7.1 Overview of the data analysis

About 40 million muon pair triggers were collected in 400 hours

spread over 7 weeks of beam time. The data analysis was organized

in several steps performing the following tasks:

a) Enforcement of an off-line scintillator trigger. This used a more

powerful algorithm than that implemented in the hardware trig­

ger processor, and also utilized the signals from the F bank which

were not available to the on-line Level-3 trigger.

b) Track reconstruction of the events passing the off-line scintillator

trigger requirement. Effects of the fringe field, vertical focussing,

and effective magnetic center in the spectrometer magnet were

taken into account. Global fitting routines were able to eliminate

unlikely hits from the fit, and/or replace them with hits not found

in earlier stages of the reconstruction.

c) Fitting for the event parameters at the int.eraction point, t.ak­

ing into account the multiple scattering in the hadron absorber.

Loose cuts t.o the probability of production in the target were

also applied.

d) Final analysis, including rejection of background from decays of
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beam particles, application of fiducial cuts, and requirement of

a full match between chamber tracks and scintillation counters.

Tight.er X2 cuts for t.he fit. t.o t.he t.arget were applied.

The requirements in a) reduced the number of events to about

16 million; after c) we were Il'ft with 1.7 million events with mass

larger than 2.0 GeV /c 2 ; and the final sample consisted of 103000

J1+ /L- events with M > 2.5 GeV /c 2
, IF > .3, and 4060 pairs with

M>4.0GeV/c 2 , xF>.l5. A typical reconstructed event is shown in

Figure 7.1.

The Montecarlo study of t.he detector accept.ance, the normaliza­

tion and the results of the experiment will be discussed in the next

chapters. Some details of the reconstruction algorith illS will be con­

sidered in the following sections.

7.2 Off-line trigger enforcement

In Section 5.4 we discussed how t.he third level trigger had the

ability to select certain patterns. In particlular we rejected Il-/L­

pairs, and pairs characterized by unlikely moment.um-angle combi­

nations or low mass topologies. Off-line we had the advantage of

comparing the pattern found in the C and D banks with the signals

detected in the most downst.ream banks. In this case an additional

test of the hypothesis that. the event was produced in the target was

possible using a third position measurement in the bending plane.

We required that at least one member of the pair candidate had a

match in the F bank. Multiple scattering and limit.ed resolution were

accounted for by allowing a wide and momentum dependent difference

between projected track and center of a struck F counter. The match

enforced the requirement on the F illumination discnssed in Section

5.2. The method turned out t.o be very effective in eliminating triggers
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Fig. 7.1 Plot from the track reconstruction program. The spectrometer region and

the downstream E and F banks are shown. Only the x planes of the wire

chambers are displayed.

where this requircment had becn sa\.isfied by a track which could not,

have b(,(,11 produced in the targe\..

We also used all t.he informat.ion from \.he scinl.illator banks t.o

est.imat.e the invariant mass for each pair candiJal.e. The resolution

in the mass vallie in the J/IJI region was about .25 C<,V /c 2 r.rTI.s.,

t.o be compared with .]4 GeV /c 2 obtained using the wire chambers.

This result shows t.he benefit of the mass selection magnet. in provid­

ing event topologies which were easy to identify in \.he trigger. The

.25 GeV /c 2 mass resolution includes a component of ......,.]4 GeV /c 2

from multiple scattering and """'.2 GeV /c 2 from the granularity of the

scintilla\.or banks. Therefore, cutting all the events with scintillator­

based mass smaller than 2.0 GeV /c 2 had negligible effects on the mass

spectra obtained with the wire chambers, for M > 2.6 GeV /c 2 .

7.3 Cuts on record length

Before passing to track reconstruction, events were select.ed by

cuts designed to reduce the necessary compu\.er time. The require­

ments are listed in Table HI.

About 10 % of the triggers were eliminated due to anomalous

record lengths or read-out errors. Most. of the losses were due t.o

events containing showers in the upstream det.ectors.

The loss of real muon pairs has been estimat.ed to be of the order

of ] %. This was inferred by st.udying the record length distribution

for events passing all reconst.ruction cuts (See Figure 7.2).

7.4 Upstream chamber reconstruction

The reconst.ruction of tracks between t.he selection magnet and

t.he spectrometer magnet was based on the nine planes of MWPC's.

The algorit.hm searched for line segments in space by combining st.ruck

wires in the MWPC's, which measured x, 'U and v coordinates. Four
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Table III Length cuts applied to the event data string.

1) tlumber of MI~PC hi ts < 150

2) Number of DC words < 300

3) Number of MI~PC hi ts < 100
or

Number of DC words < 250

4) Number of Upstream
DC words < 100

5) Number of Midstream
DC words < 250

6) Number of Downstream
DC words < 250

t We use the word point to mean the coordinate measured by a

struck wire in a chamber plane. Only one point per chamber plane

could be used on each track.

levels of complexity were considered, and the program would enter a

more complex level only if no more than 50 msec had been spent in

the reconstruction. The different levels are the following:

a) all, 9 point tracks were searched for, followed by the 8 point, the

7 point and the 6 point tracks distributed like 3-3-0 in the three

projections; t
b) search for 6 point tracks distributed as 1-2-3;

c) search for the remaining 6 point tracks-of the kind 2-2-2;

d) search of the tracks with five points.

In the track search, roads with 3 mm half width were used when

matching a third point in one projection, or comparing the three pro­

jections. Tracks with more points would be preferred to ones with

less in cases of common points. The program did not look for more
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t.han 20 tracks in each projection. A match with struck scintillators

in 2 out of 3 of the Cx, Cy and Dy banks was required, together with

a loose alignment in the non-bending plane with the target position.

The efficiency of t.he reconstruction depended on the time spent

in the reconstruction, which wa.s monitored by the program itself. At

high intensity, step d) was executed 87.1 % of the time, and step b)

was reached in 98.8 % of the cases. Steps a) and c) were rather fast,

and 98.5 % of the event.s complet.ed step c). Given t.he average plane

efficiency of 95 %, the MWPC track finder is estimated to have found

muon pairs in 99 % of the cases.

For each found track in the MWPC's, a search was made for

matching points in the 4 planes of upstream drift. chambers. In over

99 % of the tracks this improved the accuracy of t.he upstream track

reconstruction by a factor of 2 due to the increased resolution of the

drift chambers.

A flJrthf'r fit. was then performed, correcting for small departures

from orthogonalit.y to t.he z-axis of the chamber planes, and elimi­

nating points which contributed greatly to the X2 of the fit. The

minimum number of MWPC points was still kept. at 5, and the fit

was iterat.ed up to 5 times, if the fit probability remained smaller

than 2 %.

7.5 Downstream reconstruction

The program looped first through t.he 8 planes of x drift cham­

bers. (For t.his drift chambers 11, 12 and 13 of Figure 4.4 are grouped

into a single plane, etc.) The method was similar to the one used in

t.he MWPC's, but with roads 1.5 mOl wide. One of the pivot points

was chosen in the upstream group of six planes (shown as Drift 5-10

on Figure 4.4), and one in the downstream group (Drift 11-28 on Fig­

ure 4.4). A match with two out of three scintillators in the Dx, E
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and F banks was required. Also (.h(' :r. drift. t.rack mllst match with

some MWPC t.rack when projected 10 the cent.('r of (.he spectrometer

magnet.

The efficiency for t.he reconstruc\.ioll of a. part.icle pair was esti­

mated to be equal t.o 99 %.

The search for corresponding point.s in t.he downst.ream u and 11

chambers was performed starting with the projec\.ion of t.he MWPC

track which matched the x drift track. Very wide roads were t1sed­

up to 9 em in the y direction. If any drift 'U or v point matches were

found new roads were defined based on these drift points as well as the

MWPC track, and the search was iterated. While the presence of drift

u and v points was not an absolute requirement for a reconstructed

track, only 0.3 % of the tracks failed to have at least one.

A tridimensional fit of the downstream pattern was t.h('n per­

formed after correcting for the small tilt angles of (,he planes. Tracks

with low X2 probability were examined for possible improvement by

eliminating the point with the largest contribut.ion to t.he X2 . Also

the quality of the fit was checked when each point was replaced by

the ambiguous or ghost point reconstructed on the other side of the

drift chamber cell. This iteration was performed up to 10 times, if the

X2 probabilit.y remained below 5 %. The eliminat.ion procedure was

modified by a correction to the probability which tended to maintain

the observed average point multiplicity. A point would be restored

if the probability after eJiminatin~ it was worse than t.he initial one.

The number of u and v points could not be reduced below 2.

TIlf' drift chambers were also used to t.est for out.-of-time tracks.

If a t.rack had a reasonably high number of hits distribnted on both

the negative x and the positive x sides of the cells, a new paramet.er

was let free to vary in the fit, det.ermining the time offset. Figure 7.3

shows the distribution of t.he time offset for a t.ypical dat.a tape.
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7.6 Global fitting

104 I:"C"-----------------, In the final part of the track reconstruction the two segments

upstream and downstream of the spectrometer magnet were used to­

gether in a global three-dimensional fit.

The bend in the magnetic field was accounted for by requlflng

two segments to meet at an effective 'magnet.ic cent.er.' The latter was

determined such that. the two segments had the same length within

the magnetic field (Figure 7.4).

The shift in the magnetic center from the geometric center of the

magnet was typically of the order of 1 mm, small enough to produce

very little effect on the fitted slopes.

To account for the fringe field in the region occupied by the wire

chambers, we corrected the chamber points before using them in l.he

global fit. We shifted their transverse coordinat.e according to the

formula:

10
3

10
2

10

-10

rut
-~ o. ~.

TIME OFFSET

Fig. 1.3 Spectrum of the time-offset

for the DC track reconstruc­

tion. Notice the shoulder

corresponding to particles

produced in an earlier RF

bucket. (1 nsec =:< 50 #lID)

Ox _ In cosO_ zx

Pzx
(7.1 )

A resolution of about 2.3 nsec was obtained in this way, allowing

us to distinguish tracks from the neighboring RF buckets, which were

8 standard deviations away. A cut was placed at 5 standard devia­

tions. Tracks failing this cut were flagged, and were not subjected t.o

the global fitting described below. About 10 % of the reconstructed

track could not be analyzed in this way, as not enough information

is available to det.ermine the time offset if most points lie to only one

side of the drift. cells.
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where Ozx and Pxz are respectively the track angle and momentum

in the bending plane, and In is a a coefficient determined for each

chamber plane. See Figure 7.5 and Table IV. The largest correc­

tion occurred for the last upstream drift chamber (no. 4 on Figure

4.4), where the coefficient was found to be equal to 4070 ILm GeV Ic.
These shifts turned out to be typically much smaller than the reso­

lution provided by the chambers, but nevertheless neglecting the cor­

rection would have produced a systematic error in the reconstructed

momenta.

In the non-bending plane we corrected for effects due to the z

component of the field present in the fringe region. This component

causes a difference in l.he slopes between t.he upstream and down­

stream segments, and a difference in the int.ercept at t.he magnetic
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t-z
Table IV Parameters In for track fitting in the fringe

field of the spectrometer magnet.

FRINGf PiLD rr\RJlf-1ETERS (m GeV/c)

Z.Z WI

Fig. 7.4 Track fitting in the spectrom­

eter magnet area: determina­

tion of the effective magnetic

center.

t--'

upstream downs tream

M~/rc H 9 .030982 DC # 5 .002020

P, ,001094 6 ,00 [(]"4

7 . 00 1163 7 .000857

DC # 3 .003543
8 .000405

4 ,004069
9 .00074<'.

10 ,00017R

center (Figure 7.6), given by the following expressions:

0.038
b tan 0zy = ----p;- (YI N tan () zr.I N - YOUT tan On ,OUT) (7.2)
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o.mB L
by = ----p;- (YIN tan ()zr,I N + YOUT tan ()n,OllT) "2 (7.3)

where 8=13.8 KGauss is the field intensity at the center of the mag­

net, L is the effective length of the magnetic volume-set equal to

2.2 m-at the edge of which we take t.he values of t.he t.rack intercepts

and slopes. As for t.he previous correction t.hese shifts tUfIled out to

be typically much smaller than the chamber resolution.

Following the same method as in the upstream and dowst.ream

fitting rout.ines, t.he global fitting procedure checked the quality of

t.he points used in the fit and rejected poor ones or looked for substi­

t.utes. Up to fifteen it.erations were performed if the global fit proba­

bility remained smaller than 3 %. The procedure did not to eliminate

downstream u or v point.s if there were less than t.hree of them .

't9.!,

t-z
Fig. 7.6 Track fitting in the spectrom-

.eter magnet area: correction

for effects in the the y-z plane.

Fig. 7.5 Track fitting in the spectrom­

eter magnet area: correction

for magnetic field effects in

the wire chamber regions.
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Fig. 1.8 Variables used in the multiple scattering formalism:

a) scattered trajectory (solid curve);

b) unscattered trajectory (dashed curve).

7.7 Multiple scattering and transport in the selection magnet

Charged particles passing t.hrough mat.erial are affect.ed by small

angle elastic scattering due to Coulomb interactions. On the macro­

scopic scale, the process is described in, say, the x-z scat.t.ering plane

by a probability distribution written in terms of the deflection 0 - B
and the displacement x - i between t.he final track parameters and

the most probable parameters, i.e. those of the unscattered trajectory

(Figure 7.8).34

The probability distribution depends on the thickness of the ma­

terial and on its radiation length. For small scatt.ering angles, it be­

comes gaussian and can be expressed by a two-dilllensiolial X2 :

Fig. 1.1 Difference between upstream

f\.lHH= 1. 3mml I and downstream track seg­

ments at the spectrometer

magnet center.

J

u( Pa )IPzx = .02 . Pzx %,

~

2

5

v~ _1

2
~ ~ -....,

Figure 7.7 shows the difference between the upstream and down­

stream segments at the center of the magnet, just before the global

fit procedure is applied.

The width is 550llm r.m.s .. Our resolution in measuring particle

momenta is given by:

with the momentum given in GeV Ic, while the slopes of the tracks

leaviJlg the absorber were obtained wit.h accuracy

x~)S = A(O - 0)2 + 2B(0 - O)(x - i) + C(:r - i)2. (7.4 )

u(Ozx} = .1 mrad, u(Ozy) = .3 mrad.
The coefficients are given by

A = 8PinPoul X o

(.021GeV IC)2 Z
B=-1.5AIZ C=3AIZ 2 (7.5)
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where we make use of t.he init.ial and filial track moment.a, the ra­

diation lengt.h X" and the thickness of the material Z. A similar

expression can be written for thf' srat.tering in the orthogonal plane,

y-z.

Table V Parameters for the multiple scattering

X2 in the hadron absorber.

We wish to use expression (7.1) to ext.rart the most probable

values of x and () before the particle passed through the absorber.

For this we need the transport equations

MULTIPLE SCATTERING COEFFICIENTS

Ao = 356.2 x( p?/GeV 7 /c?

8 0 = -48.94.( p7/GeV?/c? ) m- 1

0= O(x o , ()o), x = x(x o , ()o) (7.6)
Co = 8.303 .( p//GeV 7/c 7 m-7

In our experiment we have two tracks emanating from the same

vertex. We can combine the measurements of the x and y projections

of both tracks into a single vert.ex-x2 which has 6 terms:

This could be used to solve for the best estimates of X o and ()o given the

measurement.s of x and () after the absorber, and the 'measurement' of

:to' Furthermore the X2 method provides a measure of the probability

of the hypothesis that the particle was actually produced at the point

(xo, Yo, zo).

for the unscat.tered trajectory in terms of the initial values xo and ()o.

Assume for t.he moment that we know the form of these equations,

which are discussed later in this section. We are also aided by the

knowledge that the beam spot at the target has an approximately

gaussian shape with mean Xo and spread (1". Thus we can form a

combined probability distribution with

X2(X
O

' ()o) = X2 (x (). X ()) + (x o - xo)2ms , , 0, 0
(12

To

There are ]0 measured quantit.ies (4 final slopes, 4 final int.ercept.s,

and 2 average vertex int.ercepts), and we fit. for 6 parameters (4 init.ial

slopes and 2 initial int.ercepts).

We could also fit. for the z-coordinat.e of t.he vert.ex, but this is not.

useful, since t.he achievable resolut.ion in t.his quant.it.y is worse than

the geomet.rical lengt.h of the target.. It. is t.herefore bett.er to assume

zo to be equal t.o t.he effective target center, obtained weighting wit.h

the pion beam attenuation along t.he target. The multiple scat.tering

coefficients A, B, and C were computed considering all the mat.erials

between the weight.ed target center and the position of the C bank.

The resulting values are given in Table V.

The effect of chamber resolution on coefficient.s A, Band C is

always a factor of 103 lower than that due t.o multiple scatt.ering, and

has been ignored.

Before discussing def.ails of the transport equat.ions (7.6) it may

be useful to give some illustration of the merit.s of t.he vertex fit proce­

dure using act.ual data from J!w events. A simpler procedure would

be to calculat.e t.he muon pair mass using only t.he moment.a and angles

measured downst.ream of the selection magnet., ignoring all position

measurement.s when correct.ing for t.he effect. of t.he select.ion magnet.

(7.7)

(7.8) .L X~" + (x o - xo)2 + (Yo - Yo)2

4 terms (1; (1211

2 _
Xverlex -

85 86



.10 3

b) from
intercepts

3.
HASS

6

5

o 2.6

a) from
slopes

3. 3.•
HASS

2

o z.e

3

5

6

.10 3

.10 3.
This would yield the mass spect.rum shown in Figure 7.9.a.

Another simple procedure might be to ignore the measured slopes

and use only the measured positions plus t.he known target position

when determilling this initial angles. This would yield the mass spec­

trum which is shown in Figure 7.9.b, which is already 1/3 narrower

than that found with the first simple method. The vertex- X2 method

conibines all available information in an optimal manner, and yields

a mass resolution bet.ter than either of the simple methods, as shown

in Figure 7.9.c. In addition it provides a basis for rejecting events not

produced in the target.

Another measure of the quality of the vertex fit procedure is that

the r.m.s. error in the reconstructed slopes at the target is 94/ P

mrad, for momentum measured ill GeV /c. This result is dominated

by the effect of multiple sacttering in the target and absorber and IS

much larger that the angular resolution of the tracking chambers.

We now turn to the determination of the transport equations
Fig. 7.9 Mass spectra in the J/iIJ re­

gion obtained using different

methods to estimate the tra­

jectory parameters at the

target:

a) using only the momentum

and slope downstream of the

absorber;

b) using only the momentum

and intercept downstream of the

absorber;

c) combining all available

information in the multiple

scattering formalism.

c) from
x2-vertex

3. HASS 3.4

3

2

o 2.6

5

e

(7.6a)0= O(x o , 8o , P)x = x(x o ' 80' P)

which describe the average trajectories across the absorber inside the

selection magnet. We first determined a suitable functional form for

these equations wi~h the aid of a Montecarlo computer simulation

program of the transport through the magnet. Details of this program

are given in Chapter 9. Then we used data events in the J/'l! peak to

determine the parameters of the transport equations.

We started from the measured maps of the magnetic field ob­

tained at 1700 and 2000Amps (Section 4.2), and extrapolated to the

field values for a current of 2500 Amps as actually used in the 1983/84

data collection. The Montecarlo simulation of the transport was based

on the average field values in 14 regions along the longitudinal axis
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(Figure 4.3). The I I regions inside the magnet correspond to the sec­

tions of uniform gap height. We then established a satisfactory form

for the transport equations using the simulation program:

where P is the initial track momemtum, f::1z is the distance between

the target and the measurement plane, and the =t= is used with posi­

tive/negative muons. This functional form allowed us to fit the sim­

ulated transport with an error smaller than one tenth of the spread

due to multiple scattering. The transport equations in the y-z plane

are unaffected by the magnetic field, and are straightforward.

The parameters J, f::1PJ , K, f::1Px were then optimized using J/'l!

events from our data sample. It would appear that the goal is simply

to determine the parameters in equations (7.9) so that a good mass,

and narrow width for the J/'l! are obtained using the X2 of equation

(7.8). However it turns out that this only requires a good value for a

particular linear combination of the parameters J and K. We feel that

it is very important to have good values for both J and J( separately,

so that equations (7.9) can also be used in the Montecarlo studies

of other features of the experiment than fitting the vertex. Each of

the two equations (7.9) provides an estimate of the initial angle eo
in terms of the measured quantities x and 0, to the extent that X o is

nearly zero. To optimize the parameter J a study of the J /'l! events

was made using only the first of the equations (7.9) to determine the

initial angle 00 , This of course does not yield a narrow width for

the mass peak, but it does determine the parameter J independently

of the parameter K. A similar study was made to determine K via

the second equation (7.9) only. The resulting values of the transport

parameters are given in Table VI.

_ J
x = X o =t= P _ tt.PJ + tan Oott.z -. J( (7.9)sin 0 = sm 00 =t= P _ f::1P

x

Table VI Parameters for the transport equations

in the selection magnet.

TRANSPORT PARAMETERS

J = 15.71 GeV/c fII

LIPJ = 1. 10 GeV/c

K = 3.115 GeV/c

t>P K = 1.33 GeV/c

liZ = 8.22 m

The study of the transport equat.ions is illustrat.ed in Figure 7.10.

We have selected the events requiring IcosO,1 <0.15, in order to deal

with pairs formed by tracks of similar momentum. Subsequently, we

have formed three groups of different particle momentum: 10-20,20­

30 and 30-40 GeV /e. Figure 7.10.a shows the mass spect.ra obtained

using the second of equations (7.9), which estimates the initial t.rack

angle in the bending plane by using the average rotation of the track

direction. The good quality of the fit is proven by t.he absence of

any measurable momentum dependence. The mass spectra in Fig­

ure 7.10.b were obtained by estimating the initial (.rack angle from

the final track intercept, correcting for the magnetic displacement ac­

cording t.o t.he first of equations (7.9), and fixing X o to t.he average

beam position. Figure 7.10.c shows the nJass speetra obtained with

the X~er'eT method. The same study was performed on t.racks gener­

ated by the Montecarlo program, and analyzed according to the same

transport equations. Figure 7.1 I shows t.he nJass spectra for simulated

events, without seleding symmetric pairs or dividing into momentum
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Fig. 7.11 Mass plots from the Monte­

carlo simulation, obtained

with the three different

methods of estimating the

initial trajectory slopes.
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,

intervals. Compare with corresponding spectra for real data shown in

Figure 7.9.

A further check on the transport equations was obtained by com­

puting the vertex coordinate separately for each of a pair of tracks,

and plotting the difference between the two resulting values. This al­

lowed us to exclude the presence of a wide class of possible transport

biases.

At this point we have determined all the parameters needed to

make optimal fits to the event vertex in data events. But in addition

we can improve a weakness in the Montecarlo simulation, namely the

14 values which represent the field in the selection magnet, which were

obtained by a large extrapolation. The parameters J and Ii are in

fact certain field integrals for the selection magnet, so that the 14 field

steps can be adjusted to reproduce these integrals.
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Chapter 8

EVENT SELECTION

8.1 Elimination of beam-halo

The largest background was due to muons produced in the de­

cay of beam pions. These particles were characterized by a uniform

momentum spectrum between 45 and 79 GeV /c, and by angles of the

order of 1 mrad from the beam direet.ion. The beam magnets partially

suppressed the contribution from low momentum beam muons, while

our detector was biased against high moment.um muons berause of

the holes in the C and the D scintillator banks (Figures 4.6 and 4.7).

Figure 8.1 shows the scatter plot of the polar angle vs. momen­

tum, with projections, for negative and positive muons from 12 % of

the collected data. We required MIJ+IJ- > 4 GeV /c 2
, XF > 0.15, and

the other cuts described in the following section. The ront.amination

from large momentum, small angle negat.ive muons (the beam-halo)

coupled with low momentum, wide angle positive muons is clearly

visible.

The excess low momentum posit.ive muons are presumably due

to decays from secondary particles in the hadron absorber. Sinre the

momentum is low, the multiple scattering is large and the vertex fit

is not very efficient in rejeet.ing t.he t.rack.

To eliminate this background, we required the init.ial polar angle
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of negative muons to be larger than 28 mrad.

Figure 8.2 shows the polar angle vs. momentum distributions for

the full data sample, after adding the halo cut to the other requiremnts

discussed below.

d) Global fit probabilities for each track larger than 0.1 %. This

mostly eliminated tracks determined to be out-of-time, which

were assigned zero probability by the global fit.

e) Each track was required to be matched by hits in all the active

banks-Cx , Cy , Cu , D~, Dy , Du , E, F. The match between re­

constructed tracks and counters took account of limited position

resolution and multiple scattering. For each bank we determined

a maximum allowed distance between a latched scintillator and

the track intercept. That is, if a track crossed the counter very

8.2 Further event selection

The reconstructed pairs were also selected by the following re­

quirements:

a) Track momentum contained in the intervaI1O<P<68 GeV/c.

b) Vertex fit probability in the bending plane P(X~erte~-~)> 1 %.
The reason for using two vertex probabilities is that equation

(7.8) can be divided into two independent parts dealing with

the track projections onto the two planes x-z and y-z. The pair

opening angle in the vertical plane was usually about 30-40 mrad,

compared to an opening angle in the horizontal plane of the order

of 150 mrad. It was therefore much easier to recognize pairs not

emanating from the target by looking at the x-z track projections,

and we applied the tighter vertex requirement on X~erte~-~'

c) Vertex probabilities satisfying:
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Fig. 8.3 Track illumination of the DC plane no. 5, including

all the events with mass larger than 2.5 GeV/ c 2.

-0. '51

m.

O. ~1

close to an edge, the scintillator match was still considered valid if

the intercepted counter was off, but the neighboring one was on.

The allowed distances were small for the upstream x counters­

of the order of 1 mm-, larger for the y counters, and wide, and

momemtun dependent, for the E and F banks where the mul­

tiple scattering was most important. Notice that there were no

resolution or alignment problems with the u counters: following

the logic of the trigger, once a pair of x and y counters was deter­

mined, we required the presence of the orily matching u counter.

y 0.00

P(X~erte~-y)> 2 %.orP(X~ertex-~) > 2%
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Fig. 8.5 Montecarlo plots for vertex probability distributions, in the planes x-z

and y-z, before (a,b) and after (c,d) applying the X~.rt.z cuts.

Compare with Fig. 8.4.



f) Fiducial volume cuts were applied in the magnetic volumes, and

fiducial area cuts were made close to the scintillator beam-holes,

which were considered larger by a.5cm in both directions. Figure

8.3 shows the track distribution on the plane of the DC no. 5,

using all the events with M > 4 GeV Ic2 . Notice the shadows of

the scintillator beam-holes.

g) The trigger requirements involving the track opening in the ver­

tical plane and the intercept at the F bank were enforced using

the reconstructed pair.

The cuts a), d), f), g) had very limited effects. Each of them alone

would eliminate less than 0.5 % of the events. Figure 8.4 shows the

distribution of the vertex probabilities in the x-z and y-z projections,

before and after applying the requirements b) and c). Compare with

Figure 8.5, obtained from the analysis of events generated by the

Montecarlo program.

In order to analyze our data in terms of the Drell-Van Process,

the following requirements were also applied:

h) Large invariant mass: MIl+p.- > 4.0GeVIc 2
.

i) Feynman variable XF > 0.15.

These cuts were applied to remove the contamination from resonance

production-J/III, III', discussed in Chapter 9-, while the low XF

region is eliminated because there the acceptance is very low, and the

background from pairs prod uced in interactions of secondary particles

is expected to become noticeable.
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Chapter 9

MONTECARLO SIMULATION

AND ACCEPTANCE CORRECTION

9.1 Description of the method

A Montecarlo simulation was used to compute the geometrical

acceptance of the detector and to correct for the effects of detector

inefficiency and resolution. We will use the term 'acceptance' to mean

the combination of these three effects.

The Drell-Van cross section changes very rapidly within the in­

variant mass and XF range of our geometrical ar.r.eptance. The ac­

ceptance itself, as shown below in Figures 9.1 to 9.8, is strongly de­

pendent on XF and the virtual photon decay angle 0 (Section 3.6).

Under these circumstances, measurement error tends to move events

from more populated regions of the phase space into less populated

ones. To compensate for this effect, the acceptance correction must

satisfy the following two requirements:

a) high precision in simu lating the detector efficiency and resolu tion;

b) accuracy in simulating the dependence of events on relevant phys­

ical parameters.

In order to satisfy the first requirement, the Montecarlo program

simulated the propagation of muons through the apparatus and the

detection of tracks in scintillators and wire chambers in great detail.
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A dat.a ~tring cOlllpld,ely equivalent 10 t he one writ.t.en by t.11(' on­

IiII(' cOlllputf'r wa~ fOrJIl('d, and sllb~equent.l.v analyz,ed by t.he same

programs which processed real dat.a.

The second requirement. cannot. be met wit.h a direct. approach,

since it. apparently requires knowledge of the ult.imat.e result. of t.he

acceptance correct.ion before any calculation is act.ually done. The so­

lution was found by it.erat.ing the comput.ation of the accept.ance. The

first approximation was obt.ained by generat.ing Montecarlo event.s

according t.o an extrapolation of previously measured cross sections.

The accept.ance computed in this way was used to correct our data,

which was then used as a better approximation to t.he cross section

in performing a second acceptance calculat.ion. This procedure was

repeated several times until t.he paramet.ers desrribing t.he corrected

data dist.ributions were equal to the ones used in t.he accept.ance cal­

culat.ion. The consistency of the met.hod wa~ proven by t.he rapidit.y

of t.he convergence and t.he st.ability of the final result.

The iterat.ion of t.he accept.ance calculation was also made nec­

essary by another aspect of t.he method we used. Th is was relat.ed

to t.he technical quest.ion of how many cells in dimuon phase space

could be analyzed in a reasonable amount. of comput,er t.ime. A com­

plet.e calculat.ion could be obtained by binning event.s in cells defined

in the five-dimensional space of M, XF, PT , cos () and r/J (or other in­

dependent combinat.ions of t.hese variables-involving XI and X2, for

instance).! This met.hod would require a large number of simulated

event.s, and vast. amount.s of comput.er memory. Rat.her t.han following

this approach, we generat.ed events according t.o t.he measured dist.ri-

! To describe a pair, we also need a sixth variable, which could be

chosen t.o be the azimut.hal angle of PT. However, since our t.arget

was not. polarized, the cross sect.ion cannot depend on t.his variable.
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bul.iolls in (III varia"le~, and kept. I.ri1ck of t.he resulting i!("('('pl.anns in

various hi~t,ogralns or sC(lt.t.er-plot~ which did not involve nlon' t.han

t.hree variables.

The result.s contained in t.hi~ t.he~is an' the OUI.COIIII· of six il,t'r­

at. ions of the acceptance co III put.al.ion alld cross sert.ion cak ulat.ion.

The first. Mont.ecarlo program was TlIIl wit.h what. appeared t.o be t.he

most. reasonable choice of distribut.ions: t.he events W('fe generated

according t.o different.ial cross section dedu('pd fronl scaling, with an

angular dist.ribut.ion generat.ed according t.o complet.e spin alignment

of t.he virt.ual photon, and wit.hout. any IF dt"pendl'nce of t.he t.rans­

verse moment.ulIl. The results of t,he first. it.erat.ion showed changes

in the angular distribution and averagl' 1'1' at large IF, The cor­

rected angular and PT distribut.ions, t.ogether wit.h minor t.uning of

t.he mass and XF dependence, were u~t"d as t.he input. cross sect.ions

for t.he second it.erat.ion. Only small corrections were necessary in the

following it.erat.ions. No meaningful differences in t.he corrt"cted dat.a

were found bet.ween t.he third and fourth st.eps. The fifth Mont.ecarlo

run contained the result.s of an improvt"d st.udy of the scint.illat.or effi­

ciencies, and also introduced ofT-sheil kinemat.ics for t.he Fefllli mot.ion

of the nuclueons in t.he target.. Both corrections had minor efTeds on

t.he cross sections. The sixt.h Mont.ecarlo run t"xplored til(' effect~ of

ignoring t.he nuclear Fermi mot.ioll.

9.2 Acceptance computation

Following t.he program described above, we computed t.he det.cc­

tor accept.ance in t.wo or t.hree-dimensional projl'ct.ions of the five­

dimensional phase space describing t.he dilllllons. To explain t.hl' pro­

cedure, let. us consider the how the lIlet.hod was applied in t.he case of

a t.wo-dimensional distribut.ion.

We indicat.e by G"(i,j) the IlIl1nl)('r of events generat.ed in the
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t See item a) in Section 9.3 below.

We shall discuss the normalization constant k in Chapter 10. The

st.atistical error is given by:t

considering fluctuations in both real and simulated data. Notice that

the effects of detector resolution such as smearing of the parameters

i and j are corrected for, since N n and An are binned according to

reconstructed quantities, which are affected by distortion in the same

way in both cases.

The validity of the met.hod depends on a correct parametriza­

tion of the cross section in the space orthogonal to the two variables

(i,j). In order to verify this condition, in each Montecarlo iteration

we studied the detector efficiency in many projections, covering the

whole phase space with large redundancy. We generally included the

9.3 Features of the Montecarlo program

The most important det.ails of the silllulation program are listed

below.

a) There was no use of weight functions. Rat.her the number of

events generat.ed was proportional t.o the probability distribution

of each parameter. This allowed a direct estimat.e of the stat.isti­

cal uncertainties, as in equat.ioll (9.2).

b) The momentumn of the beam particles was generat.ed according

to the measured spectrum (Section 6.3).

c) The position of the dimuon production vertex was gcnerated ac­

cording t.o t.he absorpt.ion of energetic pions in the t.arget ali<I in

the hadron absorber, a~suming linear dependence of the Drell­

Van cross section on the atomic number. (See also Seet.ion 10.2.)

d) Fermi motion in nuclei was simulated according to the mod.·1

of reference 33. The maximum generated moment.um was 400

MeV Ie. Events were generat.ed with a speet.rllm of cent.er-of·

mass ellergies taking in account. the combined elreds of Fermi

mot.ion and the energy dependence of the Drell- Yan cross seet.ion

(Section 9.4).

e) Multiple scattering and energy loss dIU' t.o iOllizat.ion and brems­

strahlung were account.ed for in the transport of each particle.

Landau- Vavilov fluct.uat.ions were simlllat.ed.

f) The magnet.ic field of t.he selection magnet was simulat.ed with

variable :r F, or the closely relat.ed variable x I, anlOng t.he (~xplicit

variables of each dist.ribut.ion. This was done becallse of the st.rong

dependencc of the cross section and of the ddeet.or acceptance on

these two variables. Int.egration over x F or x I, if desir<'d, was per­

formed wit.h cross seet.ions rather than in t.he acceptance calculation.

As a result we obt.ained rapid convergence of the it.erations.

(9.2)

(9.1 )

1 1

Nn(i,j) + An(i,j)
En (i , j) = 0 n(i , j) x

o"(i,j) = k x Nn(i,j) x Cn(i,j)IA"(i,j)

cell (i, j) of the n-th distribution. Tllc Mont.ecarlo program wrote

fake data tapes for events within t.he geometrical acccptancc which.

also satisfied the trigger requircJnents. The analysis program recon­

strucl.ed the events, performed cuts according to the crit.eria discussed

in Chapt.er 8, and filled a corresponding distribut.ion, A"(i,j), wit.11

the fully accepted events. Not.e that the indices describing t.he recon­

structed event. need not. be tllf' same as those of the generated event

due to simulated measurement. error.

The analysis program also produced the distribution Nn(i,j)

when applied to real data tapes. The acceptance corrected differ­

ential cross section is given by
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whE'fe >. is fUllction of XI, ag discussf'd in Chapt.er tJ. The t.rans­

verse mOIllf'III.UIII is ~f'nerat.f'd wit.h t.he sIH'rt.rnlll:

11 sf'f!,ion~ of uniforlll field, ordered alon~ til(' lon~ilndillal axis

(Figurf' 1.3). The lIlotioll of particles ill t.11(' spf'cl.rolll('\.er lIIaglld

was approxilllated b.y t.wo line sf'~lllent.s and a I k ick' of 0.86 Gf'V / c

at. t11f' lIIa~l1d centf'r.

an'ord in~ t.o:
,{a
dll <X t + >. l'os2 0 (!U)

~) Deted.jon illefllciencies wnf' sillllllat.ed ill each part. of t.he appa­

rat.ns.
ria

<X
dPT

Fr

(t + (PT/A)2)6
(9.1)

For I.he wire challlbers we used t.he ohsNved efficiencies averaged

over each plalle. We also corrf'cl.ed for single channels or groups

with anomalous efficiency-about 3 % of the total. We corrected

for the bias due t.o the fact t.hat only reconstructed I.racks from

real data collid be IIsed ill the measuring the chamher efficiency.

Figures 6.4 and 6.5 show the measured efficiency for two chamber

planes. As mentioned in Section 4.5, the track reconstruction

efficiency was scarcely affected by the small dependence of the

chamber efficiency on the particle intensity.

where the paramet.f'r A dqll'nlls on t.he gf']wrat.ec! Xf' (Chapter

14) .

j) To allow for smearing due to lilllitell detf'f!,or resolnt.ion and vari­

ations of the total energy and 1II0lllelll.II111 due to Ff'rmi 1II0t.ion,

the Mont.ecarlo program was generally IIsed to silllulal.r eVf'nt.s

with mass larger than 3.5GeV /c2 and XF larger (.llall -0.2. As

noted in Section 8.2, our final sample collsiderel! ollly evellts wit.h

M > 4.0 GeV/c 2 and XF > 0.J5.

which is well approximat.ed by our dat.a, with 0' ~ 1.4. The dl'l1\"n­

dence 011 the center-of-mass ener~'y IS can be foulld by I'olllraring

with the scaling relation:

9.4 Fluctuations in the center-or-mass energy

The Fermi motion of nucleons in the target int.roduced nnet.ua­

tions in the cent.er-of-mass energy, which were ta.kell into accoullt by

t.he simulat.ion program.

The cross section dependence on the mass of t.he If'pton pair was

parametrized using the empirical relation

The scint.illator efficiency was obtained according to the results of

the special-t.rigger runs described in Section 6.9. The Montecarlo

program simulated the inefficiency in the C, D, E alld F banks

usin~ two-dimensional efficiency tables, with 12 horizontal rows

and 14 to 22 vertical columns. The values in these tables were

based on t.he observed inefficiencies in runs taken with typical

beam inl.ensity.

h) The simulation program wrot.e fake data tapes which were ana­

lyzed by the same programs which performed t.he real data anal-

YSls.

i) The physical quantit,ies describing the pair are gennated accord­

ing to the measured spectra.. III particular, the angular distri­

butions are generated in t.he t.-challnel (Gottfried-Jackson frame)
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du -oM
-- <xe

dM

du J
dM = M3 f (r)
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which is obtaille<J by integral,jllg equation (2.10) over :r f" Theil re­

calling that; = M 2 / Ii we lIlay write
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The simulation program folded this expression with the distribution

of beam momentum and of the nuclear Fermi motion, obtaining a

probability distribution used for generating events.

where {3 = oj'S;, and ;s;, is the average center-of-mass energy used

in the event analysis. The cross section for M> M o is given by the

int.egral:

9.6 Detector acceptance and losses due to cuts

The acceptance for events with mass larger than 4 GeV /c2
, XF

larger than 0.15 is shown in Figures 9.1 to 9.8. The acceptance is

given in units of 10- 3 .

The acceptance calculation simulates events generated both in

the t.arget and in the hadron absorber. Particular studies established

that events from the two sources are characterized by a very similar

geometrical and trigger acceptance, about 2 %, but the vertex cut

(Section 7.7) is able to reject about 80 % of the absorber events. The

resulting loss of events generated in the target is estimated to be 4 %,
which is larger than the nominal 1%cut (Section 8.2b) because of the

target's finite length, its location in the magnetic fringing field, and

because of large fluctuations in the energy loss. These effects reduce

the quality of the transport equations (7.9), and produce a larger

X~'T/'x' This causes the increase in population at low X2 probabilty

seen in Figures 8.4.c and 8.5.c.



(J" = .05 at X2 = 0.4;
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PT : (J" = .13GeV/c;

cos 0, : (J" = .07 at cos 0, = 0,

M : (J" = .14 GeV /c
2

, determined by the multiple scattering in

the hadron absorber;

XF : (J" = .04, increasing to .05 for XF ~ 0.2;

Xl : (J" = .03;

X2 : (J" = .03 at X2 = 0.2,

(J" = .05 at IcosOd =0.5.

9.6 Measurement resolution

The MOlltecarlo prograrn evaluated thf' lo~s of Drdl- Van evcnt.s

duf' to thr IH~am-lJalocuts to be about 2 %; the salllc fractiOIl was lost

due to the fiducial volume Cllts (Scction 8.2r).

The los~ due to scintillator inefficiency is beam intensit.y depen­

dent, as discussed in Chapter 5. A similar, but smaller int('nsit.y

dependence affects the track reconstruction.§ We shall discuss how to

deal with these effects in Chapter 10.

The Montecarlo program was also used to estimate the resolution

In measuring the parameters describing a lepton pair. The results of

this study are listed below, expressed in terms of r.m.s. errors.

The resolution in measuring the pair invariant mass was confirmed

in data analysis by the observation of the width of the J/'l' peak.

§ Visual scanning of several hundred of triggers confirmed this re­

sult suggesting that the track reconstruction inefficiency was about

2-3 % at high intensity.
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Good consistency was also found in (1(XF) for XF ~ 1, where the

Montecarlo correctly reproduced the fraction of events reconstructed

with x F > 1. The uncertainty in this variable is mostly due to the

width of the beam momentum spectrum rather than to the resolution

in measuring the momentum of the muon pair.

9.7 Contamination from resonance production

The Montecarlo program was also used to study the detection of

J /ill particles. We estimated how many of them would enter our final

sample with mass larger than 4 GeV/c 2 because of limited detector

resolution.

Out of 4500 reconstructed J /ill pairs from the simulation, 8 ap­

peared beyond 3.7 GeV/c 2 , and none over 4 GeV /c 2
. Our real sample

contains about 60000 J/ilI's, and we estimate an upper limit of about

30 J / ill events affecting our final sample, with 90 % confidence level.

A similar estimate has been made for the ill' resonance. Prelimi­

nary analysis of our data suggests that the ill' is produced at 2.5 % of

the rate of the J/ill. The resulting contamination beyond 4.0 GeV/c 2

should be about 40 events, 1% of the total final sample.

Notice that if the resolution shape of our detector were gaussian,

we would obtain smaller contamination at larger masses. About 0.2 %
of the J/ill's appear with mass larger than 3.7 GeV/c2 , while a gaus­

sian resolution would imply twenty times fewer events in this region.

The high mass tail is due to the events produced in the absorber.

The transport equations (7.9) overestimate the amount of bending

for tracks which are produced inside the magnet but are analyzed as

coming from the target. The effect is in part counterbalanced by the

geometrical constraint of the production vertex, but the net result is

a bias toward larger initial polar angles, and hence larger mass.
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9.8 Data and Montecarlo detector illumination

Figures 9.9 to 9.11 show a comparison of scintillator bank illu­

minations between simulated and real data, for events with invariant

mass larger than 4 GeV/c2 , and XF larger than 0.15. Each figure is

based on events from a different interval of momentum of one muon,

and shows the distribution of the x intercept at the C and D banks,

and the y intercept at the C bank. Data are shown with error bars,

and Montecarlo results with dotted lines. The number of Montecarlo

events is 3.5 times larger than that of the data sample.
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Fig. g,g Illumination of the detector

by tracks with momentum

10< P<25GeV Ie.
a) x intercept at the C bank;

b) x intercept at the D bank;

c) y intercept at the C ban k.

Data points are shown with

error bars; the dotted lines

are generated by the Monte­

carlo program.

c)

C Bank

Fig. 9.10 Illumination of the detector

by tracks with momentum

25< P<40GeV/c.

a) x intercept at the C bank;

b) x intercept at the D bank;

c) y intercept at the C bank.

Data points are shown with

error bars; the dotted lines

are generated by the Monte­

carlo program.
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C Bank

10.1 Chapter outline

We shall discuss the absolute normalization of our study of muon

pair production. Out goal is to identify the various terms in the

equation:

Chapter 10

CROSS SECTION NORMALIZATION
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. a)

d(J DY

dX

dN DY 1 (Jabs
- ----
dX c(X) N1T

(10.1)

where X is a vector in the space of the variables of physical interest, c

is the detector acceptance corrected for inefficiency, (Jabs is the effec­

tive absorption cross section for the entire t.arget, and N1T is the total

number of collected beam part.icles, corrected for detector dead-time.

10.2 Effective absorption cross section and acceptance

The absorption cross section per nucleus for energetic pions has

been measured in references 34 and 35. The dependence on the atomic

number is given by 30:

Ililfl\I'I: 1'1" II
. ~ t.t I

. ;\

\j 1',
c)

"K C Bank

Fig. 9.11 Illumination of the detector

by tracks with momentum

P>40GeV/c.

a) x intercept at the C ban k;

b) x intercept at the D bank;

c) y intercept at the C bank.

Data points are shown with

error bars; the dotted lines

are generated by the Monte­

carlo program. (Jabs A = 25.9 AO. 762 mbarn (±3%) (10.2)

y m. Our target was 97.2% tungsten by weight (Table I in Chapter 4). The

intermediate elements forming 2.8 % by weight of the target can be

well represented by a nominal element with A = 60. Computing the
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numerical density n of these nuclei, and using the equation above, we

obt.ain the average absorption cross section per nucleus in our target:

The total number of detected Drell- Van events, including those

produced by pions which interacted in the absorber, can be written

in the following way:

Since our target was 20.32cm long, we obtain that 81.9% of the pions

interacted inelastically. The remaining 18.1 % of the pions were ab­

sorbed in the beryllium absorber, with cross section per nucleus given

by:

where a indicates 'absorber', and t stands for 'target'. We have not

indicat.ed the dependence of the acceptance 10 on the physical param­

eters X and the interaction coordinates x.
It has been experimentally observed that the Drell- Van cross sec­

tion in nuclei is proportional to the atomic number 1B , so that we can

write equation (10.6) in the form:

ab8 ] ( abs + ab8)a t = - nw a w n60a 60
nt

= 0.919a ab8 w + 0.081 aab8 60 = 1.31 barn

The absorption length in the target is given by:

11 b8 ab8 _
- ab8 = nwa

a
w + n60a 60 - 11 90cm- - nt a t .

At

aab8 Be = .138 barn.

d DY ( d DY 10 d DY 10 )-!!.... = N 1r .819~ _t_ + .181~ __a_
dX dX t aab8 t dX a aab8 a

(10.3)

(10.4)

(10.5)

(10.6)

dN DY (
dX = N

1r

.819{183.85 x .9]9+60 x .081)a::
8
t+

)

DY
fa da

+ .]8] x 9.01 aab'a dX

da DY

= N
1r

{108.6f t + 11.81 fa) dX barn (10.7)

The Drell- Van cross section is now measured per nucleon. Notice

that the linear A-dependence reduces the fraction of events produced

in the absorber to only 9.8 % of the total.

The Montecarlo program generated dimuon production vertices

according to equation (10.7). Therefore the calculation of the accep­

tance discussed in Chapter 9 performed an average of the efficil'ncy.

providing us with an effective acceptance c(X) :

dN DY = N 1r da DY 120.4 f(X) = N 1r da DY f(X) . (10.8)
dX dX barn dX 8.305 mbarn

Comparing with equation (10.1) we identify 8.305 mbarn as the total

absorption cross section per nucleon of our target.

10.3 Beam intensity dependence

In principle, the Drell- Van cross section could be obtained by

normalizing our data sample on a run by run basis, comparing the

yield of high mass pairs with the beam intensity measured by the

ionization chambers (Section 6.4), corrected for the deteet.or dead­

time. However, already during the dat.a taking we found evidence

that the detector performance was aA"ect.ed by the large beam inten­

sity. The trigger rate appeared to saturat.e for intensities larger than

5x 109 pions per spill, and the off-line analysis showed that the yield

of Drell- Van events was already approaching sat.uration for intensities
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In order to exploit the maximum stat.istical power, we integrate over

the space of the dynamical variables, obtaining:

where hi and Ii stand for 'high int.ensity' and 'low intensity'.

The acceptance/efficiency E can be expressed as a product. of the

acceptance EO(X) calculated by the Montecarlo program, and a factor

E* which does not depend on the measured quantities X:

da DY dN DY 1 aabs
- = --
dX dX hi E(X)h' N1f hi

da J/w dN J/w 1 aabs
(10.9)- = - ------

dY dY hi E(Y)h' N1f h,

da J/w dN J/w 1 a ubs
- ----
dZ dZ Ii E(Z)1i N1f 1l

Both EO and E* depend on the beam intensity, but E* is expected to be

the same for Drell- Van and J /w events at a given beam intensity. The

factor E* includes such global effects as dead time, trigger losses and

multiplicity cuts mentioned above. We define E* to be 1 at low inten­

sity. Recall that the Montecarlo calculation of EO uses the knowledge

of local intensity dependence of the scintillator efficiency as obtained

in special-trigger runs.

Using the second and third equations in (10.9), we obtain the

total number of pions at high intensity multiplied by E*:

(10.10)

(10.11)

E(X) = EO(X) . E*

(
dN

J
/
W

I ) (dN
J

/
W

1 )-1
E* N

1r

hi = N
1f

1i dY hi EO(Y)hi dZ Ii EO(Z)/i

of 4-5xl09 , not much larger than the typical values 3-4xl09 . Fur­

thermore, the comparison with the yield found for special runs at low

intensit.y (4-6 x 108 pions per spill) showed that the number of events

collected at high intensit.y was only about 60 % of what expected from

the low int.ensity runs, even after correcting for the detector dead­

time. The latter was 35% on average.

This inefficiency was mostly due to pile-up effects in the scin­

tillators (Section 6.9), which accounted for about a 25 % loss, as we

shall see below. The remaining inefficiency was presumably due to a

number of different reasons, including the difficulty in measuring the

actual dead-time and effective number of collected beam particles,

due to intensity structure during a spill. Other significant losses were

presumably due to the trigger multiplicity cuts (Sections 5.2, 5.3),

and to the various event length cuts applied by the off-line program

(Section 7.2). Some intensity dependence can also be attributed to

the efficiency of the track reconstruction.

A direct approach to the normalization problem requires the de­

tailed study of these effects, some of which were lIot directly mea­

surable. Rather than follow this program, we undertook an approach

based on the comparison between the full data sample, and the sample

collected in the low intensity runs.

The number of high mass event.s collected at low intensity is too

small to allow studies of intensity dependent effects, but the sample

of J/w's is large enough for this purpos(~.

Following this program, we rewrite equation (10.1), considering

the three different cases of the Drell- Van process, and J /w production

at low and high intensity:

E* N 1f _ N1f (NJ/W h (ED)J/W)
h, - Ii ' _11_

(E
h
O

) J /W N J /w, /,

(10.12)
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For the J/IJ! sample we used pairs with 2.5 < M < 4.5, XF > 0.3.

The efficiency eO was calculat.ed to be 1.69 % at low intensity, and

1.22 % at. high intensity. t We detected 1040 events in the former case,

and 103269 in the latter, so that

t The computation was done using the Manteca-rio program with

the scintillator efficiency values measured by the techniques described

in Section 6.9. We do not have precise measurements of the inefficien­

cies at low intensity for all the banks, but they are small, as shown in

Figure 6.5.

The beam flux was measured by ionization chambers that were

mentioned in Section 6.4. One of the two chambers with five rings was

located only about 2 m upstream of our target. We used the inner four

rings (labelled JON #8-11 in Table VII) of this ion chamber, which

covered the same area as and were aligned with our target, to compute

the beam exposure.

The outer ring typically counted 15 % of the rate of the whole

chamber. We did not include this rate in the normalization, and did

not simulate corresponding beam particles in the Montecarlo program.

The outer ring covered 90 % of the total area of the ion chamber,

and was greatly affected by beam-halo and particles backscattered

from the target. Using a gaussian approximation for the beam shape,

e-N 1r
h • = 138.4N 1r't.

(10.15)1.2 x 101pionsIcou lit

and extrapolat.ing from the inner four rings t.o I,he outer aile, less

t.han 4of the observed rate on the outer ring is accounted for. As a

further argument for negleet.ing the counts in the nfth ring, data taken

with anomalous beam tunillg showed event yields compatible with the

rate measured in the illller rings, while the rate ill the fift.h ring was

unusually large. Beam particles which passed through \,he fifth ring

missed the target and directly st.ruck the bery II iu III absorber. Hence

this eITect could be partly due to the lower Drell- Yan production rate

in the low-Z absorber, and to the eITect of the vertex-cut, but. both

reasons actually add confidence that we should disregard the count

rate in the outer ring.

The behavior of the ion chambers at diITerent intensities appeared

to be consistent with the rate measured in scintillator banks. Partic­

ularly, we found good agreement with the rate measured in the F

bank.

The normalization of the ion chambers was obtainf'd on various

occasions by placing copper foils near the ion chambers, and study­

ing the production of 21Na, detected afterwards through radioactive

decays. The results of the various foil excitation calibrations whicIJ

were performed are given in Table VII. Not all the measurements ap­

pear to be consistent with each other; the most anomalous one was

made during the test-run in 1982, and it is conceivable that sOlTle

chamber parameters might have been changed since then, and that

some interpretation errors, which are now not easily traced, might

have occurred.

I shall use the value of

for the ion chamber normalization, which is the average of the cali­

bration results obtained with the beam momentum at 80 CeV Ie. ThiS

(10.14)

(10.13)

dN DY 1 60.0 nbarn

dX h. eO(X)hi N1r'i

du DY

dX

We can now write equation (10.1) in the new form:

10.4 Beam flux normalization
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10.5 Normalization uncertainty estimate and corrections

The various factors in equation (lO.12) contain statistical errors

due to the finite number of dat.a and Mont.ecarlo events. The largest

fractional error comes from real dat.a statistics, and it is equal to

To conclude this section, it. is interesting t.o est.imate the value

of c· and N1r hi. This can be done by recalling the 40 % loss of

events at high intensity, exclusive of dead-time effects, mentioned at

the beginning of Section 10.3. We factor out the loss due to cO(X)

using the values obtained for the J/w events, namely 1.22/1.69= .7.

Thus our first estimate is c* ~ .83. Then correcting for the 65% live­

time we have c" ~ .54. Combining equations (10.13) and (10.16) we

estimate N1r hi ~ 7.2 X 10 13 . This is to be compared wit.h the value

7.85 x 10 13 obtained directly from the ion chambers, integrating over

the whole run.

value is presumably correct to 10% accuracy.

This figure has been confirmed by a st.udy based on the data

collected during the beam spectrum measurement. All t.he beam was

counted by scintillators, which allowed us t.o fix t.he normalization of

the rate in the F bank. A direct normalizat,ion of the ion chambers

was not possible during these measurements because t.he intensity was

too low for the ion chamber to count, but it was possible to infer the

normalization value at higher intensity by comparison with the bank

of scintillators. The result was 1.1 x 104 pions/count, with an error

estimated to be of the order of 10%.

Using the normalization value quoted above, we found the effec­

tive number of pions collected at low intensity, correct.ed for 5.0 %
detector dead time:

Table VII Results of the ion chamber calibrations performed with

copper foil activation.

ION CHAMBER CALI BRAT ION

DATE BEAM(GeV/c) ION #* PARTICLES/I0~Counts

6/82 260 lI- 1.74 ! .12

12/14/83 80 lI- 2,3,4 1.23 ! .06

5 1.23! .11

8,9,10 1. 31 ! . 09

11 1. 18 ! .14

2/6/84 80 II - 2,3,4,5 1. 10 t . 06

8,9.10,11 1.16 ! . 08

6/11/84 250 •- 2,1,4 1. 54 ! . 09

5 1.20 •. 07

6/25/84 250 • - 2,3,4 1.05 •. 06

5 0.91 ±.08

8,9,10 1.07 ! .07

11 1. 00 ± . 06

7/16/84 250 lI· pH 2,3,4 1.68 + .12

5 1. 34 , . 06

8,9,10 1. 71 •. 08

11 1.41 ,.10

* ION CHAMBERS 8-11 were the four rinqs alinned with the tarc~t

** 58% .+(K+), 42% P

N 1r
1i = 2.471 X lO7 ·0.95·1.2 x 104 = 2.82 X lOll. (lO.16)
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The real longitudinal momentum fraction, XF sec, carried by the di­

muon IS related to the apparent momentuJll fradion XF which the

with 10 % systematic error, leading to the final form of the normal­

ization equation:

in extracting the nucleon cross sf'ction from Ollr data.

The final estimate of the total number of pions collected at low

intensity is

10.6 Secondary interactions

Secondary particles produced in beam particle interactions may

have occasionally produced a Drell- Yan pair in a subsequent interac­

tion. This kind of background was suppressed by several factors.

Only secondary pions with a large fraction of the beam momen­

tum could affect our sample of high mass, large XF dimuons. The

cross section for the process 71"- N ----> 71"- X has been measured in

hydrogen 36 . The inclusive cross section is roughly Rat for x" > .5,

and grows in the quasi-elastic/elastic peak for x" very close to 1. The

probability of producing a secondary pion with more than half of the

available momentum is about 20 %.
A further suppression comes from the probabilit.y that the sec­

ondary particle would interact in the target, which was equal to 63 %.
A secondary pion with a fraction x" of thf' beam energy interacted

with a center-of-mass energy value of

(10.19)

(10.17)N 1f
/j = 2.55 X lOll

jS s ec ~ .,j"X';..jS0

dN DY
1 pbaro ±401' ±1O% yst ±10%A-dep.--- -- Illstat s

dX hi EO(X)hi 4241 (10.18)

d DY
.(7

dX nucleon

3.1 %. Adding the other uncertainties in quadrat.ure we find a 3.8 %
statistical error.

We made the assumpt.ion in Section 10.3 that al. low int.ensit.y we

could neglect. losses due to global detector and reconstruction ineffi­

ciencies, and set E· = 1 . We do not have a direct measurement of the

full trigger inefficiency at low intensity, but the study of the efficiency

of the Cu and D u counters, which are the main source of the ineffi­

ciency at high intensity, suggests that a residual 5 ± 1% inefficiency

was present. at low int.ensit.y (see Figure 6.5).

We must also correct for t.he different part.icles present in t.he

beam. J shall neglect the effect of 5.2 % cont.amination from K-,

which behave similarly to 71"- in the production of massive lept.on

pairs. That. is, we count. the K's as 7I"'S in the normalization. The 2.9 %
contamination of p modifies our est.imat.e of the effective beam rate for

t.wo reasons. The foil excit.at.ion met.hod is more sensitive to nucleons

than t.o pions by about. 50 %. Also, anti-prot.ons are less capable

of producing lept.on pairs at. large XF because the quark densit.ies

decrease with the Feynman variable much more steeply than in a

meson. J shall assume that no Drell- Yan pairs come from p, which

means that the hadron count given by the ion chambers must be

reduced by 1.5x2.9=4.4%.

The error in the absorption cross section is another source of

syst.emat.ic uncertaint.y. The results in Ref. 34 and 35 differ by about.

3 % for heavy nuclei, which is equal to the errors quoted for the two

measurements. 1 shall use this value as an estimate of the systematic

error due to this effect.

It is difficult to evaluate the precision of the ion chamber calibra­

tion. I shall assume a value of 10 % as the systematic error.

The linear A dependence of the Drell- Yan cross section has been

measured with an accuracy of 2 %18. This translates into a 10 %error
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analysis program would assign to it by the equation:

XF Bee ~ XF/X 7f (10.20)

From the this expression we see immediat.ely that background in a

particular region of XF could be produced only by secondary pions

with moment.um fraction X7f > XF.

Parametrizing the mass and center-of-mass dependence of the

Drell- Van process as in equation (9.7) and assuming the form

Chapter 11

MASS AND LONGITUDINAL MOMENTUM FRACTION

DEPENDENCE OF THE CROSS SECTION

d~
dx F ex (1 - X F ) 1 (10.21)

we found that the kinematical suppression to be a factor of .2-.3 for

0.2 ~ XF ~ 0.6, decreasing linearly to zero as XF reaches 1.

If we simply multiply all the factors obtained so far, we find that

the background from secondary interactions should be about 3.7% for

xF~0.2, and less at larger XF values.

We have implicitly assumed above that the production of high-x

secondary pions off nuclei scales as AO.
7 like the inelastic cross section.

However, measurements performed with proton beams have estab­

lished that the quasi-elastic component grows more slowly with the

atomic number 37
• This appears to be confirmed in absorption studies

performed with pions 30,38. Furthermore, the absorption cross section

value used in our analysis is believed not to include the quasi elastic

component 30. Unfortunately, these results refer mostly to extreme

X7f ~ 1 region, and do not clarify the situat.ion for .5 < X7f < .95 .

Given these uncertainties, and especially given the smallness of

the effect as estimated above, the results presented in the following

chapt.ers have not been corrected for background from secondary in­

teractions.
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11.1 Variables and method

In this chapter we begin discussion of the results of our study of

muon pair production in pion-nucleon collisions at the center-of-mass

energy of I2.22GeV.

We define the variable x F in the center-of-mass frame as the ratio

between the pair longitudinal momentum and the maximum longitu­

dinal mome~tum allowed by energy and momentum conservat.ion:

PL
XF=-­- pmax

L

rs ( M 2 + M 2 (M2 - .M2)2 4P2) ~
pmax = _V_" 1 _ 2 R + R - ~ (11.1)

L 2 S s2 S

where PT is the pair transverse momentum, A1R is the recoiling mass,

and 8 is the square of the center-of-mass energy. This definition is

the appropriate generalization of equation (2.5). Note t.hat equation

(11.1) allows the value XF = 1 even when PT is nOll-zero. There is

some reduction of phase space as XF --+ 1, but the effect is much less

than for the simpler definition of IF. See Section 14.1 for further

discussion.
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We shall use the values:

11.2 Results

The acceptance cOTTt'ction was performed after distributing the

collected events in cells in the space of x F and 111, the invariant mass

of the pair. The cell size was t:J.M = 0.1 GeVjc2 , t:J.XF = 0.1. Only

the area XF > 0.2, M > 4 GeV jc 2 was considered in this analysis. The

former cut eliminates a region of low acct'ptance (Figure 9.2), and the

latter eliminates the region of the IJI states (Section 9.6).

Events reconstructed with XF > 1 have not been used in this

analysis.
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t We shall quote cross section values per nucleon. Since we have

assumed linear dependence of the cross section on the atomic num­

ber, the cross section per tungsten nucleus is obtained multiplying

by 184. As about 95 % of our dimuons were produced in tungsten,

the systematic error due to the A dependence (Section 10.5) can be

neglected for cross section values per nucleus.

The differential cross sectiont d2a jdxFdM is shown in Figures

11.1 to 11.4, as a function of one variable, for different intervals of

the other. The results are also shown in Table Vlll.The quoted errors

are 1 a bin to bin statistical fluctuations. The overall normalization

uncertainty is discussed in Section 10.5. The curves superimposed on

the first two figures derive from structure function fits discussed in

Chapter 12. Figures 11.2 and 11.4 are obtained by simply summing

the different regions of the Figures 11.1 and 11.3. Figure 11.5 shows

the result for M 3 da jdM derived from Figure 11.4, expressed vs. the

scaling variable JT = M j..;s.
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Table VIII CroBs section d 2o/dx F dM in mass and XF intervals.

+
+

Fig. 11.5 M 3dc/dM VB • .,fT, for xF>0.2,

in pbarnx(GeV/c 2)Z.

-I-

0.6

+
+

0.44 ;:; 0.52

XF > 0.2

M3 do
dH

0.36

10
3 1-

N
--.

N

-; t" +
2 I +
E
t1l

..c
0.

llM (Gevlc 2) llX F d20/dx dM ( pba~)
F GeV/c

4.0 - 4.5 .2 - .3 115.9 ± 9.0
.3 - .4 105.0 7.3
.4 - .5 104.0 6.8
.5 - .6 88.6 5.4
.6 - .7 69.0 4.2
.7 - .8 55.8 3.6
.8 - .9 32.7 2.4
.9 -1.0 15.7 1.6

4.5 - 5.0 .2 - .3 58.7 7.1
.3 - .4 43.8 5.2
.4 - .5 46.6 4.8
.5 - .6 49.1 4.7
.6 - .7 32.3 3.3
.7 - .0 25.1 2.7
.8 - .9 16.6 2.1
.9 -1.0 8. 7 1.5

5.0 - 5.5 .2 - .3 30.4 5.0
.. 3 - .4 27.7 4.3

.4 - .5 33.6 4.3

.5 - .6 30.1 3.8

.6 - .7 20.9 2.8

.7 - .8 14.0 2.1

.8 - .9 9.1 1.7

.9 -1.0 2.98 0.88
5.5 - 6.0 .2 - .3 14.9 3.1

.3 - .4 9.7 2.1

.4 - .5 14.3 2.6

.5 - .6 13.8 2.3

.6 - .7 10.6 1.8

.7 - .8 10.7 1.9

.8 - .9 4.2 1.0

.9 -1.0 2.75 0.89
6.0 - 6.5 .2 - .3 7.1 1.9

.3 - .4 7.9 1.8

.4 - .5 11. 3 2.3

.5 - .6 7.0 1.7

.6 - .7 5.1 1.3

.7 - .8 2.71 0.84

.8 - .9 3.1 1.0

.9 -1.0 1. 83 0.66
6.5 - 7.5 .2 - .3 1.79 0.73

.3 - .4 3.43 0.98

.4 - .5 2.64 0.73

.5 - .6 2.94 0.70

.6 - .7 1. 52 0.52

.7 - .8 2.51 0.72

.8 - .9 0.61 0.26

.9 -1.0 0.40 0.31



Chapter 12

STRUCTURE FUNCTIONS

and IF >0.15. Figures 12.1.b and 12.1.c show the projected distribu­

tions on the X I and X2 axes respectively. The correction for the ac­

ceptance was done according to the procedure described in Chapter 9,

and the events were binned into cells of size ~XI =0.05, ~x2=0.025.

Figure 12.2 shows the boundaries of cells actually used in the fit. The

choice of cell boundaries places a cut on XF approximately at a value

of 0.2.

12.1 Definition of variables and method

In this chapter we shall apply to our data the formalism of the

Drell-Van model, as discussed in Chapters 2 and 3, and extract the

pion and nucleon structure functions from the mass and longitudinal

momentum distributions.

The Feynman variables XI and X2 will refer to the pion and nu­

cleon constituents, respectively. Our definitions of variables are the

following:

Our events are distributed with XI > 0.4. According to theo­

retical expectations and to an experimental observation performed

at larger values of JS,IO sea quarks populate only the region of X I

lower than this. We shall therefore assume that the quark densities

f$(xl) and f$(xd of equation (2.7) contain only the valence compo­

nent. As we used a 1r- beam, the quark model allows us to identify

these densities with down quarks and up anti-quarks respectively.

Isospin invariance and charge conjugation invariance require that the

two distributions be equal. Therefore, we may introduce a single pion

structure function F". defined as follows:

XI • X2 == T = M
2

8

2PL
XI - X2 = JS (12.1)

F". == XI 'ii~_(xd = XI ·d~_(xd (12.2)

where U(X2) is the valence up-quark distribution in the proton, and

the superscript 8' indicates sea quark distributions. The contributions

where the superscript v indicates valence quark distributions.

Within the X2 acceptance of our experiment, the nucleon par­

ticipates in the Drell-Van process through both its valence and sea

quarks. For simplicity, let us first identify the quark distributions

which enter Drell- Van scattering if the nucleon is a proton:

where PL is the pair longitudinal momentum in the center-of-mass

frame, and JS= 12.22GeV. These definitions are the same as those

introduced in equations (2.3) and (2.5), and thus the structure func­

tion analysis neglects the pair transverse momentum PT. This is

justified by the smallness of Pi/s, which fixes the scale of eventual

corrections to XI and X2 at about 0.01-0.02. Furthermore, the cor­

rections would require a choice of a model for the source of PT. We

shall discuss the transverse momentum distributions in Chapter 14.

Figure 12.1.a shows the data distribution, uncorrected for accep­

tance, in the plane XI-X2 , limited by the requirements M > 4 Gev/c 2
,

1r- -p
d
dU ex i (U(X2) + U~(X2)) + !d~(X2)
X2 9 9

(12.3)
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from different quarks are of course weighted with the squares of their

--.----.--- --1 electric charges. From isospin invariance we expect that

,~;= -
I ...'- S -5 S S -

~II ... ': i 1l u=tt=d=d=S,
gj •

::;:;- ~d I I I 1·111HlllUUifI l:~ I ~ ~ and so expression (12.3) can be written:

'" 0

~ I I I ~ I~ I ~ j ~U(X2) + ~S(X2) (12.4)
] ~ 9 9

~I .:: ~
.~ e ~ A pion-neutron interaction is described replacing u with d and d with

~ : u, because of isospin invariance. In case of heavy nuclei, with the
'" ..cl:; I ~ +> ratio of the atomic numbers Z/ A equal to 0.4, we may then introduce

o I I I I ~ an effective nucleon structure function FN by the expression:

tall

~ ~ ~ ~ ~ g ~ 00 III I ~ ~ ~N ~ ~ ~ ~ ~o I r;; ~ (0.4 U(X2) + 0.6 d(X2)) + ~S(X2) == ~FN(X2) (12.5)
~ 9 9 X2

Guided by equation (2.7), we have studied the factorization hy-

..!! . pothesis and the structure functions by comparing our data with the
~ I~ ~ ~ •

~ .g ~ . expressIOn:
ro ~ • U':>

'" ~ 1\ ....
+> '0 '" 0 d2 4 2 F ( )F ( )

6 I I I ~ 6 ~ ~ ~ ~ u =~ If XI N X2 I<f (12.6)
~ ] .;; _ !i dXldx2 98 XI2X22

r'=' +> •C !i "tl
~ ... ,,~~

d ~ d ~ ~ :; ~ The K-factor, I<f, introduced in Section 3.4, will be taken as con-
- III !l ~

~ ~ ~ ~ 'S ~ stant. We shall discuss the normalization of the structure functions
~ !i"tl>

ci ~ ~ § 0 in Section 12.7.
trJ 0..,.
y ~ ~ 1\

..0 -E QI

~ ici II I u ~ci I ri .S ~ ~ 12.2 Results - Factorization
.-4

~ As shown in Figure 12.2, we divided our data in 143 cells in the

... .. '" '": .... '" . ,; II ';, ;, ;, ;, ;, ;, ~o I~ XI- X 2 plane. The contents of each cell were corrected for acceptanceo 0 C NO 0 0 0 0 f'ol 0 ., lID ......... .-

~ lio4 . and then normalized as discussed in Chapters 9 and 10, to produce

values of the cross sections d2u / dx I dX2. We then examined the grid

142



of cross sections for compatibility with factorization int.o the product

of two structure functions as given in equation (12.6). An analytic

average of the weight function (XIX2)-2 was calculated for each cell.

Special care was taken for the cells cut by the lower mass boundary

XIX2 = .1072, corresponding to M = 4 GeVJc 2
• We fitted twelve

values for the pion structure function for 0.4 < x I < 1, in intervals

of 0.05, and sixteen values for the nucleon structure function, for

0.1 < X2 < 0.5, in intervals of 0.025. The fit has a X2 value of 123

with 116 degrees of freedom, in good agreement with the factorization

hypothesis. Figures 12.3 and 12.4 give the shape of the two structure

functions, also given in Table IX and X.t The superimposed curves

are described below.

12.3 Shape of the pion structure function

We have parametrized the pion structure function according to

the expression:

fa •
o :::

J:: ......
III ><

<0 I: ~. .. ~

_~ 1° .~ =
Po 0
III J::...c: III ~

E-< ;.

" I ... ::l
ON';;V

x Ii III
-...c::z: ..
~ .

~ N I ~ ~
4-/ 1° ~ ~

"':
".-I

o I'_ tlO
I ....
a ro<.

F.,. ex x~{(1 - x.)P +,} (12.7)

Table XI contains the results of the fit (Fit a), which approximates

very well the results of the previous section, as shown in Figure 12.3.

Notice that our restriction to x I > 0.4 does not allow good ac­

curacy in the parameter Q. Table XI also shows the results of the

fit obtained by imposing the value of a to be value 0.4 (Fit b). This

value was chosen to check the consistency of our results with a pre­

vious observation of the pion structure function, performed at larger

center-of-mass energy 10. The quality of the new fit is almost as good

t The quoted errors were obtained for each hadron by fixing the

parameters of the other hadron to the best fit values. This technique

aided the convergence of the fitting program without affecting the

error estimates by more than a few percent.
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Table XI Functional fits to the pion structure function.

F a XCI {(l-x)8+ y )
11

n B y x? /OOF

a) .92 ± .38 1. 59 ± . 13 .0060 ± .0016 130/125

b) ,4 fi xed 1.37 ± .07 .0072 t .0021 132/126

as that of the first one. Notice the strong correlation between Q and

{3.

The third. parameter, 1, is not particularly affected by the change

between the two fits. Our statistical resolution in determining its

difference from zero is between 3 and 4 standard deviations.

A non-vanishing intercept of the pion structure function at XI =1

was suggested in reference 27, which predicted an effect of the size of

O.Ol-in our units-, and also predicted Q to be equal to 1 and {3 to

be equal to 2 for Xl > 0.5. This appears to be consistent with our

results, which suggest a value of the parameter (l<}) in equation (3.3)

in the range .6-,7 . Previous experiments did not have the sensitivity

to measure a finite intercept as small as 0.01. Table XII shows the

residuals between the values of the cross section d2
(T / dx I dX2 and the

fit obtained with the pion parametrization (Fit a) in Table XI, and the

values of the nucleon structure function from Table X. The differences

are given in units of 1 (T statistical error.
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The knowledge of the absolute calibration of the beam momen­

tum distribution is particularly important in determining the value of

the parameter I' The most important source of uncertainty appears

to be the resolution in measuring the current through the magnetic

spectrometer used for the beam momentum measurement (Section

6.3). This uncertainty amounts to ±OA %, fixed by a 0.8 % least

count accuracy on a digital instrument. The error in the factor re­

lating the current to the momentum kick in the beam momentum

spectrometer is expected to be 0.1-0.2%, typical for magnetic map­

ping. Likewise, the estimated systematic uncertainty in measuring

the beam pion deflection is 0.1 %.
A check on the the consistency between the momentum mea­

surement of muons in the detector and the beam spectrum mea­

surement was performed studying the momentum spectrum of muons

produced in beam particle decays. These muons are produced with

a uniform momentum spectrum down to a value determined by the

beam pion momentum. The acceptance' of our detector for lower

momentum beam muons was rather good, and was uniform over mo­

mentum. Figure 12.5 shows the momentum spectrum. of detected

decay muons (solid curve) superimposed with a Montecarlo spectrum

(dashed curve). The simulation did not include a model of the pion

beam line, and did not reproduce the muon component at larger mo­

mentum from decays which occurred upstream of the collimators and

bending magnets. This study resulted in good agreement with the

direct measurement, and also suggests an accuracy of ±0.5 GeV Ic in

our knowledge of the beam momentum.t Good consistency was also

12.4 Systematic effects in determining F7f

12.4.1 Beam momentum value
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t The most likely beam momentum is equal to 79.3 GeV Ic. The
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700

JOO

2001- I ".!

~1 = -.0007

~1 = -.0007

~{3 = +.03

~{3 = +.02

~Q = +.05Fit a

Fit b

12.4.2 Fermi motion correction

As mentioned in Section 9.4, the accE'ptance calculation accounts

for Fermi motion in the target nuclei. We investigated the effects of

ignoring this correction, obtaining the following results for the pion

structure function fit:

of 18 events reconstructed with XI > 1. ThE' number of overflows is

well reproduced by the Montecarlo simulation. The main source of

these events is the beam momentum spread, and the good agreement

between data and simulation adds confidence in our undE'rstanding of

this aspect of our experiment. Recall that the acceptance calculation

accounts for the number of overflows by a corrE'sponding reduction in

the acceptance for the bins with XI slightly less than 1.
Fig. 12.5 Distribution of negative muons

detected with a Level-l trigger

(Chapter 5), without beam-muon

cuts. The dotted line is from a

Montecarlo simulation using a

central beam momentum of

79.0 GeV/c.
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Our fits for the pion structure function did not make any use

reconstruction program takes into account the average energy loss in

the target, and uses an effective momentum value of 79.0 GeY Ie.

found for the width of the beam momentum distribution: the spec­

trum of the beam-halo muons appeared fully compatible with values

of the full width at half maximum in the range 7-10% .

To study the effect of uncertainty in the beam momentum on the

pion structure function, we shifted the central beam momentum used

in the analysis. A momentum change of 0.4 % produces the following

changes in the fitted parameters:

12.5 Fit to the nucleon structure function

(12.8)FN(X2) ex: (1 - X2)6(1 - ~X2)

Different parametrizations were used to describe the nucleon

structure function. Table XIII shows the results obtained using the

form:

The resulting curve is shown on Figure 12.4.

Other parametrizations were used following the prescriptions of

fits based on measurements of individual quark distributions in deep

inelastic weak and electromagnetic scattering. 39 These fits include

logarithmic variation of the parameters with the Q2 of the probe, as

suggested by QeD. We evaluated the fit parameters at our scale value,

(M 2 ) = 23 Gey2 Ic 4 , and calculated the effective nucleon structure

function according to equation (12.5). In comparing this function to

~1 = -.0011

~1 = -.0015

~{3 = +.05

~{3 = +.02

~Q = +.07Fit a

Fit b
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FN(x) = K (l-x)6 (l+cx)

correlation matrix

K 2.06 ± .12 K ,~

6 3.25 ± .65 6 - .02

c -.58 ± .67 r. -.33 .95

x2/DOF = 19.2/13

Table XIII Functional fit to the nucleon

structure function.

our measurements only the overall normalization was free to vary. The

results corresponding to two different parametrizations, described in

Table XIV, are shown in Figures 12.6.§ Notice that our measurements

are not in agreement with these parametrizations, which however are

not very compatible with each other. We find a steeper behaviour of

FN(X2) for X2 < 0.2, which is the region in which sea quarks become

dominant. However, implausibly large sea quark distributions would

be required to reproduce our measurements.

12.6 Systematic effects in determining FN

Our parametrization (12.8) of the nucleon structure function is

very stable with respect to variations in the analysis procedure. No

significant variations were found when taking F1f to be a set of fixed

values as in Table IX, or to have either of the functional forms given

§ The first parametrization was found to reproduce dimuon data.

See reference 10.

Io
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12.7 Normalization of the structure functions and the K­

factor

These variations give an idea of the sensitivity of the pion parametriza­

tion to the nucleon structure function shape, but are certainly an

overestimate of the systematic uncertainty, since the nucleon fundion

of Table XIV does not approximate our data.

If we can independently normalize the structure functions F", and

FN then we can extract the K-factor which appears in equation (12.6).

In Section 3.4 we di!,cussed how a value of 1< f -# 1 might be a sign of

higher order QeD corrections to the Drell- Yan process.

Normalization conditions for the structure functions are, how­

ever, indirect. The structure functions are momentum distributions,

so that their integrals are related to the total momentum carried by

in Table XI. The results in Table X are the ones obtained using (Fit

b) of Table XI for the pion structure function. Only minor changes

arose after removing the Fermi motion correction from the acceptance

calculation.

On the other hand, imposing a particular shape on the nucleon

structure function can affect the fit to the pion structure function.

Very small changes are induced on the pion structure function by using

the parametrization (12.8) for the nucleon, compared to the use of a

set of values as in Table X. But larger effects arise if we impose either

of the nucleon structure functions extrapolated from deep inelastic

scattering. For example, if we use the first parametrization in Table

XIV the effects on the pion structure function parameters are the

following:

61 = -.0011

61 = -.0022

6{3 = +.13

6{3 = -.19

6n = +.66Fit a

Fit b

FN r K {4/9(O.4x u(x)+O.6x d(x» + 5/9x S(x)}

PARAMETRIZATION I OF THE NUCLEON QUARK DENSITIES

x.u(x) = 2.206 xO. 51 (I_x)2.82

x.d(x) = 1.250 xO. 51 (I_x)3.82

x·S(x) = 0.268 (1-x)8. .. _... _-

PARAMETRIZATION II OF THE NUCLEON QUARK DENSITIES

x.{u(x) + d(x)} = 2.15 xO. 42 (I-x)3.77(1+3x)

x.d(~) = 2.40 xO.69(I~x)4.20(1-.13x)

x·S(x) = 0.156 x-O.I26(l-x)A.54(l+1.96x-3.62x2+5.60x3)

Table XIV Parametrization of the nucleon quark densities according to Ref. 39.
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quarks. While this must be less than or {'qual to 1, a value of 1/2

is considered most plausible, which is not a precis{' restriction. The

valence quark densities must obey the conditions that their integrals

yield the total number of quarks in the hadron. The densities are

related the the structure functions by a factor of 1/x, so we obtain a

constraint mainly on the low-x behavior of the structure functions.

Two effects make the determination of the K-factor from our data

difficult. The first is due to the fact that our data, collected at large

x}, do not allow a good normalization of the pion structure function.

The quark density is proportional to F7f /Xll and the extrapolation of

the quark density to the region of XI ~ 0 is critical to the normaliza­

tion.

The second difficulty is related to our measurement of the nucleon

structure function. This cannot be well fit by any of the popular, and

normalizable, parametrizations used in deep inelastic scattering ex­

periments. Notice that comparison with deep inelastic data would be

rather ambiguous in any case, since different quark combinations are

measured in the two processes. This is best shown by the difference in

the Drell- Van nucleon structure function obtained using the two quark

density distributions in Table XIV, both of which apparently give a

consistent picture of the deep inelastic scattering structure functions.

On the other hand our experiment by itself does not provide sufficient

information to normalize all four quark density functions appearing

in equations (12.2) and (12.5).

In order to estimate the range of K-factor values which is consis­

tent with our data, we fit the cross section according to equation (12.6)

for several hypotheses about the structure functions. For the pion

structure function we used the form (12.7) and normalized this to one

antiquark per pion after the parameters Q, 13 and I were known. For

the nucleon structure function we used the normalized parametriza-
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Table XV Values of the K·factor obtained approximating F" according to

Table XI, and using parametrization I of Table XIV for FN •

a 8 '( K- factor x/ / OOF

.92 fixed 1. 59 fi xed .0060 fixed 2.0 210/143

.4 fixed 1. 37 fi xed .0072 fixed 4.5 222/143

1. 58 1. 78 .0049 1.1 192/140

.4 fixed 1. 18 .0050 3.7 204/141

tion I of Table XIV. The results are given in Table XV. The first two

lines show the K-factor obtained when the pion structure function

parameters were fixed to the values in Table XI, which were found

without imposing a shape for the nucleon structure function. The

third line shows the result obtained when the parameters Q, 13 and I

as well as the K-factor were free to vary. In the fourth line only 13 and

"I were varied.

The conclusion is that the indetermination in the parameter Q is

large enough to produce fluctuations of the order of 2 in the normal­

ization of the pion structure function, and therefore in the resulting

K-factor. The use of the second nucleon parametrization from Table

XIV yields values of K generally smaller by 0.1. Since an experiment

measuring Frr at smaller XI determined Q to be about 0.4,10 it ap­

pears that our measurement favors values of the K-factor larger than

measured before. Notice however that the difficulty in normalizing

the nucleon structure function adds further uncertainty to this result.
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12.8 Summary of results on the structure functions

Our sample allows an accurate study of the pion structure func­

tion at large values of the Feynman variable x I. Our results suggest

a finite intercept at xl=1 , measured with 3 standard deviation sig­

nificance. Our data also favor values of the parameters 0' and f3 in

equation (12.7) larger than those measured before.

These effects appear to be in agreement with a prediction based

on higher twist QCD computations. This subject is related to an

effect in the lepton pair angular distribution, which will be discussed

In the Chapter 13.

The shape of the nucleon structure function does not agree well

with parametrizations deduced from deep inelastic scattering obser­

vations. A precise comparison appears to be model dependent. Nev­

ertheless, a previous muon pair experiment observing different kine­

matic regions found agreement with one such parametrization 10. Our

data might be evidence of difficulty encountered by the Drell- Van

picture at small total energies, or at large values of ..;T.

157

Chapter 13

ANGULAR DISTRIBUTION

13.1 Reference axes

In this chapter, we shall discuss the orientation of the muon pair

in the the frame where its total momentum vanishes (the rest frame

of the pair). If the pair is produced in the scattering of scalar or

unpolarized hadrons, the only vectors available to define an angular

distributions are the momentum of the beam particle, which we call

iT, and the the momentum of the target nucleon N. Notice that these

two vectors would be parallel in the pair rest frame if the pair had

vanishing transverse momentum in the overall center-of-mass frame.

The reference axis z is usually chosen to approximate the di­

rection of the annihilating quarks. Figure 13.1 shows the definition

of the t-channel frame, also known as Gottfried-Jackson frame, in

which, the polar axis z is parallel to iT. We shall measure the angles

of the positive muon direction, using -N to define the x direction.

We shall also quote results in the Collins-Soper (CS-channel)

frartle, where the polar axis is defined as the bisector of the directions

of iT and - N. If the annihilating quarks move along the z axis in

this frame, each would carry 1/2 of the transverse momentum of the

resulting muon pair. Both the t- and CS-channel frames are rest

frames of the muon pair. The difference between the directions of the
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reference axes of the two frames is of the order of

Fig. 13.1 Definition of t-channel (Gottfried-Jackson) axes.

((Pi)/(M 2))1/2 ~ 0.2 rad

regions, and we shall mostly present. results on a paramet.rizat.ion given

by

13.3 Results

da-- = K(1 + ACOS
2 0) (13.2)

d cos 0
We have corrected for the acceptance both before, or after, inte-

gration over the azimuthal angle ¢. As shown below, the two methods

provide the same results for the fitted parameter A.

In general, the cross section calculation has been performed after

div iding the data into several intervals of x F or x I, W here the latter

Feynman variable refers to the anti-quark from the pion, as well as

intervals of any other variable of interest. If we wished to study the

cross section dependence on, say, 0 and PT , we first calculated the

cross sections versus 0, PT and XF, and then integrated over XF. This

minimized difficulties of convergence of the acceptance-cross section

calculation described in Chapter 9.

Zt

~, ~+

11'7···········/-\.°---- "-
"-

"-
N

in our dimuon sample, using the observed average values for the in­

. variant mass and the transverse momentum of the pairs.

However, we shall be concerned with the dependence of the angular

distribution coefficients on the other variables such as M, PT and

the Feynman variable XF. The statistical power of our sample of 4060

high mass events is reduced by the subdivision into different kinematic

13.2 Analysis procedure

In general, the angular distribution of a pair of fermions produced

in the materialization of a massive photon should be described by the

expression given in equation (2.11), which we shall use in the following

form:

~2; = K(1 + Acos2 0 + psin 20cos ¢ + w sin2 Ocos 2¢) (13.1)

Table XVI shows the results of a fit of the form in equation

(13.2), in the t-channel and in the CS-channel for events satisfying

the requirements of M > 4 GeV /c2 , XF > 0.15. Only statistical errors

are quoted. Figure 13.2 shows the relative differential cross sections

in bins of cosO, superimposed with the fit.

Notice that values of A are somewhat smaller than those predicted

by the Drell- Yan model (A ::::,0.8-1.0), and also smaller t.han those

reported by most previous experiments. 12-16

Table XVI also contains results obtained by dividing t.he events

into bins of different mass or transverse momentum. No significant

variations of the angular parameter were found.

Result of fits to the angular distribution in two variables for the

full sample of events are shown in Table XVII. Notice that the co­

efficients p and ware rather small, and consistent with zero. The
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Table XV1 Value of the parameter A in do/dcos(Jcx.l + ACOS 2 (J, for

different classes of events.

T-CHANNEL CS-CHANNEL

).
0). X

2/DOF ). 0). X
2/DOF

all events .64 ± . 13 6.1/8 .66 ± . 17 4.6/7

M < 4.8 .60±.15 11. 5/8 .6~ ± .20 5.4/7
Gev/c 2

M > 4.8 .60 ± .26 3.4/8 .72 ± .31 3.2/7

PJ. < .8 .61 ± .21 6.2/7 .57 ± .18 3.5/7
Gev/c

PJ. > .13 .60 ± .17 1. 5/8 .73±.24 4.6/7

measurement of p is made difficult by the correlation with '\, due to

the angular acceptance of our detector (Figure 9.7).

The dependence of the parameter ,\ on the Feynman variable XI

was studied in detail, since significant variations were found in the

region of XI >0.8. We divided our sample into bins of ~XI equal

to 0.1 or 0.05, and studied the results of fits to the form in equation

(13.2). Figures 13.3 and 13.4 show the double differential cross section

as a function of cosO for different intervals in XI'

Figure 13.5 and Table XVIII show the behaviour of the angular

distribution parameter ,\ as a function of x), in the t- and in the

CS-channel.

Figures 13.6 and 13.7 show the double differential cross section

and the behaviour of ,\ in thinner ~XI bins, near XI = 1.

Table XIX contains the corresponding values of '\.

Table XVII contains the results for a fit including ¢, which gives
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Table XVII Value of the angular distribution parameters for different clilSSes,

in the t-channel

d2o/dQ = K ( 1. + ~ cos 2e + psin2e cos~ + wsin 2 e cos2~ )

AXl K oK ).
o~ II 0p III Ow x2/ OOF

.4-1. 0 12.51 ± .32 .64 ± .15 -.140 ± .062 .094 ± .034 96.9/73

.4-.5 5.78 ± .73 .62 ± .57 -.06 ± .33 .31 ± .16 16.7/13

.5-.6 . 8.29 ± .54 1. 32 ± .39 -.37 ± . 18 .12 ± . 12 15.5/16

.6-.7 8.24 ± .43 .71 ± .26 -.16 ± .13 .134 ± .094 12.1/18

.7-.8 6.27 ± .33 .63 ± .26 -.22 ± • 12 .116 ± .090 9.4/18

.8-.9 3.34 ± .22 .59 ± .35 .05 ± .15 .04 ± .11 11.5/17

.9-1. 0 1.57 ± .14 -.46 ± .42 .13 ± .16 - .12 ± . 13 7.0/13

M < 4.8 7.86 ± .24 .68 ± .18 -.191±.080 .082 ± .043 106./72

GeV/c
M > 4.8 4.21 ± .21 .79 ± .33 -.04 ± .10 .117 ± .062 56.3/66

p < 0.8 5.83 ± .20 .84 ± .24 -.180 ± .078 .057 ± .043 82.4/67

GeV/c
p ,. 0.8 6.44 ± .27 .70 ± .21 -.27 ± .12 .212 ± .061 84.3/67

do / dcos e _ pbarn

o ~ is:; 10 ~ b ~ ~ g 10 ~ ~ ~ ~
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Fig. 13.4 d 2o/dx l dc059, ve. c059, for different XI

intervale; CS-ehannel.
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I d) 6xl~.7-.8
20
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values for ,\ very similar to the ones discussed above. No evidence of

large variation of p or w for different XI bins was found.

The accept~nce of our detector places a strong correlation be­

tween X I and X F, which is most prominent at large values. Figure

13.8 and Table XX show the dependence of ,\ on XF, which is very

similar in shape to the dependence on XI'

Similar results on the XI dependence of ,\ were found dividing

the data into bins of mass or transverse momentum.
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13.4 Summary and comments

Our data show that for XF > 0.15 the angular distribution of the
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Table XVIII Value of the parameter A in different XI intervals.

t.Xl ~ a~ X2 (OOF =3) ~ o~ x2 (DOF=3}

.4-.5 .66 ± .42 4.8 -.26 ± .47 3.4

.5-.6 .81 ± .31 10.8 .68 ± .37 8.0

.6-.7 .. 66 ± .58 3.0 .65 ± .30 2.4

.7-.8 .50 ± .23 0.8 .67 ± .33 6.7

.8-.9 .61 ± .31 0.1 .58 ± .38 2.2

.9-1. 0 -.60 ± .24 3.7 -.44 ± .29 4.8

muon pair is typical of that arising from a largely transverse polarized

virtual photon. At large values of x}, or XF, the shape of the angu­

lar distribution changes to that of a longitudinally polarized virtual

photon.

This is a confirmation of an observation made by our collabora­

tion on a previous sample of dimuon data collected in pion-nucleon

interactions. 21 The statistical power of the new sample is significantly

greater, and it is possible to measure more precisely the shape of the

transition between the two spin alignments.

QCD calculations involving higher twist terms 27 predicted such

an effect to be related to a component of the pion structure function

which behaves as a constant in the region of large XI' We have pre­

sented evidence for a finite intercept of the pion structure function in

Chapter 12. Figure 13.9 shows the predicted behaviour of '\(x.) using

our measurement of the pion structure function. Curves a) and c) are

T-CHANNEL CS-CHANNEL
160
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u
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§ 80 80
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Fig. 13.6 d 2o/dxldcos(J • vs. cos(J • for thinner

X I intervals; t-channel.
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Fig. 13.7 ~ VS. Xl in the t-channel, for thinner Xl intervals.

Table XIX Value of the parameter ,\ in

smaller bins of x I, near the

limit x I = 1, in the i-chan nel.

I'> x I ).
o~ x2 (DOF=3)

. 70-.75 .83 ! .45 .4

.75-.80 . 16 ± .30 .9

.80-.85 .71 ! .46 1.7

.85-.90 .25 :! .39 2.8

.90-.95 - . 33 ! .37 2.7

.95-1. 0 - 1. 02 ! .27 2.4

obtained from the pion structure function (Fit a) in Table XI, choos­

ing for 13 the best fit value 1.59, and assigning to I the values .0044

and .0076, respectively, corresponding to the =rIa statistical devia­

tions. Curve b) is obtained assigning to I to the best fit value .0060,

with 13 equal to 2, following reference 27. The curves are certainly

compatible with the angular distribution measurement.
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Fig. 13.8 A vs. IF in the t-channel.

Table XX Value of the parameter A in differ­

ent I F intervals, in the t-channel.

tlX
F

). 0).
;I

X (OOF=3)

.2 - .3 .73 ± .42 2.2

.3 - .4 1.26 ± .48 4.4

.4 - .5 .49 ± .30 1.3

.5 - .6 .68 ± .30 2.0

.6 - .7 .59 ± . 31 1.0

.7 - .8 .39 ± .29 1.2

.8 - .9 .26 ± .34 2.8

.9-1.0 - . 79 ± .24 6.8



Fig. 13.9 A V8. XJ in the t-ehannel. The 8uperimposed

curves are described in the text.
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Chapter 14

TRANSVERSE MOMENTUM DISTRIBUTION

14.1 Definition of variables and results

The last aspect of muon pair production in pion-nucleon interac­

tions which we s,hall cover in this dissertation is the transverse momen­

tum. This has not played an important role in the previous chapters

because of the smallness of the average squared transverse momem­

tum compared with the scale of invariant masses and center-of-mass

energy.

The analysis of the differential cross section du! dPT has been per­

formed binning the events in the variables PT , XF and M. Figure 14.1

shows our results for the double differential expression d2u !dPT dXF

as a function of PT , for various intervals in x F.

Recall our definition of XF:

PLXF=-­- pmax
L

r.. M 2+M2 (M 2 _M2)2 4p2 1

p max =~ (1 _ 2 R + R !}z (11.1)
L 2 8 8 2 8

where the momenta are defined in the center-of-mass frame, .;s is the

center-of-mass energy, equal to 12.2GeV, M is the invariant mass of
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the lepton pair, and M R is the mass of tht' recoiling syst.em, which we

shall assume to be equal to 0.94 GeV /c 2 . Observe that kinematics do

not force the transverse momentum to vanish in the limit of x F ~ 1 .t
u We observe a significant decrease of (PT) and (Pi) for x F ap-..

~:
0

~.~-ri ~ - proaching 1, as shown in Figures 14.2 and 14.3. Average values and..... .<='ao
I i! ! Nr:>. statistical errors are shown in Table XXI.

No significative dependence of the transverse momentum distri-
0

I bution on the invariant mass was found.
N N ~

1
0

I

1 The transverse momentum spectra are well described by the0 0 ~ 0 0 ~ 0

ao

~:~
parametrization:...

--~~ .~ I~ j, ~j,
Cll til·

I

d2 a PT/A(XF)! I'l .
N (14.1)... ex: .r:: dPTdxF (1 - (PT /A(XF)2)6'I

0 ~:a
Fits to this form are superimposed to the measurements shown inN - N - ..

1
0

I .E
0 a - 0 a ~ 0

tf Figure 14.i. The relation between the parameter A and the average~ ~ - ~ ~

": -j~ I ...
~/r ~

transverse momentum of the distribution is (PT )=0.430A. Table XXI
~ ~..., ..

~ shows the result of the fits in terms of the average transverse momen-
f-< "1::1Nr:>.

"- tum of the distributions. Figure 14.4 shows the detector acceptance
~--... as a function of PT in the region x F> 0.9.

0 b

'""1::1
N ~ N ~ -It

0 0 ~

1
0 0 0 ~

1
0 t Some reduction of the p;ax is conceivable due to dependence

~ ~ ~ ~ - .-4... of M R on XF and PT. We can estimate the effect in the case of
.-4

'; ;ez.--/I '"

22=~:~
, I tIC IF ~ 1 by supposing the recoiling system to consist of the spectator~ ... ~ ..

III i u • ...
I

~! .f partons from the nucleon, and of a transverse gluon or quark with

momentum equal to PT, which· balances the transverse momentum
0 1-'

LUIII I I 1111111 I I ~1!1I1 I I ~lIjO of the muon pair. Then we obtain MR~XF(1 - T).jSPT . InsertingII I

N - N -
I I this expression in equation (11.1) we find that with our values for0 a ~ 0 0 0 ~ 0

~ ~ J. - ~ ~

D,P d/t .jS and T the maximum allowed transverse momentum for XF = 1 is

4.3GeV /c. This is not much less than the value of S.2GeV /c obtained

for M R=0.94 Gev/c 2
.
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Table XXI Values of (PT) and (Pi) in different XF' intervals.

The last two columns refer to the result of a fit

to do / dPT according to equation (14.2) .

<P T' <P T' <Pf' <Pf'
<P ,

AX
F

Tfit <oT'. x2I OOF
GeVI c (GeV/c)2 GeVI c f1 t

.2 - .3 .915 ± .053 1. 023 ± .162 .892 ± .041 12.0/11

.3 - .4 .887 ± .037 .963 ± .095 .892 ± .034 16.1/11

.4 - .5 .875 ± .031 .955 ± .076 .905 + .032 10.5/11

.5 - .6 .917 ± .044 1.018 ± .138 .926 ~ .030 9.9/11

.6 - .7 .869 ~ .026 .940 ± .059 .899 + .031 13.6/11

.7 - .8 .844 ± .029 .881 ~ .073 .862 .. .02R 2.8/12

.80-.85 .846 ± .046 .846 ± .104 .820 ~ .048 13.4/8

.85-.90 .831 ± .070 .947 ± . 173 .747 + .070 11. 6/8

.90-.95 .689 ± .045 . 714 ± .096 .66~ 036 6.3/9

.95- 1. 0 .560 ± .052 .560 ± .079 .577 + 057 4.0/8
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14.2 Comparisons with expectations

We have measured values for the average PT and for the average

Pi smaller than those observed in previous observations with larger

center-of-mass energy.20 Our result is compatible with the trend sug­

gested by an experiment performed with lower energy. 19 This is at

least qualitatively in agreement with QCD expectations.

A precise comparison between theory and observation is made

difficult by the fact that the region PT < 1GeVIc cannot be analyzed

by perturbative techniques only, The limited number of events at

larger PT precludes comparison in the region where diagrams such as

those in Figure 3.I.a,b might dominate.

The observation of the decrease of (PT) and (Pi) at large X F is

also in qualitative agreement with QCD. Various models describing

the quark transverse momentum have been proposed, often with in­

compatible results in the limit of XF- 1, which can now be compared

with our experimental observation.
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Chapter 15

OVERVIEW OF RESULTS

We have studied various aspects of the production of muon pairs

in pion-nucleon interactions, in the region of XF > 0.2 and JT =
M 1.jS > 0.33. The differential cross section d2

(J IdM dx F has been

analyzed using the model of Drell and Van. Our results on the pion

structure function are not incompatible with previous ones, but our

greater sensitivity at large x I favors a steeper behaviour of the struc­

ture function, as well as a finite intercept at x 1= 1, measured with 3

standard deviations.

This effect is expected to be related to a change in the angular

distribution of the muon pair. We indeed observe strong evidence of

the predicted behaviour. In both the t-channel and the CS-channel

the angular distribution changes from a 90 % Jz =±1 spin alignment

for XI <0.8 to a distribution typical of Jz=O as XI-I.

Our result for the nucleon structure function is hardly consistent

with parametrization of the nucleon quark densities based on deep

inelastic scattering observations. Since different quark densities are

measured by the different experiments, it is not immediately possible

to identify the cause of the disagreement, such as a violation of the

'strong factorization hypothesis'. Still, a previous IT N - JI+ JI- X

experiment 10 found good agreement with a similar parametrization,
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so that our new result might indicate difficulties encountered by the

Drell- Van Model in the regions of rather small VS or large 1".

The ambiguity in the normalization of the nucleon structure func­

tion, and also the difficulty in normalizing the pion structure function

because of lack of acceptance at. low x I, prevent us from it direct

measurement of the K-factor.

The transverse momentum distribution for the full sample of

events is compatible with previous observations at different center­

of-mass energies. We find also a c1t'ar decrease of the average PT and

P~ at large IF, which adds interest to this already rather excit.ing

region of the phase space. This observation cannot be explained by

kinematic effects.

To conclude, we have found evidence for several aspects of muon

pair production which are not predicted by the standard Drell-Van

Model, even after including QeD corrections in the leading-log ap­

proximation. Some of these effects can be accomodated by means of

'higher twist' calculations.

The importance of these results will be increased by scaling com­

parisons with other data sets. Results at larger VS and similar rare

expected from an experiment looking mainly at the intermediate IF

region. 28 A better comparison will be possible with the data that we

have recently collected at larger VS, and in wide ranges of IF and

1". In particular, scaling tests should allow us to confirm the contri­

bution from higher twist effects, which would demonstrate a common

source for the effects observed in the pion structure function and in

the angular distribution at large IF.

However, the results presented in this dissertation already rep­

resent strong evidence for interesting effects at large IF, which re­

enforces the importance of the study of the production of lept.on pairs
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in hadronic interactions towards an underst.anding of t.he dynamics or

the fundament.al constituents of mattN.
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