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Abstract. We use the forward modeling pipeline, Obiwan, to study the imaging systematics of
the Luminous Red Galaxies (LRGs) targeted by the Dark Energy Spectroscopic Instrument (DESI).
Imaging systematics refers to the false fluctuation of galaxy densities due to varying observing
conditions and astrophysical foregrounds corresponding to the imaging surveys from which DESI
LRG target galaxies are selected. We update the Obiwan pipeline, which we previously developed
to simulate the optical images used to target DESI data, to further simulate WISE images in the
infrared. This addition allows simulating the DESI LRGs sample, which utilizes WISE data in the
target selection. Deep DESI imaging data combined with a method to account for biases in their shapes
is used to define a truth sample of potential LRG targets. We inject these data evenly throughout the
DESI Legacy Imaging Survey footprint at declinations between -30 and 32.375 degrees. We simulate
a total of 15 million galaxies to obtain a simulated LRG sample (Obiwan LRGs) that predicts the
variations in target density due to imaging properties. We find that the simulations predict the trends
with depth observed in the data, including how they depend on the intrinsic brightness of the galaxies.
We observe that faint LRGs are the main contributing source of the imaging systematics trend induced
by depth. We also find significant trends in the data against Galactic extinction that are not predicted
by Obiwan. These trends depend strongly on the particular map of Galactic extinction chosen to test
against, implying systematic contamination in the Galactic extinction maps is a likely root cause (e.g.,
Cosmic-Infrared Background, dust temperature correction). We additionally observe a morphological
change of the DESI LRGs population evidenced by a correlation between OII emission line average
intensity and the size of the z-band PSF. This effect most likely results from uncertainties in background
subtraction. The detailed findings we present should be used to guide any observational systematics
mitigation treatment for the clustering of the DESI LRGs sample.
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1 Introduction

Modern cosmology is built upon detecting signals from the distant universe. We collect light and
gravity waves through various instruments at different frequencies [1-5]. For galaxy imaging surveys
[6-8], in particular, we collect light profiles of galaxies by taking pictures of the night sky. These
images help us infer the properties of galaxies, which can be used as fundamental input for model de-
velopment in Cosmology. However, as light travels through the Milky Way and the Earth’s atmosphere
to our camera, it is perturbed by different effects. These effects alter the light profile, making the
galaxies in the images deviate from their true appearance. We call these effects imaging systematics
[9-12]. It is an umbrella term containing any possible effects contributing to galaxy densities’ false
fluctuation. In practice, we use survey property maps to quantify the strength of different effects on
the galaxy densities. These maps include astronomical effects like Galactic dust extinction and stellar
density (including stellar streams) and instrument-based effects like image background noise level and
seeing.

The correlation between these property maps and the galaxy density indicates how each survey
property contaminates our galaxy samples.

An accurate correction of imaging systematics lays a solid foundation for a stringent and unbiased
measurement for all cosmological probes. It is essential for probes that are sensitive to the power
spectrum. For example, primordial non-Gaussianity [13—15] is sensitive to the large-scale part of the
power spectrum. Redshift Space distortion measurements [16] and full shape analysis [17, 18] are
sensitive to the overall shape. If not treated properly, imaging systematics would leave an imprint on
the galaxy density map that would be degenerate with the primordial non-Gaussianity signal. On the
other hand, traditional probes like Baryon Acoustic Oscillations [19] have a characteristic bump when
computing their correlation function, thus are less sensitive to imaging systematics; it is possible to
obtain a robust measurement even without any treatment of imaging systematics.

As ongoing and future galaxy surveys yield increasingly precise data, the margin for error
in imaging systematics needs to diminish to achieve greater constraining power. The Dark Energy
Spectroscopic Survey (DESI) [20-28] is a Stage-4 [29] cosmology survey that aims at obtaining better
cosmological constraints than the former surveys [30, 31]. DESI is conducted on the Mayall 4-meter
telescope at Kitt Peak National Observatory. It is designed to build an unprecedented 3D map of the
universe. It will obtain 47 million galaxy and star spectra, and is expected to achieve a precision of
less than 0.4% precision measurement of the BAO distance scale, and 1.05% precision on the Hubble
parameter [32].

Imaging systematics arises from varying observing conditions in imaging surveys. In the case
of DESI, the galaxies are selected from the 9th data release (DR9) of the DESI Legacy Imaging
Surveys [33-35]. The survey is comprised of 3 imaging projects on different telescopes: The Beijing-
Arizona Sky Survey (BASS) [36], the DECam Legacy Survey (DECaLS) [37], and the Mayall z-band
Legacy Survey (MzLS) [38]. These images are processed with the DESI image reduction pipeline
LecacyripE!. LEGAaCYPIPE transforms these images into a catalog of astronomical objects.

We developed a forward modeling pipeline, Obiwan?, to study the effects of imaging systematics.
The idea is to add simulated galaxies into real images and extract these simulated galaxies with the

lhttps://github.com/legacysurvey/legacypipe
2https://github.com/DriftingPig/obiwan_code/tree/ObiwanLrgPaper
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image reduction pipeline LEGacypipe [39—41]. The pixel-to-object transformation is performed in the
same way as real DESI galaxies. Obiwan traces the un-cleaned residuals in the image and provides a
catalog with the same imaging systematics variation as the tracers we are interested in. Obiwan was
first utilized to study the imaging systematics of eBOSS ELGs [42, 43], and it is further developed to
fit our purpose here.

In this work, we use Obiwan to study the imaging systematics trend of DESI LRGs[44]: The
bright and luminous galaxies selected from DESI Legacy Imaging Surveys. They will be targeted
to get spectrum throughout the 5-year DESI main survey. We recover similar systematics trends on
simulated LRGs that we call Obiwan LRGs. We also identify spurious trends that are possibly due to
imperfect survey property maps or uncertainties in the image calibration stage. The results we present
allow a deeper understanding of the sources of artificial variation in the density of DEST LRGs, which
we expect will influence how this variation is corrected for in the ultimate clustering analyses of DEST
LRGs.

This paper is organized as follows. In Section 2, we describe the data we used in our analysis.
In Section 3 we describe the pipeline, as well as new updates. Section 4 describes our method to
determine the target selection cut. In Section 5, we discuss the process needed before the simulation
runs. In Section 6, we discuss the analysis of output products. In Section 7, we discuss the indication
of our results.

2 Data

We use three datasets for our work. These datasets originate from the DR9 DESI Legacy Imaging
Survey images, and only the image selection criteria are different. The images are compiled from 4
cameras: The Dark Energy Camera (DECam, [45]) on the Victor M. Blanco 4-meter Telescope at the
Cerro Tololo Inter-American Observatory (CTIO); the MOSAIC-3 camera [46], formerly mounted
on the Nicholas U. Mayall 4-meter Telescope at the Kitt Peak National Observatory; the 90Prime
camera [47] on the Bok 2.3-meter telescope located on Kitt Peak; and the Wide-field Infrared Survey
Explorer (WISE, [48]) satellite.

The three datasets described below are composed of these images and are processed with the
pipeline LEGacypipE. The DESI Legacy Imaging Survey DR9 described in Section 2.1 uses most of
the images, excluding a few defective images. Images were also excluded because the selected region
had reached the depth requirement. This set is used to mass produce Obiwan LRGs to study imaging
systematics. The COSMOS Deep catalog in Section 2.3 utilizes the regions of the sky with many
more exposures than a typical region and has much deeper photometry. This set is used to select the
truth sample that Obiwan injects into the images. The COSMOS Repeats in Section 2.2 uses a large
number of observations of the COSMOS field. The images are separated into ten distinct sets, each
individually processed. These repeats are used to understand photometric scattering on DESTI LRGs
to define extended color cut for the injected Obiwan LRG-1like sample.

2.1 DESI Legacy Imaging Survey DR9

We use and simulate data from the DR9 DESI Legacy Imaging Survey3 [33], which was used to
obtain the sample that DESI uses for target selection and follow-up spectroscopy [49-56]. We briefly
describe these images here. This imaging survey consists of three optical bands: g, r, and z, and 4
infrared bands from WISE, W1, W2, W3, and W4. The optical band is separated into two parts, the
South and the North, by a declination (Dec) of 32.375 in the North Galactic Cap. The South consists

3https://www.legacysurvey.org/dr9/description/
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of exposures taken from DECam [57], with a typical seeing of less than 1.3". The North part consists
of images from the Beijing-Arizona Sky Survey [58] using the 90Prime camera for the g and r bands,
and the Mosaic z-band Legacy Survey (MzLS) [59] for the z-band. The BASS survey has a typical
seeing of less than 1.7", and MzLS has a less than 1.3" seeing. The pipeline transforms these images
into a common grid with a pixel scale of 0.262 arcsec. These pixels are grouped into 3600 x 3600
‘bricks’, and image processing is performed at the individual brick level.

The infrared bands are imaged by the WISE survey [60]. WISE is a space telescope whose orbits
intersect with its Ecliptic poles (|Dec| ~ 66) while taking snapshots of the sky during its journey.
Because of this orbiting plan, the WISE images have stable orientation in regions far from the Ecliptic
poles. Image orientation can be very different during different visits for regions close to the Ecliptic
poles. Because of this difference, it is much easier to measure regions far from the Ecliptic poles:
The point spread function (PSF) of WISE galaxies is a stable image, and its profile is determined
by the orientation of the WISE telescope [61]. Our work focuses only on the Southern part of the
imaging survey because we do not have a truth input sample in the northern imaging area, and more
details are explained in Section 2.3. Though WISE is deeper near the Ecliptic poles, these regions
are more challenging to model due to the different image orientations in different visits; however, we
avoid these problematic regions since our footprint does not cover that region. The WISE survey has
four bandpasses, but only two bands (W1 and W2) are used in DESI target selection, so we will focus
on only W1 and W2 in what follows. These two bands have a typical point-spread function width
of 6.5". The WISE images we process are the unWISE coadded data products [62, 63], which use a
2.775" pixel scale. Figure 1 is a representative source with typical PSF size in all bands. It is located
in a region observed by all three cameras in the optical bands. The first column shows the real images
in optical and infrared bands. The second column shows galaxy models of the real images. The
third column shows the galaxy stamp for the simulated galaxy. The fourth column is the “blob map”:
sources within this map are treated as blended sources and will be fit simultaneously.

2.2 COSMOS Repeats dataset

The COSMOS region has been imaged extensively by many instruments, including DECam. The COS-
MOS Repeats dataset we use is a set of catalogs covering 1 deg? around (RA, Dec) = (150.1 deg, 2.2 deg).
This small region has a large number of exposures taken in all optical bands, which provides the ability
to produce many independent subsets of data processed through LEGacYPIPE and containing the same
photometric sources. Ten such realizations were produced for the COSMOS repeats data. Gaussian
noise was added to each image in each set so that the total galdepth#* in each set was equal to the
DESI imaging requirements. The different image sets are grouped by seeing. The ten sets are labeled
“set 0” through “set 9”, going from smallest to largest seeing (psfsize). The scatter in photometric
measurements of sources common to each set of the COSMOS Repeats data thus provides a fully
empirical determination of the expected variance in LEcacypipE photometry in different seeing con-
ditions. We simulate sources in the same sets of images with the same settings as COSMOS repeats
catalog. We obtained ten sets of corresponding simulated Obiwan COSMOS repeat catalogs that
mimic the scattering behavior of sources in real COSMOS repeat catalogs. Achieving consistency
with the distributions recovered from the real data in the COSMOS Repeats is our main method of
validating the LRG-Obiwan pipeline. The COSMOS Repeats data will also be used to determine
our target selection for the extended color boundary that we draw our truth sample from and will be
discussed in Section 4. It will also be used to study PSF error contributions in Section 7.3.

4It is defined as detection sensitivity of a round exponential galaxy with a radius of 0.45 arcsecond.
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Figure 1: Simulated targets in different bands and cameras, processed through the LEGACYPIPE image
reduction pipeline. The injected galaxy is located at the center of each image. The figures in the
first column are the co-added images. The second column displays the galaxy/star profiles derived
from fitting the image. The third column shows the simulated source injected into the images after
convolution with the local PSF. The fourth column shows the contiguous area (known as a ‘blob’),
where optical sources within the same blob are fit simultaneously (e.g., to resolve blending). The
blobs are not used for WISE processing (see text for details) and, thus, are not shown for their images.
The top rows show the WISE W1 and W2 band images, respectively. The third row shows the DECam
image in the g- band, and the fourth row shows the r- band image from the BASS survey. The third

row shows the z- band image from the MzLS survey.



2.3 COSMOS Deep Catalogs

The COSMOS Deep Catalogs are image products derived from DECam observations in the COSMOS
region, processed with the same LEGAcYPIPE procedures as the main DR9 data. The only difference
is that the main survey catalog has a maximum depth limit. The depth is closely related to the total
number of individual exposures in one processing unit chosen for measurement. Thus, standard
Legacy Surveys DRO release uses far fewer individual images in the COSMOS regions than have been
observed by DECam. The Cosmos Deep catalog uses all individual images available and reaches a
much higher depth in all optical bands. The higher depth enables the COSMOS deep catalog to reach
a better precision in flux and shape measurement, and more detection of faint sources. Details for
computational resources used are in Appendix A.2. In addition, we perform a cut of galdepth_z
> 24.5 to ensure that the catalog is deep enough in z-band. Details about this cut are described in
Appendix B.1.

The high depth in optical bands also affects the WISE band: the WISE band images remain
the same as in the DRO release, with a depth much lower than the optical band. The sources in the
WISE images are measured in a process called “forced photometry”: We take the shape and location
measured in the optical band, and fit these sources in the WISE images to obtain their flux values
in the WISE bands. A higher depth in the optical band has pros and cons for understanding the
WISE measurements. It helps improve the accuracy of WISE band fitting by providing more precise
information about the galaxies’ location and shape. However, since more faint sources are detected in
the optical band, the sources in the WISE images are more likely to be blended with other sources. In
the presence of blending, the flux on one source could be falsely assigned to a nearby source due to a
slight deviation in the shape, PSF, and astrometric position input values. We further test flux accuracy
in the WISE band and describe the results in Appendix B.2. We find no significant discrepancy in the
COSMOS deep catalog for the WISE flux, so we use it as our ‘truth catalog’.

As the COSMOS Deep data set is imaged with the DECam telescope, the filter properties
differ from those used in the BASS/Mzls surveys. Therefore, the COSMOS Deep Catalog is not a
representative truth sample for the BASS/MzLS region. Although it is potentially possible to map the
truth catalog to the BASS/MzLS region with a filter-transmission function similar to what is described
in equation 1-6 of [33], we were unable to perform a robust validation in limited tests. Thus, we focus
on the DECaLS data in this study and leave simulating BASS/MzLS for future work. However, given
the similarities in the sample selection between the North and South imaging regions, we expect that
any conclusions on the properties that drive fluctuations in target density based on our analysis of
DECaLS data would hold for BASS/MzLS data.

When sampling from the Deep catalogs, we de-bias the galaxy shapes (this will be discussed in
Section 5.1). We also apply the LRG-like cut (described in Section 4), which reduces the sample to
only galaxies with a reasonable likelihood of being selected as a DESI target. The final product yields
23,892 sources, with 4,986 that pass the DESI LRG target selection.

3 The Obiwan Pipeline

The synthetic source injection pipeline used in this work is Obiwan. It injects galaxies into the real
images, and extracts them using the same procedure applied to real galaxies in the Legacy Surveys
DRY data. This pipeline can be divided into two stages: In the first stage, it injects sources and
processes images on optical bands, obtaining the information on flux, shape, etc, for each source. In
the second stage, it injects and processes images on the WISE bands. The location and shape of each
source, obtained in the first stage, is used in this stage as input. The pipeline fits WISE images to get
the WISE flux for each source. Figure 2 shows the workflow of this pipeline.
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Figure 2: Workflow of Obiwan. The blue, green, red, and purple panel represents the g, r, z, W1/W2
band respectively. The black and white pattern represents the real galaxies, and the yellow pattern
represents the simulated galaxies. The workflow shows how the simulated galaxies are added to real
images on a per-exposure basis. Only patches with simulated galaxies are fitted. For the fitting of the
WISE image, we also need extra information on galaxies from the DR9 data release.

3.1 Optical Bands

Obiwan works by adding simulated sources to real images. The sources are added on a per-exposure
basis, at the level of each CCD detector. The RA, Dec location of the injected source is converted
into pixel detector units, the added source is convolved with the PSF at that location, and Poisson
noise is applied afterward. In the LEGACYPIPE processing, these individual exposures are transformed
into common brick coordinates. Then, the pipeline proceeds to the source detection stage, where
sources are detected and segmented into “blobs”. A “blob” is defined as a set of contiguous pixels
with signal-to-noise greater than 6 (when including all images in the optical bands), plus an 8-pixel
margin. The blob is defined to be the same region in brick pixel space across all of the optical bands.
Each blob will contain at least one source and the photometry is fit independently in each blob. A
key aspect that makes Obiwan more efficient is that in the source fitting step, we only fit blobs that
overlap the true input RA,Dec of our simulated sources. This helps reduce processing time, and each
iteration takes 75% less time than fitting over the full image.

3.2 WISE bands

Compared to processing a whole image, Obiwan uses much less processing time in the optical band,
thanks to only processing a small fraction of sources within the “blobs” that have injected galaxies
in them. To preserve this structure while computing WISE flux values for Obiwan sources, we need
some extra operations on the part of the pipeline that computes WISE flux for galaxies.



When producing the DR9 catalog, all blobs were processed in optical bands. The WISE band
fitting takes all of the source information from optical bands, and uses the information to perform
“forced photometry”. This means that the source location and shape parameters are held fixed and the
WISE flux is the only free parameter. “Forced photometry” simultaneously fits all sources detected
in optical bands over the entire brick of WISE images.

In our Obiwan simulation run, we do not have the optical-band information for all sources. Due
to the computationally efficient structure applied in optical bands, we only have the sources within the
same blob as simulated sources; sources outside the selected blobs are not processed in previous steps;
thus we do not know the details of the sources’ shapes and locations in these non-processed blobs.
However, these sources are processed and recorded in the DRO catalogs. These non-processed blobs
have conditions identical to those of the sources processed in DRY, so their properties are identical to
those recorded in DR9. As a result, we can take these sources’ entries in DR9 as input for the WISE
flux forced photometry measurement.

In addition to these sources in blobs that are unaffected by Obiwan injected galaxies, we must
also include bright stars from outside the brick, because bright enough stars will affect the WISE
photometry. We look up and include nearby bright stars in the WISE fitting. We have validated that
the WISE flux derived from this method is identical to a simulation run that processes all blobs in the
optical bands.

4 LRG-like target selection

We define a new LRG-like cut used to perform target selection on the sample from the COSMOS
Deep Catalog. The selected sample with this LRG-like cut served as the truth sample injected into
DESI Legacy Imaging Survey DR9 images.

The DESI LRGs sample studied in this work is the LRG SV3 sample described in Table 4 of
[44]. This selection was used during DESI’s Survey Validation phase and is similar to the main LRG
target selection, with slightly extended cuts to include more high redshift LRGs. Our work can thus
be trivially modified to study LRGs within the main selection cut.

The sources near selection boundaries can be scattered inside or outside of the LRG target
selection boundary. To fully simulate the scattering feature of LRGs, we need to define a LRG-like
color cut, which spans a larger color selection box than the LRG SV3 selection. At the same time,
it also needs to be small enough not to spend too much computing time obtaining the photometry
of sources that are unlikely to have measured photometry that matches the LRG SV3 selection. We
describe our procedure to generate such a color selection box as follows.

We collect all targets that pass the LRG SV3 selection cuts in the 10 COSMOS Repeats sets.
We record the position of all sources, and match these positions to all the other COSMOS Repeats
sets. This new expanded sample is denoted the Potential-LRGs.

Due to photometric scattering, we need to develop a selection scheme that contains LRGs both
inside and outside the LRG SV 3 color/magnitude selection. We denote this selection scheme LRG-like
color cut. We use Potential-LRGs to quantify the fraction of LRGs inside the LRG-like cut: For a
given LRG-like cut, we define scatter rate as the amount of Potential-LRGs outside LRG-like cut,
divided by the total number of Potential-LRGs. We also define contamination rate as the number of
sources inside this color cut, divided by the number of Potential-LRGs inside the LRG-like cut. Our
goal for the LRG-like cut is to make the selected sample have a low scatter and contamination rates.

The following process describes our method to develop the LRG-like cut: We start from the LRG
SV3 selection cut, which is composed of 4 equations described in equation 4.1-4.4 excluding bold
numbers. We iteratively extend each selection boundary from equations 4.1-4.4 by 0.01 magnitudes,
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Figure 3: The change in scatter and contamination rates as we extend the color selection boundaries.
Each point represents a set of color cuts that define the potential LRG-like sample. From the right
side to the left side of the plot, we go to a more extended color cut. It would include more potential
LRGs, as well as other non-LRGs. We eventually chose the left-most point as our final color cut. This
color cut is wide enough to fully mimic the scattering of galaxies outside and inside the LRG SV3
selection boundary while keeping the ratio of input LRGs in Obiwan simulations high enough.

and compute the scatter rate for each equation. We choose the selection cut that corresponds to
the lowest scatter rate, and update this selection cut to the new boundary (i.e., increased by 0.01
magnitudes). This would be a new data point in Figure 3. We perform this process iteratively,
widening the selection cuts little by little. Each step is a new realization of a color cut, corresponding
to different scatter and contamination rates. Figure 3 shows this variation: Each point represents one
potential LRG-like color cut. As we extend the selection boundaries, we have a lower scatter rate and
a greater contamination rate.

We select the color cut with the lowest scatter rate, as ideally, our simulation would include all
sources potentially selected as LRGs. Our final selection corresponds to a scatter rate of 0.009, and
a contamination rate of 4.03. These numbers imply that we will include more than 99% of potential
LRG sources and that 20% of the injected sources will ultimately be selected as LRGs. Follow-up of
less than 1%

Our final LRG-like target selection cut is:

z-wl>08x%(r—z)—0.6+0.00 4.1)
zfiber <21.7+0.32 4.2)

[(g —r > 1.3-0.45) AND
(g—r>-1.55%(r—wl)+3.13-0.13)] OR 4.3)
(r—wl > 1.8-0.37)

[(r =wl> (wl—=17.26) = 1.8-0.46) AND
(r—wl> (wl -—16.36) = 1-0.88)] OR 4.4)
(r —wl > 3.29-1.65)

The bold number shows the number of boundaries moved in each color cut. The non-bold part
is the original LRG-SV3 selection cut. Eventually, 23892 sources are selected as truth input.



5 Pre-processing

5.1 Truth Data Generation

We use the COSMOS Deep dataset to form our input truth set. We apply the LRG-like color cut
described in Section 4, and form a LRG-like truth set with clean photometry measured from the Deep
data. However, the shape information measured from the COSMOS Deep dataset is not reliable enough
for our purposes. This is because the shape measurement in LEGACYPIPE is biased. LEGACYPIPE treats
source fitting as a minimization problem, including terms for the chi-squared of the fit, a prior on the
ellipticity, and a prior for the model complexity.

Minimize W = Z [ (image — model)? X inverse_variance]
+ellipticity_prior(eq, e2) (5.1

+parameters_prior( Nparameters)

The first term is summed over pixels of a galaxy stamp. We have pixelized data for the observed
image (image), the modeled image (model), and a map that indicates the variance for each pixel
(inverse_variance). The second term is a prior that is a function of galaxy ellipticity. The third
term increases with the complexity of the galaxy model, and is used to determine the favorable
model for a given galaxy. The prior term imposed by ellipticity and the number of parameters is
independent of the depth of the image. This means that at higher depth, this prior term becomes less
significant since the inverse_variance term increases and the first term gets bigger than the rest.
The ellipticity_prior term also increases with the intrinsic ellipticity of a galaxy. For galaxies
with low inverse_variance, this helps avoid fitting background noise into the galaxy. However,
the measured shape will be biased. This bias also exists in the COSMOS Deep catalog. If we take the
shape information as it is, and construct galaxy stamps directly from the COSMOS Deep catalog, the
bias in shape would be applied twice: First, the input catalog is biased in shape. Second, our pipeline
fitting is the same as LEGAacypIPE, so we would use the same ellipticity prior during the fitting. Our
output result made with this method would have a different distribution in shape compared with the
real LRGs. We would not be able to fully represent the LRG distribution morphologically. Thus,
we develop a procedure to de-bias the shape distribution in the COSMOS Deep truth distribution.
The procedure is described in Appendix C. This procedure modifies the input shape of truth catalogs.
After this de-biasing procedure, the shape distribution of output Obiwan LRGs is consistent with
DESI LRGs.

5.2 Source injection strategy

The injected galaxies on the images need to be far from each other while maintaining a large number
density. The optimal pattern to achieve this is the hexagonal pattern. This method achieves the
maximum number density for a given minimum distance between sources. Thus, we adopt this
pattern for source injection. The distance between the closest sources is 360 pixels, or 94". We
deliberately chose this large separation to avoid blending on WISE images. We also eliminate sources
that touch pixels containing bright galaxies, bright stars, and clusters; the details are in Appendix A.1.

6 Obiwan with DR9 images

We inject galaxies in the DECaLS North Galactic Cap (NGC) and South Galactic Cap (SGC) regions,
and the footprint is shown in Figure 4. If no pixel is masked, 100 galaxies are injected for each brick.
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Figure 4: The footprint of Obiwan LRGs we simulated, displayed in Right Ascension and Declination.
It is the same footprint as DESI DECalLS NGC and SGC above 6 = —30. DESI sources are only
targeted above 6 = —30, so the region below is not scientifically important. The northern part imaged
with BASS/MZzLS is not processed, because we do not know the truth input in that region. The patch
in the middle is the North Galactic Cap (NGC) region, and the patches on both sides are the South
Galactic Cap (SGC) region.

In total, 6.6 million galaxies are simulated in the SGC, and 8.5 million galaxies are simulated in the
NGC. The density of final Obiwan LRGs is about 30% that of DESI LRGs. The number density of
Obiwan LRGs is limited by computational resources, and we put more details in Appendix A.3. We
also found that the flux of output galaxies is systematically lower than the injected values. However,
this flux bias has a negligible effect on LRG target selection. Appendix D provides an in-depth
discussion over this issue.

6.1 Morphology test

Morphologically, six types of light profiles are included in LEGacyPIPE, and 5 of them are used in our
analysis. The unused one is the "DUP" type, a confirmed star by external surveys. Below is a list of
the five types of profiles; each type needs a different number of parameters to describe its shape.

» PSF: point source: 0 parameters

* REX: round exponential: 1 parameter (radius). Ellipticity is held constant at zero (circular
profile)

* EXP: elliptical: 3 parameters (radius and two ellipticity components)
* DEV: deVaucouleurs: 3 parameters (radius and two ellipticity components)

* SER: Sérsic: 4 parameters (Sérsic index, radius, and two ellipticity components). The light
intensity profile follows I(R) « e‘le/n, where R is the half-light radius, and #n is the Sérsic
index which controls the degree of curvature of the profile.

Figure 5 shows the proportion of different types of galaxies in DEST LRGs and Obiwan LRGs.
We see good agreement between these two. This results from the debiasing method described in
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Figure 5: The proportion of different light profiles chosen as the best-fit model in DESI LRGs and
Obiwan LRGs in Legacy Surveys DR9. We see that the Obiwan LRGs have similar a proportion in
recovered profile types of galaxies as the DEST LRGs. See the text below for the definitions of the
labeled profiles.
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Figure 6: A matrix showing the proportion of sources measured given the light profile denoted on the
y-axis given the input profile used to simulate the source, denoted on the x-axis. The fitting pipeline
penalizes model complexity and thus will use a more complex model to measure flux only if the image
signal to noise is high enough to detect a preference statistically. See the text for details on the specific
profile and statistical thresholds.
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Appendix C, as galaxy types are closely related to galaxy shapes. For example, PSF and REX sources
have an ellipticity of 0, so we need the sample to have the right proportion of sources with an ellipticity
of 0. With a precise estimate of morphological distribution from the input truth data, we obtain an
accurate shape distribution in the output Obiwan LRGs. Figure 6 shows the scatter between the input
and recovered output morphological type of our simulated galaxies. Most galaxies are recovered as
their input type, or a simpler type (meaning a model of fewer parameters). As is shown in equation
5.1, the model used depends on several terms. The first term decides how much the image deviates
from the model, and it is controlled by the noise level in that location. The third term does not depend
on the variance in the image, but only on the number of parameters used in the model. When the
image is more noisy, the first term becomes less important, and the pipeline favors a model with
fewer parameters. Additionally, there is minimal misclassification of exponential galaxies (EXP)
as de Vaucouleurs (DEV) galaxies or vice versa. This could be useful for identifying LRGs with
star-forming disks. In Section 7.3, we found a correlation between the morphological type of LRGs
and z-band psfsize. An accurate shape recovery helps us investigate this issue.

6.2 Imaging Systematics

We use survey property maps to demonstrate how measurements of galaxy properties are contaminated
by numerous effects such as Galactic extinction, denoted as E (B—V); the local density of stars at some
flux threshold, denoted as stardens; the detection limit of a point source, denoted as psfdepth?; and
the amount by which the Earth’s atmosphere disperses the light we gather with our telescopes, denoted
as psfsize. For foreground contaminations like stardens and E (B — V), we use maps ° produced
as described in section 4.5.2 of [53]. The maps are produced using HEaLP1x [64] at a resolution
Nsige = 256. For effects related to observing conditions, like psfsize and psfdepth, we use direct
outputs from the catalog produced by the image reduction pipeline. We see a slight improvement in the
matching between Obiwan LRGs and DESI LRGs, particularly in using the catalog level psfdepth,
compared with using pixel values in HEALP1x. psfdepth depends on the list of images processed
in a certain footprint. The combination of image coadds varies at a resolution smaller than HEALP1x
resolution, so it is also conceptually favorable to test the trends of psfdepth on a catalog level.

We attach the values of stardens (E(B—V) is already in the catalog) from the HEALP1x map to
the catalogs of DESI LRGs and Obiwan LRGs. We use Obiwan input as randoms. Using the Obiwan
input as randoms is equivalent to using a general random catalog. The general random catalog is
uniformly distributed in the (RA,DEC) sphere. We also apply the same mask to it as DEST LRGs. The
random catalog from Obiwan input has the advantage of reducing Poisson noise when tested with
Obiwan LRGs. The data counts are binned into eight even percentiles of the given property. Then,
the reference random sample is binned in the same way. We divide the data counts by the reference
and normalize them by the total number of reference counts to data (so that the overall mean is 1).
We obtain results separately for data in the NGC, shown in Figure 7, and SGC, shown in Figure 8.

To quantify the consistency between the data and the simulated trends via a y? statistic, we first
need covariance matrixes for DESI LRGs and Obiwan LRGs. We use:

Covirg = Covmock (6.1)

Covobiwan = CoVinock + COVrandoms (6.2)

Spsfdepth is 5o point source detection limit. galdepth is the 5o~ detection limit for a fiducial galaxy. They are similar,
and here we use psfdepth. The conclusions apply to both.

6We specifically used https://data.desi.1lbl.gov/public/ets/target/catalogs/dr9/1.1.1/pixweight/
main/resolve/dark/pixweight-1-dark.fits.
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where the Covyock 1S obtained from 1000 Flask [65] mocks with the same redshift distribution
and density of DESI LRGs. We computed imaging systematics trends for each of the 1000 mocks.
For each survey property map m, we denote the density variation for mock i as sys?", then the element
in row j column k for Cov™ (mock or random) is

1000
Covli = 3 (sy5" L1 = 5YSmeanli]) * (sySITK] = 5357 K1) 63)
i=1

Here j, k denotes the bin number of the survey property m. We have 8 bins for each survey
property map, so j goes from 1 to 8. Similarly, Coviangoms 1S obtained from uniformly distributed
randoms with the same number density as the Obiwan LRGs, which thus accounts for the noise of
their finite statistics. Covpock is much larger than Coviandoms-

We calculated )((Z)bi values comparing the trends observed in the real LRGs compared to the

. wan
Obiwan LRGs

2
XObiwan — (SYSLRG — $YSObiwan + € = 1) - CoVOpiwan®

(6.4)
(SYSLRG — SYSObiwan + € * ]l)T

and also compared to the null expectation of 1,
)(ﬁuu = (sys;pg = L+ ¢ - 1) - Covigg - (syspg — L+ ¢ - 1)7 (6.5)

Here the constant ¢ shifts systematic trend difference up or down to minimize the y? value, SYSirg
and sySopiwan are the systematic trend in DESI LRGs and Obiwan LRGs. The constant ¢ can be
theoretically calculated as:
_ —(sysSLrg — 5¥Sx) - Covy - 1
B 1-Covy-1

(6.6)

Here x is Obiwan or null, and y is Obiwan or LRG.

With a degree of freedom of 8, a trend that fully resembles DESI LRGs trend should have a
x? < 13.4 at 90% confidence level, or y? < 15.5 at 95% confidence level. In the NGC, the plot shows
that there is no clear systematic trend in psfsize g, psfsize r, psfsize z, and psfdepth Wi,
either predicted or observed. We see that the Obiwan LRGs successfully predict the trends observed
in psfdepth g, psfepth r,and psfdepth z. Theimages’ depth indicates the galaxies’ noise level,
which suggests that the systematic trends are from photometric scattering. However, we do see trends
in extinction and stellar density that are not predicted by Obiwan. We investigate these further in
Section 7.2.

In the SGC, we see qualitative agreement in the slopes of the trends, but the y? results suggest
a poor match between the DESI LRGs trends and those that Obiwan predicts. The mismatch for
psfdepth is pronounced in high-depth regions. We explain the reason for this mismatch in Section
7.1. In short, this mismatch does not result from failure in Obiwan simulation. It arises from not
having a perfect truth input. The mismatch can be corrected if we match the color distribution of
DESTI LRGs with Obiwan LRGs.

7 Testing the Obiwan procedure

There are several trends between the observed LRG density and imaging properties that we could
not simulate in the fiducial Obiwan settings. In this section, we discuss components not simulated
by Obiwan, which causes a mismatch in imaging systematics trends that we see in Figure 7 and 8.
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Figure 7: Predicted and observed trends between LRG density and imaging properties of the North
Galactic Cap. The shaded curves are the results for DESI LRGs, while the blue lines are for synthetic
Obiwan LRGs. From top-to-bottom and left-to-right, the first 4 plots are psfdepth trendin g, r, z, W1
bands, respectively. The next three plots show the trends against psfsize in the g, r, z bands. Next
is the trend against Galactic extinction as measured by [66], and finally, the trend against stellar
density. The observed trends with psfdepth are predicted. Neither sample has an obvious trend with
psfsize. The trends in E (B —V) and stellar density are not predicted by the synthetic Obiwan-LRGs,
and we believe this is due to contamination in the £ (B — V) map (see Section 7.2).
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Figure 8: The plots are similar to that of Figure 7 except that it is processed on the SGC region. The
conclusions are similar to those of NGC. One noticeable difference is that the trends with psfdepth
are not as well predicted for the NGC. We believe this is related to how the truth sample is constructed,
which induces a mismatch between Obiwan LRGs and DESI LRGs. Details are discussed in Section
7.1.

Section 7.1 discusses the dependency of imaging systematics on intrinsic galaxy brightness, and how
imperfections in the "truth catalog" cause mismatch by not having the perfect magnitude distribution.
Section 7.2 discusses uncertainties in the E (B — V) maps and its correlation with the number density
of DESI LRGs. Section 7.3 discusses signs of un-simulated PSF error and that it could potentially
change the characteristics of the LRG population near the color selection boundaries. Section 7.4
discusses other non-simulated secondary effects that could bias our results, but we do not see a clear
sign of their impact. Section 7.5 discusses potential issues with using survey property maps for
imaging systematics mitigation, the most widely used method for current galaxy surveys. We identify
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two factors not commonly considered with this method and how forward modeling tools like Obiwan
can help. Section 7.6 talks about how the systematics discussed in this work impact cosmological
measurements by potentially introducing a varying galaxy bias that is not properly mitigated.

7.1 Correlation With Galaxy Brightness

The trends with psfdepth still have a small discrepancy between what is observed and predicted,
especially at the greatest depths. This originates from the small mismatch in the magnitude distribution
between DESI LRGs and Obiwan LRGs, shown in Figure 9. The panels show that Obiwan LRGs are
generally fainter than DESI LRGs, especially in the z-band. We investigate possible explanations for
this mismatch.

One possible reason is that the COSMOS Deep data is not strictly noiseless. Although COSMOS
Deep is overall a clean sample in optical bands, the W1 flux in the WISE band does not have deep
photometry, as is shown in Figure 19. The luminosity cut shown in equation 4.4 is an important source
of photometric scattering, and it involves utilizing the WISE W1 band. We do not find evidence of any
strong discrepancies induced by imperfect WISE band input, but we can not rule out the possibility
that it could cause a mismatch in color distribution in other bands.

A second reason is the sample variance from the truth catalog. The truth catalog is from a
small footprint, so the LRG-like sample selected in this region is slightly different from the LRG-like
sample in the full footprint. This sample from the truth catalog serves as seeds that generate Obiwan
inputs. We inject these Obiwan inputs to images and further produce Obiwan LRGs. Therefore,
the features exclusively of the LRGs from the truth catalog can also be seen in Obiwan LRGs. We
demonstrate this effect in Figure 9. In the left plot, we see LRGs selected from the COSMOS deep
catalog have a dip at z-band fiber magnitude around 20.5. As we use COSMOS deep catalog as "truth
input", this feature is also seen in Obiwan LRGs. Due to this sample variance, the COSMOS deep
region LRGs also have a higher density LRGs at the fainter part of z-band fiber magnitude (>21.4)
than the overall magnitude distribution of DEST LRGs.

Thus, our discrepancy comes from not having a large enough footprint of the COSMOS Deep
catalog. The mismatch does not appear only on z-band, but compared with other bands, z-band is
easier to see the difference by eye. Thus, we choose z-band data for illustration. The result here
suggests that we should use a larger footprint to generate the “truth catalog” in future work. If
everything worked correctly, we would see a better match between DEST LRGs in COSMOS deep (or
any other deep data used), and the DESI LRGs in the NGC (or any other larger footprint). We should
also see a much smaller difference between the z-band magnitude distribution of Obiwan LRGs and
DESI LRGs.

So far, we have only looked at trends between the full LRG target sample and the survey property
maps. As the strongest trends we predict are with the imaging depth, one could reasonably expect the
significance of the trends to depend on the brightness of the LRG target. To investigate this, we split
the DESI LRGs sample into two sub-samples: the bright sample (z band magnitude < 20.5), and the
faint sample (z band magnitude > 20.5). With this split, we observe dramatically different trends, as
shown in Figure 10.

For the brighter half of the data, we find no significant trend observed or predicted with the
depth. Conversely, a quite strong trend is observed in the faint half of the data, with ~15% variation
in number density as a function of depth. The trends are well-predicted by Obiwan, with similar
performance in both the NGC and SGC. This suggests that a portion of the mismatch found for the
SGC in Figure 8 was due to the excess of faint galaxies in the Obiwan sample predicting a somewhat
stronger trend in the full sample than observed in the real data.
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Figure 9: The z-band fiber magnitude and total magnitude distributions of LRGs in different catalogs
and regions. The blue histograms show LRGs in the COSMOS Deep catalog. The black histogram
shows DESI LRGs cut to the COSMOS Deep footprint. The magenta histograms show DESI LRGs
in the whole North Galactic Cap (NGC) region. The red histograms show Obiwan LRGs in the NGC
region. The left plot shows a histogram in z-band fiber magnitude. The right plot shows the total
z-band magnitude. The left plot suggests that the COSMOS Deep region is a small region, and DEST
LRGs in this same region (Black) have a very different distribution compared to DEST LRGs in a
much larger footprint (Magenta). However, LRGs selected from the COSMOS Deep catalog (Blue)
show a better resemblance to the histogram of LRGs in a larger footprint (Magenta). The COSMOS
Deep LRGs (Blue) have an under-density feature at around z-band fiber magnitude 20.5. This feature
is transferred to Obiwan LRGs (Red) with Obiwan simulation so we see the same under-density in
Obiwan LRGs in the same z-band fiber magnitude range.

The results in this section suggest that the best modeling of the variation of the DEST LRGs
density with imaging properties would include the brightness of the LRG target. The fiducial DR1
LRG corrections for imaging systematics only split the sample by redshift [67]. We recommend that
the analysis of the sample eventually used for primordial non-Gaussianity, fnr, (results of which are
to be included in [68]) makes sure the results are robust to selections on the LRG brightness, as fNi
analyses are particularly sensitive to spurious large-scale clustering induced by imaging systematics
[9, 14].

The Obiwan LRGs predict the brightness-dependent trends with imaging systematics. However,
as is shown in Figure 9, it is difficult to achieve a perfect match in magnitude distribution between DEST
LRGs and Obiwan LRGs. To mitigate this issue, we re-weight Obiwan LRGs so that their magnitude
distribution matches with DEST LRGs. We use the basic bin-based reweighting method” to match the
magnitude distribution of g, r, 7, g —r, and r — z of Obiwan LRGs to DEST LRGs. The matching is
successful in that the KS values obtained from the comparison of the Obiwan LRGs and DESI LRGs
magnitude distributions are reduced from 0.018, 0.028, 0.038, 0.027, 0.016 to 0.008, 0.008, 0.007,
0.007, 0.006, respectively. We apply these weights to Obiwan LRGs and re-compute the systematics
plot with these weights applied.

Figure 11 shows the trends between LRG density and the psfdepth in the SGC, after re-
weighting the Obiwan LRGs. Compared to the result in Figure 8 (We repeated relevant plots in Figure
11), the y? value in Obiwan LRGs is greatly reduced. This re-weighting process is a rudimentary
study of how to improve the matching between real and synthetic sources. In regions of different

7https://hsf-training.github.io/analysis-essentials/advanced-python/45DemoReweighting.html
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Figure 10: Systematics trends with psfdepth, when LRGs are split into a bright sample (rows 1&3)
and a faint sample (rows 2&4), in the NGC (rows 1&2) and SGC (rows 3&4). The grey line represents
DESI-LRGs, while the blue dashed lines represent Obiwan LRGs. The y-axis in all plots are set to the
same range. The result here suggests that imaging systematics for DESI LRGs have a strong depency
with their intrinsic magnitude, and this variation is well predicated by Obiwan LRGs.
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Figure 11: The trends in the SGC between DESI LRG and Obiwan LRG density and imaging depth
before (upper row) and after (lower row) we apply magnitude re-weighted weights to Obiwan LRGs

survey properties, the magnitude distribution varies. This method ignores this variation. In addition,
although the re-weighted distribution has a much smaller KS value, it is still not small enough to
mathematically declare the distributions of Obiwan LRGs and DESI LRGs are drawn from the same
underlying distribution. In our future work, we will address this issue thoroughly.

7.2 Galactic Extinction

Various maps have been developed to correct for galactic extinction. As detailed in [69], these maps
can be divided into three categories: Thermal emission-based maps, e.g., [66], stellar reddening-
based maps, e.g., [70, 71], and HI-based maps, e.g., [72]. The Galactic extinction is typically mapped
as E(B — V), in magnitudes, and a correction to apply to any measured magnitude is a constant
coeflicient [73] for the particular wavelength band, multiplied by the E (B — V) at the given celestial
coordinate. The SFD ([66]) map is the most commonly used map for the application of extinction
corrections in current galaxy surveys, including the DESI LRGs targets. It is thermal-based, and the
data are directly collected from dust emission. This gives it high accuracy. However, it suffers from
extragalactic imprints. When stacking the SFD E (B — V) value around reference objects, [69] see that
the average E (B — V) value correlates with the redshift of these objects, indicating leaks of Cosmic
Infrared Background (CIB) signal. The stellar-reddening-based maps measure dust emission on a
different wavelength range, in which CIB contamination is negligible. These maps measure E (B —V)
by comparing stellar spectra to templates while fitting for the E(B — V) value at the same location.
The accuracy of this method is limited by the number of usable stars at any given location. Moreover,
the zero-point calibration uncertainties from star catalogs used for stellar-reddening-based E (B — V)
maps could bias the measurements for these maps [74]. However, they are free from CIB leaks.
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HI-based maps trace the hydrogen column density, correlated with E (B — V). HI-based maps are not
strictly £ (B — V) maps. Due to the scope of this work, we did not use HI-based maps in our test.

Observations of distant galaxies are affected by E(B—V). If we have a “truth map” for E(B—V)
(and per-band coeflicients), it would not be a big problem, as the needed corrections to the photometry
would be known. However, we do not have such a “truth map”. When we detect a correlation of our
galaxies’ relative density with the £ (B — V) map, we are not certain how the error in our E(B — V)
map plays a role in such correlation.

We will consider three potential factors that could contribute to the trends we observe between
E(B—V) and DEST LRGs:

1. The inaccuracies in the map influence the target selection of DESI LRGs by shifting the dust-
corrected flux of each galaxy.

2. The E(B — V) values are correlated with the true background galaxy density due to some
systematics in the £ (B —V) map, e.g., the CIB leaks. For LRGs, their own dust can absorb light
and re-emit it in the infrared, contributing to the CIB. Thus, regions with a higher density of
LRGs will have higher CIB and a positive trend should be expected between the LRG density
and an E (B — V) map with CIB contamination.

3. Dust extinction induces more photometric scattering. As galaxies are dimmer at a higher
extinction, fewer photons from the galaxy reach the telescope given the same exposure time.
This effectively reduces the depth of the image. Obiwan simulates this effect.

Factors 1 and 2 are not recovered by Obiwan because Obiwan assumes no error in the E(B — V)
map, while factor 3 should be automatically included during Obiwan’s image simulation procedure.
In DESI LRGs, we observe a strong correlation of the relative number density of LRGs with the
E(B — V) SFD map, as shown in Figures 7 and 8. Meanwhile, Obiwan LRGs exhibit a weaker
correlation. Under our assumption, the weaker correlation in Obiwan LRGs is due to not simulating
factors 1 and 2 in the Obiwan simulation.

To test the impact of the three factors on the LRG density vs. E(B — V) trend, we redo the
DESI LRGs target selection based on two alternative maps. One of the alternative maps is the stellar-
reddening-based map produced by [70], which we label ‘Mudur+23’. This map derives E (B —V) map
based on data from Pan-STARRS1 [75] and 2MASS [76] along with Gaia parallaxes [77]. The other
alternative map is the Corrected-SFD (CSFD) map produced by [78]. It cross-correlated the SFD
map with the galaxy clustering signal and separated the SFD map into two maps: the CIB residual
map and the CSFD map. The CSFD dust map has a much lower residual CIB contamination than
SFD. However, the correction is CIB only. Non-CIB systematics are not included in the CSFD map.
Compared to the stellar reddening-based map, the E(B — V) values on the CSFD map share more
similarity with the SFD map. We define LRGs selected with these maps real LRGs, since they are
all real galaxies we observe. When using an alternative E(B — V) map, real LRGs is not always
identical to DEST LRGs. When we use the alternative E(B — V) maps, the (extinction-corrected)
magnitudes of the galaxies change. When we apply LRG target selection to these galaxies, we obtain
a sample slightly different from DESI LRGs. Meanwhile, if we use SFD map in LRG target selection,
real LRGs are identical to DESI LRGs.

The trend for the density of the real LRGs against the three E(B — V) maps (the original SFD
map and the two alternative maps) are shown as blue, orange, and green curves in Figure 12. The
result is plotted against the E (B — V) assumed in the target selection (i.e., the x-axis is three different
quantities). We also show an additional red curve. It uses DESI LRGs selected by the SFD map, but it
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is plotted against the same stellar-reddening-based map as the green curve (the x-axis uses quantities
in the stellar-reddening-based map). We define this procedure as “using a different binning”, as it
effectively only changes which E (B — V) bin each LRG goes to. Compared with the blue curve, one
can observe that all trends are decreased when using an alternative map for target selection and/or
binning. We can use the three factors to explain what we see in Figure 12.

NGC SGC
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Figure 12: Density fluctuation of DESI LRGs based on different maps in the NGC (left) and SGC
(right) region. The target selection process is also altered based on different E(B — V) maps. The
blue line is based on the SFD map [66], the green line (labeled ‘Mudur+23’) is based on the stellar
reddening map from [70], the orange line is based on the Corrected-SFD (CSFD) map [78], the red
line uses LRGs selected by the SFD map, but the binning is computed with the same stellar reddening
map as the green line. For LRGs selected and plotted against SFD maps, we see a clear trend. In the
stellar reddening map, NGC and SGC are slightly different. In NGC, we do not see any trend. In SGC,
we see a trend that is weaker than the SFD map. The difference is also seen in Obiwan LRGs seen
in Figure 13. In the CSFD map, this trend is similar to the SFD map. In the lower E (B — V) region,
the trend is weaker. The fact that the red lines exhibit a larger trend than the green line suggests that
some of the E (B — V) systematics trend is introduced by target selection, which uses the E(B — V) to
determine the colors of galaxies.

Factor 1 can be seen by comparing the red and green curves. The two samples are binned with the
same stellar-reddening-based map. The red sample is DESI LRGs that uses the SFD map to determine
their magnitudes and perform target selection. The green curve uses a stellar-reddening-based map
for a similar procedure. Thus, the difference between these two curves is a result of the change in
target selection. We find that 2.0% of LRGs are selected with the stellar-reddening based map, and
not selected by the SFD map. 2.6% of LRGs are selected with the SFD map, but not selected by the
stellar-reddening based map.

These two curves in Figure 12 show how LRG sample difference results in different systematics
trends. The red curve has a larger trend than the green curve, which indicates that the CIB leaks affect
the target selection of DESI LRGs.

Factor 2 can be seen by comparing the blue and red curves. The two trends are computed
with identical DESTI LRGs sample. The only difference lies in the binning. The blue curve is
SFD-map-selected LRGs binned with the SFD map. It has a stronger trend. The red curve is the
same SFD-map-selected LRGs but binned with the stellar-reddening-based map. It has a weaker
trend. The reduction of trend in the red curve compared to the blue curve is partly a result of less
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CIB contamination in the stellar-reddening-based map. However, it is worth noting that this trend
reduction could also result from uncertainties in the Mudur+23 map: If we add some noise to the
“E(B — V) truth map”, then some E(B — V) values will be falsely assigned to other bins, resulting
in a suppression of the actual trend. It could also result from SFD E(B — V) map uncertainty: as
the galaxies are selected with the SFD map, binning with the same map includes relevant unknown
systematics.

This contamination within the SFD E (B — V) map has the potential to impact measurements of
galaxy clustering. Given that the CIB emanates from galaxies, it exhibits a correlation with galaxy
clustering. Thus, the utilization of the SFD E (B — V) map for imaging systematics correction would
inadvertently null part of the true clustering signal, and lead to biased clustering measurements.
Indeed, based on these considerations, the DESI large-scale structure (LSS) catalogs [67] in data
release 1 (DR1 [79]) do not directly use the SFD or CSFD maps for the correction of systematic
trends.

Factor 3 is predicted by Obiwan, since Obiwan simulates the dimming effect from dust extinction.
Aswediscussed in Section 7.1, galaxies with different apparent magnitudes are affected by photometric
scattering differently. Faint galaxies are more sensitive towards changes in the depth of images. Here
E(B — V) can generate an effect similar to depth by making galaxies fainter. Given its similarity
with depth, we cannot see an isolated effect for Factor 3 on DESI LRGs. However, with Obiwan
image simulations, we know that these effects are simulated as a whole. If we look at the E(B — V)
systematics trend in Figures 7 and 8, we see that the difference in systematics trend of Obiwan LRGs
and DEST LRGs are larger in the NGC than the SGC, which is evidenced by y? synthetic. This value
is 100.5 in NGC and 27.7 in SGC. This indicates that a higher proportion of the E(B — V) trend in
the SGC is contributed by phenomena simulatable by Obiwan. Factor 3 is one of these phenomena.

We take a deeper look at these simulatable phenomena. We noticed that E(B —V) in the SGC is
negatively correlated with psfdepth with a correlation coefficient of about —0.24. While in NGC it
is positively correlated with a correlation coefficient of about 0.14. The difference in the two regions
is due to the survey design strategy. For the DECaLS data, the DECaLS team adjusted the exposure
times to try to reach uniform depth after dust extinction [80]. The reported psfdepth are in observed
magnitudes. Thus, the survey goes to deeper psfdepth where the E(B-V) is larger. The positive
correlation is expected in the DECaLS area. The SGC has more DES data, and DES did not adopt
the depths in the same way as DECaLS. As lower psfdepth leads to higher relative LRG density,
this partially explains why we see a stronger positive trend in Obiwan LRGs in the SGC than in the
NGC. Due to its close relation with depth, this trend is also related to the magnitude of LRGs. In
Figure 13, we split the sample into faint LRGs and bright LRGs in the same way as in Section 7.1.
We see some trend in the SGC faint sample in Obiwan LRGs, while the trend is much weaker in the
SGC bright sample. Since faint ones are more influenced by photometric scattering, this behavior is
expected. In NGC, given the positive correlation between psfdepth and E(B — V), which cancels
out with each other, the trend is much weaker. We can compare the E (B — V) trend of bright DESI
LRGs and faint DESI LRGs by looking at the grey and black curve on the left side of Figure 13. We
see that the difference is larger in the SGC than in the NGC. These all indicate that compared to
the NGC, the E(B — V) systematics trend in the SGC has a higher portion contributed by Obiwan
simulatable phenomena that could be magnitude dependent. As the overall amplitude of the SFD
E(B - V) trend is similar in the NGC and the SGC, this suggests that the contributions of factors 1
and 2 (unknown E (B — V) systematics, including the persistence of CIB contamination) are larger in
the NGC than in the SGC. This result is consistent with the stellar-reddening-based map in Figure
12. The stellar-reddening-map-based E (B — V) trend (green) which is devoid of CIB is more similar
to the SFD-map-based E(B — V) trend (blue) from the SFD map in the SGC than in the NGC. Our
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Figure 13: Systematics trend in E(B — V) when we separate the sample into two subsamples: One
bright sample with z band magnitude < 20.5, One faint sample with z band magnitude > 20.5. Blue
curves are made with Obiwan-LRGs, and black curves are made with real LRGs. The grey curve
on the left plots is the same black curve on the right plots, and they are plotted for a better visual
comparison. We see some trend recovery in the SGC faint sample from Obiwan-LRGs, meaning
part of the trend is due to simulatable phenomena by Obiwan (e.g., E(B — V) in the SGC produces a
shallower depth that is not corrected in the observing strategy design). The rest do not match well,
indicating that the trend in real LRGs is likely due to the SFD E(B — V) map systematics. The
result here supports the observation in Figure 12, where we see more discrepancies between the SFD
E (B —V) and alternative maps in NGC than in SGC.

findings here are consistent with [81] (particularly Figure 15 in their paper), and we further discuss it
in the next paragraph.

In Figure 12, the two alternative maps we use here have different trends, as shown in the green
and orange curves. The CSFD map only corrects for the contributions of CIB in the SFD map, so any
other systematics in the SFD map is not recovered by CSFD. As discussed in [70], there is a negative
trend for star-reddening-based E(B — V) - E(B — V) SFD as a function of E(B — V) SFD. This trend
supports the conclusion in [81]. In their work, they computed the reddening coefficient with the
blue tip of the stellar locus and the measurement is based on the E(B — V) SFD map. They found a
dust map normalization difference of 15% between NGC and SGC that may be due to uncertainties
in dust temperature correction. The dust temperature map has high uncertainty, particularly in the
low E(B — V) region. The angular resolution of the dust temperature map is much lower than the
E(B —V) map. As the E(B — V) scales linearly with the dust temperature map, uncertainties in the
dust temperature map bias the overall amplitude of E (B — V) rather than the relative fluctuations. This
effect generates a trend as a function of the absolute £ (B — V) value.
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7.3 Investigation of Trends With psfsize

Obiwan LRGs predict that the LRG target density generally increases with psfsize, and if anything,
the opposite seen in DESI LRGs (though the trends are consistent with the null expectation). To locate
the problem, we first split the sample into faint LRGs and Bright LRGs in the same way as in
Section 7.1. The discrepancy is mainly contributed by faint LRGs. We further split faint LRGs
into a high-depth region with psfdepth_z > 23.5 and a low-depth region with psfdepth_z < 23.5.
We find that the trend is mainly contributed from the low-depth region.

Figure 14 shows the trend of DESI LRGs and Obiwan LRGs with these cuts (magnitude z > 20.5,
psfdepth_z < 23.5). They are composed of 19.5% of all LRGs in the SGC. The trend of DESI LRGs
goes down first. And then it goes up for psfsize_g and psfsize_z. However, Obiwan LRGs does
not have a noticeable downward trend, while it does have an upward trend at large psfsize. Plots
in Figure 15 indicate the reason behind the mismatch. Here, we split the sample into four regions by
psfsize_z, then plot their histograms, binning in z magnitude. We normalize these histograms with
the random galaxies in the same regions. Using this procedure, we can compare the relative densities
of each region as a function of the z band magnitude. The plot for Obiwan LRGs is produced in the
same way as DESI LRGs. The variation we see in DESI LRGs around z band magnitude 21 is not
replicated in Obiwan.

The COSMOS repeat sets are ideal sets for pinning down this issue. We perform several tests
documented in Appendix E. We eventually concluded that this effect is caused by a correlation of flux
bias with psfsize, shown in Figure 25. The trend for this bias is larger for galaxies with Sérsic index
>=4 (we define them as disk LRGs). Because of this dependency with galaxy morphology, disk
LRGs have a lower flux at high psfsize_z, so they are less likely to be selected as LRGs due to the
color cut 4.2. Consequently, we see less disk LRGs in regions with large psfsize. This effect is
further propagated to DESI LRGs after spectroscopic redshift cuts. As disk LRGs have a star-forming
disk, they have stronger OII emission lines. We use the DESI LRGs with spectroscopic redshift from
the iron catalog. We compute the median OII flux for each psfsize_z bin. This gives us an estimate
of the median intensity of OII flux for each psfsize_z bin. In Figure 16, we found noticeable trends
in all three redshift bins. The median OII intensity decreases with an increase in psfsize_z. We do
not see similar trends in the north (BASS/MzLS region). As we have not thoroughly tested the north
in this work, we do not know why similar trends are not seen in the north.

7.3.1 Possible root causes

Knowing where the discrepancy originates will help us develop treatments for this issue, so we did
some further investigation. Our main suspects of root causes are background subtraction and PSF
uncertainty.

We currently use the original background determination by LEGACYPIPE as truth. Obiwan injects
galaxies on images that are already background subtracted. Possible residuals or over-subtractions in
the background subtraction are not replicated in Obiwan. The background subtraction procedure in
the LEGAacYPIPE code masks out regions containing sources and fits a spline model [82] to the rest of
the images.

In the case of PSF uncertainty, it is a widely studied subject. In Dark Energy Survey (DES)
analysis [83] [84], people saw a bias between the PSF size and the size of stars (Brighter-Fatter effect).
They also saw a color dependency in the fitting residuals (Differential Chromatic Refraction). The
pipeline (PSFEXx[85]) used for PSF determination in Legacysurvey is similar to DES (PIFF[86]), so
similar systematics could also be present in Legacysurvey.

We design a test to separate the impacts of background subtraction uncertainty and PSF un-
certainty. We apply a Gaussian filter to each individual image (CCD) to make them reach the same
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Figure 14: The DESI LRG psfsize systematics trend. The sample is in the SGC and has a magnitude
cut of magnitude z > 20.5, and a depth cut of psfdepth z < 23.5. We perform these cuts because
the trend is most evident in faint LRGs in low-depth regions. The black dashed line is the result from

DESI LRGs, and the blue dashed line is the trend from Obiwan LRGs.
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Figure 15: Histogram of z band magnitude of DESI LRGs (left) and Obiwan LRGs (right) in the
SGC. The sample is split into 4 sets with different psfsize_z range. The histogram is normalized
with the randoms in the same footprint so that the amplitude reflects their relative density.

psfsize. Then, we measure the 7" aperture flux of the same LRGs on different CCDs. A 7" aperture
is large enough to contain most of the flux from LRGs. The 7" aperture flux is independent of any
fitting methods or determination of PSF. On each CCD, we record the measured flux and the psfsize
value before Gaussian filtering. These data are later used to test the correlation between the measured
flux and the psfsize. We perform the same test with synthetic Obiwan LRGs on real images and
also on fully synthetic images with Gaussian background noise for comparison.

We select all pairs of images with a difference in psfsize_z > 0.12". With these data pairs,
we found that the 7" aperture flux for the images with a larger PSF is 0.19 nanomaggies lower than
the images with a smaller PSF. The equivalent value measured from the synthetic Obiwan LRGs with
synthetic images is less than ~10~3 nanomaggies. For Obiwan LRGs injected on real images, this
number is 0.09 nanomaggies. Overall, we conclude that the background on a larger psfsize is lower
than that on images with smaller psfsize. The flux loss in DESI LRGs is ~0.1 nanomaggies larger
than the synthetic Obiwan LRGs. However, we do not find the flux loss for Disk LRGs different from
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Figure 16: The median flux of OII emission line for LRGs at three redshift bins in different psfsize_z
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redshift range 0.6-0.8, and green is for the redshift range 0.8-1.1. The trend here originates from a
higher loss in flux for disk LRGs at high psfsize_z

Compact LRGs. The conclusion here applies to 3 optical (g, r z) bands.

Our test on 7" aperture flux suggests that there could be some flux bias induced by background
subtraction. In regions with larger psfsize, it becomes more difficult to distinguish between signals
from real galaxies and signals from the background, as the galaxies on images are more spread out.
The signal-to-noise is lower on each pixel. The procedure of source fitting uses a set of effective
pixels. The fitting of Disk LRGs requires more pixels, so it is more sensitive to the cumulative effect
of the flux bias from the background subtraction.

On the other hand, uncertainties from PSF determination may not be a dominant factor here, as
our PSF-insensitive test is already sufficient to explain the trends with psfsize.

7.4 Other secondary effects

We have identified other effects that would potentially affect our ability to properly simulate the
expected target density fluctuations in the real data. We do not see an evident mismatch when these
effects are not being accounted for. However, we list these effects and potential treatments below.

Shape noise: Real galaxies are not perfect model galaxies. Since our injected galaxies are
accurately described by the simple galaxy models, they would be slightly different from what we see
in real galaxies. This effect is negligible for the precision we are worried about now. However, this
would be a more significant issue when trying to study galaxies’ shape response, e.g., as done for
weak lensing measurements [87], and the studies of magnification [88]. Realistic galaxy stamps will
be needed in this analysis.

Sagittarius stream [89]: No noticeable trend due to the Sagittarius stream being present in the
LRGs. The contamination level from stars is extremely low for LRGs, so stars do not provide direct
contamination. However, the Sagittarius stream, along with other stellar streams or Milky Way stars,
can enter contamination by altering the background level of the image. As stellar streams originate
from satellite galaxies, they contain many faint stars below the detection limit and merge into the
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background. We may get a shifted flux measurement when falsely subtracting background noise that
is faint Sagittarius stream stars.

Variation in extinction coefficients [73]: The extinction coefficient denotes the extent of extinc-
tion’s impact on each band. It is computed with stellar spectra. However, this coefficient is related to
the wavelength of observation. This means that if the galaxy we observed differs from stellar spectra,
the coefficient we assume would not be accurate.

7.5 Discussion on imaging systematics mitigation

Currently, studies on imaging systematics mitigation typically employ an approach based on survey
property maps. The observed footprint for a survey is separated into small pixels. Each pixel is
associated with a collection of quantities like depth, PSF, E(B — V), airmass, etc. Thus, we have
pixelized maps for each of these quantities. Studies on imaging systematics mitigation typically find a
relationship between these survey property maps and the false fluctuations of galaxy densities. Then,
these studies derive “imaging systematics weights”. The weights minimize the systematics trend on
all these survey property maps. One weight is assigned to one pixel so that the weights form an
imaging-systematics-weight map with the same pixel resolution. These kinds of methods rely on two
assumptions that are not entirely true:

» Assumption 1: No errors exist in these survey property maps.

» Assumption 2: For sources at the same location, the imaging systematics associated with them
are the same and can be represented as a number that we call “imaging systematics weight”.

Our study with galactic extinction shows flaws on Assumption 1. The SFD E(B — V) map is
commonly used as a survey property map. Therefore, such methods have the assumption that the SFD
E(B — V) map is perfectly accurate. After applying systematics weight, the sample tends to barely
have any trend against the SFD E (B —V) map. Our study challenges this approach of treating the SFD
E(B—V) map. Our findings imply that a portion of the observed trend within the SFD E (B —V) map
may be attributable to contamination stemming from CIB or other Large-Scale-Structure systematics.
In Section 7.2, factor 1 could result in false fluctuations of galaxies that need to be corrected with
weights. Since target selection defines color cut to select LRGs, this shift is most evident around the
color selection boundaries. This effect needs to be carefully corrected since its impact on different
magnitudes of LRGs may vary significantly. Factor 2 is purely due to false binning and should not be
corrected at all. Ideally, systematics-weighted galaxies should still have a positive trend against the
SED E (B — V) map, as we should not correct the trend that stems from factor 2.

Our study on galaxy brightness in Section 7.1 and psfsize in Section 7.3 challenges Assump-
tion 2. We show that the imaging systematics trend for DESI LRGs changes significantly when we
apply a cut on z-band magnitude. The mechanism behind this is well-understood: Faint galaxies
have more photometric scattering than bright galaxies so they are affected by the variation of galaxy
depth and seeing (psfsize) to a larger extent. If two galaxies of different magnitudes have the same
configuration in a survey property map, they could be affected by imaging systematics differently.
However, the current survey-property-map-based approach will assign them the same “imaging sys-
tematics weight”. Applying the same correction for galaxies with different brightness will result in
an over-correction in brighter galaxies and an under-correction in fainter galaxies. In both cases, they
introduce an artificial signal when computing the sample’s power spectrum.

One way to mitigate this issue is to separate galaxy samples into subsamples with different
magnitude ranges. Then, we compute imaging systematics weights independently for each subsample.
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However, with a lower density for each subsample, the computation of imaging systematics weight
would be prone to fitting the noise of each subsample. Thus, such a step needs to be carefully validated.

Another way to deal with the issue is through forward modeling tools like Obiwan. Forward
modeling can produce randoms with detailed scattering features for each source at any location. We can
use such randoms to correct for magnitude-dependent imaging systematics. The randoms produced
from forward modeling can predict density fluctuations at any color and brightness. Compared with
making such predictions with real data, there are many advantages of predicting this density fluctuation
with forward modeling randoms like Obiwan LRGs. These randoms do not contain clustering signals,
ensuring recovery of imaging systematics trends solely from uniform random fluctuations. They also
lack cosmic variance: Their covariance with survey property maps is smaller than real galaxies under
the assumption of the same number density. Moreover, they can reach a number density larger than
real galaxies with more simulations. These advantages would help make the predictions precise and
free from over-fitting the true clustering signal.

Due to the scope of this work, we did not perform clustering measurements. Current Obiwan
LRGs does not have a large enough density to be used as magnitude-dependent randoms. In Appendix
A.4, we explore various methods to enhance the computational efficiency of generating Obiwan
randoms.

7.6 Implications for cosmological analysis

For the robustness of cosmological analyses, accurately estimating and mitigating the effects of
imaging systematics is crucial and will become increasingly challenging as statistical uncertainties
decrease. Our work has discussed several phenomena that may go under the radar of many systematics
mitigation methods: A sample could have a null systematics trend over a surveyed property in terms
of number density, but its redshift distribution, galaxy bias, etc., could still change. [90] shows that
galaxies’ morphology correlates with the Large-Scale-Structure environment they stay in, indicating
that the morphology dependence possibly links to bias differences. The changes in the galaxy
properties and thus (likely) galaxy bias parameters may complicate measurements of structure growth
that combine galaxy auto correlations and galaxy-lensing cross-correlations (e.g., [91]), as these
typically assume the same effective galaxy bias parameters in the modeling to recover the amplitude
of matter clustering. The variation in galaxy bias is particularly problematic for primordial non-
Gaussianity measurements. Many survey properties vary considerably on large scales (e.g., E(B-V)).
When the galaxy bias shifts with these survey properties, it effectively introduces a scale-dependent
bias that could degenerate with the primordial non-Gaussianity signal. [92] found that the need to
include many maps in the modeling of imaging systematics inflated the statistical uncertainty by more
than a factor of two. By correctly modeling how the intrinsic properties of galaxies change with
survey property maps, we can reduce this statistical uncertainty induced by imaging systematics.

8 Conclusions

We conclude our findings as follows:

* To properly simulate the DESI LRGs sample, we further develop the pipeline, Obiwan to be
compatible with both optical band images and the infrared band WISE images.

* We find shape bias in the COSMOS Deep catalog. We develop a procedure to eliminate this
shape bias successfully, see Section 5.1 and Appendix C.
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* QOur inclusion of WISE images demonstrates how forward modeling can be used for combined
survey analysis. We find significant differences in the WISE flux measured as a function of the
imaging depth (see Figure 19), due to the increased number of total sources that the WISE flux
can be attributed to in the deeper data. In the limited efforts of this work, we did not validate the
optimal optical band depth to be used in the WISE flux measurement. However, it is possible
to perform this cross-survey validation with forward modeling tools like Obiwan. For example,
LSST can be combined with Euclid and Roman telescope to reach a broader color space. Such
a combination may encounter similar issues, as the depth limit is different across surveys.

* We find a consistent negative bias in flux measurement in all bands. This bias is positive in
synthetic images with artificial blending and Gaussian noise. Indicating that this bias is likely
due to the background noise structures in the real images.

* We see imprints of systematics in extinction maps based on dust emission (e.g. CIB contamina-
tion, variation in dust properties that changes the optical-infrared relation). We find significant
trends between the DESI LRGs density on the sky and the SFD E (B — V) map [66], which are
not predicted by Obiwan. These trends change significantly when we test against alternative
E(B-V) maps and are nearly removed when compared to the stellar-reddening-based E (B -V)
map [70]. Since CIB is correlated with galaxy clustering, we caution against any analyses of
DESI LRGs eliminating this trend, as this would result in removing real large-scale structures.
Meanwhile, some extent of the trends with E(B — V) is real and related to the impact on the
imaging depth (photometric scattering), and is predicted by our forward modeling.

* We find that Obiwan predicts the trends with psfdepth that we observe in the real data, which
are similarly strong in each of the optical imaging bands. While the overall trends are predicted,
statistically, they are not consistent in the SGC. The slight mismatch we see is due to cosmic
variance in the truth input, which has a larger impact on the deepest data in the SGC. The
mismatch in the color and magnitude distribution of Obiwan LRGs and DESI LRGs is the main
source of the systematics trend deviation in this region. We further demonstrate that this issue
can be greatly mitigated by applying a ‘color matching’ weight to Obiwan LRGs to match its
color distribution with that of DEST LRGs. The details are discussed in Section 7.1.

* We find that the trends with imaging depth depend strongly on the z-band magnitude. When
selecting the data to have z < 20.5, only 1% level variations are found in the observed data
with the imaging depth, and Obiwan predicts no significant trend. However, with selection
cut z > 20.5, up to 20% trends are observed in the real data and predicted by Obiwan. This
suggests it is important to properly model the color/brightness dependence of systematic trends
in the DEST LRGs target sample when producing any corrections for use in galaxy clustering
measurements. Forward modeling randoms like DESI LRGs can be a powerful catalog to
correct for imaging systematics that varies with intrinsic galaxy brightness.

* We find signs of non-simulated density variation against psfsize, which is especially prominent
for extended galaxies. This is likely due to a bias in background subtraction that is correlated
with psfsize for each CCD. This effect results in LRGs around color selection boundaries
having different properties, and the impact is also seen in LRGs after spectroscopic redshift cut.

* We need to know how imaging systematics from each survey property are generated before
developing methods to correct for these trends. Currentimaging systematics methods commonly
take the approach of developing one weight for each HEaLP1x pixel. We demonstrate that this

—29_



may not be enough if we want to reach a higher precision. Uncertainties in survey property maps,
and the magnitude dependence of galaxies on some survey properties, could induce imperfect
mitigation in imaging systematics that cannot be recovered with these methods. Signals like
primordial non-Gaussianity are highly degenerate with imaging systematics signals. These
factors can generate unknown bias in such cosmological measurements.

* By comparing systematic trends in real galaxies with those in synthetic galaxies generated by
forward modeling tools like Obiwan, we can detect potential unknown imaging systematics
and explore relevant resources to identify their root causes. Replicating imaging systematics
in real galaxies through forward modeling tools like Obiwan is challenging work. A perfect
match between real and synthetic galaxies is only possible when all potential contaminations
are properly considered in the image simulation settings. However, a mismatch of density
fluctuations in the synthetic galaxies also provides us valuable insights into what unknown
systematics could possibly be missed. Identifying missing factors is vital for proper imaging
systematics mitigation.

Indeed, the results we have described have already been used to help understand the LRG sample
used for DESI DR1 [67, 79] and thus the cosmological analyses [68, 93-96].

Data Availability

We produce the Obiwan LRGs catalog that traces imprints of DESI LRGs in the real images and can
be used for future studies. The product is currently available internally for DESI members 8. The data
will be uploaded to zenodo before publication®. In the future, the catalogs used in this analysis will
be made public along with the Data Release 1 0.
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Appendix
A Computational Resources

A.1 Computational resources for ‘blobs’

Source measurements are segmented into units of ‘blobs’. The computational resources for each
‘blob’ increase sharply with the area and number of sources in each ‘blob’. ‘Blobs’ containing bright
stars and galaxies often correspond to a large blob that contains many sources and is computationally
expensive to process. Given the areas will not later be used for analysis, the Obiwan pipeline is made
more efficient by ignoring them. The LEcacypipE code produces a bitmask map for each brick; we
exclude areas that are near optically bright and “medium-bright” stars, WISE W1-bright stars, large
galaxies, and globular clusters. These correspond to the “maskbits” data product bits 1, 11, 8, 12, and
13, respectively.

A.2 Cosmos Deep

Because of the large number of exposures used in the COSMOS Deep production run, the compu-
tational time used to process these data in the same footprint is much higher than that in the DR9
production run. For example, brick 1503p015 uses 113 hours of wall time in the COSMOS Deep
production run on one CPU node on NERSC’s Cori machine, while in the DR9 production run it
uses 8 hours of wall time on one node. The maximum numbers of overlapping exposures used in the
DR9 production run in this region was 6, 7, 7 for g, r, z bands, respectively. Meanwhile, the same
numbers for the COSMOS deep production run are 45, 52, 120. This results in a much deeper depth
in the three optical bands: The maximum psfdepth for the DR9 production run in this region are
25.19, 24.65, and 23.80 for g, r and z, while the median depth are 22.99, 23.94, 24.47 for the same
bands. The corresponding numbers for the COSMOS Deep production run are 26.53, 26.27, 25.73
for maximum depth, and 25.31, 25.53, 24.79 for median depth.

A.3 Obiwan runs

Figure 17 shows the time consumed for each brick. Obiwan runs on Permutter nodes at NERSC.
With 128 threads on a single node, one node can process 8 bricks in parallel. On average it takes
11 minutes to finish one brick with 16 threads. Despite the fast speed of each brick, the pipeline is
still inefficient. The problem is that the parallelization is limited by the memory (RAM) of the CPU
available during the simulation. To read all the images needed for processing, we can only process a
maximum of 8 bricks at a time. This means that with 16 threads available for computation, only 1
thread is active most of the time. The parallelization happens in the source fitting stage. As Obiwan
fits many fewer sources than a normal reduction run, the efficiency on a per-source basis is therefore
lower compared to the full image processing.

A.4 Methods for Increasing the Efficiency of Synthetic Galaxy Production

The current procedure of Obiwan is computationally expensive. However, this is still feasible with
image simulations significantly faster than Obiwan. One idea that allows significant speed up in
estimating and mitigating galaxies at one location repeatedly. This would avoid repeating time-
consuming stages like reading images, detecting sources, etc, and focus on the stage of source fitting.
Furthermore, the procedure of source fitting can be accelerated by operating the code on GPUs, as it
involves intensive utilization of matrix operations.

Another practical way to address this problem is to develop a Monte Carlo procedure to estimate
how galaxies are scattered under certain conditions analytically. This procedure numerically estimates
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Figure 17: Obiwan simulation time consumption for bricks in the South Galactic Cap (SGC). One
brick spans an area of 0.0625 square degrees. The median time to process one brick in the SGC is
7.56 minutes, and the average time consumed per brick is 10.89 minutes.

how galaxy magnitudes are altered by estimating errors generated by each survey property. It is much
faster than image simulation. Such a method would need to be calibrated on image simulation to
validate the accuracy of its numerical estimations. The Obiwan results we have presented could be
used for such calibration.

B Extra Details on Cosmos Deep

B.1 cuton z-band depth

The depth of the COSMOS Deep Catalog allows us to use these data as a “truth” catalog, and our
injected targets are sampled from it. However, even within the COSMOS Deep Catalog, there are
significant variations in the depth and we first determine a minimum depth cut for the truth sample.
The Legacypipe works in such a way that the complexity of the light profile chosen to obtain
the photometry of a given source depends highly on the depth, based on simple criteria on the y?
improvement required to allow a more complex profile (shown in equation 5.1). We must make a
trade-off in the truth catalog between its precision in shape, and its total galaxy counts. The “truth
input” needs to be accurate enough in flux so that the output color distribution in simulated galaxies
matches the real galaxies. Section 7.1 explains that the noise within the truth input leads to a mismatch
in magnitude between real and synthetic LRGs. Figure 18 shows how these two variables compete
given different depth cuts. We use the galdepth metric produced by Legacypipe, which gives the
sensitivity to a round exponential-profile galaxy with a half-light radius of 0.45". We determine the
depth cut by checking the percentage of Sérsic galaxies in the sample. A higher fraction of Sérsic
galaxies in the sample means that the galaxies are better resolved in morphology. The determination of
the type of a galaxy in Legacypipe has a prior that favors a simpler type (further explained in Section
5.1). Because of this prior, the images have to be clear enough for the pipeline to choose the type
Sérsic for the galaxies in the images. By selecting regions with a higher fraction of Sérsic galaxies,
we have a higher confidence in the truth sample’s LRG morphology, and the sample’s photometry
will also be better. Based on the observed distribution of Sérsic fraction, we selected all data with
galdepth_z > 24.5 into our truth sample.

B.2 The WISE band in COSMOS Deep catalog

We test the difference in the WISE flux measurements in the presence of different image sets in the
optical band. We test it on 3 sets: the official DRY release, the COSMOS Deep set, and the COSMOS
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Figure 18: Depth cut on the COSMOS Deep catalog. The left plot shows the fraction of Sérsic
galaxies when using different z-band galaxy depth (galdepth_z) cuts. The right plot shows the
fraction of the remaining COSMOS deep catalog after the galdepth_z cut. The increase of the
galdepth_z cutting limit will yield a higher fraction of Sérsic galaxies in the LRG SV3 sample, and
at the same time, there will be a decrease in the number of the total sample selected. We select a
galdepth_z cut of 24.5 as a trade-off between these two considerations.

Repeats set. We compare the WISE flux on the same sources measured with different optical images.
They are shown in Figure 19. Figure 19 (left) suggests that there are not many false assignments of
W1 flux to nearby sources since most sources in the two catalogs have similar W1 flux. However,
Figure 19 (right) shows that the WISE flux dispersion between the COSMOS Deep and DR catalog
is even bigger than between the COSMOS Repeats with the smallest and largest seeings (sets 0 and 9,
respectively). One possible explanation is that the input catalogs from the optical bands have different
number densities. The total number of sources detected mainly depends on psfdepth, as the extra
faint sources detected are mostly point sources. For COSMOS repeat sets, despite having consistent
galdepth, their psfdepth still increases with the set number. However, the difference between set 0
and set 9 is much smaller than the difference between DR9 and COSMOS deep. Thus, the difference
we see for WISE flux in different sets is likely contributed by the difference in the number of sources
given in the optical band. Potential errors in WISE PSF or morphological measurements in optical
bands could induce uncertainty in flux W1 measurement, especially when the number of sources
for "forced photometry" increases. However, no clear way exists to test which version has better
precision for WISE flux measurement. We use the WISE flux from the COSMOS Deep measurement
for consistency.

C De-biasing procedure for Cosmos Deep catalog

We compute the coadd observed image and the coadd inverse_variance image, as well as the
average PSF (point spread function) image of the COSMOS Deep data in each brick. Then we replace
the coadd observed image with Gaussian noise based on pixel values from the inverse_variance
image. Next, we add one simulated COSMOS Deep source to its original pixel location, with the
shape and flux information taken from the COSMOS Deep dataset. We define a blob that has this
source centered in the middle of the image, with a size of 128 x 128 pixels. With these modifications, it
is much faster for the pipeline to locate the designated blob, and fit the one galaxy that we injected. We
then fit this blob using the same process in the Legacypipe, and Legacypipe returns the measured
shape information. After we obtain the shape measured from Legacypipe, we compare it with the
input shape. When they don’t match, we modify the input shape and run the pipeline for more time.
We repeat this process until the output shape reaches the desired precision. Although there is only a
prior on ellipticity in equation 5.1, we find that the parameters of galaxy radius and Sérsic index are
also biased when we check the shape distribution of Obiwan galaxies that directly samples from the
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Figure 19: (Left) Flux W1 for sources that pass LRG sv3 color cut on either DR9 catalogs or
COSMOS deep catalogs. The black dots are sources passing LRG sv3 color cut on both sets, the red
dots are sources passing LRG sv3 color cut only on the DR9 catalog. The blue dots are sources passing
LRG sv3 color cut only on the COSMOS deep catalog. We see that most sources have similar W1
flux, and their differences in flux W1 value are likely due to photometric scattering. (right) Histogram
of flux W1 difference distribution between two sets. Sources shown in this plot pass LRG sv3 color
cut on either set. Blue is the difference between COSMOS repeat set 1 and 0. 87% of the sources
are within the range of in this plot. Orange is the difference between COSMOS set 9 and 0. 80% of
the sources are within the range of in this plot. Green is the difference between the DR catalog and
the COSMOS deep catalog. 60% are within the range of this plot. This plot suggests that flux W1
measured in COSMOS deep has a larger difference with DR9 catalog, compared with the difference
that we see in between COSMOS repeat sets.

COSMOS Deep catalog. It is likely because parameters for galaxy shapes are correlated with each
other. We define a quantity A that includes 3 shape parameters: e (ellipticity), shape_r (half-light
radius), and sersic_n (Sérsic index). It is defined by

iO — sersic_ng)?/5.5+ (eio —eg)? C.1)
+ (shape_r? — shape_r_)? .

i

A; = (sersic_n

The upper index O here denotes the output value returned by Legacypipe. The lower index i
denotes the number of iterations. The lower index s denotes values taken from the COSMOS Deep
dataset, and it is also the starting value of the iteration. Our goal is to have a similar shape distribution
between the output Obiwan LRG catalog and the DESI LRG catalog. To achieve this, we require that
the shape parameter returned by Legacypipe is similar to the ones measured by the COSMOS Deep
set. When the condition is achieved, we record the input shape parameters to use them as input for
injected galaxies.

When the A value does not reach our desired accuracy, we modify the parameters. Each time
the parameters are modified by:

XiI+1 = XiI - (Xl-O — X;) = step (C.2)

The X here denotes one of the parameters from sersic_n, e or shape_r. The upper index "I"
denotes the input value from ith iteration. The step is a constant number used to determine how much
the new parameter is modified. The three parameters are all updated during each iteration. We added
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some constraints on the ellipticity e. We force galaxies with e = 0 (round galaxies or point source) in
the deep photometry to remain e = 0. Galaxies with non-zero ellipticity preserve their orientation.
These new set of parameters are accepted if

Ai+1 < A,‘ (C3)

Otherwise, we make the step size smaller and try again, with a maximum of 3 times per trial.
The step value is defined as 0.2, 0.1, 0.05 for O fail, 1 fail, and 2 fails. The step value is chosen so
that the code can reach the correct value quickly and precisely.

There are two criteria to stop the iteration. First, when the equation fails 3 times, it means that
the current value is the smallest A we can get. Second, If A< 10~%, it means that the error is small
enough. On either occasion, we stop the iteration.

There are many advantages to a procedure like this. First, it makes debiasing computationally
possible by working on the coadd images instead of individual exposures. A COSMOS Deep brick
takes more than 40 hours to finish on NERSC’s one Cori node. Since we need to fit on the same spot
for each source involved iteratively, it would take even more time than a COSMOS Deep run. Second,
it automatically takes into account the bias from blending, without actually being contaminated by
nearby sources: The blended region is more noisy and has a lower value on inverse_variance
image. Also, when blending exists in a pixel, it would be brighter and has a higher Poisson noise.

We test our shape-modified set on the COSMOS Repeats set. We inject these shape-modified
galaxies into COSMOS Repeats images and recover the output shape with Obiwan. We compare
the shape distribution of our simulated LRGs with the real LRGs in the same set and perform the
Kolmogorov—Smirnov (KS) test over the distribution; the results are shown in Figure 20. One can
observe that based on the p-values of the KS test, the distribution of the shape-modified catalog
(dot-dashed) is much more similar to the DEST LRGs when compared with the un-modified version
(star-solid). The p-values of the un-modified data are near zero, thus clearly rejecting the possibility
that the un-modified data are representative of DESI LRGs. Conversely, the p-values of the modified
data increase in all cases and are acceptable in most, and thus the debiasing process yields considerable
improvement in the output shape distribution of Obiwan LRGs.

D Measurement bias

Overall, the flux measurement is negatively biased. Figure 21 shows the measurement flux bias as
a function of input magnitude in each band. The dashed line in the middle is the median value
in each flux bin. It shows that the bias is consistent across all magnitude bins, and it exists in all
optical and infrared bands. To understand whether these features are a result of pipeline structures,
or some features in the images, we designed four parallel runs: On the first run, we first generate
synthetic Gaussian background noise that is much smaller than a typical Legacy Survey image. We
inject galaxies into these images. In this setting, there are very few galaxies in the image, and no
blending would occur here. The image is also almost noiseless. The second run is similar to the first
run. The difference is that we set the Gaussian noise to the level of a typical Legacy Survey Image.
In the third setting, we take the images on the second run and add the real galaxies back with their
model parameters recorded in the DR data release. With this setting, we have a fully simulated
image without any contamination. Blending may occur in such images, but it is free of error from
background subtraction, cosmic ray contamination, etc. In the final setting, we use the real images
and add simulated galaxies to these images, which is the same way as our previous production runs.
The 4 production runs use the same input galaxy setting on the same set of images. In total, 442
bricks are processed for this comparison. Table 1 shows the results of these production runs. The
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Figure 20: Histogram comparison between the simulated LRGs and the real LRGs in the same
COSMOS Repeats footprint. This plot’s dot and star curves represent different types of simulated
galaxies. The dot-dashed curve uses input seeds from the de-biased sample, and the star solid curve
uses input seeds from the un-modified sample. The x-axis denotes the ten sets of the COSMOS
Repeats numbered O to 9, and the y-axis uses a p-value to indicate how close the histograms are
between the simulated and the real galaxy shape distribution, using the KS test, 1 being the most
similar and O being the least similar. These plots compare the shape parameters of ellipticity, Sérsic
index, and the half-light radius.

results show that flux bias does not appear on these non-real images. This means that there is no
algorithmic negative bias in the pipeline. The bias from real images is caused by other effects that
can not be easily simulated. Fortunately, the bias is small enough that it has little effect on how we
select galaxies as LRGs. If we correct the bias in our simulated outputs as a function of flux:

JUX_8 correctea = 1.0123 % flux_g,pu5ureq + 0-0087 (D.1)
SUX_1prroctea = 10112 5 flux_r,,,0cureq + 0-0100 (D.2)
SuX_200rrocteq = 1.0166 % flux_z,,.0urea + 0-0276 (D.3)
Jlux_W1 . ocrea = 1.0070 * flux_WI,,,.c.req +0.2483 (D.4)

The population of galaxies that pass the target selection cuts with the new flux values only
changes by 0.77%. Therefore, this bias has a negligible effect on determining the target selection of
LRGs.

E Testing impact of psfsize with COSMOS repeats

E.1 Origination of trend with psfsize

The COSMOS Repeats data (described in Section 2.2) is suitable for this analysis because of its
shallow and consistent galdepth and varying seeing (psfsize). We use COSMOS Deep as truth
data for COSMOS Repeats as COSMOS Deep fully covers the region of COSMOS Repeats.
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Figure 21: The density (blue) plot of output flux minus input flux. The black dashed line is the
84th, 50th, and 16th percentile for a given input magnitude. The red dashed line is centered at 0
on the y-axis. The difference between the red line and the 50th-percentile line shows that the flux
measurement is consistently biased at all input flux levels in all bands. The four plots show results in
the g, r, z, W1 band, respectively.

median valie 1mages negligible noise | regular noise | Noise + model galaxies | Real images
Aflux_g (nanomaggies) 0.005 0.013 0.017 -0.014
Aflux_r (nanomaggies) 0.002 0.017 0.024 -0.03
Aflux_z (nanomaggies) -0.009 0.057 0.062 -0.063

Table 1: Median flux difference (output-input) for 4 production runs. In the first column, simulated
galaxies are added to images containing tiny Gaussian noise (standard deviation of 10~* nanomaggies
per pixel). In the second column, simulated galaxies are added to images with Gaussian noise expected
in the weight image. In the third column, galaxies are added to images with regular-level Gaussian
noise, plus idealized model galaxy images for the DR9Y catalog. In the fourth column, simulated
galaxies are added to real DR9Y images, as in our main Obiwan runs. In the real images, the fluxes
are consistently biased low. This does not happen in other image sets. For the "negligible noise" set,
there is approximately no bias present. In the "regular noise" and "Noise + model galaxies" sets, the
flux values are biased high.
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Figure 22: Number counts of LRG/LRG-like sources scattering outside or inside each color cut
boundary. The left plot shows the number counts of LRGs in COSMOS Repeat set 0, but not in
COSMOS Repeat set i (i is from 1 to 9), and does not pass the color cut j (j is from 1 to 4). We call
these LRGs “lost” with respect to set i. The right plot shows the number counts of LRGs in COSMOS
Repeat set i, but not in COSMOS Repeat set 0, and does not pass the color cut j. We call these LRGs
“gained” with respect to set i. The cuts 1-4 are the same ordering as in equations 4.1-4.4. Two of the
four cuts dominate the photometric scattering. Cut 2 is the “faint limit” cut on z band fiber magnitude.
Cut 4 is the “luminosity cut” to select LRGs at higher redshift [44]. LRGs around these two cuts tend
to have low magnitudes, so there is more photometric scattering around these two cuts.

We first test which LRG color cuts have large scattering among the 4 equations 4.1-4.4. In
Figure 22, We use COSMOS Repeats set O as a reference set. For any set i in sets 1 through 9, we
compute the number counts of “Loss” and “Gain”. “Loss” is defined as sources passing LRG color
cut in reference set 0, but not in set ;. We consider them “lost LRGs” in set i. For each color cut, we
compute the number counts of “lost LRGs” that do not pass this cut. “Gain” is the opposite of “Loss”:
They are the LRGs that pass the LRG color cut in set #, but not in set 0. We consider set i “gained”
these LRGs. We check the number counts of these “gained LRGs” that do not pass a certain color cut
in set 0. Cuts with high number counts in both the “loss” and “gain” plots are the dominant power
to produce photometric scattering and, thus, potential density fluctuations. Here, we see that cut 2
(equation 4.2) and cut 4 (equation 4.4) have this dominant power in producing density fluctuation.
Thus, we focus on these two cuts in the following analysis.

Density variation appears when number counts in “loss” and “gain” deviate from each other. In
Figure 23, we see that the COSMOS Repeats show such deviation starting from COSMOS Repeat set
6. However, Obiwan LRGs simulated in the same setting do not show a clear deviation in all sets.
This is a sign that some unknown factor not simulated by Obiwan is driving the deviation we see in
the real COSMOS Repeats sets. As cut 2 (equation 4.2) is a simple cut on fiber magnitude z, it is
easier to investigate. It is also possible to investigate cut 4 (equation 4.4), but due to its complicated
functional form, we focus on testing cut 2 in the following paragraphs.

We first looked at the histogram of fiber mag z distribution of LRGs in a counterpart set that
failed this color cut. The distribution looks like normal photometric scattering: Their values are
close to the fiber mag z cut of 21.7. Thus, we suspect that the seeing (psfsize) is making the
sample consistently fainter or brighter. Figure 24 validates our assumption. We match all sources in
COSMOS Repeats set 9 to the COSMOS Deep data. We find that at fiber z magnitude < 22in

_44 —



cut 2; Faint limit (fiber mag z) cut 4; Luminosity cut (W1, W1)

. 120 :
110 gain ~eegain
9 100 loss 1101 —— loss
(=
S
3 90 100
. 80
90 .
2 70 3
E 80
3
3 60 ] _—
50 70 T e *
1 2 3 4 5 6 7 8 9 1 2 3 a 5 6 7 8 9
COSMQS repeats set number COSMOS repeats
160
160
1]
£ 1o 150
5
St
L 10 140
9]
o
£ 100 130
3
c : .
8o 120 @ o
L
1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
Obiwan simulated COSMOS repeats set number Obiwan simulated COSMOS repeats

Figure 23: Comparison for LRGs “gained” and “lost” (described in Figure 22) for cut 2 (left, equation
4.2) and cut 4 (right, equation 4.4). The upper plot shows results from the original COSMOS Repeats
sets. The lower plots show the result from Obiwan simulations with the same setting. The “gain” and
“loss” curves in Obiwan simulations do not deviate from each other. Meanwhile, LRGs in the original
COSMOS Repeats sets show deviation between “gain” and “loss” starting from set 6 and beyond.
The result suggests signs of LRG density variation from seeing (psfsize) that is not simulated by
Obiwan. We see a net loss of LRGs at high seeing that is not simulated by Obiwan, which is consistent
with the trend seen in Figure 14, where we see a downward trend of LRGs as a function of psfsize.

COSMOS Deep, the flux in COSMOS Repeats set 9 is statistically lower. For sources around fiber
z magnitude = 21.7, the scattering range is about fiber z magnitude around 21.4 to 21.9. We
checked the median fiber z flux difference between each COSMOS Repeats set and COSMOS
Deep. Figure 25 shows the median Aflux value in all sets. There is a clear downward trend from
set 0 to set 9, meaning that the higher seeing is causing the measured fiber z flux around 21.4
to 21.9 to appear fainter. Notably, this trend is greatly amplified when we exclusively choose more
extended sources. When we look at sources with Sérsic index >= 4, we find this trend to be much
larger. According to COSMOS deep data, 43% of DESI LRGs have Sérsic index >=4, so this does
have a strong impact. This process effectively shifts cut 2 (equation 4.2) to a higher threshold for
cutting the true fiber flux value, as the observed flux is statistically lower than the true flux. The more
“loss” of LRGs in high-seeing regions is a result of this shift. As it excludes a small fraction of LRGs
close to the fiber z magnitude = 21.7 color cut.

A potential shift could also appear round cut 4 (equation 4.4). We can not test it due to the
complexity of the color-cut equation. COSMOS repeat set is a small dataset and it is difficult to use
it to test a color cut that involves two bands (r-band and W1-band). However, we do see that LRGs
closetothe fiber z magnitude = 21.7 boundary are also close to the boundary in cut 4 (equation
4.4). Thus, potential density variations resulting from shifts around cut 4 (equation 4.4) could also
introduce variation of LRGs around mag z = 21 at different seeing as shown in Figure 15.

We conclude that we find signs of PSF errors not simulated by Obiwan. This error shifts the
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Figure 24: Flux difference between all sources measured in the COSMOS Repeats set 9 catalog,
and sources measured in the COSMOS Deep catalog, as a function of fiber z-band magnitude in the
COSMOS Deep catalog. The blue patches are the density of sources. The red line is the median value
of Afiber flux as a function of z-band fiber magnitude in COSMOS Deep. Sources in the COSMOS
Repeats set 9 catalog are statistically fainter than their counterparts in the COSMOS Deep catalog
below fiber z magnitude 22.
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Figure 25: Median Afiber flux between the COSMOS Repeats set i (i from 1 to 9) catalogs and the
COSMOS Deep catalog, with the COSMOS Deep catalog having a fiber z magnitude range of 21.4
to 21.9. Orange is for all sources, while blue is for sources with Sérsic index >=4. We chose this
range because this region is sensitive to LRG color cut 4.2. With increased seeing, flux measured in
the COSMOS Repeats set is statistically fainter. The trend is prominent for more extended sources.
This could be an explanation for fewer LRGs observed in regions with worse seeing.
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Figure 26: Histogram of fiber magnitude z (left) and half-light radius of the galaxy model for galaxies
(right) in the COSMOS Deep catalog for LRGs in COSMOS Repeats set 9 but not in set O (blue), and
LRGs in COSMOS Repeats set 0 but not in set 9 (orange). The numbers in the legend of the right
plot denote the total count of sources plotted in each histogram. The black dashed line in the left plot
is the LRG color cut of fiber magnitude < 21.7. 31% of LRGs in set 9 but not in set 0 are outside
the LRG faint cut, while 20% of LRGs in set O but not in set 9 are outside the LRG faint cut. They
suggest that LRGs gained in a better seeing are statistically brighter. The right plot shows that LRGs
gained in a better seeing have a larger half-light radius, which suggests that LRGs gained in a better
seeing have more extended profiles.

statistical distribution of sources to a slightly fainter flux in regions of worse seeing. This shift induces
a loss in the number density of LRGs. It could also be the underlying reason for the density dispersion
of LRGs around mag z = 21 at different seeing that we see in Figure 15.

E.2 Morphological change of LRGs with psfsize

Two phenomena are going on in Figure 15. The first phenomenon is that with an increase of psfsize
z, there is an increase in the LRG density at the faintest magnitudes, z > 21.3. This phenomenon is
replicated in Obiwan LRGs. This phenomenon is likely because there is more photometric scattering
at high psfsize z as these regions typically have lower depth. Sources in this mag z > 21.3 regions
with the fiber mag z < 21.7 cuts are compact sources. According to results from Obiwan, their
true color is more likely to be outside LRG color selection boundaries. The second phenomenon is
described in Section E.1, which causes variation at around mag z = 21. The sources lost due to
this phenomenon likely have a more extended shape because they have a more significant difference
between mag z and fiber mag z.

The sources gained in the first phenomenon and the sources lost in the second phenomenon are
not likely to have a large overlap because of their difference in morphology. Figure 26 shows the
COSMOS Deep fiber magnitude and half-light radius of LRGs selected only in COSMOS Repeats
set 0 or set 9. Set 0 LRGs are statistically brighter and have a more extended profile than set 9 LRGs.
This difference validates our claim that LRGs have a slightly different population at different seeing.
For DESI LRGs, we may not see a large density variation in seeing as the “gained” and “lost” in
these two phenomena add up. However, it could pose potential risks in cosmological analysis as the
two populations of LRGs have different sample statistics. Compact galaxies have less star-forming
processing going on than extended galaxies. Even if they are similar in photometric color, they may
differ in stellar mass, which results in a difference in galaxy bias.
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