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ABSTRACT

It was recently reported that there exists a population of ‘glitch candidates’ and ‘antiglitch candidates’ which are effectively small
spin-ups and spin-downs of a neutron star with magnitudes smaller than those seen in typical glitches. The physical origin of
these small events is not yet understood. In this paper, we outline a model that can account for the changes in spin, and crucially,
is independently testable with gravitational wave observations. In brief, the model posits that small spin-up/spin-down events
are caused by the excitation and decay of non-axisymmetric f~-modes which radiate angular momentum away in a burst-like way
as gravitational waves. The model takes the change in spin frequency as an input and outputs the initial mode amplitude and the
signal-to-noise ratio achievable from gravitational wave detectors. We find that the model presented here will become falsifiable

once third generation gravitational wave detectors, like the Einstein Telescope and Cosmic Explorer, begin taking data.
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1 INTRODUCTION

Neutron stars (NSs) are extremely stable rotators, with spin fre-
quencies that are generally observed to decrease with time; see
Lyne & Graham-Smith (2012) for a review. However, they exhibit
small deviations from smooth spin down. These deviations consist of
relatively large steps in spin frequency, known as glitches, and smaller
deviations often known as timing noise, not normally resolved into
individual events. Espinoza et al. (2014, 2021) have added to this
picture by identifying a population of small timing events, that could
be interpreted as spin-ups, smaller than previously resolved glitches,
which clearly form a separate population of events from glitches.
They also found evidence for similar small spin-down events. They
dubbed these two sets of events as glitch candidates (GCs) and
antiglitch candidates (AGCs), respectively.

As defined by Espinoza et al. (2014, 2021), a GC is a timing event
where a neutron star instantaneously increases its spin frequency,
Av > 0, and has a simultaneous decrease to the time derivative of
the spin frequency, Av < 0, effectively mimicking a small glitch (see
Espinozaetal. (2011), Yuetal. (2013), Loweretal. (2021), Basuetal.
(2022) for more on glitches). For an AGC, the opposite applies (Av
< 0, Av > 0). Unlike most glitches, the recovery is not resolvable
with current (~daily) observational cadences and so changes to v
and v are treated as step-like. The analysis of Espinoza et al. (2014,
2021) showed that these small events are significant enough to be
distinguished from detector noise so make up a population of events
that should have a physical explanation. However, the production
mechanism need not be the same as glitches since GCs/AGCs can
have either sign of Av and are observed to form a separate population
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to glitches ona Av — Av plot (e.g. see fig. 2 of Espinoza et al. (2014)
or fig. 2 of Espinoza et al. (2021)).

In fact, this is not the first time small events of this sort have
been reported. Cordes & Downs (1985) and Cordes, Downs &
Krause-Polstorff (1988) also found evidence of such small events,
and concluded that typical glitch models like starquakes and vortex
unpinning (see also Alpar, Nandkumar & Pines (1986)) could not
be responsible, particularly for AGCs. There is also the question of
whether GCs and AGCs contribute towards timing noise, for which
there already exists several models (e.g. Cheng et al. 1988; Lyne et al.
2010; Jones 2012; Melatos & Link 2014). However, during early
times, many leading models were ruled out (Cordes & Greenstein
1981), leaving the true timing noise mechanism still uncertain. In this
paper, we take a step towards resolving this by suggesting a physical
explanation for the observed GC/AGC events. As well as potentially
explaining these events, our model predicts a calculable level of
gravitational wave (GW) emission, which offers an independent test
for the model.

The study of GWs has been accelerating over the last few years
thanks to the first detection of a GW signal in 2015 from the
coalescence of two black holes (Abbott et al. 2016). The detections
of further GWs from NS-NS and NS-black hole binaries has added
to the success story for GWs (The LIGO Scientific Collaboration
et al. 2021). All existing detections fall under the ‘compact binary
coalescence’ category. One of the main goals over the next decade
is to detect other types of GWs, of a continuous, burst, or stochastic
nature.

Modelling efforts have already suggested possible sources of GW
bursts, e.g. Abbott et al. (2020), Abbott et al. (2021a), including
several from NS oscillations. These include the excitation of stellar
oscillations after birth (Ferrari, Miniutti & Pons 2003), after magnetar
flares (Ioka 2001; Corsi & Owen 2011; The LIGO Scientific
Collaboration et al. 2022), after pulsar glitches (e.g. Keer & Jones

© The Author(s) 2022.

Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative
Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium,

provided the original work is properly cited.

€20z Arenuer 0] Uo Jasn uos0IYoUAS usuoye|g sayosinad Aq Z198¥89/2ZEH/S/8 1 G/olone/seiuWw/woo dnoolwapeoe//:sdiy Woll papeojumod


http://orcid.org/0000-0001-8548-9535
mailto:g.yim@soton.ac.uk
mailto: d.i.jones@soton.ac.uk
https://creativecommons.org/licenses/by/4.0/

Gravitational waves from spin-up and spin-down events

2015; Ho et al. 2020) or after a binary NS coalescence where the
remnant NS survives sufficiently long (e.g. Clark et al. 2016). We add
to this list by proposing a model in which GC/AGC events represent
the sudden excitation of a non-axisymmetric mode of oscillation of
the NS, with an accompanying short (<1 s) burst of GWs.

NS oscillations can be grouped into different types depending on
the physics that gives rise to them. f-modes, named so because they
are the fundamental modes, are modes that cause the entire shape
of the NS to deform, so that there are no radial nodes within the
NS. f-modes are some of the most efficient oscillations to emit GW's
(McDermott, van Horn & Hansen 1988; Andersson & Kokkotas
1998) so we choose them as the modes we excite in our model.
Furthermore, NS oscillations are of particular interest because, like
with astroseismology or helioseismology, seismology of NSs can
reveal information about the elusive interior (Andersson & Kokkotas
1998; Andersson 2021). The work presented here does not address
the interesting question of how different interiors may affect our
results, but this could (and should) be done at a later date. For now,
we will use the simplest model possible to achieve analytic results
and provide a proof of concept.

The main assumptions and concept of the model are as follows.
We assume that the total angular momentum of a slowly rotating
isolated NS can be broken down into two parts, the background
and the mode. This is typically what is done in r-mode analyses
(Owen et al. 1998; Ho & Lai 2000; Levin & Ushomirsky 2001).
We also assume the electromagnetic timing of the NS is tied to
the background. Then, in an isolated system, the sudden excitation
of a non-axisymmetric f~mode, which carries angular momentum,
induces a small change in the rotation of the background of opposite
sign, in order to conserve angular momentum. The f~mode radiates
away its angular momentum to infinity as GWs, leaving a net change
to the background, manifesting observationally as a small positive or
negative change in the spin frequency. The details of this calculation
are covered in Yim & Jones (2022) and will be summarized in
Section 2. The model presented is independent of how the modes
are excited (e.g. starquakes, vortex unpinning) and applies to NSs
that rotate much slower than their Keplerian break-up frequency, as
this is what was assumed in Yim & Jones (2022). This work presented
here supplements our previous work by taking a closer look at the
GWs given off from such a model.

The paper is organized as follows. In Section 2, we introduce and
develop the equations that make up the model. By the end of that
section, we will have an expression for the change in spin frequency
as a function of the initial mode amplitude. In Section 3, we use
this mode amplitude to find the corresponding GW strain which
we then use to find an expression for the GW signal-to-noise ratio
(SNR). Following this, we use the results of Section 2 to write the
SNR as a function of the observed change in spin frequency. In
Section 4, we apply the calculations to GC and AGC data from
Espinoza et al. (2014, 2021), and also explore a speculative scenario
where glitches themselves are caused by the same mechanism. In
Section 5, we evaluate the energy budget required to power the
modes and in Section 6, we provide a summary and discussion of
our findings.

2 THE MODEL

We will model the star in a very simple way, as a uniform density
self-gravitating ball, spinning with angular frequency Q (=2mv).
We imagine that as the star spins down, strains builds up, due
perhaps to some combination of the deformation of the elastic crust
(Baym & Pines 1971), and/or the Magnus force on any pinned
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superfluid (Jones 2010). Our central assumption is that these strains
are eventually relieved in an impulsive way, and that at least part of
the star’s response is the excitation of a non-axisymmetric f~mode.
That elasticity and pinned superfluidity can induce oscillations is
clear and has been explored in simplified form already; see Keer &
Jones (2015) and Sidery, Passamonti & Andersson (2010).

By modelling the star as a simple fluid, we forgo any possibility of
describing this excitation process. However, it has been shown that
elasticity (Kriiger, Ho & Andersson 2015; Flores, Hall & Jaikumar
2017) and superfluidity (Gualtieri et al. 2014) have little effect on
the properties of f~modes, i.e. on their damping times and mode
frequencies. This therefore allows us to proceed in describing the
star’s subsequent evolution without incorporating these complicating
but very small effects, simplifying the equations greatly and allowing
for a fully analytic treatment, making use of the results of Yim &
Jones (2022). In this way, we are completely agnostic to the precise
mode excitation mechanism; we simply assume such a mechanism
exists, and explore its consequences.

Most of the equations for stellar oscillations and their GW emission
in this section come from our earlier work (Yim & Jones 2022) which
assumes the NS is uniformly-dense, incompressible, and (initially)
non-rotating, which is a good approximation for NSs rotating
much slower than their Keplerian break-up frequency. Rotational
corrections to f~modes will have leading order terms on the order
of O(v/ fx), where f is the Kepler frequency and is around 1.0 —
1.2kHz fora 1.4 M g NS (Haensel et al. 2009). We refrain from doing
the full rotation f~mode calculation as it will have little influence on
our final results. These modes of non-rotating uniform density stars
are often known as the Kelvin modes.

Following the convention of Yim & Jones (2022), we consider
modes with an oscillatory dependence on time ¢ and azimuthal angle
¢ given by €™+ @) where [ and m are the spherical harmonic
numbers and w is the (inertial frame) mode frequency. For a given /,
m ranges from —/ to / in integer steps. In the analysis presented here,
we will focus on / = 2 since the (mass) quadrupole is the strongest
emitter of GWs (Thorne 1980), but the inclusion of / > 2 can be
trivially incorporated. Also, we consider only m = £2, as such m #
0 modes carry angular momentum, which is an important ingredient
of our model. There is an open question of how a local defect, e.g. a
crack in the crust or an unpinning event localised to the inner crust,
can grow to cause a global / = 2 deformation, but we leave this to be
answered in future studies.

In any case, assuming the excitation of a non-axisymmetric mode
can occur, exciting a mode with angular momentum 48J will change
the background’s angular momentum by —§J by the conservation of
angular momentum. The non-axisymmetric mode can be thought of
as some deformation pattern that propagates in the positive (§J > 0,
m < 0) or negative (§J < 0, m > 0) mathematical sense, at pattern
speed w, = —w/m.

Since the mode causes a time-varying mass quadrupole moment,
GWs will be emitted which causes the mode to decay. One might
assume that a mode with angular momentum §J can only release up
to §J in GW emission, but after carefully taking both energy and
angular momentum into account, it has been shown that the mode
actually emits 26J as GWs by the time it has fully decayed (Yim &
Jones 2022). This has the effect of causing the background angular
momentum to change by a further —§J. The net result of the mode
excitation and decay is that 26/ of angular momentum is emitted as
GWs and the NS background gains —246J of angular momentum. It
should be noted that we are proposing that the excitation and decay
of a non-axisymmetric mode is the cause of a spin-up/spin-down
event, and not the other way around.
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From the above logic, we can see by straightforward angular
momentum conservation
AQ 28 J(0)
Q IQ2
where §J(0) is the angular momentum given to the mode at t =
0 (corresponding to when the spin-up/spin-down event occurs) and
where we have assumed no net change in the background’s moment
of inertia (=/) during the excitation and decay of the mode.

In Yim & Jones (2022), we were able to link the Kelvin mode
angular momentum §J to the mode amplitude oy, (~Ar/R <K 1,
where Ar is the radial displacement of the NS surface), which is
given by

IAQ = —28J(0) —

; ey

1
S§J(@t) = —Emot;m(t)ﬁa)st, 2)

where m is the azimuthal spherical harmonic number (-2 <m < 2),
p is the (uniform) mass density, R is the NS radius, and w; is the [ =
2 (Kelvin) mode angular frequency, given by

which has typical values of f = w,/27 =~ 2 kHz for a canonical NS
with M = 1.4 M g and R = 10 km. Note that for m < 0, we get §J >
0 which indicates a mode propagating in the positive mathematical
sense and vice versa for m > 0.

Once excited, the mode will decay due to the emission of GWs,
giving an exponentially decaying time dependence

a2n(t) = o2 (e 7, @)
where 7 is the mode damping time-scale, calculated to be

10¢° 625 &> R* 5
TTSR T 3R G M ®)
see Yim & Jones (2022). Putting in values for a canonical NS gives
T &~ 0.07 s. As the duration of GWs emitted will be of the order
of the mode damping time-scale, it is clear that the GWs will be
emitted as a burst, lasting <0.1 s. Since this time-scale is so short,
any change in the angular frequency would appear step-like, and this
is indeed what is seen for GCs and AGCs in Espinoza et al. (2014,
2021). Furthermore, this model predicts the observation of a two-step
change if an observer’s telescope can resolve times shorter than t,
with the first step being due to mode excitation and the second due to
mode decay. Such resolution is highly unlikely though as 7 is already
about the same as one period for a slowly-rotating NS.

Eliminating 6J(0) from equation (1) by using equation (2) and

using [ = gMRZ, one finds
AQ 15 0 6

o) ~ 87 ma;, m( ) (6)
We note that for m > 0, which represents a mode propagating in the
negative sense, we get a positive change to the angular frequency,
i.e. a GC. For m < 0, which represents a mode propagating in the
positive sense, we get a negative change to the angular frequency,
i.e. an AGC. For a fixed m and w,(x /p), the only free parameter left
is the initial mode amplitude which controls how much the angular
frequency changes. Or, from the other direction, observations of a
given glitch size (or GW strain, see later) corresponds to a certain
mode amplitude, if this model is to be believed.

2 _
w,; =

3 CONNECTING TO GRAVITATIONAL WAVES

We have just demonstrated how the excitation and decay of a non-
axisymmetric f~mode can account for a change in angular frequency.

MNRAS 518, 4322-4329 (2023)

Now, we will look at the associated GWs that will be emitted. We
will provide predictions for the emitted GW signal (strain) /(7) and
use it to find an expression for the optimal SNR achievable.

3.1 Gravitational wave strain

To begin, we will write down the generic form for the GW strain
expected from decaying modes which, for t > 0, is

h(t) = ho(t) cos [D(1)] = hO(O)e_% cos [P(1)], (7)

where h(?) is the GW amplitude and ®(7) is the GW phase. This form
is expected as f-modes give rise to sinusoidal behaviour but then GW
damping causes the sinusoid to exponentially decay, with associated
envelope decay time-scale 7, the same as the mode damping time-
scale which is given by equation (5).

To find /y(0), we consider the rate of energy loss by the emission
of GWs. This is calculated from the standard GW luminosity
quadrupole formula and for the special case of [ = 2, m = £2,
itis

. 13 2002

Ecw = 0G wyd”hg, (®)
where c is the speed of light, G is the gravitational constant, and d
is the distance to the GW source. The convention being used here is
that Egyw is positive when energy is being lost from the NS system.
This equation is in agreement with equation (21) of Owen (2010).

In Yim & Jones (2022), we found that the GW luminosity from
[ =2 f-modes, in terms of «>,,, is given by

. 1
Egw = 5 Sazm,oa)leo ©))
so when we equate to equation (8) and rearrange, we find
4 /30 G*M*1 _,
ho(t) = — 0 e 10
o(®) 5\ 7 <¥22()4Rd , (10)

where we explicitly put back the time dependence using equation (4).

One important use of equation (10) is that it can provide an upper
limit on «>,(0) upon the non-observation of a GW signal (which
produces an upper limit on /1((0)). The corresponding value of a5 »(0)
for a given value of /((0) is

M \N?*/ R d
r2(0) ~ 1.4 x 107*
' 1.4 Mg 10 km 1 kpc

ho(0
x <71 xol(O)*zl) , (11)

where we have used representative values as an example. An upper
limit on «,,(0) can be reported in burst searches, analogous to how
upper limits are reported for 7-modes (Owen 2010; Fesik & Papa
2020; Abbott et al. 2021b). The constraint provided by upper limits
on a,(0) could help falsify mode excitation models.

3.2 Signal-to-noise ratio

We will now take the GW signal from equation (10) and use it to
calculate the SNR. Note that the GW signal provided is closed-form
so unlike most burst searches, a fully modelled matched filter search
is possible.

In general, one needs to have a large enough SNR to claim
a GW detection, with the threshold value determined by how
many false alarms and false dismissals one allows (e.g. Jaranowski,
Kroélak & Schutz 1998; Abbott et al. 2004). Once decided, the next
consideration that affects the threshold is the type and width of the
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search. The wider the search, the higher the SNR threshold must be.
To determine the exact threshold is a challenge in itself, e.g. Tenorio
et al. (2022), so we adopt the pragmatic approach of looking at the
threshold calculated for an actual (published) GW search. For this
purpose, we choose the analysis of Abadie et al. (2011), who looked
for modelled f~mode signals following a glitch in the Vela pulsar,
which is essentially the sort of search relevant here.

As we will see shortly in equation (15), the SNR for an ex-
ponentially decaying sinusoidal signal depends on the initial GW
amplitude, the decay time-scale of the signal and the detector
sensitivity at GW frequency f. For their LIGO Science Run 5 (S5)
data, Abadie et al. (2011) found that at least 90 per cent of injected
signals were detectable if /1p(0) > 8.3 x 1072!. The average injected
decay time-scale was T = 0.275 s and the average GW frequency
was f = 2 kHz, which had a corresponding detector sensitivity of

VS,(F)~3x 1072 Hz 2 for S5 (Abbott et al. 2009). Putting these
numbers into equation (15) gives a SNR threshold of ~10, which we
use as our nominal threshold for detection.

In fact, the frequency and decay time-scale priors used in Abadie
etal. (2011) were relatively wide, and more recent observations from
GW170817 have put stronger constraints on these quantities (Wen
etal.2019).! Using narrower priors will have the effect of decreasing
the SNR threshold required given all else is the same.

However, we have not yet considered the uncertainty in the
start time of the GCs/AGCs. A greater error in the start time will
increase the threshold needed for a detection. Espinoza et al. (2014,
2021) could only get the errors in the start time down to around
a day, as temporal resolution was not their primary focus given
they had decades of data to process (Antonopoulou & Espinoza,
private communication). This makes searching for the associated
burst GWs more difficult, but not impossible. There are reasons
to be optimistic though. Following Espinoza et al. (2014, 2021), a
re-analysis optimized for temporal resolution would provide more
accurate and precise start times, potentially located to within a
few hours. Furthermore, with recent glitch observations having
resolutions of a few seconds to a few minutes (Palfreyman et al.
2018; Shaw et al. 2018), it is not implausible to imagine future GCs
and AGCs being observed with a similar resolution, especially when
future detectors like the Square Kilometre Array will have dedicated
programs for pulsar timing (Bailes et al. 2016). In this ideal situation,
the search for GWs from GCs/AGCs would be over a similar time
window as used for glitches in Abadie et al. (2011), which had an
‘on-source’ time window of 120 s corresponding to a window wide
enough to contain errors of up to 3¢ in the start time.

We will now find an analytical expression for the SNR expected
from our model. We begin by following Jaranowski et al. (1998) in
defining the (square of the) optimal SNR as

> |h(f)I?
2=4 df, 12
Po /0 Sa(f) f (12)

where the integral is over all positive GW frequencies f, S,(f) is
the (one-sided) power spectral density, |2(f)|*> = h*(f)h(f) and the
tilde represents a Fourier transform. The SNR is ‘optimal” as we are
assuming the matched filter perfectly describes the GW signal.

't should be noted that the mode damping time-scale of our model is
consistent with the allowed time-scale range of Wen et al. (2019) only when
R Z 12 km. This is expected since real NSs, which the Wen et al. (2019)
analysis is based on, are thought to have radii closer to 12 km rather than the
10 km used in our canonical description.

4325

For a source that emits a GW signal whose amplitude changes but
frequency remains fixed, such as a decaying oscillation mode, S, (f)
remains constant so can be taken out of the integral. This leads to

4

Sa(f)

Note that the frequency in S, (f) is the GW frequency but the fin the
integral is only a dummy variable. Then, exploiting the fact that the

integrand is an even function of f, and using Parseval’s theorem,? we

find
2
2
p =
O Sa(f)

Using an exponentially decaying sinusoid (equation (7)) for A(z), we
find that the optimal SNR is

1y OVT
BV INGO R

Putting in our specific solutions for /((0) and 7 from equations (10)
and (5), respectively, we find the SNR (squared) obtainable from our
model, in terms of a3 ,(0), is
15 G 1 1
2 2 2

= — 0)———MR" —.
P = 2020 5 g MR
For a NS with known/estimated M, R, and d and for a GW detector
with power spectral density S, (f), the SNR becomes solely a function
of «3,(0), i.e. depends only on how large the initial mode amplitude
is. For representative values, we find

~13 (2220 SN\ (m
PO T T %106 ) \ ] » 1024 b 1.4 Mo

( i )( | )1
— == amn
10 km 1 kpc

where /Sa(F) = 1 x 102 Hz"? is the value at f ~ 2 kHz for the
Einstein Telescope (ET) (Hild et al. 2011). The sensitivity of Cosmic
Explorer 1 (CE) is essentially the same at this frequency, so we expect
to obtain a similar SNR (Reitze et al. 2019).

Since we have a prescription of how to go from the mode amplitude
to a change in spin frequency (equation (6)), we can use that to
directly find what the expected SNR (squared) would be if we observe
a change in spin frequency

N
e N

Again, for representative values, we find

po =

/|MW#. (13)
0

/ |h()|?dt. (14)

5)

(16)

MZIRId*Av. (18)

VSO N\ M oNE
Py A 2.7 ; e
1 x 1072 Hz 2 1.4 Mg

R \*/ d \ Av : 1)
10 km 1 kpe 1x108Hz) °

4 APPLYING THE MODEL TO DATA

As mentioned previously, we are mainly interested in whether GCs
and AGCs can be explained by our model. We have shown that
changes in spin frequency map directly to an initial mode amplitude,

20ne can also explicitly calculate the Fourier transform of () to use in
equation (13) but using Parseval’s theorem shortens the calculation. The final
expression for the SNR is the same in both cases, as expected.

MNRAS 518, 4322-4329 (2023)

€20z Arenuer 0] Uo Jasn uos0IYoUAS usuoye|g sayosinad Aq Z198¥89/2ZEH/S/8 1 G/olone/seiuWw/woo dnoolwapeoe//:sdiy Woll papeojumod



4326  G. Yim and D. I. Jones

SOF T : R s R
a5t
10
35t
0 |

asf ]
08 E
10f A ]
sE b kn :

ol P oeimwm BB Boww 1111 mmo.m o1, B

L 1 1 I 1
00 1 2345678 01011121314151617 1819202122
Initial mode amplitude, o5, [1079]

Glitches

Number of events

Figure 1. Histogram showing initial mode excitation amplitudes required
to explain GCs, AGCs and glitches of the Crab pulsar. Some values are not
shown for clarity. These are at values of a2 ,, = (32.2, 52.3, 81.2) x 1070,
all of which belongs to glitches.

with an m > 0 mode being excited for a GC and an m < 0 mode
being excited for an AGC. We will calculate what these initial mode
amplitudes are using actual electromagnetic data in Section 4.1.
Then, in Section 4.2, we will assume the model presented here really
is the mechanism behind GCs and AGCs and explore whether the
GWs given off will be detectable or not.

The data we have are values of Av for the GCs and AGCs of the
Crab and Vela pulsars, which were kindly provided by C. M. Espinoza
(Espinoza et al. 2014, 2021). Even though we are mainly focusing on
GCs and AGCs, we will speculate and extend the model to include
glitches too, as we will soon find out that current upper limits on /o (0)
allow us to do so. Values of Av for glitches have been taken from the
JBCA Glitch Catalogue (Espinoza et al. 2011). Additionally, we are
required to know the distances to the Crab and Vela pulsars, which
are taken from the ATNF Pulsar Catalogue (Manchester et al. 2005),
and are d = 2.00 kpc and d = 0.28 kpc, respectively. We will assume
m = %2 here as we assume the excitation of such non-axisymmetric
quadrupolar modes, as was described in Section 2. We will also
always use the canonical values of M = 1.4 M g and R = 10 km.

4.1 Initial mode amplitude

We first use equation (6) to calculate the initial mode excitation
amplitudes required to explain the small changes in spin observed in
GCs (m = +2) and AGCs (m = —2). This is shown as histograms
in Fig. 1 for the Crab pulsar and Fig. 2 for the Vela pulsar. We see
that both GCs and AGCs require a similar initial mode amplitude,
with the Crab requiring a5, & 2 X 10% and Vela requiring oo, ~
1 x 107°. This corresponds to a mode amplitude that is one millionth
of the radius of the NS, which is about 1 cm.

Although the theory behind glitches is fairly well developed (e.g.
Ruderman 1969; Anderson & Itoh 1975; Haskell & Melatos 2015),
we will apply the calculations to glitches too. In other words, we will
explore the idea that glitches represents the excitation and decay of a
relatively larger mode, that propagates in the negative mathematical
sense. We regard this as extremely speculative, given the existing
perfectly plausible models for pulsar glitches (Lyne & Graham-Smith
2012). The required initial mode excitation amplitudes that our model
then gives for the Crab and Vela’s glitches are shown in Figs 1 and 2,
respectively. They have values of oy, ~ 1 x 107> for the Crab and
a2 S 1.3 x 107 for Vela.

MNRAS 518, 4322-4329 (2023)
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Figure 2. Histogram showing initial mode excitation amplitudes required to
explain GCs, AGCs and glitches of the Vela pulsar. Note the change in scale
after the break on the x-axis. Some values are not shown for clarity. These
are at values of o, = (7.6, 31.0) x 107, both of which belongs to glitches.
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Figure 3. Histogram showing the SNR attainable by the ET (or CE) for the
predicted GWs from GCs, AGCs and glitches for the Crab pulsar. Some SNRs
are not shown for clarity. These are at values of: 20.0, 32.6, and 50.6, all of
which belongs to glitches.

4.2 Signal-to-noise ratio

This section shows the results of the GW SNR calculation when our
model is applied. The relevant equation is equation (18) which takes
the change in spin frequency as the primary input. The results of this
calculation are shown in Figs 3 and 4 which are histograms of the
SNR for the Crab and Vela, respectively, assuming ET sensitivity
(Hild et al. 2011). The sensitivity of CE is very similar to the ET at
GW frequencies of f~ 2 kHz, so we can take the SNR values in the
figures as representative of CE too (Reitze et al. 2019).

For the Crab, GCs and AGCs have a SNR ~ 1, whereas the SNR
is around ~5 for Vela. It appears that GWs from individual GCs or
AGCs will not be detectable with the ET or CE. However, combining
the signal from both the ET and CE could improve the SNR by a
factor of +/2 since the two detectors are independent. Moreover, it
might be possible to coherently stack multiple burst signals which
improves the SNR by a factor of +/Nexcites With Nexcie being the
number of mode excitation events. This means that, for GCs/AGCs
from Vela being detected by the network of ET and CE, one would
need to stack 2+ events before the combined signal has a SNR
that exceeds our nominal detection threshold, which is 10, but this
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Figure 4. Histogram shows the SNR attainable by the ET (or CE) for the
predicted GWs from GCs, AGCs and glitches for the Vela pulsar. Note the
change in scale after the break on the x-axis. Some SNRs are not shown for
clarity. These are at values of: 33.9, 138.0, and 330.9, all of which belongs to
glitches.
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Figure 5. Histogram showing the SNR attainable by Advanced LIGO at
design sensitivity for the predicted GWs from glitches for the Vela pulsar.
Some SNRs are not shown for clarity. These are at values of: 0.7, 3.7, and
14.9.

depends greatly on the type and width of the search (e.g. Walsh et al.
2016).

Moving onto the speculative case of applying our model to
glitches, the suggestion is that glitches are caused by the excitation
and decay of an m = 2 mode instead of vortex unpinning or
starquakes. The SNRs for glitches (using the ET or CE) are also
given in Figs 3 and 4. Some of the Crab’s largest glitches and all
of Vela’s glitches should be detectable with the ET or CE if this
suggestion is to be believed. In fact, Vela’s glitch SNRs for the ET
(or CE) are so large that we can consider what they would be for
Advanced LIGO (at design sensitivity, Aasi et al. 2015). The results
of this are shown in Fig. 5.

If a signal is not detected, one might ask what we could learn from
this. As mentioned in Section 3.1, an upper limit on /y(0) places
an upper limit on «,,(0). The most recent relevant (i.e. considers
the same time-scales) study comes from a burst search conducted
on Vela’s August 2006 glitch which yielded an upper limit of /(0)
< 6.3 x 1072! (Abadie et al. 2011). Using equation (11) and d =
0.28 kpc (Manchester et al. 2005), we find this corresponds to an
upper limit of a2(0) < 2.6 x 107%.
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Note that the 2006 glitch itself had an observed magnitude of
AQ

o =2.6x 107°. Using equation (6) this corresponds to an initial
excitation amplitude of 5 ,(0) = 1.1 x 104, and using equation (11),
to a GW amplitude 4(0) = 2.7 x 1072'. We therefore see that the
direct upper limit on GW emission following the 2006 glitch was
not constraining for our model, but only by a factor of 2 or so. The
Advanced LIGO detector sensitivity will be significantly better than

that of S5, consistent with the detectable SNRs reported in Fig. 5.

5 ENERGETICS

We will now consider the energetics of the model. We will consider
the energy budget required to excite the GCs and AGCs at the
observed rate and at the amplitudes calculated within our model.
Then, as a simple example, we will see whether this power can be
provided from elasticity during the usual secular spin-down of a NS.
Both quantities will be given as a fraction of the spin-down power,
Espin-down = —4m2Ivy.

In the following subsections, it will be useful to know how many
GCs/AGCs there were and over what timespan they occurred. For the
Crab, there were 381 GCs and 383 AGC:s (for a total of 764 events),
and they occurred over a timespan of Tops &~ 10620 d (Espinoza et al.
2014). Likewise, for Vela, there were 83 GCs and 66 AGCs (for a
total of 149 events) that occurred over a timespan of T,ps = 6865 d
(Espinoza et al. 2021). Also, so that everything is in one place, we
have for the Crab: v =29.6 Hz and v = —3.68 x 1071 Hz 5!, and
for Vela: v = 11.2 Hz and v = —1.56 x 107! Hz s~! (Manchester
et al. 2005).

5.1 Power required for modes

The power required to excite the modes, averaged over times long
compared to the interval between events, is simply given by the
average mode energy, (§E), times the average frequency at which the
modes are excited, F = N /Tops, Where N is the total number of GCs
and AGCs observed across time Tops. Explicitly, this is

(Emode) = ]:<8E) (20)

In Yim & Jones (2022), we found an analytic expression for the mode
energy which came from summing together kinetic, gravitational, and
internal energy contributions, and this gave

_ 3 GM?
8E = 05 ,p5R® = S—ﬂa;ZT, 1)
meaning the average power required is
. 3 GM?
(Emote) = =—(035) ——F (22)

Putting in representative values, we find

2
(032) M N/ R \'
1 x 106 (1.4M®> (10km>

F —1
(m) ergs . (23)

Note that this is the time-averaged power required to excite the
observed GC/AGC events. The detection of these events in radio
pulsar data partially depends on observational cadence and is cur-
rently limited by timing accuracy (Espinoza et al. 2014, 2021). For
telescopes with better timing accuracy, one might be able to observe
a greater number of small events in the same amount of time, leading

(Emode) ~ 3.9 x 10*
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to a larger value for (Eq.), correspondingly increasing the required
energy budget.

We will now look at the specific cases of the Crab and Vela. Taking
the Av data for GCs and AGCs and inputting into equation (6),

we find that |/(e3,) = 2.1 x 107° for the Crab and /(a3 ,) =

1.2 x 107® for Vela. After calculating event frequencies F, we
find that the Crab requires an average mode power of (Emode) ~
7 x 10~ Espin_down and Vela requires (Emode) ~4 %1073 Espin_down.
In other words, we need less than 1 per cent of the spin-down power
to sustain the excitation of modes as frequently as they appear in
observations. Given that all mode energy is radiated away as GWs,
this means that about 0.07-0.4 per cent of the spin-down power goes

into GW emission if this model is to be believed.

5.2 Power from elasticity

The question now is where can the power calculated in the previous
subsection come from? A natural mechanism to look at is the build
up of elastic energy that is stored in the crust as the NS spins down.
Here, we will do a rough calculation to see how much power can be
extracted from the elasticity of the crust, assuming the crust becomes
maximally strained.

One can imagine that at some point in time, a NS is rotating
at some angular velocity which gives it an oblateness. As the NS
spins down, the oblateness wants to decrease due to a weakening
centrifugal force, but a solid crust prevents it from doing so fully.
This then strains the crust so we get a build up of elastic energy that
we could harness for the excitation of our modes. The explanation
provided here forms part of the starquake model (Baym & Pines
1971).

Therefore, we will use the same simple equations provided by
Baym & Pines (1971) to help us with our calculation. The elastic
energy can be written as

Eq = B(ewr — £)°, (24)

where B is a constant that depends on the shear modulus of the crust
(e.g. Ogata & Ichimaru 1990; Strohmayer et al. 1991; Keer & Jones
2015), and the oblateness can be written as

In 2 B

_ 25
Zaa+p Tars™ 25)

where A is another constant that parametrises how the gravitational
potential energy changes as the oblateness varies. For an incom-
pressible canonical NS, B/A ~ 1073 (Baym & Pines 1971). e, is the
reference oblateness which is the oblateness when there is no strain
in the crust. For the situation described above, this means &,; > €.
One can then differentiate the two equations above with respect to
time to find

Eq = _ZBS(gref - 8) (26)
and
b= IsthQ _ Espin-down (27)

T 2A+B) 2A+B)

where we have assumed the reference oblateness does not change
between excitation events, i.e. é.f = 0 (no plastic flow). We then
substitute ¢ into equation (26) and use the fact that the largest strain
the NS is able to endure is the breaking strain, et — & = Upreak, Which
has a value no larger than 0.1 (Horowitz & Kadau 2009; Baiko &
Chugunov 2018). This means the maximum power we can get from
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elasticity is

|Ecl| _ B 6

Ubreak ™ 10~ (28)

Espin-down A+ B
Clearly this is around three orders of magnitude too small to power
the modes and so elasticity alone, as we have modelled it, cannot
be the driver of the modes. In a more realistic situation, one might
expect plastic flow to occur (e.g. Baiko & Chugunov 2018), perhaps
preventing strains as large as ~0.1 being attained, further limiting
the elastic energy available.

On the contrary, one would also expect the NS to contain a
superfluid, so like with glitches, some energy may be harnessed
from there. Indeed, as is well known, the superfluid pinning model
allows for much more energetic events than the starquake model
(e.g. Lyne & Graham-Smith 2012). We will explore this idea in the
future. Ultimately, we only require less than 1 per cent of the spin-
down power to go into exciting the modes in the model, as shown in
Section 5.1.

6 SUMMARY AND DISCUSSION

In this paper, we proposed a novel model for explaining the recently
observed small spin-ups and spin-downs of the Crab and Vela pulsars,
also known as glitch candidates and antiglitch candidates (Espinoza
et al. 2014, 2021). In the proposed model, we ascribe the change in
spin frequency to the excitation and decay of a non-axisymmetric
f-mode which propagates either against rotation (for a spin-up) or
with rotation (for a spin-down). For a given NS, the amplitude of
mode excitation is the only free parameter in the model and can be
calculated from the observed change in spin frequency.

One of the key unique features of the model is the connection
to GWs. The propagation of non-axisymmetric modes causes a
time-varying mass quadrupole moment, and this generates GWs.
We calculated details of the GW emission and its back-reaction on
the NS in our previous work (Yim & Jones 2022). We applied those
results here to the excitation of oscillations for a spinning down NS.
We used the predicted GW signal to assess whether GWs from this
model were detectable or not and gave expressions for the SNR as a
function of the change in spin frequency. In particular, for a nominal
SNR threshold of 10, signals from the Vela pulsar may be detectable
by the ET or CE, but only by coherently combining several such
signals.

There are many improvements that can be made to the model,
but the aim of this paper was to provide simple analytic results
and a proof of concept, based on the most essential ingredients.
Nevertheless, future studies should focus on removing some of the
simplifying assumptions. This includes: modelling exactly how the
modes are excited, which is closely related to the energy budget
problem, calculating the next leading order corrections due to
rotation, modelling a realistic interior with a specified equation of
state, and, looking at the effect of higher order modes.

Besides the GWs aspect, one might wonder how NS oscillations
may influence other electromagnetic observations like individual
pulse profiles. Taking the Crab as an example; it has a period of
around 30 ms and a pulse fraction of around 3 percent (Gould &
Lyne 1998), meaning each pulse lasts around 1 ms or around 2 f-
mode periods. The presence of f~modes could therefore ‘shake’ the
magnetosphere and superimpose substructure to the pulse profiles
of individual pulses, until the f-mode decays away (~few rotations).
This would be observed as a handful of individual pulses suddenly
developing ‘subpulses’ which would then recover quickly back to
normal.
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Furthermore, the sudden increase or decrease to the angular
frequency of the NS has implications for the coupling to other parts
of the NS, particularly when we consider the AV observed for GCs
and AGCs. We will comment more on this in a separate publication.

Finally, there is a natural extension which first inspired us to
tackle this problem, and it is whether the excitation and decay of
f-modes could explain long-term timing noise. The idea is that there
are consecutive, and perhaps unresolvable, spin-ups and spin-downs
which collectively give rise to timing noise. This is somewhat similar
to early theories of how microglitches cause timing noise (e.g. Cheng
1987; Cheng et al. 1988), but with the model presented here, it would
be testable with GW observations. If timing noise is characterized
by changes in spin frequency only, then the model presented here is
sufficient, but there needs to be more thought put into how the modes
are consecutively excited and why a mode propagates in a certain
direction as opposed to the opposite direction. We will leave these
unanswered questions open for now as they will form the basis of
future studies.
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