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Abstract

A series of connected research projects has been carried out for the purpose of
seeking physics phenomena beyond the Standard Model. These consist of a precise
measurement of the lifetime of a short-lived b-hadron, the BY; preparations for
measurements of C'P-violating parameters in BY decays; development of triggers that
select b-hadron events; development of new instruments for improved precision in
detecting fundamental particles; and monitoring and mitigating the effect of radiation
on the detectors, which is inescapable in their operating environment. Datasets

collected by the ATLAS detector at the Large Hadron Collider (LHC) are used for



the analyses involving the decays of b-hadrons. These analyses are supplemented by
a detailed study of the evolution of the radiation effects in the current and upgraded
ATLAS Pixel Detectors, using a radiation damage model and improving the model
with the data collected at high luminosities. In the end, a set of comprehensive
quality control tests, which include electrical and mechanical tests, has been carried

out on the modules of the ATLAS Upgrade Pixel Detector.
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Chapter 1

Introduction

1.1 Overview

This dissertation presents a set of related research projects focused on probing the
Standard Model of elementary particles as part of a search for New Physics beyond
it. To probe the Standard Model, which describes the interactions between the
elementary particles, colliders where particles are accelerated before colliding with
extremely high energies are needed. Similarly, complex detectors to record these
collisions are required. For the projects in this dissertation, the facilities employed
at the Large Hadron Collider (LHC) [1] and the ATLAS detector [2] were used. A
concise overview of the Standard Model and the LHC, and a detailed overview of the

ATLAS detector, are presented in this chapter.

The number of interactions that take place inside the ATLAS detector is more

than a billion per second. This dissertation focuses on B-mesons, which are particles
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composed of a bottom antiquark and a lighter quark!.

For the precision measurements to constrain the Standard Model using B-mesons,
data collected using the ATLAS detector from 2015 through 2018 were used. Chapter
2 presents the most precise lifetime measurement of the BJ-mesons. This measurement
is a key component of the precision measurement presented in Chapter 3, which sets
up the process by which the C'P-violating phase in BY decays will be determined.
To select the events involving B-mesons, triggers are used to discard the irrelevant
ones. Chapter 4 describes in detail the B-physics triggers, which are crucial for the
B-meson analyses in Chapters 2 and 3. The ATLAS detector that is used to collect
the data crucial for these precision measurements is immersed in a high radiation
environment and as a result, it receives damage from the particles that provide signals
of physics phenomena. To ensure reliable data-collection with the ATLAS detector,
the damage it receives needs to be understood and monitored to mitigate the effects
from the radiation. The precision measurements such as the measurement of the
B-meson lifetimes and C'P-violation parameters rely heavily on the size of the dataset
collected. To further advance the precision, the current detector needs to be upgraded
to increase the size of the dataset by a factor of seven. The upgraded detector
will be subjected to an unprecedented amount of radiation. Chapter 5 presents the
predictions of future radiation damage in the presently configured ATLAS detector
and in the ATLAS upgraded detector for the High-Luminosity LHC (HL-LHC) phase.
Chapter 6 presents the construction of the ATLAS upgrade detector carried out at

Laboratoire de Physique des 2 Infinis Iréne Joliot-Curie (IJCLab).

1'Unless otherwise noted, when a particle is mentioned, its antiparticle is implied as well.
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1.2 The Standard Model of Elementary Particles

Particle physics deals with the constituents of matter and radiation. Many models
were created to describe observed phenomena and physical laws. In the 1970s, the
Standard Model (SM) of particles and their interactions was formed [3-9]. This
model is in the best agreement with experimental data. The SM assumes that our
world is made of 17 elementary particles and their corresponding antiparticles. The
constituent particles are fermions and have half-integer spin. The field particles are
bosons and have integer spin. The particles interact via four known types of force:
electromagnetic, strong, weak and gravitational, of which the latter is not a part of

the SM.

The SM is based on four premises:

Its particle content includes 12 matter particles and the gauge/interaction

particles of the fundamental forces.

The fundamental forces are given by the strong and the electroweak forces.

The local gauge symmetry group is SU(3)c x SU(2)r, x U(1)y.

The Higgs mechanism generates particle masses without violating gauge invari-

alce.

The SM has been able to explain almost all experimental results and furthermore
it precisely predicted a wide variety of phenomena. With precision experiments
performed at previous and current colliders, the SM has been established as a physics

theory tested to the highest precision at the quantum level. However, the theory
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is still far from complete. One of its flaws is that it cannot explain the dominance
of matter in our visible universe. The difference between matter and antimatter is
manifested in the SM through C P-violation, however the amount of C'P-violation
predicted in the SM is at the order 107 [10] which is not sufficient to cause the
observed dominance of matter [11, 12]. Other drawbacks of the SM include the
lack of inclusion of gravity and no explanation for the existence of three (and only
three) generations of leptons and quarks. Astrophysical observations indicate that
there is a large fraction of the matter in the universe that does not interact via the
electromagnetic force (called dark matter) [13-15]; this matter is not described by
the Standard Model. Astrophysical observations have also determined that there
is a large amount of dark energy in the universe that is needed for explaining its

evolution [16, 17]; this energy is not described by the Standard Model.

The broad scope of this thesis work is to resolve some of the problems in the
Standard Model. Any precise measurements deviating from their SM prediction could
indicate New Physics phenomena that are not described by the SM; these processes
are Beyond Standard Model (BSM). Example BSM theories include the Minimal
Supersymmetric Standard Model [18-22] and the extensions such as Minimal Flavor

Violation [23, 24], Two-Higgs-Doublet Models [19], and others [25, 26].

1.3 The Large Hadron Collider

The Large Hadron Collider (LHC) [1] is the largest particle accelerator in the world.
It is located in the CERN laboratory near Geneva, Switzerland. The LHC is designed

as a two-ring superconducting hadron collider installed in a 26.7 km circumference
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tunnel. The tunnel lies between 45 m and 170 m under the surface to suppress cosmic
ray backgrounds to the experiments. It houses four major experiments - ATLAS [2],
CMS [27], LHCb [28], and ALICE [29]. The LHC has successfully delivered physics
data to the experiments in two runs from 2010 to 2018. The CERN accelerator

complex is shown in Figure 1.1.

The CERN accelerator complex
Complexe des accélérateurs du CERN

Neutrino |
Platform 1

LHC H
2013
2010 (27 km) H

SPS

™ 1976 (7 km)

HiRadMat
|\Tn>6
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ISOLDE
[
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v i an S
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v A0 mmmm ) e i
\N‘\‘( 4
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LHC - Large Hadron Collider // SPS - Super Proton Synchrotron // PS - Proton Synchrotron // AD - Antiproton Decelerator // CLEAR - CERN Linear
Electron Accelerator for Research // AWAKE - Advanced WAKefield Experiment // ISOLDE - Isotope Separator OnLine // REX/HIE-ISOLDE - Radioactive
EXperiment/High Intensity and Energy ISOLDE // MEDICIS // LEIR - Low Energy lon Ring // LINAC - LINear ACcelerator //

// HiRadMat - High-Radiation to Materials // Neutrino Platform

Figure 1.1: The LHC complex. The top ring is the LHC at which is installed
the ATLAS Detector. The complete injection chain is depicted including all pre-
accelerators. The original diagram can be found in Reference [30].

At the beginning of the acceleration chain, electrons are stripped from hydrogen
atoms and the resulting protons are inserted into LINAC2. The protons are accelerated
through a series of three synchotrons - the Proton Synchrotron Booster (PSB), the

Proton Synchrotron (PS), and the Super Proton Synchrotron (SPS). The protons are
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inserted into the two beam pipes of the LHC. The protons in each beam pipe are
made to accelerate in opposite directions and are brought together (pp collisions) at

four interaction points (IP) corresponding to the locations of the four experiments.

1.4 Accelerator Parameters

The most important parameters commonly used to describe accelerator performance

are briefly described in this section.

e Emittance ¢ is the property of a particle beam that characterizes its spread in
momentum-position (p — x) phase space. It is used to describe a beam because
unlike the physical dimensions of the beam, which vary with location in an

accelerator, emittance is invariant.

e Amplitude function ((z) is a beam optics quantity which is determined by
the accelerator magnet configuration and powering. From the physics point
of view, the most important is the value of the amplitude function at the
interaction point usually referred to as $*. The relation between §(z) and * is

defined as follows:

Blz) = 6"+ = (1.1)

where z is the distance along the nominal beam direction.

e Crossing angle 6. is the angle at which two interacting bunches intersect.
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1.5 Collider Parameters - Energy and Luminosity

The LHC has achieved unprecedented success in terms of center-of-mass energies
achieved and in the quantity of the data collected (integrated luminosity); these
are the two parameters most often cited for quantifying particle colliders [31]. The

definitions of these two parameters are provided in this section.

The center-of-mass energy of two colliding particles can be computed using the
energy-momentum four-vector p = (E, ?) For one particle with mass m traveling

with momentum — 7 (using natural units, i.e. ¢ =1):
p’=FE—7?=m? (1.2)

For two colliding particles, with mass m; and ms, traveling with momentum ?1 and

?1, the center-of-mass energy can be written as:
(P1+p2)’=El =s= (B + FEy)* — (71 + ?2)2- (1.3)

The term s is one of the Mandelstam variables [32, 33]. Taking the collision point to

be in the laboratory frame, ?1 = —?1, and the center-of-mass energy is:
Vs=E| + E,. (1.4)

Luminosity provides the information about the number of collisions produced in a

detector per second per cm?. The luminosity is the proportionality constant between
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the rate of events (or collisions) and the cross section of the event:

dN
e 1.5

In eTe™ colliders the luminosity can be determined using a process with a well defined
cross section. Typically, the Bhabha scattering process (ete™ — eTe™) would be
used. For a hadron collider there is no corresponding process with a well known
cross section. For the LHC, the parameters of the beam can be used to determine
luminosity [31]. The luminosity of two Gaussian beams with identical transverse

profiles (cross sections) colliding head-on is defined as:

¢ = Nl N (1.6)

)
dro,oy

where N; and Nj are the numbers of protons in each of two bunches, f is the revolution
frequency of protons in the collider ring, NV, is number of bunches in each beam, and
04,y are cross sections of the Gaussian beam. Luminosity can also be expressed in

terms of accelerator parameters:

r - p NN2f Ny (1.7)

ENTT

where v is the relativistic factor, €, is the emittance of the beam, 3, , is the amplitude
function, and F' is the geometrical loss factor resulting from operating with a nonzero

crossing angle 0.

The luminosity in Equation 1.5 can be integrated with respect to time to give
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integrated luminosity L as follows:

L= / Ldt, (1.8)

which is useful to characterize the size of the recorded data sample.

The first run of the LHC (LHC Run 1) occurred between the years 2010 and 2012.
In 2010 and 2011, the LHC was operated at a center-of-mass energy /s = 7 TeV. In
2012, the center-of-mass energy was /s = 8 TeV. LHC Run 2 occurred during the
years 2015 to 2018, and the center-of-mass energy during LHC Run 2 was /s = 13
TeV. The luminosity delivered by the LHC in Run 2 was 157 fb~!. In the ATLAS

experiment, several types of integrated luminosity are used:

e Delivered luminosity is the luminosity delivered by the accelerator,
e Recorded luminosity is the luminosity which is recorded by the experiment, and

e Good for Physics is the designation of the luminosity when all reconstructed

physics objects are assessed to be of good data quality.

In the ATLAS experiment, the luminosity determination is carried out using van der
Meer scans and dedicated luminosity detectors [34]. The overview of the accumulated

luminosity in LHC Run 2 at the ATLAS detector is shown in Figure 1.2.

Run 3 began in July 2022 at /s = 13.6 TeV and is expected to end in 2025. Start-
ing from 2029 [36], the LHC will operate at unprecedented instantaneous luminosity
at /s = 14 TeV for more than 10 years and in that time, ATLAS aims for a total

data set of about 4000 fb~!. This era is called the High Luminosity LHC (HL-LHC).
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Figure 1.2: Cumulative luminosity versus date delivered to ATLAS (green), recorded
by ATLAS (yellow), and certified to be good quality data (blue) during stable beams
for pp collisions at 13 TeV centre-of-mass energy in 2015-2018 [35].

1.6 The ATLAS Experiment

The ATLAS (A Toroidal LHC ApparatuS) detector, shown in Figure 1.3, is one
of the two general purpose detectors, the other being the Compact Muon Solenoid
(CMS), designed to study pp collisions at the LHC. The main areas of research done
at ATLAS are benchmark tests of the Standard Model, top quark studies, precise
study of electroweak theory, SUSY (supersymmetry), Higgs studies, and searches for

other new physics.

The ATLAS subdetectors cover almost the full solid angle around the collision

10
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Muon chambers Solenoid magnet | Transition radiation tracker
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Figure 1.3: The ATLAS detector cut-away view with its subdetectors highlighted [2].

point and are symmetric in the forward-backward direction with respect to the
interaction point (IP). The subdetectors can be geometrically divided into the barrel,
two end caps and two forward regions. In the forward regions, there can be found the
ALFA [2], LUCID [2], and ZDC [2] subdetectors which primarily provide luminosity
measurements. The non-forward subdetectors are divided into three subsystems:
inner detector (ID), calorimeters, and muon spectrometer (MS). The detectors are
immersed in the magnetic field that bends charged particle trajectories and allows

momentum measurement [29].

11



Chapter 1. Introduction
1.6.1 The ATLAS Coordinate System

The ATLAS coordinate system describing the detector phase space is right-handed
with the z — y plane perpendicular to the beam direction with the positive z-axis
pointed towards the center of the LHC ring, the positive y-axis pointed upwards
toward the surface of the earth and the z-axis pointed along the LHC beam line.
The detector half at positive z-values is referred to as the “A-side,” the other half
the “C-side.” The variables measured in the transverse plane are denoted with a T

subscript.

The track can be measured by finding the radial dimension, r, which is the distance
from the beam line, the azimuthal angle ¢, which is the angle from the x-axis (beam
axis), and the polar angle #, which is the angle from the z-axis (beam line). Using

this coordinate system, the following terms are introduced.

The pseudorapidity is defined as

n = — In(tan(0/2). (1.9)

The distance AR in the pseudorapidity-azimuthal angle space is defined as

AR = /12 + ¢ (1.10)

The transverse momentum, pr, is defined as the component of a particle’s momentum,

p, that is perpendicular to the direction of the beam line and is given by

pr = P X sin ¢. (1.11)

12
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It is a useful quantity to study the properties and interactions of the particles produced
in the collisions, as it reflects the dynamics of the partons inside the hadrons that

collide.

1.6.2 The Magnet System

The hybrid system of four large superconducting magnets of the ATLAS detector
is unique with respect to other experiments at the LHC and is necessary for the
momentum measurement of charged particles. This magnet system is 22 m in diameter
and 26 m in length, with a stored energy of 1.6 GJ. The magnetic system is shown in

Figure 1.4.

End-Cap
Toroid

Central Solenoid

Figure 1.4: The ATLAS magnet system layout which consist of the central solenoid,
barrel toroid and two end cap toroids [2].

It is made up of a central solenoid, a barrel toroid and two end cap toroids.

e The central solenoid is designed to provide a 2 T magnetic field in the central

13
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tracking region. To achieve that, the superconducting solenoid with radius
1.247 m and length 5.283 m is used. In the nominal state, the coil is supplied
with 7730 A and the whole solenoid is operated at 4.5 K using liquid helium as
a coolant. To reduce the detector’s material budget, the central solenoid and

the electromagnetic calorimeter share a common cryostat.

e The barrel toroid, providing the magnetic field in the outer tracking region,
consists of 8 flat superconducting race-track coils, each 25.3 m long and 5 m
wide, grouped in a torus shape with inner bore of 9.4 m and outer diameter of
20.1 m. The nominal magnetic field for the muon detectors in the central region
is 0.5 T, with peak field strength of 2.5 T in the bore. The supply current is

20.5 kA, and the operational temperature is 4.7 K.

e The end caps toroids, positioned inside the barrel toroid at both ends of the
central solenoid, provide the azimuthal magnetic field across a radial span of
1.5 — 5 m. The toroids generate the magnetic field required for optimizing the
bending power in the end cap regions of the muon spectrometer system. The
nominal magnetic field for the muon detectors in the end-cap region is 1.0 T,

with peak field strength of 3.5 T in the bore.

1.6.3 The Inner Detector

The inner detector (ID) is designed to provide excellent momentum resolution for
charged particles and both primary and secondary vertex position measurements with
high precision in the pseudorapidity range of |n| < 2.5. The ID has to withstand a

high-radiation environment as the innermost subsystem of the ATLAS detector.

14
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The ID is contained within a cylindrical envelope of length 3512 mm and with a
radius of 1150 mm. It is immersed in a 2 T magnetic field generated by the central
superconducting solenoid. The ID consists of the Pixel detector, the Semiconductor

Tracker (SCT) and the Transition Radiation Tracker (TRT).

As can be seen in Figure 1.5, the detectors are arranged as concentric cylinders
around the beam axis in the barrel region. In the end cap regions, there are pixel
modules located on disks perpendicular to the beam axis. All detectors are mounted
on a support structure, which is made of carbon fibers to ensure good mechanical

properties, thermal conduction and low material budget.

' End-cap semiconductor tracker

Figure 1.5: The schematic cut-away view of the ATLAS Inner Detector [2].

The Pixel detector is at the heart of ATLAS, closest to the interaction point of

the LHC proton beams, and it contains four layers of silicon pixel modules in the
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barrel region. Between LHC Run 1 and Run 2 the Insertable B-Layer was installed
as the closest pixel layer to the beam line, positioned at a radius of 33.25 mm from
the LHC proton beam line. Three barrel layers - B-Layer, Layer-1, and Layer-2 are
positioned at a radius of 50.5 mm, 88.5 mm, and 122.5 mm, respectively from the
beam line. The study presented in Chapter 5 focuses on the Pixel detector. All three
barrel layers have the same dimensions along the beam line axis, z = 4380 mm,
where z is measured from the interaction point, and they cover the full azimuthal
angle ¢. The disks are located at z = £495 mm, 4580 mm, and +650 mm and named
Disk-1, Disk-2, and Disk-3, respectively. The modules on the disks have an inner
radius of 8.88 cm and an outer radius of 14.96 cm. The four barrel layers are made
up of 1736 silicon modules, and disks add an additional 288 modules. Each module
includes a pixel sensor with an active surface area of (6.08 x 1.64) cm?, fabricated
on (252.5 £ 2.8) pum thick n-type bulk. The sensor is made by implanting highly
doped p-type (p*) and highly doped n-type (n*) material on opposite surfaces of the
bulk. These planar sensors as shown in Figure 1.6 operate with their p*™ implants on
the read-out side, where the front end electronics read out the signal, and the p-n
junction on the back side. In addition to planar sensors, IBL employs 3D sensors [37].
In 3D geometry, n™ and p™ columnar implants are in the silicon bulk. These are more
radiation hard due to the smaller inter-electrode spacing as shown in Figure 1.6. The
pixel detector provides approximately 80.4 million readout channels in total. Details
of the pixel sensor geometry and layout can be found in References [38, 39]. The 3D

sensors are proposed for future tracking upgrades as well [40].

The Semiconductor Tracker (SCT) consists of 4088 modules of silicon-strip

detectors arranged in four concentric barrels and two end caps of nine disks each. It

16



Chapter 1. Introduction

p* MIP  p* nt MIP p* n*
| lE) C;I | A £.Or? A
r 3

d s
E)g c§ . 9|0
Py oW

? ¥ L A “~9 /0> A
9|0
73 st
Pl | s
~0|0

¥ h A/

Y -(—L;-

Figure 1.6: (Left) planar and (right) 3D silicon sensor geometries. These diagrams
were originally published in [41].

provides typically eight strip measurements (four space-points) for particles originating
from the interaction point (IP). The strips in the barrel are approximately parallel
to the solenoid field and beam axis and have a constant pitch of 80 pm, while in
the end caps the strip direction is radial and of variable pitch. Every two sensor
modules are glued together within a hybrid module in the barrel region. On one
detector layer, there are two sensor layers rotated within their hybrids by +20 mrad
around the geometrical center of the sensor to measure space points in terms of r, ¢,
and z(r) coordinates. The 2D spatial resolution is 17 pum in the r — ¢ plane and
580 pm in z(r). The SCT provides between four and nine measurements per particle,
with coverage up to |n| < 2.5. The sensors of the SCT are 285 pm thick and are
constructed of high-resistivity n-type bulk silicon with p-type implants [42]. In total,

the SCT provides approximately 6.3 million readout channels.

The Transition Radiation Tracker (TRT) is the largest of the sub-detectors
in the ID. The main purpose of the TRT is to measure transition radiation of charged

particles, in order to distinguish between electrons and other, heavier particles, in
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the pseudorapidity range up to 2.5. The basic TRT detector elements are polyamide
straw tubes with diameter 4 mm filled with a mixture of 70% Xe, 27% CO,, and
3% O, and 70% Ar, 27% CO,, and 3% O, in some of the tubes in which leaks
were discovered during Run 2 [43]. The straw tube walls operate as cathodes, while
the 30 pm thick tungsten wire plated with gold operates as the anode. The TRT
is composed of 300,000 straw tubes that provide position measurements with an
accuracy of approximately 130 gm in the » — ¢ plane in the barrel, and in the z — ¢
plane in the end cap. A large number of hits, typically 36 per particle, is provided,
with coverage up to |n| < 2.0. The total number of readout channels of the TRT is

approximately 351,000.

1.6.4 The Calorimeters

The calorimetry system is designed to provide good energy resolution for measurement
of electromagnetic and hadronic showers, and it must also limit punch-through into
the muon system. The calorimetry system consists of two separate calorimeters,
electromagnetic and hadronic calorimeters, using different technologies suited to the
widely varying requirements of the physics processes of interest, and it covers the
angular region up to |n| < 4.9 [2]. An overview of the ATLAS calorimetry system is

shown in Figure 1.7.

The ATLAS calorimeters are sampling calorimeters where the energy of the full
shower can be inferred from the observed energy deposits. The calorimeters closest
to the beam line are housed in three cryostats, one barrel and two end caps. The

barrel cryostat contains the electromagnetic barrel calorimeter, whereas the two end
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Figure 1.7: ATLAS calorimetry system cut-away view [2].

cap cryostats each contain an electromagnetic end cap calorimeter, a hadronic end
cap calorimeter, and a forward calorimeter to cover the region closest to the beam.
All these calorimeters use liquid argon as the active detector medium because of its
intrinsically linear behaviour, its stability of response over time and its intrinsically

radiation-hardness.

The energies of electrons and photons are measured by the electromagnetic (EM)
barrel and end cap calorimeters. The EM has accordion shaped kapton electrodes
and lead absorber plates that provides complete and symmetric ¢ coverage without
azimuthal cracks. These detectors provide high granularity measurements, critical
for particle identification in the range |n| < 2.5. The EM is divided into a barrel

part (|n] < 1.475) and two end cap parts (1.375 < |n| < 2.5). The barrel calorimeter
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consists of two identical half barrels, separated by a 4 mm gap at z = 0. Each end cap
calorimeter is mechanically divided into two coaxial wheels: an outer wheel covering
the region 1.375 < |n| < 2.5, and an inner wheel covering the region 2.5 < |n| < 3.2.
The readout electrodes are located in the gaps between the absorbers and consist of
three conductive copper layers separated by insulating polyamide sheets. The overall

thickness of the EM is between 22 and 24 radiation lengths.

To ensure proper reconstruction of hadronic showers and maximal phase-space
coverage, the hadronic calorimeter is divided into three parts: a tile calorimeter in the
barrel, a LAr calorimeter in the end cap regions and a LAr forward calorimeter. The
tile calorimeters and the LAr hadronic end cap calorimeter are designed to measure

the energy of hadrons.

The tile calorimeter is placed directly outside the EM calorimeter envelope as can
be seen in Figure 1.7. It consists of a barrel part covering the region |n| < 1.0 and
two extended barrel parts covering the region 0.8 < |n| < 1.7. The scintillator tile
calorimeter (TileCal) is a sampling calorimeter using steel as the absorber and plastic
scintillating tiles as the active material. Two sides of the scintillating tiles are read
out by wavelength shifting fibers into two separate photomultiplier tubes. The overall

thickness of the tile calorimeter in terms of interaction length is 9.7\ at n = 0.

The hadronic end cap calorimeter (HEC) is located directly behind the end cap
electromagnetic calorimeter and covers the region of 1.5 < |n| < 3.2. Each HEC
consists of two independent wheels composed of copper LAr calorimeters of flat plate
design with outer diameter of 2.03 m. The wheels closest to the interaction point are
built from 25 mm parallel copper plates, while those further away use 50 mm copper

plates. The copper plates are separated by 8.5 mm gaps filled with LAr, providing
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the active medium for this sampling calorimeter.

The Forward Calorimeter (FCal) covers the region of 3.1 < |n| < 4.9 and is
designed to provide both electromagnetic and hadronic calorimetry information. The
FCal consists of three modules in each end cap: the first, made of copper, is optimised
for electromagnetic measurements, while the other two, made of tungsten, measure
mainly the energy of hadronic interactions. The FCal modules include a metal matrix
parallel to the beam axis consisting of concentric rods and tubes, where the LAr, in

the gap between them, is the sensitive medium. The overall interaction length of the

FCal is 10A.

1.6.5 The Muon Spectrometer

The muon system is designed to detect muons exiting the barrel and end cap calorime-
ters, and to measure muon momentum in the pseudorapidity range of |n| < 2.7. It
measures properties of muon tracks bent by the large superconducting air-core toroid
magnets. Over the range |n| < 1.4, magnetic bending is provided by the large barrel
toroid. For the region 1.6 < |n| < 2.7, muon tracks are bent by two smaller end cap
magnets inserted into both ends of the barrel toroid. In the region 1.4 < |n| < 1.6,
usually referred to as the transition region, the bending is provided by a combination
of the barrel and end cap fields. In the barrel region, tracks are measured in chambers
arranged in three cylindrical layers around the beam axis, while in the transition and
end cap regions, the chambers are arranged in three layers perpendicular to the beam
axis. Over most of the n range, a precision measurement of the track coordinates

is provided by the Monitored Drift Tubes (MDTs). In the range 2 < |n| < 2.7, the
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Cathode Strip Chambers (CSCs), which have higher granularity, are used to withstand
the demanding rate and background conditions. An essential design criterion of the
muon system is the capability to trigger on muon tracks. The precision tracking
chambers have therefore been complemented by a system of fast trigger chambers
capable of delivering track information within a few tens of nanoseconds after the
passage of a particle in the region |n| < 2.4. These are Resistive Plate Chambers
(RPCs) in the barrel region (|n| < 1.05) and Thin Gap Chambers (TGCs) in the end
cap (1.05 < |n| < 2.4) region. The main purpose is to provide fast track information
for triggering purposes with a well-defined pr threshold. A cut-away view of the

muon system is shown in Figure 1.8.

Thin-gap chambers (T&C)
I » Cathode strip chambers (CSC)

Barrel toroid

: Resistive-plate
chambers (RPC)

End-cap toroid
Monitored drift tubes (MDT)

Figure 1.8: ATLAS Muon Spectrometer cut-away view [2].

Monitored Drift Tubes (MDTs): The basic detection element of the MDT
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chamber is an aluminum drift tube with a diameter of 29.6 mm, pressurized with
Ar/CO; (93/7%) gas at 3 bar. The central wire has a diameter of 50 ym and is made
of a tungsten-rhenium alloy. It collects electrons created by the ionization of the
gas by incoming particles. The drift tube operates at 3080 V potential difference
between the wire and tube wall, producing an electric field with a maximum drift
time from the wall to the wire of about 700 ns. The spatial hit resolution for each
MDT tube is about 60 — 80 pum. The MDT chambers in the barrel are arranged in
three concentric cylindrical shells around the beam axis covering the region |n| < 1.4.
In the end cap region, muon chambers form large wheels, perpendicular to the z-axis
and covering the range 1.4 < |n| < 2.7. All regular MDT chambers consist of two
groups of tube layers, called multi-layers, separated by a mechanical spacer. The
multi-layer consists of four tube layers in the innermost shell to enhance the pattern
recognition performance, while the middle and outer shells each use only three tube

layers.

Cathode Strip Chambers (CSCs): The CSCs are multi-wire proportional
chambers with wires of 30 yum diameter oriented in the radial direction. The wire
pitch is equal to the anode-cathode spacing of 0.25 mm. In the bending direction,
the CSCs can reach a resolution of 60 pum per CSC plane. The operating voltage
of 1900 V provides a maximal electron drift time lower than 40 ns, resulting in a
timing resolution of about 7 ns per plane. The CSCs are used in the forward region,
2 < |n| < 2.7, where the track occupancy is higher than the safe operation limit of
the MDTs. The CSCs combine high spatial, time, and double track resolution with
high-rate capability and low neutron sensitivity. The whole CSC system consists

of two disks with eight chambers each. Each chamber contains four CSC planes,
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resulting in four independent measurements in 7 and ¢ along each track.

Resistive Plate Chambers (RPCs): The RPC is a gaseous parallel electrode-
plate detector used to provide trigger information in the barrel region. The RPC
module is made of two phenolic-melaminic plastic laminate plates kept parallel to
each other at a distance of 2 mm by insulating polycarbonate spacers. It is filled with
a 94.7/5/0.3% mixture of CoHyFsolso — C4Hy9/SFg gases which combines relatively
low operating voltage, non-flammability, and low cost, while providing a comfortable
plateau for safe avalanche operation. The potential difference of 4.9 kV/mm between
the plates allows the detector to work in avalanche mode. The signal is read out by
metallic strips, which are installed on the outer side of the resistive plates. The RPCs
are arranged in three concentric cylindrical layers around the beam axis covering
the region |n| < 1.05. The two inner layers provide information for low momentum
triggers using tracks in the range of 6 — 9 GeV, while the outer layer measures the
high momentum tracks in the range of 9 — 35 GeV, seeding the high momentum
triggers. Each RPC station is made of two detector layers and four readout strip

panels, each measuring the tracks’ 7 and ¢ coordinates.

Thin Gap Chambers (TGCs): The TGCs are multi-wire proportional chambers
designed to provide two functions in the end cap muon spectrometer: the muon
trigger capability and the determination of the second, azimuthal coordinate to
complement the measurement by the MDTs in the bending (radial) direction. In
the TGCs, the wire-to-cathode distance of 1.4 mm is smaller than the wire-to-wire
distance of 1.8 mm. The cathode plates are made of FR4 (Flame Resistant 4) with a
graphite coating on the inside. The gap between two plates is filled with a highly

quenching gas mixture of CO5 and n-C5H;5. The nominal operation voltage is 2900 V
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which provides a high electric field around the TGC wires. Together with the small
wire-to-wire distance, this leads to a very good time resolution of 4 ns. The TGC
detectors are mounted in two concentric rings, one in the innermost layer and the
other in the middle layer. Each layer is divided into the outer ring, covering the
rapidity range of 1.05 < |n| < 1.92, and the inner ring, covering the rapidity range of
1.92 < |n| < 2.4. The TGC units are grouped into triplet and doublet modules. The
triplet module is built to cope with false coincidences from background hits, which

are more likely in the end cap region than in the barrel.

1.6.6 The Forward Detectors

In addition to the main ATLAS detector systems described in the previous subsections,
four smaller sets of detectors provide good coverage in the forward region. These
forward detectors are placed at high pseudorapidities, and their primary objective is
to measure the beam luminosity for the ATLAS detector. Furthermore, in conjunction
with the main ATLAS detector, they have been used to study soft QCD and diffractive
physics. All of these detectors use different techniques to detect fragments from the

collisions. The location of the ATLAS forward detectors is shown in Figure 1.9.

ALFA AFP ZDC LUClDATLASLUC|D ZDC AFP ALFA
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Q7 Q6 Q5 Q4D2 D1 Q3Q2Q1 Q1Q2Q3 D1 D2Q4 Q5 Q6 Q7

Figure 1.9: The placement of the ATLAS forward detectors with respect to the
ATLAS detector [44].

Ordered according to their distance from the interaction point, the first system is a
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Cherenkov detector called the LUminosity measurement using Cherenkov Integrating
Detector (LUCID). The LUCID is designed to measure relative luminosity, and
is located in the ATLAS cavern at +£17 m from the interaction point (IP). The
second system is the Zero-Degree Calorimeter (ZDC) which is designed to detect
forward neutrons in heavy-ion collisions and is located at £140 m from the IP. This
corresponds to the location where the LHC beampipe is divided into two separate
pipes. The ZDC is embedded in the TAN (Target Absorber Neutral), which is located
between the beampipes just after the split. The primary purpose of the ZDC is to
detect forward neutrons in heavy-ion collisions. The ATLAS Forward Proton (AFP)
detector is located at 210 m from the IP and is designed to tag elastic and diffractive
events. The most remote detector is the Absolute Luminosity For ATLAS (ALFA).
The ALFA is designed to measure elastic proton scattering and is located at +240 m,

just before the bending magnets of the LHC arc.

Luminosity measurement using Cherenkov Integrating Detector (LU-
CID): The LUCID is composed of two modules located at £17 m from the interaction
point that provide a coverage 5.5 < |n| < 5.9 for charged particles. The LUCID
measures ATLAS luminosity using the inelastic collision products with low sensitivity
to the background [45]. In Run 1, the LUCID-1 was used for the luminosity measure-
ment; however, the increased pile-up and reduced bunch spacing in Run 2 demanded
a faster and more radiation hard detector with sensors of smaller acceptance and, in
general, better electrical stability. Thus for Run 2, the upgraded detector LUCID-2
was used. The LUCID-2 was installed during Long Shutdown 1 (LS 1) which was the
shutdown phase between Run 1 and Run 2. It was decided to use a gasless system

with 16 photomultipliers (PMs) at each arm. The PMs contain thin quartz windows
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as their Cherenkov medium and a small amount of radioactive 2°"Bi deposited on the
windows for monitoring and calibration purposes. The precision of the luminosity

measurement in Run 2 with the upgraded LUCID-2 detector is approximately 2% [46].

Zero Degree Calorimeter (ZDC): The ZDC provides coverage of the region
|n| > 8.3 for neutral particles and is placed on two symmetric arms at 140 m from the
interaction point. The ZDC plays an important role in the heavy ion physics program
at the LHC. It is used for the centrality measurement, which is strongly correlated
with the number of very forward neutrons. The ZDC is a sampling calorimeter that
detects Cherenkov light produced by the highly energetic charged particles in the
shower. The active element is made of quartz rods, and the light produced in the
rods is detected by photomultiplier tubes. The tungsten plates are used as absorbers.
The time resolution of the ZDC is about 100 ps, which is sufficient to locate the

interaction point to within about 3 cm along the beam axis [47].

ATLAS Forward Proton (AFP) Spectrometer: The AFP consists of four
detector stations placed symmetrically with respect to the ATLAS Interaction Point
(IP), located at £205 m and £217 m. Each AFP station is inside a retractable device
called a Roman pot that protects it from the LHC high vacuum with a secondary
safety vacuum. Each AFP station consists of four Silicon Trackers (SiT) which
provide precise position measurements. The purpose of the AFP tracking system
is to measure points along the trajectory of protons that are deflected during a
proton-proton interaction. Four readout chips are installed in each AFP station. The
active area covered by the tracking detector is approximately 16 x 20 mm? with a
pixel size of 50 x 250 pum?. Detectors are tilted by 14 degrees. The resolution of a

single plane is about 6 ym and 30 pm in the x and y coordinates respectively [48]. By
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having two detectors on each side of the IP, one can measure not only the position of
the proton with respect to the beam, but also its elevation angle. These are connected

to the proton kinematics at the interaction point [49].

Absolute Luminosity for ATLAS (ALFA): The ALFA is located at £240 m
from the interaction point on both sides of ATLAS. It is designed to measure protons
scattered at very small angles used for studies involving elastic and diffractive events,
exclusive production, and photon-induced interactions. The whole detector is placed
in Roman pots which permits the detector to reside in the primary vacuum of the
LHC with only a minimal amount of insensitive material towards the beam, to avoid
acceptance losses. At the beginning of the run, the ALFA detectors are in withdrawn
position far from the beam and, after the beam has stabilized, the detectors are
moved to within 1.5 mm of the beam. The detector is based on staggered layers of
square-shaped scintillating fibers, read out by Multi-Anode Photomultiplier Tubes
(MAPMTSs). These fibers are made of organic scintillators with a fast decay time
of 2.8 ns; however, they provide radiation hardness in the range of a few kGy. The
MAPMT technology allows readout of the relatively large number of scintillating
fibers [50].

1.7 ATLAS Software and Computing Tools

The core of ATLAS software consists of the Athena framework [51] with libraries for
event simulation, reconstruction, visualisation, etc., and a set of tools that facilitate
the writing of analysis programs developed within the framework. It contains over 2000

individual software packages and external dependencies, including over 100 software
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packages including HepMC [52] and Geant4 [53]. The candidate reconstruction and
event selection are done on the Athena framework producing the output data files

that are then processed by an analysis program.

The analysis program can be written in C/C++ or Python utilizing CERN
ROOT [54] with usage of the RooFit [55] and RooStats [56] frameworks. In gen-
eral, the ROOT and Athena frameworks are well connected, but they can be used

independently.

1.7.1 Athena

The Athena framework is mainly written in C++ and Python and is based on the
Gaudi architecture [57]. It is used as a common framework for monitoring detector
performance and conducting physics studies. It also provides functionality for the
event reconstruction, event simulation, analysis tools and control for High Level

Triggers (HLT).

The framework is designed to maintain strict separation between transient and per-
sistent data. This allows individual components to be easily replaced as technologies

evolve, which is essential for an experiment that will run for several decades.

One of the major upgrades in Run 3 is that of Athena whose algorithms are being

optimized for multi-threaded CPUs and efficient memory usage [58].
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1.7.2 ROOT

ROOQT is an object-oriented analysis toolkit for data processing developed by CERN;
it is available under the LGPL license. ROOT follows C++ syntax and provides a
set of advanced statistical analysis and visualization tools. The ROOT framework
provides containment for analysis processing and storage of analysis results in the
proprietary ROOT tree structure. It also allows usage of parallel computing tools for
effective processing of large data files. The analysis presented here is processed using

ROOT version 6.20/06 [59]. ROOT provides the following packages:

e The RooFit package is a toolkit for modeling the expected distribution of
events in a physics analysis. Models can be used to perform unbinned likelihood

"2 samples for various studies.

fits, produce plots, and generate “toy Monte Carlo
The RooFit tools are integrated into the object-oriented and interactive ROOT
graphical environment. The software is primarily designed as a particle physics

data analysis tool, but it could be used as a powerful tool for other types of

data analysis.

e RooStats is used to create advanced statistical tools required for the analysis
of LHC data, with emphasis on discoveries, confidence intervals, and combined
measurements. The classes are built on top of the RooFit package, which
provides functionality for easily creating probability models, for analysis com-
binations and for digital publications of the results. It is organized as a joint

collaboration between ATLAS and CMS and is based on ROOT and RooFit.

2Toy Monte Carlo is a method based on random generators using simplified models to
represent the more complex physical problem.
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1.7.3 ATLAS Event Data Model

The event data model (EDM) of the ATLAS experiment ensures commonality across
the detector subsystems and subgroups such as triggers, test beam reconstruction,
combined event reconstruction and physics analysis. Additionally, the EDM allows
the use of common software between online data processing and offline reconstruction.
The EDM provides the infrastructure to ensure accessibility of data even after the

data model is changed.

The EDM has undergone substantial upgrades after the first data-taking run,
Run 1, even though it was very successful. One of the main problems with the EDM
during Run 1 was that the event data could not be directly read by ROOT and
had to be converted to a series of ROOT formats which caused an increase in the
storage requirements [60]. To alleviate these problems, ATLAS converted the complex
transient data model to a simpler persistent data model which could be written to
ROQT directly. This new ATLAS event data model for analysis is called the xAOD
(Analysis Object Data) [61]. In this model, when the RAW data are reconstructed
using Athena, the output is written into the xAOD format. The final analysis dataset,
incorporating n-tuples, can be created using Athena and ROOT or from xAOD by
skimming?® or slimming* using the derivation framework; that framework is used to
create the intermediate data products from the output of reconstruction by removing
and adding information while maintaining the structure of the EDM. The final
component of the model is the analysis framework, which is then used by physicists

to read the derived data products, apply various combined performance tools and

3Skimming is the removal of whole events, based on the features of the event.
4Slimming is the removal of variables within a given object type, uniformly across all
events.
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produce the final analysis n-tuple.

The physics analysis is usually performed on the final n-tuples, producing plots
and applying various statistical tools to extract physics parameters. Figure 1.10

diagrams the flow of the data in the ATLAS Run 2 EDM.

Derivation
framework

~TB
(Athena) Athena-based analysis

ROOT-based analysis

Athena-based analysis ~GB

[CP)
P
ROOT-based analysis

A\

Reconstruction
(Athena)

Figure 1.10: The ATLAS Run 2 analysis model consists of a new EDM (xAOD), a
centralized data-reduction framework (derivation framework), and a dual-use infras-
tructure for applying combined performance group recommendations [61].

The BPhysics working group extensively uses the derivation framework where for
each topology, a stand-alone derivation is used. This thesis covers the following decays,
which share a common topology: BY — J/¥(— utp™)¢(— KTK™), BY — J/¢(—
ptp )K*9(— K*1F), and B* — J/¢(— ptp~)K*. These decays are covered by
the BPHY5 derivation where a cascade vertex fit looks for the vertex formed by two

muons originating from the .J/1¢ decay and one or two additional kaon tracks.

32



Chapter 1. Introduction

1.7.4 Monte Carlo Simulation

Monte Carlo (MC) event generators are used extensively in all the phases of a collider
physics experiment. At the beginning, the generator is used for studying the physics
reach of detector concepts and for designing the facilities and the detectors. The
data reconstruction software is developed and optimized on the MC samples, and
any upgrade or change is validated with respect to the MC simulation. The MCs are
used to study the detector response to a selected signal and background processes
in a physics analysis. The whole MC simulation has to proceed through a series of

steps: event generation, simulation and digitization.

Event Generation

The first step of an MC simulation is the event generation. There is a variety of
general and specialized event generators, but the ATLAS experiment employs two
general purpose event generators: Pythia [62] and Herwig [63]. Pythia and Herwig
simulate the initial parton collision described by perturbative QCD. For some studies,
an additional event generator needs to be used. For B-Physics analysis, ATLAS uses
a specialized version of Pythia called PythiaB [64], and in some cases the standard

Pythia decay processes are replaced by EvtGen [65].

Pythia8 is the most commonly used general-purpose event generator for high-
energy particle collisions. It uses a parton shower model that is based on the
assumption that any 2 — n process, with a complex final state, can be achieved by
starting from an elementary 2 — 2 process. The final state is generated through a

sequence of steps. In the first step, each proton in two colliding beams is characterized
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by a set of parton distribution functions which define the partonic substructure of
the proton. In the second step, one shower initiator parton from each beam starts
a sequence of branchings, such as ¢ — ¢gg, which builds up an initial-state shower.
One incoming parton from each of the two showers enters the hard process that is
described by QCD in leading order perturbation theory. After this, the generation of
all subsequent activity at the partonic level follows, involving final-state radiation,
multiple parton-parton interactions and the structure of beam remnants. In the final
step, hadronisation of this final parton configuration is achieved, followed by the

decays of unstable particles [62].

PythiaB provides an interface to Pythia dedicated to the simulation of beauty
events; it also brings several functionalities for BPhysics studies [64]. It offers some

advantages over standard Pythia.

e Events involving b-quarks are simulated faster in PythiaB. The events containing
the b-quark are usually generated through one of the following mechanisms:
flavour creation (gg — bb and gq — bb), flavour excitation (gb — gb) and gluon
splitting (¢ — bb). However, only 1% of events are expected to contain a b
and b-quark in the standard Pythia simulation. In PythiaB, to speed up the
process, the simulation is interrupted after the parton development to check for
the presence of bb quark pairs. Only the events passing the user-defined cuts

are used for the hadronisation in PythiaB.

e It offers an option to force the b-quark to decay into the channel of interest

while allowing the opposite b-quark to decay through any allowed channels.

e [t provides an option to define b-production parameters, such as a multiple
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particle interaction model, structure functions, the factorization scale or gluon

probabilities.

EvtGen simulates the decays of heavy flavor particles, primarily B and D mesons.
It uses spin algebra and complex decay amplitudes to generate each branch of a given
full decay tree, taking into account angular and time-dependent correlations which
allow for the simulation of C'P-violating processes such as BY — J/¢(— pu™u=)o(—

K+K-).

1.8 The Trigger System

The ATLAS experiment records about 1 kHz of physics events, out of the LHC design
bunch crossing rate of 40 MHz. ATLAS employs a two-level trigger system to achieve
high selection efficiency for physics events while reducing the background rate. The
event selection is based on predefined physics signatures or the presence of events
that are physically interesting, such as events with high pr, objects with high missing
transverse energy, Fr, that is not detected by the particle detector, but is expected to
be conserved according to the laws of physics, or events with certain particles in the
final state. This helps to reduce the size of the datasets that need to be analysed later.
In addition, the trigger system exploits algorithms using topological information and

multivariate methods to carry out the filtering for the many physics analyses pursued

by the ATLAS collaboration.

The trigger system in Run 2 (2015-18) and Run 3 (2022-2025) consists of a

hardware-based first level trigger (Level-1) [66] and a software-based high level trigger
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(HLT) [67]. A schematic overview of the ATLAS trigger and data acquisition system

is shown in F

igure 1.11.
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Figure 1.11: Schematic overview of the Run 2 configuration of the Trigger and DAQ

system [68].

1.8.1 Level-1 (L1) Trigger

The L1 trigger is a hardware-based trigger using dedicated custom electronics to

trigger on events from the calorimeter and muon detectors with a coarse granularity

and lower energy /momentum resolution [69]. It accepts events at a rate up to the

maximum detector read-out rate of 100 kHz, down from the bunch crossing rate

of about 40 MHz, within a latency of 2.5 us. The L1 calorimeter (L1Calo) trigger

takes signals from the calorimeter detectors as input [70]. The L1 muon (L1Muon)
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trigger uses hits from the RPCs in the barrel and TGCs in the end caps to determine
the deviation of the hit pattern from that of a muon with infinite momentum [71].
The L1 trigger decision is formed by the Central Trigger Processor (CTP) which
receives inputs from the L1Calo trigger, the L1Muon trigger through the L1Muon
Central Trigger Processor Interface (MUCTPI) and the L1 topological (L1Topo)
trigger [72] as well as trigger signals from several detector subsystems. The L1 trigger
can select events on the basis of event-level quantities like the total energy deposited
in the calorimeter, the multiplicity of objects above thresholds in, e.g., transverse
momentum, or by considering topological requirements on reconstructed quantities
such as invariant mass. The topological requirements are applied in the L1Topo
trigger to geometric or kinematic combinations between trigger objects received from
the L1Calo or L1Muon systems. For each Ll-accepted event, the Front-End (FE)
detector electronics read out the event data for all detectors. The data are sent first
to ReadOut Drivers (RODs), performing the initial processing and formatting, and
then to the ReadOut System (ROS) to buffer the data. The data from the different
sub-detectors are sent from the ROS to the second stage of the trigger, the High-Level
Trigger (HLT), only when requested by the HLT. In addition to performing the first
selection step, the L1 triggers identify Regions-of-Interest (Rols) in 7 and ¢ within
the detector to be investigated at the second trigger stage. There is no tracking
information extracted from the ID, because the readout system is not fast enough to

acquire the required information.
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1.8.2 High Level Trigger (HLT)

The second stage of the trigger, the HLT, is software-based. A typical reconstruction
sequence makes use of dedicated fast trigger algorithms to provide early rejection,
followed by more precise and more CPU-intensive algorithms to perform offline-like
reconstruction. It uses data with full granularity within the Rol provided by the L1
and combines information from all detectors, including the ID. These algorithms are
executed on a dedicated computing farm of approximately 40,000 selection applications
known as Processing Units (PUs) with networking built with commercial technologies.
The PUs are designed to make decisions within a few hundred milliseconds. A step in
such a sequence of algorithms will typically execute one or multiple feature-extraction
(FEX) algorithms requesting event-data fragments from within an Rol and terminate
on a hypothesis algorithm (HypoAlg) which uses the reconstructed features to decide
whether the trigger condition is satisfied or not. In some cases, information from the
full detector is requested in order to reconstruct physics objects. The HLT software
is largely based on the offline software Athena (Section 1.7.1). The physics recording
rate of the HLT during an ATLAS data-taking run is on average 1.2 kHz with an
average physics throughput to permanent storage of 1.2 GB/s. Once an event is
accepted by the HLT, the Sub-Farm Output (SFO) sends the data to permanent
storage for offline reconstruction and exports the data to the Tier-0 facility [73] at

CERN’s computing centre.
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Lifetimes of Bg and BT Mesons

2.1 Introduction

The measurement of the various B-meson lifetimes is of particular significance for
some theoretical models. The Spectator Model, discussed in Section 2.1.1, is a basic
model that expects the same lifetimes for all B-mesons. The Heavy Quark Expansion
(HQE) approach, discussed in Section 2.1.2, is a sophisticated model that permits
estimates of the differences in the lifetimes and their magnitudes. The lifetimes of
B-mesons and their ratios allow us to examine the adequacy of the Spectator Model

and the accuracy of the HQE model.

2.1.1 The Spectator Model

The Spectator Model is a simple theoretical way to look at the decays of hadrons that

have a heavy quark. In this model, only the heavy quark changes in the decay, while
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Y

Figure 2.1: Feynman diagram for the decay of a muon.
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Figure 2.2: Feynman diagram for the decay of a b-quark.

the light quarks of the hadron stay the same. The model predicts that the lifetime is
the same for all the hadrons that have the same heavy quark, regardless of the other

quarks they contain. The heavier the quark, the more valid the approximation.

The lifetime of a B-meson can be approximated by the lifetime of a free b-quark,
which is calculated from the ratio of the muon decay rate, assuming the process in

Figure 2.1, to the b-quark decay rate, assuming the process in Figure 2.2.

The decay width of the muon in the first order process is given by

G
T 1)
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where m,, is the mass of the muon and G is the Fermi coupling constant given by

V2 g

= . 2.2
G 8 mi; (2:2)

The g is the weak interaction coupling constant, and myy is the mass of the W-boson.
Experiments on the lifetime of the muon have measured the value of Gg to be

1.166 x 107> GeV 2.

The decay width of the b-quark can be estimated using Equation 2.3 with the

following modifications:

e the muon mass, m,, is replaced with the mass of the b-quark, m,,

e a quark to quark coupling between the b-quark and the c-quark is introduced

using the square of the CKM matrix element, |V;,|?, and

e because the W-boson can decay into any of the three lepton generations and
the two quark generations with three color variations, the decay of the b-quark
has 9 decay channels that are kinematically allowed. The muon, on the other
hand, only has one kinematically allowed decay channel. This results in a phase

space factor of 9 for the decay of the b-quark.

Taking these into account, the decay width of the b-quark can be written as

_ IV PGE 5

L= —oam ™
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The lifetime of a b-quark in terms of the muon lifetime is given by

5
my 1
= — ~13-17 2.4
= Tu {mb} 9|V |2 b, (24)

with my, = 4.18 £ 0.003 GeV and |V,| = (40.8 + 0.14) x 1072 [10]. The predicted

value is of the order of the observed B-meson lifetimes.

The Spectator Model predicts equal lifetimes for all b-hadron species. However,
measurements reveal that there are non-negligible differences in the lifetimes of the

various B-mesons, which follow the hierarchy:

Tet > Ty R TR0 > Tp. (2.5)

2.1.2 The Heavy Quark Expansion

One theoretical approach to the study of b hadron lifetimes is the Heavy Quark Ex-

pansion (HQE) [74-80] which is based on the operator product expansion (OPE) [81].

The HQE is a method to separate the decay amplitude into two parts: the non-
perturbative, long-distance part that comes from QCD and the short-distance part
that comes from electroweak interactions. In the HQE framework, the total decay
width of a b-flavored hadron can be written as an expansion in powers of the inverse

of the b-quark mass as follows:

A 2 A 3 A N
1+A2( T?LCD> +A3( ;CD) +...+AN( 7%@) ], (2.6)
b b b

where I'y is the free b-quark decay width, as given in the spectator model, Aqcp is

I'="Ty
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the QCD scale parameter, and the Ay are computable coefficients. Equation 2.6

describes the following spectator and non-spectator effects:

e At the lowest or leading order, the decay is described by the Spectator Model,
with the light spectator quark having no influence. This term is universal for
all b-hadron species and there is no contribution from the O<me) term.

e At order (m%))zv the first correction term appears. The Fermi motion of the b-
quark and from spin interactions between the light and heavy quarks is included
at this level. This term is sensitive to lifetime differences between mesons and
baryons. As an example, the decay rate of baryons, which have two light quarks
with no net spin, is higher than that of mesons, which have one light quark
with half-integer spin. As a result, the baryon lifetime is decreased by about

2% relative to the meson lifetime.

e At order <m%)>37 the non-spectator effects, Pauli interference and weak annihila-
tion, arise. These effects are enhanced by a relatively large phase space factor
of 16m2. This term also includes the non-perturbative matrix of four-quark
operators, which has recently [82] been calculated using QCD sum rules [83,
84] formulated in Heavy Quark Effective Theory (HQET) [85]. The largest

contributions to the total uncertainty on the lifetime ratio, as predicted with

HQE, come from the hadronic matrix elements.
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2.2 Lifetime Measurement of the Bdo-meson

This dissertation focuses on the measurement of the lifetime of the BJ-meson using
140 fb~! of integrated luminosity collected by the ATLAS detector at /s = 13 TeV
during the period 2015-18 at the LHC. The meson is identified through a combined

mass and lifetime reconstruction of the channel J/¢(— ptp™)K*(— K*nF).

The predicted average decay width of the B}-meson is Iy = (0.63705) ps—* [85].
Measurements of the lifetime of the B}-meson have been reported by a variety of
experiments. The previous measurements of b-hadron lifetimes with the highest
precision at the LHC have been reported by LHCb [86, 87], ATLAS [88, 89|, and
CMS [90].

2.3 Data-taking Conditions and Simulations

The analysis used several triggers, as the data collection spanned periods with
varying instantaneous luminosity. All triggers used in this study were based on the
identification of a J/¢¥ — p*u~ decay, with pr greater than 4 GeV, 6 GeV or 11 GeV
for each muon in the dimuon pairs. Quality requirements were imposed on the data,
notably on the performance of the MS, ID and calorimeter systems. The analysis
used pp collision data with an integrated luminosity of 140.1 1.2 fb~! [91], measured
by the LUCID-2 detector [46].

A Monte Carlo (MC) sample of 50M signal candidates was generated for modeling
the B} — J/YK* decays in the ATLAS detector. The b-hadron production in

pp collisions was simulated using Pythia 8.244 [92] tuned with ATLAS data. The
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generation was made with the Al4 set of parameter values [93] together with the
CTEQG6L1 set of parton distribution functions [94]. The MC events were then passed
through the full ATLAS detector simulation program based on the ATLFAST?2
procedure [95] using the Geant4 package [96]. The same software that processed the
detector data also was used to reconstruct the simulated events. The MC events were

adjusted to match the data in terms of pile-up and trigger conditions.

2.4 Data and Event Selection

Only events that passed the trigger selections were considered. In addition, each
event had to have at least one primary vertex reconstructed from four or more ID
tracks, and at least one pair of oppositely charged muons reconstructed from both
the MS and the ID. The muons used in the analysis were required to meet the tight!
working point identification criteria. Since the mass resolution varies in different
regions of the detector, the J/1¢ candidates were split into three groups based on
the pseudorapidity n of the muons. In the first subset, both muons have |n| < 1.05,
where the values n = +1.05 mark the boundaries of the MS barrel region. In the
second subset, one muon has 1.05 < |n| < 2.5 and the other muon has || < 1.05.
The third subset contains candidates where both muons have 1.05 < |n| < 2.5. The
subsets are combined to use as one dataset. To get the J/1¢ mass and mass resolution
for these three groups, a maximum likelihood fit was applied, and the signal region

was set symmetrically about the fitted mass in each case, keeping 99.7% of the J/v

ITo achieve the highest muon purity, tight muon reconstruction sacrifices some efficiency
and demands combined muons with hits in at least two MS stations and other criteria, as
explained in Reference [97].
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candidates from the fits. The K** — K*7F decay candidates were reconstructed
from all tracks that were not identified as muons. Only oppositely charged tracks
passing the pr(K*°) > 3.5 GeV, pr(K*) > 1 GeV, pp(rF) > 0.5 GeV, and || < 2.5
criteria were used, and the invariant mass of the K** — K*7F candidate was required

to lie in the range 846 MeV< m(K*n¥) < 946 MeV.

All combinations of the selected J/v¢ — puTpu~ and K*° — K*1¥F candidates were
fitted to a common vertex, forming the B} — J/¢K*? candidates. The vertex fit was
constrained by fixing the invariant mass of the two muon tracks to the PDG value of
the J/1 mass [10]. The B — J/¢K* candidates that fulfill the x?/ndof < 3 were
accepted for further analysis. The BY candidate with the lowest x?/ndof was selected
in events with more than one candidate passing the criteria. A total of 10559554 B}
candidates were collected within the mass range (5.00 — 5.65) GeV. This range was
chosen to allow enough background events in the sidebands of the mass distribution

for precise determination of the properties of the background events.

The average number of interactions per bunch crossing was 31, requiring a selection
of the optimal primary vertex for the Bl-meson production. The primary vertex
(PV) positions were updated after removing any tracks involved in the BJ-meson
reconstruction. The PV candidate with the smallest three-dimensional impact pa-
rameter?, ag, was used. The simulated dataset gave the fraction of BY events with
the wrong production vertex. The PV reconstruction resolution in the transverse
plane matched the beam spot size, so the true and the selected PV were the same.

In the z-direction, 6% of the vertices were incorrect - the fraction where the distance

2The shortest distance from each PV candidate to the line extended from the recon-
structed Bg—meson vertex along the Bg momentum vector.
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between the true and the selected vertex was more than 3 times the z-resolution of
the PV [98]. However since the proper decay time is calculated in the transverse
plane, these cases do not have any impact on the lifetime determination, as was

confirmed by MC.

For each B}-meson candidate the proper decay time ¢ was determined using:

Ly
= 2B (2.7)
Pry

where Ly, is the transverse decay length which is the displacement in the transverse
plane of the BJ-meson decay vertex relative to the primary vertex, projected onto
the direction of the reconstructed transverse momentum of the B}-meson candidate,
and mp denotes the mass of the B}-meson, taken from Reference [10]. The simu-
lated dataset showed that using the wrong production vertex does not affect the

reconstructed proper decay time.

2.5 Maximum Likelihood Fit

A two-dimensional unbinned maximum likelihood fit describing both signal and
background was used to extract the lifetime of the B}-meson. The model for the
signal described the BY — J/¢K*" decays while the background model consisted of

multiple components describing:

e prompt J/¢-mesons originating from pp — J/9 X decays and combined with a

random K*° candidate in the event, and
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e combinatorial background arising from the combination of a J/i-meson pro-

duced in another b-hadron decay, combined with a K*° candidate.

The inclusion of the prompt J/¢ background in the fit ensures that no proper decay
lifetime cut needs to be applied to BY candidates. The maximum likelihood function

to fit the mass and proper decay time simultaneously is given by

N

InL = Z w(7;) In] feigMeig (M) Tsig(Tiy 02y, PT,)

=1
+(1 - fsig)fpromptMprompt(mi)ﬁrompt(Tia UTi ) pTz)

+(1 - fsig)(l - fprompt)Mbkg<mi)7Ekg<Tia UmpTi)]u (2-8)

where fg, is the fraction of signal events in the total number of events, V. The mass
probability density function (PDF) Mg, multiplied by the time PDF 7, describes
the B} — J/¢YK** events. The prompt .J/1 background is described by the mass
and lifetime PDF functions M ompt and Tpromps. The combinatorial background is
described by mass component My, and corresponding lifetime distribution Tpug.
The mass m;, the proper decay time 7; and its uncertainty o, in pp bins are the
values measured from the data for each event i. The weight w(7;) is described in

Section 2.7.

2.5.1 The Invariant Mass PDF's

The B) signal, prompt J/t background and background mass shapes are described

by the PDFs Mg, Mprompt and My, respectively, in the fitted mass range. The
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signal PDF Mg, uses the Johnson Sy-distribution [99] to describe the mass:

Mg(my) = N 1(1 = exp [—% (7+5sinh_1 (m; “))2] ,(2.9)

where p, v, 6 and A are the parameters of the Johnson Sy-distribution. The first
order polynomial function describes the prompt J/¢ background mass distribution
while two exponential functions describe the mass distribution of the combinatorial

background as shown below:

mass — g 1— mass — 1y
Mg (mi) = mexp ( = ) - Jmassblg exp ( m ) , (2.10)

)\bkgl )\bkgl )\bkg2 /\bkg2

where Apkg1 and Apigo are the slopes of the exponential functions and fiassbke 1S
the fraction associated with the first of them. The background away from the BY
mass region was not modeled because it includes partially reconstructed B-mesons
and kinematic reflections. Two exponential functions was adequate to approximate
the background in the chosen mass region of (5.00 — 5.65) GeV, given the available

statistics.

2.5.2 The Proper Decay Time PDF's

The PDF terms describing proper decay time are composed of three terms:

7}<7_i70—7i7pTi> = Pj(Ti‘JTiapTi) ' Pj<O_T¢7pT¢)7 (211)
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where j € (sig, prompt, bkg) stands for signal, prompt or combinatorial background,
respectively. The proper decay time resolution function convolves each PDF P; to
account for the lifetime resolution:

—(7'/ —7;)?

3
R( 7-170-7'2 = ;fres \/_ S eXp (2<S(k) O-q—i)Z) : (212)

The S® are the scale factors or parameters of the fit, and o, is the per-candidate
uncertainty on 7;. Parameters fr(fs) are the relative fractions of each Gaussian function

fulfilling the normalization condition f]res =

The signal proper decay time distribution of the BY candidates was modeled as

an exponential function,
Pue(Tilor, p1;) = E(TI,TBd) ® R(T/ — T3, 0r, ), (2.13)

where E(7',7p,) = % exp(—7 /7p,) for 7 > 0 with the measured B lifetime 7,
d

The resolution function R describes the proper decay time distribution of the

prompt .J/1¢ mesons:
Pprompt(Ti|UTi7pTi) = (sDirac(T/) ® R(T/ — T, O-TZ') = R(Tia O-Ti)' (214)

For the combinatorial background, the proper decay time PDF, Py, consists of the

sum of three exponential functions, each convolved with the resolution function R:

3 j—1
Pbkg(Ti|UTppT¢) = Z b] H 1 - bk 7- 7Tbkgj> ® R(T/ — Ti UTi)J (215)
7=1 k=1
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where the 7, are lifetimes describing three components of the combinatorial back-
ground, and the b; are the fitted parameters corresponding to the relative fraction of

each of the three background contributions.

The probability terms P;(o,, pr,) in Eq. 2.11 are two-dimensional distributions
introduced to describe the difference between the signal, prompt background, and
combinatorial background for the values of the per-candidate time error o,, and pr
values, respectively. To split the signal and background, the sPlot technique [100]
was applied. The mass distribution was the discriminating variable in this data-driven

procedure.

2.6 Derivation of ['y from Effective Lifetime 74

The ratio of the lifetimes (74/75) of the BS and B mesons is calculated from the ratio
of their effective lifetimes, I'q/Ts. In a B® — BY system, the effective lifetime, which
is the difference in the lifetimes of the light (L) and heavy (H) mass eigenstates, is

related [101] to the effective decay width I' through:

1 1 1+2A 2
- TV (2.16)
r1—y? 1+ Ay

T =

where the relative width difference y = AI'/2T" for the difference AI' = I', — 'y
between the heavy and light eigenstates. Parameter A, which depends on the common
final state f of the B — B? system, is defined through the expression

Rl — R

A=H" L
Ry + Ry,

(2.17)
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where the summed decay rate of the members of the system to the final state f is

T(B(t) — f)) =T(B(t) = f) +T(B°(t) — f) = Rie™ ™t + RE 710t (2.18)

The R! and R, are the helicity amplitudes. In the BY — BY system, the value of v,
taken from a combination of measurements by HFLAV [102], is 0.001 £ 0.010. In the
absence of C'P-violation, the helicity amplitudes R and RI; can be connected [103]
to the polarization amplitudes |A4;]* (where i = 0, ||, L) of the final states through
the following equations:

R =|A.)? and (2.19)
Ry, = [A)* + |Ao|*. (2:20)

Further, the polarization amplitudes are constrained by:

JALP + |42+ |Ao]* = 1. (2.21)

The squares of the polarization amplitudes were taken from the world average values

for the By — J/1¥K*® channel [104]:

| Ag|* = 0.571 4 0.007, (2.22)

|AL|? = 0.211 4 0.008, (2.23)
and

|Aj|* = 0.218 £ 0.011. (2.24)
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2.6.1 Uncertainty Calculation

To obtain the uncertainty in I'q, Equation 2.16 is differentiated with respect to the

observables to yield the following:

1 1 1+2Ay+?
Tg=(—= )
‘ (Tﬁl—?ﬁ 1+ Ay T

N 2y 1+ 2Ay +y? 1 24+ 2 1 1424y + 2 5
(1—-9%)? 1+ Ay l—y?2 14+ Ay 1—9y> (14 Ay)? Y

1 1 2y 1 +2Ay + y?
— - 0A.
+(Td1—y2 <1—|—Ay (14 Ay)? y

(2.25)

The uncertainty in A, d A, can be obtained by differentiating the following expression
for A in terms of the polarization amplitudes:

i)

RO 2141 * — 1. (2.26)

The average decay width I'q and the uncertainty can be calculated using Equations 2.16

and 2.25 after inserting the values of y, A and the fitted effective lifetime of the BY.

2.7 Time Efficiency Corrections

Fully simulated signal MC events are used to prepare time efficiency functions to
correct the data for trigger inefficiencies and inefficiencies of offline reconstruction
and all types of selection cuts, applied to data. Since the triggers were different in
each year, the time-efficiency functions were built separately for each year. To extract

the time efficiency from MC, a histogram of the proper-decay times of the signals
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passing triggers, reconstruction and selection cuts was divided by a histogram of the
proper-decay times of all generated signals. In both cases, the truth value of the
proper-decay time was used. The ratio of the two histograms was then fitted to an

analytical function. The best results achieved used the following function:

po - [L—p1 - (Erf((t — p3)/p2) + 1)), (2.27)

where Erf denotes the error function and py, p1, po and p3 are parameters determined
in the fit to the MC events.

In order to validate the time-efficiency function, they were first used in the fit to
reconstructed MC signal proper-decay times, where each event was given a weight

equal to 1/(time-efficiency) in the relevant bin of the proper-decay time.

A number of studies were performed to understand how time efficiency functions

for triggers and selection cuts impact the lifetimes (see Appendix A).

2.7.1 Systematic Uncertainties

To account for any potential systematic effects due to the time efficiency fits or
due to the limited MC statistics, a large number of time efficiency functions were
obtained by smearing the number of MC events in the time bins used to determine
the time efficiency function. In order to propagate the uncertainties of the parameters
in Equation 2.27, and their correlations, the efficiency histograms were randomly
resampled; and for each bin independently, the number of events obtained before any
reconstruction, triggers, or selection cuts are applied (in the denominator) was varied

using Poisson randomization, while the efficiency ratio was varied using binomial
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randomization. Based on these alternative efficiency histograms, alternative efficiency
weights were constructed. The alternative efficiency functions were then used to rerun
the unbinned maximum likelihood fit on the data, to obtain lifetimes. The set of fit
results was characterised by its mean value and standard deviation; these were used
to estimate the systematic uncertainty. A pull plot was made from the difference
between the resulting lifetime and the lifetime before the smearing of the input data.
In this study, pull plots were obtained for 50 time efficiency fits which were randomly
generated for each year. Further, an extra step was taken to ensure that the obtained

time efficiencies are different from each other.

Time efficiencies obtained from the ratios of the number of all events in the MC
after final cuts to the number of true signal events were used to fit to the lifetimes of
all events in the MC. Figures 2.3, 2.4 and 2.5 show the ratios of all events to true
signal events and the fitted time efficiency functions for 201542016, 2017 and 2018,

respectively, before the smearing of the input data.

These time efficiency fits were then used in the mass-lifetime fit using the MC

samples. The extracted lifetimes of BJ-meson are shown in Figure 2.6.

Figures 2.7, 2.8 and 2.9 show the ratios of all events to true signal events for
201542016, 2017 and 2018, respectively, after smearing the input data. Only one plot

out of 50 plots made for each year is shown.

For each year, the lifetime obtained after the smearing of the input data was
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Figure 2.3: Time efficiency function for the events in the 2015+2016 MC data set.
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Figure 2.4: Time efficiency function for the events in the 2017 MC data set.

subtracted from the lifetime obtained before the smearing of the input data. Distri-

butions of these differences between lifetimes before and after the smearing of the

o6



Chapter 2. Lifetimes of B} and B* Mesons

.
0.26
B,— Jiy K
0.24
022 Triggers 2018
02 {1./(0.15*(1-0.65*(TMath::Erf((B_tau_MinA0-27.80)/14.65)+1))))/6.840759
0.18

0.16

0.14

012

0.

0.08

=}

o
=}
o
na
=
na
o

n

(data-fit)/a

11
W N

20

(=]
o
S_
o

25
T [ps]
Figure 2.5: Time efficiency function for the events in the 2018 MC data set.
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Figure 2.6: A comparison of BY lifetime measurement results using the 201542016,
2017 and 2018 MCs.

input data using the events in the 201542016, 2017, and 2018 MC are shown in

Figures 2.10, 2.11 and 2.12, respectively.

It can be seen from these plots that the systematic uncertainties due to time
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Figure 2.7: Ratios of the number of all events to the number of true signal events in
the 201542016 MC data set after the smearing of the input data.
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Figure 2.8: Ratios of the number of all events to the number of true signal events in

2017 the MC data set after the smearing of the input data.

efficiency fits using all events in the 201542016, 2017 and 2018 MC data sets are
0.0008, 0.0016 and 0.001, respectively. The extracted lifetime of the B}-meson with
statistical and systematic uncertainties is shown in Figure 2.13 for these three MC

data sets.
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Figure 2.9: Ratios of the number of all events to the number of true signal events in
the 2018 MC data set after the smearing of the input data.
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Figure 2.10: Distribution of differences between lifetimes before and after the smearing
of the input data (before—after) using the events in the 2015+2016 MC data set.

2.8 Multiple Candidates and Optimal Candidate

Selection

Since all BY candidates are reconstructed from the p*p~ and K*rF tracks, it is

possible that some of the signal events contain B} candidates reconstructed from
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Figure 2.11: Distribution of differences between lifetimes before and after the smearing
of the input data (before—after) using the events in the 2017 MC data set.

hist2018

Entries 51

Counts

Mean  2.922e-05 +0.0001353

Std Dev 0.0009661 + 9.565e-05

)
‘\\\‘\J\‘\\!‘\\\‘

o Lo e Ly H\ T RS

Il L L ‘ L ‘ L L
-0.004 -0.002 0 0.002 0.004 0.006 0.008 0.01
Difference in lifetimes (ps)

L ‘ L L L ‘ L
-0.008  -0.006

o T T
=L

9.

Figure 2.12: Distribution of differences between lifetimes before and after the smearing
of the input data (before—after) using the events in the 2018 MC data set.

either combinations of fake tracks for the kaon and pion from the primary vertex
or combinations of unrelated real tracks. Such events from fake or unrelated tracks
are identified as self-background events. Since these candidates share the same

J/1¢-meson, self-background events have slightly smaller lifetimes than that of the
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Figure 2.13: A comparison of results with statistical and systematic uncertainties
using the 201542016, 2017 and 2018 MC data sets.

true signal events. The mass-lifetime fit does not have the necessary sensitivity to
distinguish the self-background from the signal events. The self-background events,
with smaller lifetimes, skew the observed lifetimes towards smaller values resulting in

efficiency loss. This is mitigated by implementing stringent selection cuts.

This study was performed on MC data sets to check whether the fraction of
multiple candidates is large enough to cause a non-negligible bias towards lower
lifetimes, and whether the selection of candidates with the lowest x? value per event
is the most effective method to eliminate the self-background events. The percentages
of events with multiple candidates in the data and MC data sets, after application of
selection cuts, were found to be about 10% and 20%, respectively. The higher number
of multiple candidates in the MC data sets was intended to study the worst case
scenario. The selection cuts for the hadrons in the final states were applied to the pr

values and were taken from the Run 2 data characteristics as shown in Figure 2.14.

From Figure 2.14, it can be seen that the pr cuts are

61



Chapter 2. Lifetimes of B} and B* Mesons

” pTdiff
o E _ Entries 1943327
£ 5000 Jred ST Mean 1580
b r T Std Dev 249.2
k] N et
§ 4000— r
3 =
.
L “
3000— Irr
2000 |
E il
C -
1000 I
= N
C 4
- . r}‘ Co T - - |
8oo 1000 1200 1400 1600 1800 2000
p
+
(a) K
” pTdiff
2 - — Entries 1943327
g 10000 ks Mean 8119
2 L lHq Std Dev 201.2
] -
3 j
E 8000— Lo
2 = .
o
so00| e
= TL- Uy L P |
4000
2000(—
- P T AR B B L
800 400 500 600 700 800 900 1000 1100 1200
p
(b) ¥
. pTdiff
2 — Entries 1943327
s 10000, ., Mean 3731
s = Std Dev 1437
e L o
g e,
£ 8000 — L
2 - L
L e
6000(—
4000(—
2000
n | n L L n n Ly Lo | n n L L | n n
$oo  si00 3200 3300 3400 3500 8600 8700 3800 3900 000
pT

(C) K*O

Figure 2.14: Number of events versus observed transverse momentum, for a)K*,
b)7F, and ¢)K* in the Run 2 data. This information was used to choose the applied
cut on pr.

e pr(K¥*) > 1000 MeV,

e pr(mT) > 500 MeV, and
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o pr(K*Y) > 3500 MeV.

A normalized distribution of multiple candidates per event after application of the

above selection cuts is shown in Figure 2.15.
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Figure 2.15: Normalized distribution of multiple candidates per event in the MC data
set after application of the selection cuts.

From Figure 2.15, it can be seen that more than 80% of the events in the MC data
set contain one candidate per event after application of the selection cuts. About
10% of the events contain two candidates per event, fewer than 4% contain three
candidates, and so on. In Figure 2.16, the distribution of the difference between the
proper decay times of the multiple candidates and that of the candidate with the

lowest x? value (the best x* candidate), for each event in the MC data set is shown.

The following conclusions can be drawn from the distribution of proper decay

time differences:

e Most of the differences are centered around zero, indicating that most of the

events are single candidate solutions; and
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Figure 2.16: Distribution of the difference between the proper decay times in the
events with the multiple candidates and that those with the candidates with the
lowest x? per event.

e the standard deviation is less than 1 fs indicating that multiple candidates are

not a background concern in this study.

A similar observation was made for the distribution of transverse length differences
between the best y? candidates and the events with multiple candidates. An invari-
ant mass distribution of the following event types was produced and is shown in

Figure 2.17:

e cvents with a single candidate each. For multiple candidates, the candidate
with the lowest x? value was used. These are called “BdBestChi” or best x?

events;

Y

e “best y?” events satisfying the condition “inclusiveTrueBd” to ensure that only

events with 4 tracks are selected;

e all single candidate events and multiple candidate events, referred to as “BdAll-

Candidates,” which satisfy the “inclusiveTrueBd” condition; and
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e all events with multiple candidates in the “BdAllCandidates” set, i.e, all events
with a single candidate were filtered out to study systematic and background

shifts on the lifetime of B3-mesons due to multiple candidate events.
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Figure 2.17: The invariant mass (MeV) distributions of the four categories of events.

The following conclusions can be drawn from the invariant mass distributions:

e the peak of the distribution of the combined set of events is centered around
5280 MeV, which is close to the mass of B}-mesons compiled by the PDG,

5279.65 MeV [10];

e the number of candidates in the “BdAllCandidates” set satisfying the selection
“inclusiveTrueBd” is highest, as this pool of events contains all events with single

or multiple candidates per event;

e there is no difference between the number of events in the “BdBestChi” and

“BdBestChi” sets satisfying the “inclusiveTrueBd” selection, implying that all
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events have four tracks before imposition of this criterion; and

e the smallest contribution to the invariant mass distribution comes from the
category of events with multiple candidates in the “BdAllCandidates” set. This
is expected, as more than 80% of the events in Figure 2.15 were found to be

single candidate events and were filtered out from this category of events.

Optimal Candidate Selection

As there is no reconstruction of K*° possible due to lack of a hadronic identification in
the ATLAS detector, the precision of vertex fitting is reliant on the .J/v reconstruction.
This leads to the possibility of several candidates within an event meeting the criteria
for identical vertex precision. In order to check further whether, for an event having
multiple candidates, the selection of a B} candidate with the lowest x? value is the
optimal method for candidate selection, seven sample data sets were prepared. In
them, for an event with multiple candidates, a candidate is selected randomly. These
were made for each year from the full Run 2 data set. Each of the seven data sets
was made using a random number generator, TRandom3 class [105](which comes
with ROOT toolkit) such that candidate selections in all seven data sets are different,
to avoid bias. In addition to these seven samples with randomly selected candidates,
a sample in which a candidate with the highest x? value was selected was also made
from the Run 2 data set, for each year. These samples have the candidates that

satisfy the worst x? selection.

Mass-Lifetime fits were performed using the following:

e samples containing the “BdBestChi” or best x? events;
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e samples containing randomly selected candidates from the events with multiple

candidates; and

e samples containing candidates having the worst x? value from the events with

multiple candidates.

No time-efficiency corrections were used to address discrepancies in trigger and
selection cuts, to avoid any systematic shifts in the lifetimes. Comparisons of lifetimes
extracted from the above samples for 2015, 2016, 2017 and 2018 are shown in

Figures 2.18, 2.19, 2.20 and 2.21, respectively.
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Figure 2.18: A comparison of lifetimes extracted from one sample containing the best
x? events, seven samples containing randomly selected candidates and one sample
containing candidates with the worst y? value, for the year 2015.

The following conclusions can be drawn from Figures 2.18- 2.21:

e Lifetimes extracted from events in the samples which contain candidates that
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Bg Lifetimes - Best Candidates, Random Candidates, and Worst Candidates in 2016
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Figure 2.19: A comparison of lifetimes extracted from one sample containing the best
x? events, seven samples containing randomly selected candidates and one sample
containing candidates with the worst x? value, for the year 2016.

BJ Lifetimes - Best Candidates, Random Candidates, and Worst Candidates in 2017

—— BdBestChi candidates
—e— Randomly selected candidates
—— Worst candidates

o 1.54
©(B,)(ps)

Figure 2.20: A comparison of lifetimes extracted from one sample containing the best
x? events, seven samples containing randomly selected candidates and one sample
containing candidates with the worst y? value, for the year 2017.

were randomly selected from multiple candidate events are consistent in all

seven samples for all years. This is due to the fact that only about 10% of the
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Bg Lifetimes - Best Candidates, Random Candidates, and Worst Candidates in 2018
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Figure 2.21: A comparison of lifetimes extracted from one sample containing the best
x? events, seven samples containing randomly selected candidates and one sample
containing candidates with the worst x? value, for the year 2018.

events have multiple candidates in the Run 2 data set, and the selection of a
candidate randomly from these events does not make any significant impact on
the lifetime. However, the selection of a candidate with the worst y? value for
all multiple candidate events makes a significant impact on the lifetime. These

results were the worst, as can be seen from the plots; and

lifetimes extracted from samples with randomly selected candidates agree with
the lifetime of the B} compiled by the PDG, 1.519 + 0.004 ps [10], and the
lifetimes of candidates satisfying the best x? selection are within 20 of the value
compiled by the PDG for the years 2015 and 2016. This is due to the fact that
this study did not use any time-efficiency corrections on trigger and selection
cuts. Thus, the consistency of random selections with the PDG value for 2015
and 2016 cannot be taken as a criterion in favour of the random selection

method.

69



Chapter 2. Lifetimes of B} and B* Mesons

The same study was repeated using MC data sets, to check if the method of selecting
a candidate randomly is the less biased one, as about 20% of the events in the MC
data sets contain multiple candidates. Increasing the number of events with multiple
candidates improves the study of the worst case scenario. For this analysis, lifetimes
were compared with the true lifetime of the generated B} mesons in the MC data
sets. The values of the true lifetimes for the years 201542016, 2017 and 2018 are

shown in Figures 2.22, 2.23 and 2.24, respectively.
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Figure 2.22: Number of events versus true lifetime of the generated B events, for
the year 201542016, in the MC data sets.
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Figure 2.23: Number of events versus true lifetime of the generated BY events, for
the year 2017, in the MC data sets.
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Figure 2.24: Number of events versus true lifetime of the generated BY events, for
the year 2018, in the MC data sets.

The MC data sets for the years 2015 and 2016 were merged to improve low
statistics. From Figures 2.22, 2.23 and 2.24, it can be seen that the mean of the
true lifetimes of the generated events is 1.53 ps. Comparisons of the lifetimes of
the BY candidates with the best x? value, the randomly selected candidates and the
candidates with the worst y? value for the years 2015+2016, 2017 and 2018 are shown

in Figures 2.25, 2.26 and 2.27, respectively.

The following conclusions can be drawn from Figures 2.25 - 2.27:

e Lifetimes extracted from events in the samples that contain candidates that
were randomly selected from multiple-candidate events are consistent in all
seven samples for all years. This is due to the fact that only about 20% of the
events have multiple candidates in the MC data sets, and the selection of a
candidate randomly from these events does not make any significant impact on
the lifetime. However, the selection of a candidate with the worst y? value for

all multiple-candidate events makes a significant impact on the lifetime. These
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B Lifetimes - Best Candidates, Random Candidates, and Worst Candidates in 2015-16 MC
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Figure 2.25: A comparison of lifetimes extracted from one sample containing the best
x? events, seven samples containing randomly selected candidates and one sample
containing candidates with the worst x? value for the years 2015+2016 MC data set.
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Figure 2.26: A comparison of lifetimes extracted from one sample containing the best
x? events, seven samples containing randomly selected candidates and one sample
containing candidates with the worst y? value for the year 2017 MC data set.

results were the worst, as can be seen from Figures 2.25 - 2.27; and

e for 2015+2016, 2017 and 2018, lifetimes extracted from candidates satisfying
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B Lifetimes - Best Candidates, Random Candidates, and Worst Candidates in 2018 MC
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Figure 2.27: A comparison of lifetimes extracted from one sample containing the best
x? events, seven samples containing randomly selected candidates and one sample
containing candidates with the worst y? value for the year 2018 MC data set.
the best x? selection agree with the mean of the true lifetimes of the generated
mesons, which is 1.53 ps. It is clear from the Figures 2.18 - 2.21 for data and
Figures 2.25 - 2.27 for MC that selecting the candidate with the lowest x?
value in an event with multiple candidates is considered the best approach for

candidate selection, given that the observation remains consistent across both

scenarios.

2.9 Lifetime Measurements using the Most Domi-

nant Triggers

One of the sources of systematic uncertainty in the lifetime measurement of the

BY-meson using the B} — J/¢K** channel is differences that could be attributed
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to events collected by different dominant triggers. This study was performed to
understand the stability of the measurement under various triggers. As a first step, a
list of the most dominant triggers was produced from the Run 2 data set for each year.
The mass-lifetime fits were then performed on events collected by each dominant
trigger after applying time-efficiency corrections. The three most dominant triggers
for the years 2015, 2016, 2017, and 2018 are shown in Tables 2.1, 2.2, 2.3 and 2.4,
respectively. For 2016, the trigger menu were modified later due to a miscalibration
and as a result, these triggers carry a postfix “delayed” to distinguish them from the

miscalibrated triggers; the data set for the year 2016 was named “2016C.”

: % of the
No Trigger Name events
1 HLT _2mu4_bJpsimumu_nol.2 74.35
HLT _2mu4_bJpsimumu 74.19
3 HLT 2mu4_bBmumuxv2 67.77

Table 2.1: Percentage of the candidate events that were selected by each of the three
most dominant triggers in the Run 2 data set for the year 2015.

. % of the
No Trigger Name events
1 HLT _2mu6_bJpsimumu_delayed 38.00
HLT _2mu6_bBmumuxv2_delayed 36.08
3 HLT _mu6_mu4_bBmumuxv2_delayed 34.69

Table 2.2: Percentage of the candidate events that were selected by each of the three
most dominant triggers in the Run 2 data set for the year 2016 (2016C.)

The following can be inferred from Tables 2.1 : 2.4:

e All three dominant triggers are dimuon triggers which is expected as the final
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: % of the
No Trigger Name events
HLT 2mu6_bJpsimumu_L1BPH_2M9 2MU6_BPH _2DR15
1 53.09
2MU6
9 HLT _2mu6_bBmumux_BpmumuKp_L1BPH_2M9 2MU6_BPH 46.13
2DR152MU6 '
3 HLT 2mu6_bBmumuxv2_L1LFV_MUG6 34.46

Table 2.3: Percentage of the candidate events that were selected by each of the three
most dominant triggers in the Run 2 data set for the year 2017.

. % of the
No Trigger Name events
HLT 2mu6_bJpsimumu_L1BPH_2M9 2MU6_BPH_2DR15
1 41.66
2MU6
5 HLT 2mu6_bBmumux_BpmumuKp_L1BPH _2M9 2MU6_BPH 36.30
_2DR15_2MUG6 '
3 HLT_2mu6_bBmumuxv2_L1LFV_MUG6 33.35

Table 2.4: Percentage of the candidate events that were selected by each of the three
most dominant triggers in the Run 2 data set for the year 2018.

state of the By — J/¢K*? decays is a pair of oppositely charged muons, a kaon

and a pion;

e for the year 2015, most of the events contained both muons with pr > 4 GeV

in the final states as indicated by the top three dominant triggers;

e for the year 2016, most of the events contained both muons with py > 6 GeV
in the final states as indicated by the top two dominant triggers. The third
dominant trigger, however, collected the dimuon events with one muon with

pr > 6 GeV and the other with pr > 4 GeV;

e for the years 2017 and 2018, most of the events contained both muons with

pr > 6 GeV in the final states as indicated by the top three dominant triggers;
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e for the year 2015, the first two triggers are generic triggers that collected dimuon
events which satisfy the invariant mass of the .J/¢-meson, while the third trigger
is a specialized dimuon trigger which collected dimuon events satisfying the
invariant mass of the BJ-meson and also have information on hadrons in the

final state;

e for the year 2016, the first dominant trigger is a generic trigger that collected
dimuon events which satisfy the invariant mass of the J/i-meson. The second
and third dominant triggers are specialized dimuon triggers which collected
events satisfying the invariant mass of the BJ-meson and have information on

hadrons in the final state; and

e for the years 2017 and 2018, the first dominant trigger is a generic trigger that
collected dimuon events which satisfy the invariant mass of the J/¢-meson.
The second dominant trigger is a specialized dimuon trigger that collected
events satisfying the invariant mass of the B*-meson and have information
on the KT as the hadronic track. This indicates that for the years 2017 and
2018, the Run 2 data set for the B} — J/¢K*° events is contaminated with
B* — J/wK?* events. This needs to be corrected as it can cause a bias in the
lifetime measurements. The third dominant trigger is a specialized dimuon
trigger which collected events satisfying the invariant mass of the BS-meson

along with information on hadrons in the final state.

The lifetimes extracted from the third dominant trigger for the year 2015, the first
three dominant triggers for the year 2016, and the first and third dominant triggers

for the years 2017 and 2018 are shown in Figure 2.28. The study excluded the first
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two dominant triggers from 2015, as they were generic triggers that collected dimuon
events meeting the invariant mass criteria for the J/i-meson and yielded limited
statistical significance. The second dominant trigger was ignored for the year 2017

and 2018 as it collected events which do not represent the By — J/¢K** channel.

PDG:1.519 + 0.004
2018 3rd dominant trigger ——
1.5191 £ 0.00289
2018 1st dominant trigger —
1.5226 +0.00278
2017 3rd dominant trigger P— .
1.5231 +0.00291
2017 1st dominant trigger P
1.5269 +0.00273
2016C 3rd dominant trigger .,
1.5238 + 0.00316
2016C 2st dominant trigger e
1.5252 +0.00272
2016C 1st dominant trigger — e
1.5262 +0.00273
2015 3rd dominant trigger
1.5200 + 0.00568
| L | L TR . T . L |

1.48 1.49 15 151 152 183
©B_)(ps)

Figure 2.28: The lifetimes extracted for the events collected by each dominant trigger
in the Run 2 data sets of the years 2015, 2016, 2017 and 2018.

The following conclusions can be drawn from Figure 2.28:

e The uncertainty on the lifetimes extracted from events in the year 2015 is the
largest. This is expected from the low statistics of the Run 2 data set for the

year 2015;

e the lifetimes extracted from the events in the years 2016 and 2017 by the first
dominant trigger are within 20 of the value compiled by the PDG [10]. This is

because the first dominant trigger in the years 2016 and 2017 is a generic trigger
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that collected dimuon events satisfying the invariant mass of the J/¢-meson;

and

e the lifetimes extracted from the events in the year 2018 by the first and third
dominant triggers agree well with the value compiled by the PDG [10] even
though the first dominant trigger is a generic trigger. This is due to the fact

that the 2018 Run 2 data set had the highest statistics.

It can be concluded that the differences in the lifetimes extracted from events
collected by each dominant trigger in each year are primarily due to the fact that most
of the events were collected by generic triggers. These differences can be addressed

by imposing more stringent selection cuts on the events.

2.10 Other Systematic Uncertainties

The BY lifetime has systematic uncertainties that come from different sources, in
addition to time efficiency corrections. The uncertainties were determined by com-
paring the nominal and modified fit outcomes and the fit biases in modified pseudo-

experiments. All the systematic uncertainties are described below.

e Momentum bias: The BY decays studied in this measurement are low mo-
mentum events. The misalignment in the ATLAS ID causes global momentum
bias effects which appear as mass shifts. The tracks forming the B-vertex
were refitted with the J/¢ mass constrained to the PDG value in the default
fit. An alternative fit was performed to study the impact on the lifetime

where the tracks forming the B-vertex were refitted without constraining the
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J/1¢ mass to its PDG value. Moreover, to account for the momentum-scale
bias of low pr hadrons [106], the pr values of hadrons from the signal chain
J/p(—= ptp=)K*(— K*xF) were changed. The difference in the time result

relative to the default fit was considered as a systematic uncertainty.

e Choice of mass window: The sensitivity of the lifetime fit to the B mass
window selection was estimated by studying several alternative intervals. The
effects of modifying the lower and upper bounds were investigated separately.
The largest difference found was symmetrized and taken as a conservative

estimate for this systematic uncertainty.

e Choice of primary vertex: Most of the events have more than one primary
vertex (PV) reconstructed. The impact parameter, ao, is the variable that is
used to identify the PV from which the BY candidate originates. Tt is calculated
as the distance between the line extrapolated from the reconstructed B3-meson
vertex in the direction of the B} momentum vector, and each reconstructed
primary vertex candidate. The PV with the smallest aq is chosen by default. To
estimate the systematic uncertainty, an alternative approach where the PV with
the highest sum of the squares of the constituent tracks’ transverse momenta,
>~ p3, was used. The difference between the fitted BY lifetime value using the
default, and that due to the alternative PV selection, was found to be negligibly

small compared to the statistical error on the fit.

e Mass fit model: To understand the effect of mass mismodeling on the fitted
BY lifetime, two approaches were considered. In the first approach, to simulate
the effect of mass mismodeling, an artificial re-weighting was applied to the

data. Then the fit was performed on the re-weighted data that matched the
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fitted mass description in the systematic test. The difference between the
results of the default fit and the alternative fit was calculated as the final
systematic uncertainty. In the second approach, different mass signal models
using a double-sided Crystal Ball function [107] and two single-sided Crystal
Ball functions were used for alternative fits. The largest deviation from the
default fit was taken as a contribution to the systematic uncertainty. Further,
the polynomial function of first order with one parameter in the mass part of
the model describing the prompt .J/1 background was replaced by a polynomial
function of second order with two parameters. The difference of lifetime from

the default fitted value was considered as the systematic uncertainty.

e Fit model: Some of the nuisance parameters (such as those that model the
mass and lifetime background shapes) can affect the fit model, and this might
cause a bias in the physics parameters measured, even when the model fits
the data well. To test the stability of the results obtained from the default fit
model, a set of pseudo-experiments was conducted using this model. The set
of fit results was characterised by its mean value and the deviation from the

default fit, and these were used to determine this systematic uncertainty.
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2.11 Results

2.11.1 BYj lifetime result

The value of the lifetime measured using a total of 239109444716 B signal candidates

was found to be
TRy = (1.5194 + 0.0013 (stat.) £ 0.0022 (syst.)) ps. (2.28)

The fitted value of the lifetime extracted from B} — J/¢K*® decays agrees with the
world average value [10]. Figure 2.29 shows the lifetime projections of the mass-lifetime
maximum likelihood fit. The figures include the ratio of the difference between each
data point and the total fit function divided by the uncertainty that includes both

statistical uncertainty and fit model uncertainty.

To test the consistency, the B} — J/1K* lifetime value was fitted separately
for each period (2015-2016, 2017 and 2018) of the recorded sample. The outcome is

shown in Figure 2.30.

Determination of the B} average decay width I'y and of the I'y/I ratio

To extract the average decay width I'; from the fitted effective lifetime Ty, Equa-
tions 2.16 and 2.25 were used. The value of 2y = AT'y;/T'y = 0.001 £ 0.010 was taken
from the compilation of measurements by HFLAV [108]. The ratio of production

rates A was calculated from the polarisation amplitudes [108]. Using the values of v,

81



Chapter 2. Lifetimes of B} and B* Mesons

1 3

21000 <10 T T T T T T T — 2 ETT T T T T T T T L
& r ATLAS ] N e, ATLAS 3
s s=13TeV, 140.1 10" | S 10° XM (s=13Tev, 140.1 8" 3
2 800— e Data — £ EN ® Data 3
o - —— Total Fit * o r — Total Fit T
& = < e Signal - o 10° e ~ - Signal g
_ == Prompt-background N E Py == Prompt-background 3
600 O —— Combinatorial Background ] . N 0 —— Combinatorial Background =
L i 10° = =
o i 107 -
C . g E
200~ . 10 -
r 7] = &) El
— 200 | F N =

. £ 22 Y | | | R
L2 4E L2 4E E|
g of g 2f =
i P R PRI CL L Y AR
g 2 8 2F ¢ E
4 E E|

04 02 0 02 0.4 06 0.8 1 6 18 20
T(Jp K*) [ps] (I K*) [ps]

™|
IN
o
|
5
N
N

Figure 2.29: Proper decay time fit projection for the B} — J/¥K*° sample shown
in two different proper decay time ranges: 7 € (—0.5;1) ps (left) and 7 € (1;21) ps
(right). The blue line and the short-dashed red line indicate the total fit and the
signal, respectively. The combinatorial background and the prompt J/1 background
are shown as a long-dashed black line and a dash-dotted grey line, respectively. The
difference between each data point and the total fit line, divided by the uncertainty
that consists of statistical uncertainty and uncertainty from the fit model, is shown
as a ratio plot below each figure.
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Figure 2.30: The BY lifetime value for each year (201542016, 2017 and 2018),
measured with B — J/¢K*® decays, was compared to the value from the whole
sample. The lifetime result from the entire Run 2 dataset is the blue dash-dotted
line, and the green and yellow boxes represent the statistical and total uncertainties,
respectively. The black point and the error bar indicate the B lifetime value and the
statistical uncertainty for each year.
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A and the fitted BY lifetime, the average decay width was calculated to be:
Iy = 0.6578 & 0.0006 (stat.) £ 0.0011 (sys.) & 0.0038 (ext.) ps™*. (2.29)

To differentiate the external uncertainty from this measurement’s uncertainties and
the external HFLAV uncertainties, the external uncertainty is given separately. The
uncertainties on y and A were used to calculate the external uncertainty, which is
the dominant factor in the overall uncertainty. The result agrees with the theoretical

prediction [109].

The ratio of the average decay widths of the BY and B? mesons, T'q/T, is also an
interesting measurement for this analysis, as I'q/Ts is predicted by the HQE [110]
and Lattice QCD [109]. The average decay width 'y measured by the ATLAS
collaboration [111] is T’y = (0.6703 £ 0.0014 (stat.) & 0.0018 (syst.)) ps™'. The

resulting ratio is

r
r_d — 0.9814 = 0.022 (stat.) & 0.0031 (syst.) & 0.0057 (ext.), (2.30)

S

where the statistical, systematic and external uncertainties are propagated from the
quantities above. The systematic errors of the two ATLAS measurements TBY and
['s in the ratio I'q/T's do not cancel due to a variety of reasons. Each of the decays
BY — J/¢K*® and BY — J/1¢ was accepted by a dedicated trigger algorithm, with a
small overlap, using a specific trigger menu in the data-taking. This does not eliminate
the systematic errors of the two ATLAS measurements, 7z0 and I's. Another reason
is their different background compositions which necessitate different background

parametrizations, and the differences in the signal model, which is especially linked
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to the double lifetime (T'r,, T'y) in the B case. The only common source of systematic
uncertainty, linked to the ID misalignment, was conservatively retained. There is a
tension at the level of 30 between the I'q /I's ratio and the theory predictions [109, 110]
and the experimental average [104], which stems from the tensions in I'y mentioned

in Reference [111].

2.12 Prerequisites for Lifetime Measurements of
the B-mesons using the Most Dominant Trig-

gers

A lifetime measurement will be carried out for B-mesons using the B* — J/¢Y K™
channel. To understand the stability of the lifetime measurements under various
triggers, a list of the most dominant triggers was produced from the Run 2 data set
for each year. The mass-lifetime fits were then performed on events collected by each
dominant trigger after applying time-efficiency corrections. The three most dominant
triggers for the years 2015, 2016, 2017, and 2018 are shown in Tables 2.5, 2.6, 2.7
and 2.8, respectively. For 2016, the trigger menu was modified later due to a
miscalibration and as a result, these triggers carry a postfix “delayed” to distinguish
them from the miscalibrated triggers; the data set for the year 2016 was named

“2016C.”

The following can be inferred from Tables 2.5 - 2.8:
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: % of the
No Trigger Name events
1 HLT _2mu4_bJpsimumu_nol.2 75.96
2 HLT _2mu4_bJpsimumu 73.97
3 HLT _2mu4_bBmumuxv2 72.50

Table 2.5: Percentage of the candidate events that were selected by each of the three
most dominant triggers in the Run 2 data set for the year 2015.

: % of the
No Trigger Name events
1 HLT 2mu6_bBmumuxv2_delayed 49.20
HLT _2mu6_bJpsimumu_delayed 48.66
3 HLT mu6_mu4_bBmumuxv2_delayed 48.64

Table 2.6: Percentage of the candidate events that were selected by each of the three

most dominant triggers in the Run 2 data set for the year 2016 (2016C).

: % of the
No Trigger Name events
HLT 2mu6_bJpsimumu_L1BPH_2M9 2MU6_BPH _2DR15
1 52.76
2MU6
9 HLT 2mu6_bBmumux_BpmumuKp_L1BPH_2M9 2MU6_BPH 59 33
2DR152MU6 '
3 HLT 2mu6_bBmumuxv2_L1LFV_MUG6 38.91

Table 2.7: Percentage of the candidate events that were selected by each of the three
most dominant triggers in the Run 2 data set for the year 2017.

: % of the
No Trigger Name events
HLT 2mu6_bJpsimumu_L1BPH_2M9 2MU6_BPH _2DR15
1 43.86
2MU6
9 HLT 2mu6_bBmumux_BpmumuKp_L1BPH _2M9 2MU6_BPH 43,59
_2DR15_2MU6 '
3 HLT _2mu6_bBmumuxv2_L1LFV_MUG6 39.92

Table 2.8: Percentage of the candidate events that were selected by each of the three
most dominant triggers in the Run 2 data set for the year 2018.
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e All three dominant triggers are dimuon triggers which is expected as the final
state of the BT — J/i K™ decays is a pair of oppositely charged muons and a

positively charged kaon;

e for the year 2015, most of the events contained both muons with pr > 4 GeV

in the final states as indicated by the top three dominant triggers;

e for the year 2016, most of the events contained both muons with pr > 6 GeV
in the final states as indicated by the top two dominant triggers. The third
dominant trigger, however, collected the dimuon events with one muon with

pr > 6 GeV and the other with pr > 4 GeV;

e for the years 2017 and 2018, most of the events contained both muons with

pr > 6 GeV in the final states as indicated by the top three dominant triggers;

e for the year 2015, the first two triggers are generic triggers that collected dimuon
events which satisfy the invariant mass of the .J/¢-meson, while the third trigger
is a specialized dimuon trigger which collected dimuon events satisfying the
invariant mass of the BT-meson. It also has information on the positively

charged kaon in the final state;

e for the year 2016, the first and third dominant triggers are specialized triggers
that collected dimuon events that satisfy the invariant mass of the J/¢-meson
and have information on the positively charged kaon in the final state. The
second dominant trigger is a generic dimuon trigger which collected events

satisfying the invariant mass of the BT-meson; and

e for the years 2017 and 2018, the first dominant trigger is a generic trigger that

collected dimuon events which satisfy the invariant mass of the J/¢-meson. The
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second and third dominant triggers are specialized dimuon triggers that collected
events satisfying the invariant mass of the B*-meson and have information on

the KT as the hadronic track.

The lifetimes extracted from the third dominant trigger for the year 2015, the first three
dominant triggers for the years 2016, 2017 and 2018 are shown in Figure, respectively
before and after applying time-efficiency corrections to address inefficiencies in the
trigger and selection cuts, are shown in Figures 2.31and 2.32. The study excluded
the first two dominant triggers from 2015, as they were generic triggers that collected
dimuon events meeting the invariant mass criteria for the J/¢¥-meson and yielded

limited statistical significance.
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Figure 2.31: The lifetimes extracted for the events collected by each dominant trigger
in the Run 2 data sets of the years 2015, 2016, 2017 and 2018, before applying
time-efficiency corrections.

The following conclusions can be drawn from Figures 2.31 and 2.32:
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Figure 2.32: The lifetimes extracted for the events collected by each dominant trigger
in the Run 2 data sets of the years 2015, 2016, 2017 and 2018, after applying time-
efficiency corrections.

e The uncertainty on the lifetimes extracted from events in the year 2015 is the
largest. This is expected from the low statistics of the Run 2 data set for the
year 2015;

e the lifetimes extracted from the events collected by the second and third
dominant triggers in the year 2017 before applying time-efficiency corrections

are within 20 of the value compiled by the PDG [10];

e after applying time-efficiency corrections, the lifetimes extracted from the events
in the years 2016, 2017 and 2018 by the first three dominant triggers agree well
with the value compiled by the PDG [10] even though the first dominant trigger
in the years 2016, 2017 and 2018 is a generic trigger. This is due to the fact
that the Run 2 data set for the years 2016, 2017, and 2018 had higher statistics

compared to the year 2015 data set; and
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e the effect of application of time-efficiency corrections on lifetimes for the years
2016, 2017 and 2018 is a shift of lifetimes towards the value compiled by the
PDG [10]. For the year 2015, the application of time-efficiency corrections has
no significant impact on the lifetimes extracted from the events collected by the
first and second dominant triggers; and the lifetime extracted from the events
collected by the third dominant trigger is shifted away from the value compiled
by the PDG [10]. This could be due to the overall low statistics of the 2015

data set.

For all the years except 2015, the stability of lifetime measurements under various
dominant triggers is excellent, and the results are consistent with the value compiled
by the PDG [10]. For the years 2016, 2017 and 2018, dominant generic triggers
performed well since the requirements imposed on the K+ track in BT — J/¢ K+
decays were less stringent compared to those imposed on the K*°(— K*77T), as
K*-mesons were reconstructed from all pairs of positively charged tracks that are

not identified as muons or electrons and were assigned the mass of the K.
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C P-violation in B! — J/1¢ Decays

3.1 Symmetries and Conservation Laws

An important concept in physics is that of symmetry and the conservation laws
associated with it. Symmetry is manifested in an operation that leaves a system
invariant, i.e., it transforms the system into a configuration that is indistinguishable
from the original one. Symmetries are manifest in the equations of motion rather
than in particular solutions to those equations. It is well known from Newtonian
physics that a translational invariance in space is associated with the conservation
of linear momentum, rotational invariance in space is linked to the conservation of
angular momentum, and translational invariance in time implies the conservation of
energy. Further, the gauge invariance of electrodynamics leads to the conservation of
charge. In the year 1917, Emmy Noether published her famous theorem [112] relating

symmetries and conservation laws which can be stated as follows:
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If the Lagrangian of a system has a continuous symmetry, then there exists an

associated quantity which is conserved by the system, and vice versa.

Symmetries can be continuous or discrete. The symmetries of Newtonian physics
are continuous symmetries that describe continuous changes in a system. Discrete
symmetries reflect discontinuous changes in a system, and some of these are of high
interest in particle physics. Spatial inversion, otherwise known as parity (P), charge
conjugation symmetry (C') and time inversion symmetry (7') play a crucial role in

the matter-antimatter asymmetry and are discussed below.

3.1.1 Parity

Parity, P, inverts spatial coordinates of a particle in a state defined by () as follows:

Plp(7)) = [ih(=T)). (3.1)

Acting twice with P on )(—r) should give the original state and hence P is a unitary

operator; its eigenvalues are +1 and label the possible parity values of the system.

Vectors that change their sign under P are called polar vectors whereas the
cross product of two polar vectors under P does not change its sign and is called a
pseudovector or axial vector. The dot product of two polar vectors under P does not
change its sign and is called a scalar, whereas the dot product of a polar vector and a
pseudovector changes sign under P and is called a pseudoscalar. These results are

summarised in Table 3.1.
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Scalar P(s)=s
Pseudoscalar ~ P(p) = —p
Polar vector P(v) = -0
Pseudovector P@)=a

Table 3.1: Scalars and vectors under parity.

According to Quantum Field Theory, the parity of a fermion must be opposite
to that of its corresponding antiparticle whereas the parity of a boson is the same
as that of its antiparticle. The parity of a quark is conventionally taken as positive,
while that of an antiquark is taken as negative. The parity of a hadron is the product
of the parities of its constituent quarks. Thus the baryon octet and decuplet have
positive parity, (+1)3, whereas the pseudoscalar and vector mesons have negative
parity, (—1)(41). If the orbital angular momentum, [, is involved in a two-particle
system with intrinsic parities P; and P,, then the parity of the system is P, Py(—1)".

The helicity H of a particle with an intrinsic spin § and momentum p'is defined as

H= %. (3.2)

It measures the sign of the component of the spin of the particle in the direction of
motion. The particles with H = +1 have righthanded helicity whereas the particles

with H = —1 have lefthanded helicity as shown in Figure 3.1.

Right-handed: L eft-handed:

= N

Figure 3.1: Helicity of a particle [113].
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The parity transformation on a particle with a helicity H changes the sign as
the intrinsic spin is a pseudovector and hence invariant. However, the chirality of a
particle depends on whether it belongs to a right- or left-handed representation of
the Poincaré group. For massless particles, helicity and chirality are equivalent, but

for massive particles, they are distinct.

3.1.2 Charge Conjugation

Charge Conjugation, C, when applied to the wavefunction a particle, gives the
corresponding antiparticle wavefunction with the sign of all quantum numbers -
charge, magnetic moment, baryon number, lepton number, third component of isospin,
strangeness, charm, beauty and truth - changed while mass, energy, momentum and

spin remain invariant, as follows:

Cly) = [¢), (3.3)

where 1 represents the state of the corresponding antiparticle. Since normalization

of both states requires

(W) = (@) = (ICTCl) =T, (3-4)

where [ is the identity, C' is a unitary operator. Further, the operation of C' on a

state twice gives the same state, and hence the eigenvalues of C' are +1. Since

C =C", (3.5)
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C' is a Hermitian operator that results in a physically observable quantity.

Most of the particles in nature are not eigenstates of C'. Only those particles that
are their own antiparticles are eigenstates of C'. However, all particles are eigenstates
of C%. As an example, for a system of a fermion and its corresponding antifermion,
the action of C' is equivalent to particle interchange. Therefore, both orbital angular

momentum [/ and intrinsic spin s will contribute to the eigenvalue when C' acts:

Clyp) = (=1)"*"*[vy), (3.6)

because states of even (odd) [ and s are symmetric (antisymmetric) under particle

interchange.

3.1.3 Experimental Evidence for P and C' Violation and C'P

Conservation

The Wu experiment [114], performed in 1956, tested parity conservation in weak
interactions. In the experiment, the decay of ®*Co nuclei, with their spins aligned in a
uniform magnetic field, was studied at a temperature near absolute zero to minimize

thermally induced fluctuations of the spin alignment. The decay process is given by

99Co =5 Ni+ e + 7, + 2. (3.7)

If parity were conserved, then equal numbers of electrons would have been emitted
in both directions, i.e., < &.p' >= 0 where ¢ and p are the spin and momentum

of electron respectively. However, during the experiment, the majority of electrons
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emitted were aligned in the direction preferentially opposite to the nuclear spin. The

Wu experiment and its outcome are summarised in Figure 3.2.

Mirror plane
Original Mirror-reversed
arrangement arrangement

| |

Predicted direction
of beta emission if
parity were conserved

Preferred direction
of beta ray emision

Cobalt-60
nuclei

Observed direction

Direction of electron of b_eta emission in
| flow through the /| mirror-reversed
solenoid coils H arrangement

Figure 3.2: Principle behind the Wu experiment and its outcome [115].

Experimentally the intensity distribution of electrons with energy E was found to

be of the form
<op>

10)=1
0)=1+a="L2,

(3.8)

where a was found to be +1 for positrons and —1 for electrons.

In addition to this, the result of the Goldhaber experiment that all neutrinos are
left-handed, whereas antineutrinos are right-handed, established that the violation of
parity is maximal in weak interactions [116]. The violation of charge conjugation in

weak interactions was established in similar studies on neutrinos.

The experimental evidence to support the violation of parity and charge conjuga-
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tion symmetry in weak interactions was in the decay of pions. Since all neutrinos are

left-handed while antineutrinos are right-handed, the antimuons emitted in the decay

=t +, (3.9)

always are left-handed. In the charge conjugated version of this decay;,

T = p 47, (3.10)

the muons would be left-handed, but antineutrinos always right-handed. If the
combination of both operations, C' and P, is applied, these observations can be
explained such that C'P would convert right-handed muons to left-handed antimuons
and vice versa. That C'P symmetry could be used to explain why all neutrinos observed
are left-handed whereas antineutrinos are right-handed as shown schematically in

Figure 3.3.

PARITY

Left-handed mgh;::?::: .
neutring 4 =
Uy [¥3) moving left ;=
moving right 4"96‘5»p (not found i nature) | &
(exists in nature) LAy, £

Right-handed Helicity

Right-handed

.
o
oy
Right-handed
antineutrino
moving left
Left-handed Helicity (emsts i nature)

Figure 3.3: CP symmetry of neutrinos [117].
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3.2 (' P-violation in the Standard Model

3.2.1 (CP-violation in Neutral Kaon Oscillations

It was initially believed that the combined operation C'P remains invariant under
weak interactions. However, even this C'P symmetry was found to be broken in weak
interactions. This was experimentally observed in the study of neutral kaon decays

by Cronin and Fitch in 1964 [118].

The particle K° with strangeness S = +1 can oscillate into its antiparticle Ie
with strangeness S = —1 and wice versa through a second-order weak interaction.
Experimentally, the linear combination of K° and K" is observed when the particle

decays. Since kaons are pseudoscalars, the P and C' operations on kaons give
P|K®) = —|K%), PIK") = —|K"), (3.11)

and

CIK% = [K), C/K’) = |K"). (3.12)

Then, the C'P operation gives
CPIK® = —|K"), CP|K") = —|K"). (3.13)

Hence, the normalized C'P eigenstates are

IK)) = — (K"~ &), (3.14)

1
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and

1 0 . 0
|Ks) = E(K + K), (3.15)

with CP|K;) = |K;) and CP|K3y) = —|K3). The CP eigenstates can decay to 271 or

3 via the weak interactions. The possible pion final states are

o 797% and 7*7~, where CP = 41, and

o 197970 and 77~ 7%, where CP = —1.
Hence K; and K5 should decay to 27 and 37 respectively if C'P is conserved during
weak interactions. Experimentally, the lifetime of the K; and Ky are 0.09 ns and
51.1 ns respectively [10]. The decay of K; to 27 is much faster and hence, a lot
of 21 events could be observed near the source, and further away, only 37 events
should observed. The unmistakable evidence of C'P violation occurred when at large
distance, 27 events were recorded indicating that the long lived K7, is some linear

combination of K; and K, that is not an eigenstate of C'P.

(K + €K7), (3.16)

where the coefficient € parameterizes nature’s departure from perfect C'P invariance;

experimentally its magnitude is about 2.24 x 1072 [10].

3.2.2 Quark Mixing in the Standard Model

C P-violation arises, partially, in the Standard Model of the elementary particles

through a non-zero phase factor (0) in the Cabibbo-Kobayashi-Maskawa (CKM)
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matrix [119]. A 2 x 2 matrix was originally introduced by N. Cabibbo in 1963 to
preserve the universality of weak interactions [120]. Study of the relative amplitudes
of weak interactions involving d — u + W~ (where 6S = 0) and s — u + W~ (where
0S = 1) motivated Cabibbo to state that the d and s quark wavefunctions are not
pure flavor eigenstates, but are rotated by a mixing angle 6.. Hence, in analogy with

lepton doublets, the quark doublets could be formed as

¢ (3.17)

dcosf, + ssin @,

In 1970, the charm (¢) quark with charge %e was proposed by Glashow, Iliopoulos
and Maiani to explain the suppression of flavour changing neutral currents (FCNCs);

this is known as the GIM mechanism [121]. Hence, the new two quark doublets are

u u c c
= and = : (3.18)

d dcosf, + ssin @, s’ scosf. — dsinb,

In 1972, a third generation of quarks was proposed by Kobayashi and Maskawa to
explain the C P-violation in neutral kaon decays. With six quarks, the quark-mixing

matrix can be written as follows,

d d
s =Vekm | s |, (3.19)
c c
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where the 3 x 3 unitary complex matrix is the Cabibbo-Koyashi-Maskawa (CKM)

and is given by

‘/:Jd Vus ‘/Ilb
Vorm = | Vig Vs Ve | - (3.20)
Via Vis Vip

Each element Vj; represents the amplitude of one of the nine possible quark transitions
from one flavor i to another j that are mediated by the W* bosons. The part of the
SM Lagrangian for the Yukawa coupling of the W boson to the quark fields is defined
as

EW = g—\/\% Z [V}kﬂjL'yudkLW:][‘/j}takLﬁyuujLW,;], (321)
7,k=1,2,3

where the gw is the weak coupling constant, u = (u,¢,t) and d = (d, s, b) are spinors

that describe three quark generations and V' = V3 VI is the CKM matrix.

An N x N matrix will have N(N — 1)/2 real parameters (Euler angles) and
(N —1)(N — 2)/2 non-trivial phase angles [122]. The CKM matrix can be parameter-
ized [123] by four independent parameters: three mixing angles 6;; and one complex
phase ¢. It is this non-zero complex phase that makes the CKM matrix a source of

C P-violation within the SM. The standard choice of parametrization is

1 0 0 C13 0 81367&S ci2 S12 0
VCKM: 0 C23 S93 0 1 0 —S19 c12 O
0 —s93 cCo3 —813€7i6 0 C13 0 0 1
(3.22)
—is
C12€13 S12€13 s13€”"

6 6
—S812C23 — C12523513€ C12C23 — 512523513€ 523CS513 | »

1)
512523 —C12523 — S12C23513€" C23C23
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where s;; = sin 6 and ¢;; = cos 6. The real angles 6;; can be chosen to lie in the first

quadrant, so s, ¢;; > 0.

Experimental evidence suggests there exists a hierarchy of si13 < s93 < 510 < 1,
and hence, the Wolfenstein parameterization [124] is chosen since it reveals this

hierarchy using four conventional independent parameters as follows:

V2 | |V2
2 E>\2: |us 2 EAQ)\4: cb
812 |‘/;12d + ‘/112S| ’ 823 |vu2d + Vu2S| ’ (3 23)
and s2,¢” = AN} (5 + i) = — AN “ﬁldgib.
cdVeb

The Wolfenstein parametrization allows the imaginary part to be suppressed to third
order in A\, and the CKM matrix can be expanded in powers of the small parameter

A~ 0.22. The expansion up to O(A\*) yields the following:

1-2 A AN (p—in)
Veku = A R AN? +O(\Y, (3.24)
AN(1—p—in) —AN 1

where the independent parameters are expressed in terms of A, A, p, and 7. If there
were no cross-generational coupling of quarks, all the parameters would be zero.
Further, if C'P—violation, which arises from the complex nature of the matrix, is
allowed, the C'P-violating parameter 7 should be non-zero. All the parameters are
measured experimentally [10] and found to have non-zero values; each element of
the matrix has been experimentally determined by studying the decays where the
corresponding quark transition is involved [10]. For example, V,q is determined by

comparing nuclear § decay and u decay rates. Experimentally the magnitudes of

101



Chapter 3. CP-violation in BY — J/1¢ Decays

diagonal elements are close to unity whereas the other matrix elements have non-zero

values, the magnitudes of which are indicated in Figure 3.4.

r s b

d
uff = -
c..-
t - =« |}

“ o

Figure 3.4: CKM matrix where magnitudes of the diagonal elements is close to unity
and the area of squares shows relative magnitude [10].

3.2.3 Unitarity Triangle

The unitarity of the CKM matrix imposes »_, V;jVii = dj and ), ViVy5 = du.. The
six vanishing combinations that arise from the off-diagonal elements with j # k and
0k = 0 can be represented by triangles in the complex plane. The areas of all triangles
are the same, half of the Jarlskog invariant (/) [125], a phase-convention-independent

measure of C'P-violation, defined as follows:

J = Im[ tz%bvu*bvud] — (C12€23C21512523513 SiI15 ~ A2)\6ﬁ. (325)

The most commonly used unitarity triangle arises from the following condition:

VaaVip, + VeaVa, + ViaVig, = 0, (3.26)

which is then rescaled by dividing by a factor of V4V} to get the unitary triangle as

shown in Figure 3.5.
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(p-n)

(0,0) (1,0)

Figure 3.5: Sketch of the unitarity triangle [10].

The sides of the triangle are given by the following relations:

ViaVip,
VeaVi,

%dvu*b o
VaVi |

R, = P2+, Ry = =4/(1 =72+ 72 (3.27)

The C'P-violation parameters are associated with three angles in the triangle which

are defined as follows:

Vudv:l*b ﬁ + Zﬁ ’

PP (1 O N T R

ViaVy, p—1in
VeaV2 |
Y = g — arg (— va) — arg (7 + 7).

where terms appearing on the right-hand side of these equations are of order A and
hence the angles are non-trivial. The condition of non-vanishing 7 for the existence
of C' P-violation in the quark sector is represented as a non-flat unitarity triangle.
An important goal of flavor physics is to overconstrain the CKM elements, and

many measurements can be conveniently displayed and compared in the p, 77 plane.
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Figure 3.6 depicts the unitarity triangle resulting from Equation 3.26 for the latest
results from the CKM fitter group [126], where the shaded 95% confidence level (CL)
regions all overlap consistently around the global fit region. The sides and angles
of this unitarity triangle are accessible through BY decays and hence this triangle is

referred to as the “BY unitarity triangle.”

1.5 T [T 1T I T T | LI T T T 1
[ | excluded area has CL >0.95 f’% 7
i | & i
L . 7 ]
10 E % Amy & Amg
F : i
- sin2p ; .
0.5 — ; —
- | AT
b /@\ ]
s A s —
[ v E ]
C VubI o ]
-0.5 — &
- € 4
1.0 - 1 Y
- fi r : sol. w/cos2B<0
- Spring 21 E (excl. atCL > 0.95) —
1.5 Covav ol v bov v b by by o]

-1.0 -0.5 0.0 0.5 1.0 15 2.0

Figure 3.6: Constraints in the p, 77 plane. The shaded areas have 95% CL [126].

Vs and Vi, determine the length of the left side of the Bg triangle. Both quantities
can be accessed through semileptonic B decays. The right side of the BY triangle

is determined by Viq and V4, which can be constrained using B — Eﬂ and B — B’

mixing. The angle 3 appears in BJ-meson mixing; its precise measurement, through
sin 23, was one of the main goals of the BaBar [127] and Belle [128] experiments. The

result confirmed the existence of C' P-violation in the B sector for the first time. Both
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experiments determined /3 using the “gold-plated” decay channel B} — J/¢K$. The
most recent combined result [102], including measurements by BaBar [127], Belle [128§]
and LHCD [129], is

sin 28 = 0.695 = 0.0019. (3.29)

This combination represents the most precise angular constraint entering the fit and
is shown by the dark blue band in Figure 3.6.

The unitarity triangle that can be constructed from the equation
Vusvu*b + VcchTa + VcthTg =0, (3-30)

when by dividing each term by a factor of ViV, is referred to as the “BY unitary
triangle.” The latest results [126] from the CKM fitter group for this triangle are
shown in Figure 3.7. The angle S is very small and hence the triangle is very flat. It
appears in By mixing; the current combined average value of s from all experiments
including ATLAS [130, 131] is —0.021 £ 0.031 [102]. The SM determination of
¢s = 283, using the BY — J/+¢ decay channel is one of the main physics goals of the

ATLAS experiment and an important topic of this thesis.

3.2.4 Phenomenology of Neutral B Meson Mixing

The B%-meson can oscillate into its antiparticle B’ and vice versa, and this phe-
nomenon is referred to as B® — B' oscillation. This overview of the phenomenology of
B-meson mixing and decay broadly follows several more detailed review articles [132—

134]. The decays of neutral mesons, Bg, and their C'P conjugates, E?p with ¢ = d, s,
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Figure 3.7: B unitarity triangle [126].

into final states f and f can be described by the following decay amplitudes:

Ar = (fIH|BY), A; = (f|H|By),

. (3.31)
Ar = (FIMIBY), As = (f|H|B,).
The neutral B-mesons transform under the C'P operation as follows:
CP|B) = —|B.) and CP[B.) = —|B), (3.32)
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where an arbitrary non-physical phase factor has been omitted. The final state, f,

and its C'P conjugate state, f, are connected via the C'P operation according to

CP|f) =ne|f) and CP|f) = el f) (3.33)

where 1y = +1 are the phase factors appearing in the C'P transformation of the
states. The time development of the flavor eigenstates |BY) and \EZ) is given by the

phenomenological Schrodinger equation as:

Y

22 | BY) B ( i > 1BY) My — iTy Mg — il 1BY)
o\ 1By By )  \ My — Ty My —iTs ) \[By)

(3.34)
where the Hamiltonian is constructed from two hermitian matrices: mass M and
decay width I'. The mass matrix describes Bg — Eg meson mixing. The diagonal
elements M;; and My, are the masses of the Bg and Fg and are generated from
the quark mass terms in Equation 3.21 and from the binding energy of the strong

interaction. The off-diagonal terms Mis and Ms; occur from the flavor changing

Ab = 2 processes as shown in Figure 3.8.

b w s b u, ¢, t s
AAYAYAY:
Bg u, c, 17 § "U, c, B_(s) Bg B_?
AVAYAYAY.
s W b s u, ¢, t b

Figure 3.8: BY-meson mixing in the Standard Model.

Due to the hermiticity of M and I'; the off-diagonal elements are complex conju-
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gates, My = M7, and I'y; = I'},. According to the C'PT invariance theorem [135],
I'=T1 =1%, and M = M;; = Mss, and then the Hamiltonian reduces to
8 [ 1B M — il My — 4T | Bg)
iz | o | = ‘ ‘ L (3.35)
Diagonalization of the Hamiltonian in Equation 3.35 leads to the well defined mass
eigenstates, |By) and |By), as follows:

|By) = p|BY) + q|By)
(3.36)

—0
where p and ¢ are the complex coefficients and [p|? + |g|> = 1. The |By) and |Bg)
denote the light and heavy mass eigenstates, respectively. Time evolution of mass
eigenstates is described by the following:
[Bu(t)) = e~ e H1 By
. (3.37)
|Bu(t)) = e”'e™2""| By),
where My, and My denote the masses and I'y, and I'y the decay widths of the |By)
and |By). The diagonalization procedure relates M, su and I'y /g to the elements of

the Hamiltonian in Equation 3.35

Mym — §FL/H =M — EF F \/(Mm — §F12) (Ml*g - §F>{2)

1 1 ,
=M-Zl'¥ \/‘Mw’Q + leP — i|Mr2||T12| cos ér — ¢u

. (3.38)

where the phases ¢r = arg(I'12) and ¢y = arg(Miz). The mass and decay widths of
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the mass eigenstates are connected to I' and M as follows:

r r M, M,
L T S . o

r :
2 2

(3.39)

Then, the mass difference Am and decay width difference AI' can be defined as
Am = My — My, AI' =Ty —T'L. (3.40)

The following relations for Am and AI' can be derived by using Equation 3.38:
Am? — iAFQ 4| Mol — T2, (3.41)

AmATL = —4‘M12HF12‘ COS ((bp - (bM) (342)

In both the BY and B? systems, experimental evidence [10] shows that Am > AT,
which translates to |Mjs| > |[T'15|. Neglecting AT and |T'2|? in Equation 3.41 results
in

Inserting this into Equation 3.42 gives
Al = —2|F12| COS (¢F - qu) (344)

The ratio of the coefficients of eigenstates is determined to be
¢ _ _ | Mp -5l (3.45)
p My — 517,
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IT12]
[ M2

The above equation can be expanded in terms of  for the BY and B? systems as

follows:

_ i T2l Ji(gnm—or
2 M2 € )

i [Ti2] i(—
1— imel( ¢M+¢F)

~ 1. IS T12|?
= —¢"M |] — —sin — +0O .
9 (¢M QZ)F) |M12‘ |M12’2

_ — 6_2Z¢M

iSEES)

(3.46)

The time development of the |BJ) and \EZ) is given by

BY(t)) = %(\BL@» - 1Ba®).
| (3.47)

[B,(t)) = 5g (BL() + [Bu(t)).

Equation 3.37 can be inserted into the above equation to give

IBY(t)) = g, (£)| BY) + gg_<t>|§q>,
(3.48)

BL(t) = gg_<t>|Bg> + 9+ ()[BY),

where g (t) is given by

galt) = (e—“Mﬁ%L)t + e—i<MH+%H>t) . (3.49)

N —

Some of the combinations using g4 (t) are

1 AT
lg<|” = 56_” <COSh Tt + cos Amt) ,
1 AT
g+(t)g* (t) = 56—” (_ sinh Tt —isin Amt) , (3.50)

1 AT
gr(t)g-(t) = ée’” (— sinh Tt + isin Amt) :
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It is useful to define one central quantity for C'P-violation, A¢, given by
A= 220 (3.51)

While the phases of both i—i and 1% are convention dependent, the phase of \; is a
measurable physical quantity. The time-dependent rate for the decay of a Bg to the
final state f is

dl'(B — f)

dtN; - ‘(f’Bg(t)HQ = |g+(t)Af + %g(t)zf‘Z

1
— 5|Af‘2671"t><

(1 + [X¢|?) cosh %t + (1 — |A¢|?) cos Amt — 2sinh %tR(Af) — 2sin (Amit)Z(Xe) | ,
(3.52)

—0 .
and the rate for the B to decay to [ is

dr(B, — f) =0 2 (P A
o = KB = [ g-OAr+ g4 () A
2
— 1 ‘]_) ‘Af|2e_rt><
21q

AT AT
(14 |A¢|?) cosh Tt — (1 — |X¢]?) cos Amt — 2sinh TtR()\f) + 2sin (Amt)Z( )| ,
(3.53)
where N; is a normalization factor. The decay rates to the C'P-conjugate final state

f can be obtained by making the following transformations:

Af — Af,

Af — A, (3.54)
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3.2.5 Classification of (' P-violation in Bg — Eg Mixing

0

Assuming the C'PT invariance theorem [135], all C'P-violating effects in Bg — Eq

mixing are governed by the Schrodinger Equation (Eq. 3.35) applied to meson decay
and mixing. The resulting time-dependent decay rates are expressed using the decay
amplitudes A¢, Az, A, Zf, and the mixing parameters p and ¢q. However, to arrive
at non-vanishing C'P-violating observables, specific conditions for the transition

amplitudes and their phases need to be met. These are discussed in this section.

Strong and weak phases: There are two types of phases involved in the
transition to the final state: strong and weak phases. The strong phases arise in final
state interaction scattering from intermediate on-shell states, such as that through
strong or electromagnetic interactions, and these interactions are C'P-invariant. The
strong phases are equal for two C'P-conjugate states. Weak phases originate from
complex couplings in Equation 3.21, and these arise in the W couplings to the quarks
via the complex CKM matrix elements. Under C'P-conjugation, the weak phases
change sign. Accordingly, in the course of investigation of the CKM mechanism, it is

of highest interest to measure weak phases cleanly in meson decays.

It is important to note that although the existence of weak and strong phases
is physically motivated, their absolute values are convention-dependent. However,
relative strong and weak phases between different terms in transition amplitudes are
convention-independent, and hence these can be interpreted as physically meaningful
quantities. Depending on the origin and interplay of transitions that introduce weak

phases, C' P-violating effects can be categorized as follows:

e (P violation in the decay or direct C'P violation,
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e (P violation in the mixing or indirect C'P violation, and

e (P violation in the interference of mixing and decay.

Direct C'P-violation: In the case of meson decays, multiple amplitudes a;, with
different weak phases ¢; and strong phases 9d;, can contribute to the decay amplitudes.
If a meson has two possible transitions with amplitudes a; and as, then the resulting

decay amplitudes can be expressed as

Af = |a1‘€i(62+¢1) + |a2|ei(52+¢1),

(3.55)
Zf — |a1|ei(52—¢1) + |a2|ei(52_¢1).
This implies the ratio
A
il QA | 3.56
Af # ? ( )

leading to C'P-violation in the decay. This is the only type of C'P-violation that can
occur in charged meson systems B*. Experimentally, it manifests as the difference in
the decay widths of the two charge conjugated states and leads to the time-independent

asymmetry of the form

_ A
i _DB- = ) ~T(B = ) AP — AP _ 5P -1
OB = ) DB = ) AP+ | A2 Esisy

f

(3.57)

C P-violation in mixing: The C P-violation in the Bg — EZ meson mixing occurs
when £ 7 1. In this case, the probability for a B to transition into a E?l, P(By — EZ),
differs from the probability for the C'P-conjugate process, 'P(Eg — Bg). If there is

no direct C' P-violation, i.e., Ay = A; and A7 = A; = 0, then the resulting asymmetry
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can be written as

DB f)-T(B = F) |2 (AP — |29 AL  1— 2"

miz _ q = — = . (358
ST R [PV RN TP v SR e

This kind of C P-violation in B-mesons can be studied using semileptonic Bg — X1t
decays where a Bg—meson mixing before decaying semileptonically can result in decays
containing a [~ in the final state. This results in unequal transition probabilities,
P(B] — Eg) # P(EZ — BY), leading to an asymmetry in the observed number of I*
and [~ given by AZ%. The observed results of C'P asymmetry in the mixing of Bg—

mesons are compatible with zero and are in agreement with the SM expectations [136,

137].

Mixing induced C'P-violation: B-meson mixing induced C'P-violation can
occur when the direct decay B] — f interferes with BY — EZ mixing followed by the

decay Eg — f as illustrated in Figure 3.9.

50 @ fer B0 Jep
o—— O o——O

miiking "*a /' ﬂ mixing /
_@® o O
BO BO

Figure 3.9: Interference between decays before and after Bg — Eg mixing.

If A¢ in Equations 3.52 and 3.53 has a non-trivial phase, i.e., Z(Af) = I(%Z—i) £ 0,
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this gives rise to the following time-dependent C'P asymmetry:

miz (1) — F(EZ — f)=T(B = f)(t) _ (1 — | A¢]?) cos Amt — 2 sin (Amt)Z(X;)

= /) +0(B = () (L+]A]?) cosh 2Lt + 2sinh BHR(Ar)
(3.59)

For Bg candidates, AI' = 0, and if the transition is dominated by only one amplitude,

|A¢| = | Af| or At = 1, then the asymmetry reduces to
Acp(t) = —sin (Amt)Z(X). (3.60)

Measurement of sin2f3 in the B — J/¢KJ channel is an example of this type of
C P-violation [129]. Its analogous “golden mode” in the BY-meson system is given by

BY — J/+4, which is one of the topics of this thesis.

3.3 (CP-violation in BY — J/v¢

The decay of the BY meson into J/v — ptpu~ and ¢ — KK~ proceeds via a b — ¢cs
transition with two contributing processes: the tree level contribution (t;) and the

penguin contribution (pf) as shown in Figure 3.10.

The total amplitude A /e, including both effects, for the transition of a B2-meson

into the final state J/v¢ is given by

Agppo = VesVate + Y (VasVa )t (3.61)

qg=u,c,t

where f denotes the given final state. The penguin amplitudes are highly suppressed,
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("
o (| ()

Figure 3.10: The Feynman diagrams describing contributing processes to the BY —
J/1¢ decay. The left diagram stands for the tree level decay, while the right is the
penguin diagram.

so the decay process is dominated by a single CKM amplitude. The decay amplitude

Ag of By = f can be written as
Af = |Af|€i(5f+¢D)7 (362)

where ¢p is a weak phase that enters the decay amplitude and its C'P-conjugate
with different signs. The 6 is a strong phase that does not change sign under C'P
conjugation. The decay amplitude of Eg — f can be related to A; using the CP

condition |f) =1/ f), and assuming no C' P-violation in the decay, as
Ap = 1575l Ael = 115p| Arle" 01707, (3.63)

where 1;/y4 is the C' P-parity of the final state f. If the terms proportional to ViV,
in the total decay amplitude A/, are neglected, then the amplitude ratio i—i is given

by
Ay Ve Vi

- _ — 2i¢p 3.64
A T]J/quvCTD V. NJ/ype€ ) ( )

where the decay phase ¢p = arg(Ve, V). If the B? mixes to a ES before decaying to
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the same final state J/v, then the ratio ]% can be written as

A
1o el _ it (3.65)
p ‘/ts‘/tb

where ¢y is the mixing phase, given by —2arg(V;sV,} ). Combining E—i and ]% into A

gives
Ve Ve VisVih, b —i ,-
A = e b e(Zigp=iom) — e 1% 3.66
O Ty Ty M Nafwe (3.66)
where ¢; = —arg(ny/y¢Ar) and is the C'P-violating phase that can be related to

the angle (s in the unitarity triangle in Figure 3.7 via the relation ¢g ~ 25, with

Bs = arg(— “//.t SK&P ). While the mixing and decay phases depend on phase conventions
s ¥eb

and are not observable, the phase ¢ is a measurable physical quantity.

The angle 3 in the BY unitarity triangle is much smaller than the 3 in the B
unitarity triangle in Figure 3.5 since Vi is real up to O(1073) whereas Viq is already
complex at O(1073). The phase ¢, is very small in the SM; its recently predicted values
are (—0.0369670990%2) rad by the CKMFitter group [126], and (—0.03700 £ 0.00104)
rad by the UTfit Collaboration [138].

The BY system possesses a significant decay width difference AT. The recent
theoretically predicted values are (0.091 & 0.0013) ps~! [139] and (0.092 £ 0.0014) ps~!
[140].

If a New Physics process is involved, then different values of ¢s and Al'y should
be expected. The oscillation frequency, Amy, is also sensitive to New Physics, but
the theoretical predictions are calculated with high uncertainty. Its current predicted

value is (18.3 +2.7) ps™' [139].
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3.3.1 Current Experimental Status

The phase ¢s and other BY — ES mixing parameters have been measured in several
analyses: four B — J/1¢¢ analyses from CDF [141], D) [142], ATLAS [111] and
CMS [143]; and four analyses from LHCbD of the decay modes B? — J/w K+t K~ [144],
BY — J/yrtr [145], BY — (2s)¢ [146] and B? — DI D; [146]. A combined
two-dimensional fit of ¢4 and ATy, without external constraints, yields two symmetric
solutions related through ¢s <> m — ¢s and Al'y <+ —AIls. The Heavy Flavor
Combination Group (HFLAV) produced 68% confidence level (CL) contours [108] in
the (¢, AL's) plane, showing measurements from CDF, D), ATLAS, CMS and LHCb
and their combination, and these are shown in Figures 3.11 and 3.12 for all decay
channels and for the B? — J/1¢ decay channel, respectively. As can be seen from
the figures, the combination of results is consistent with the SM prediction, but in

order to exclude any BSM physics, more precise measurements are needed.

The CL contours from the ATLAS experiment in Figures 3.11 and 3.12 are
obtained from 99.7 fb™' of data from Run 1 (2011-2012) [131] and part of Run 2
(2015-2017) [111]. The results are consistent with the SM predictions so far, and the
precision on ¢s and AI'g is currently the best in the world achieved by using a single

channel.

3.3.2 Angular Analysis

The experimental measurement of physics variables in the decay B? — J/1¢ uses the

fact that the decay is a pseudoscalar to vector-vector transition. The J/¢ and ¢ are
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o

l‘é_’ o HFLAV
= DO 8 b
"ulf:_m 0.13 68% CL contours
< (Alog £ = 1.15)

0.11 CMS 116.1 fb~!

SM no penguins

CDF 9.6 fb~!
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LHCb 4.9 fb~!
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Figure 3.11: The 68% confidence level (CL) contours in the (¢s, Al's) plane, showing
individual measurements from CDF, D), ATLAS, CMS and LHCb and their com-
bination for all decay channels. The thin black rectangle represents the Standard
Model predictions of ¢ [126] and AT'g [139].

vector mesons: they can have an even or odd relative orbital angular momentum L in
the final state (L = 0,1,2). Due to total angular momentum conservation, the final
state is therefore an admixture of C'P-even (L = 0,2) and C'P-odd (L = 1) states.
Consequently, the decay is described by three time-dependent complex amplitudes
and strong phase differences corresponding to the polarization states of the vector
mesons. By defining a transversity angle basis, an angular analysis method [103, 147]
is used by which the different C'P-components can be separated statistically. It is

described briefly in this subsection.

Two bases, helicity and transversity, are commonly used to describe the angular

distribution of two vector final states, and these bases are described as follows:

e The helicity of a particle, A, is defined as the component of the spin that is
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HFLAV

68% CL contours

(Alog £ =1.15)

DO 8 fb~1

ATWKK[ps—1]

0.11 CMS 116.1 fb~?

SM no penguins
CDF 9.6 fb~!

LHCb 4.9 fb~?!
0.07

0.5 0.3 0.1 0.1 0.3
IWKK
/¥ K[rad]

Figure 3.12: The 68% confidence level (CL) contours in the (¢s, Al's) plane, showing
individual measurements from CDF, D(), ATLAS, CMS and LHCb and their combi-
nation for the B! — J/1¢ decay channel. The thin black rectangle represents the
Standard Model predictions of ¢, [126] and AT [139].

projected along the direction of its momentum. For a vector particle its possible
values are —1,0, 1. The helicity basis with three helicity angles Qye; = (6;, Ok, dn)
is defined in Figure 3.13. The 6, is the angle between the positively charged
lepton, [T, and the flight direction of the opposite B? in the center-of-mass
frame of the dilepton, [T]1~. The angle 0}, is defined as the angle between the
positively charged kaon, K+, and the flight direction of the opposite BY in the
center-of-mass frame of the pair of kaons, KT K~. The relative rotation of the
two decay planes, ¢y, is the angle between the [~ side of the KK~ plane and

the [ side of the [T]™ plane.

Here, helicities of the final state are constrained by the orbital angular momen-
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Figure 3.13: The definition of the helicity angle basis [148].

tum of the initial particle:
Agjw = Aol = J(BY). (3.67)

Since J(B?) = 0, the helicity of the final state particles is constrained to
Asjp = Ag and thus, only three combinations are valid. The final state can be

written as

|BY) = HAlA), (3.68)

where A = (—1,0,1) and H, is the helicity amplitude of the final state fy.

However, the helicity amplitudes are not eigenstates of C'P.

e In the transversity basis, the spin of one of the final states is projected onto
the rest frame defined by the other final state. The decay amplitude can
be decomposed into independent components, corresponding to the linear
polarization states of the vector mesons in the final states. The polarization
states can be longitudinal, Ay, or transverse to the direction of motion of the

vector mesons. In the case of transverse polarization, the states can be parallel,
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Ay, or perpendicular, A, to each other. The final state can be written as

1BY) =) Ailf), (3.69)
By
where A = (]|, L,0).

A relationship between the transversity and helicity amplitudes exists and is given by

H H_ H.,,—H_
A” f— %, AL — -‘1-1717 and AO — H(). (370)

The transversity eigenstates are aligned with the C'P-eigenstates, which facilitates
a cleaner extraction of the physics parameters and hence, the transversity basis is

preferred by experiments. This analysis is performed with the transversity basis.

The transversity basis with three transversity angles Q1 = (61, ¥, ¢) is shown
in Figure 3.14. These angles are defined in the rest frame of the final particles with
the z-axis determined by the direction of the ¢ meson in the J/1 rest frame and
the x — y plane defined by the KK~ system with p,(K ") > 0. In this coordinate
system, O and ¢7 define the polar and azimuthal angles, respectively, of the u* in
the rest frame of the J/v, while ¢1 defines the angle between the momenta, p(K™)

and p(.J/v), in the ¢ meson rest frame.

There is an associated phase §y = arg(Ay), 0y = arg(Aj) and 6, = arg(A,)
for each of the transversity amplitudes. The phase J, = 0 by convention, as only
phase differences between the amplitudes appear in the differential decay rate. These
parameters are used for the description of the resonant P-wave signal state; however,

the primary signal can be contaminated by other processes with the same final state,
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A z F 3 y
P J /v rest frame ¢ rest frame
T

xy-plane

Figure 3.14: Tllustration of the transversity angles between the final state particles in
the BY — J/¢(utp™)p(KTK™) decay [148].

such as BY — J/¢ f where f — KTK~, or non-resonant B? — J/¢)KTK~. These
S-wave states have to be accounted for in the final description of the decay, using

their own amplitude Ag and phase Jg.

In general, the distribution for the time ¢ and the transversity angles Q(é1, ¥, ¢r1)

is given by the differential decay rate

d‘r &
k=1

where the Q) (t) are the time-dependent functions corresponding to the contributions
of the four different amplitudes (Ao, A, AL, Ag) and their interference terms, and
the ¢ 0y, 17, ¢r) are the angular functions. The final time-dependent amplitudes,
the additional S-wave terms, and the summary of angular functions are given in

Appendix B.
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3.4 Extraction of C'P-violating Parameters from

BY — J/v¢ Decays

The candidate events for the BY — J/1¢ decays were selected and reconstructed
through a series of steps as outlined in the previously published paper [111]. A
multidimensional unbinned maximum likelihood fit is performed to extract the physics
parameters. The fit uses information about the reconstructed mass m, the measured
proper decay time ¢, the measured mass uncertainty o,,, the measured proper decay
time uncertainty o, the measured transverse momentum pr, the per-candidate
probability that the B-meson candidate was produced in a state B?, P(B|Qy), and
the transversity angles Q of each B? — J/1¢¢ event. The likelihood function is
composed of signal and background probability density functions (PDFs) as outlined
in Reference [111]. The signal PDF includes 9 physics parameters of interest, the
C P—violating phase, ¢, the average decay width, I'y, the decay width difference,
ATy, the squares of the tranversity amplitudes, Ay, A, and Ag, and their strong

phase differences, do, ), and ds.

3.5 Time Efficiency Corrections

In the analysis of B? — J/1¢ decays, time efficiency corrections discussed previously
in Section 2.7 were used to address inefficiencies of dimuon triggers. Time efficiency
corrections for the prescale triggers that select only a fraction of events to be recorded
out of all possible events that would have passed the trigger requirements are shown in

Figures 3.15, 3.16, 3.17 and 3.18 for the years 2015, 2016, 2017 and 2018, respectively.
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For 2016, the trigger menu was modified later due to a miscalibration and as a result,
these triggers carry a postfix “delayed” to distinguish them from the miscalibrated

triggers; the data set for the year 2016 was named “2016B.”
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Figure 3.15: Time efficiency function for the events in the 2015 Run 2 data set.

From Figures 3.15 and 3.16, it is noticeable that the time efficiency declines after
approximately 5 ps. This observation aligns with expectations since the proper decay
time of the B%-meson is under 2 ps. However, for data from the years 2017 and
2018 shown in Figures 3.17 and 3.18, respectively, the time efficiency decreases at a
steady rate beginning at 0 ps. To understand this anomaly better, the most dominant
triggers for the years 2017 and 2018 were identified. The three most dominant triggers
are shown in Tables 3.2 and 3.3.

Tables 3.2 and 3.3 indicate that the triggers designed to select B candidates,
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Figure 3.16: Time efficiency function for the events in the 2016B Run 2 data set.
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Figure 3.17: Time efficiency function for the events in the 2017 Run 2 data set.

which are reconstructed from a pair of oppositely charged muons and two additional
oppositely charged tracks that satisfy the invariant mass criteria for the ¢-meson,

yielded the highest event count in the Run 2 dataset during the years 2017 and 2018.

126



Chapter 3. CP-violation in BY — J/1¢ Decays

o

o
o
@

g i |
H% W

B2— JAyo +

Prescale Triggers, 2018 + ‘|>
(1./(0.27*(1-0.41*(TMath::Erf((B_tau_MinA0-35.46)/131.69)+1))))/8.021731

=4
o
=)

o
R

5}
III|III|III|III|III|III

o
1<)
S

=)

(data-fit)/c
# E
(>}
(o] é

Figure 3.18: Time efficiency function for the events in the 2018 Run 2 data set.

. % of the

No Trigger Name events

1 HLT_mu6_mu4_bBmumux_BsmumuPhi_L1BPH 58.37
2M9_MU6MU4_BPH_0DR15_MU6MU4 '

9 HLT 2mu6_bJpsimumu_L1BPH_2M9_2MUG6 33 63
_BPH_2DR15_2MUG6 '

3 HLT_2mu6_bBmumux_BsmumuPhi_L1BPH 99.08
_2M9_2MU6_BPH_2DR15_2MU6 ’

Table 3.2: Percentage of the candidate events that were selected by each of the three
most dominant triggers in the Run 2 data set for the year 2017.

These triggers are referred to as “mumuphi” triggers and were introduced in the year
2017 to facilitate the analysis using B? — J/1¢ decays. The time efficiency of the
mumuphi trigger that collects two muons with pr values above 4 GeV and 6 GeV is

shown in Figure 3.19.

From Figure 3.19, it can be seen that the time efficiency of the most dominant

trigger decreases at a rate faster than that of all triggers in year 2017 shown in
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% of the

N Tri N
0 rigger Name events

1 HLT _mu6_mu4_bBmumux_BsmumuPhi_ L1BPH 5574
2M9_MU6MU4_BPH_0DR15_MU6MU4 '

9 HLT 2mu4_bBmumux_BsmumuPhi_L1BPH 37 33
_2M9_2MU4_BPH_0DR15_2MU4 '
HLT 2mu6_bJpsimumu_L1BPH_2M9 2MU6_BPH

2DR15_2MUG6

30.19

Table 3.3: Percentage of the candidate events that were selected by each of the three
most dominant triggers in the Run 2 data set for the year 2018.
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Figure 3.19: Time efficiency function for the events collected by the mumuphi trigger
in the 2017 Run 2 data set.

Figure 3.17. Figure 3.20 shows the time efficiency of the triggers other than mumuphi

trigger, using the events in year 2017.

From Figure 3.20, it can be observed that the time efficiency of the triggers other
than the mumuphi trigger declines at a slower rate compared to that observed in
Figure 3.17. However, the observed time efficiency without the mumuphi trigger still

has a higher rate of decline compared to the time efficiencies for the years 2015 and
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Figure 3.20: Time efficiency function for the events collected by all triggers except
the mumuphi trigger in the 2017 Run 2 data set.

2016, shown in Figures 3.15 and 3.16, respectively. This is due to the fact that the
study reported in Figures 3.19 and 3.19 considered only the most dominant trigger in
Table 3.2; other mumuphi triggers with different pr thresholds for the dimuon pair

were not considered.

3.6 Impact of mumuphi Triggers on the Extraction

of C'P-violating Parameters

The candidates for B%-mesons are reconstructed from a pair of oppositely charged
muons and a pair of oppositely charged kaons. The mumuphi triggers deployed in
the years 2017 and 2018 introduced a selection cut that eliminates the ut K™ or

1~ K~ candidates with an angular separation, AR, below 0.04 radians; this value
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is calculated from the pseudorapidity difference, An of the track candidates. As a
consequence, the fitted values of transversity amplitudes, Ay, A), and Ag, using the
full Run 2 data set (2015-18) show discrepancies compared to the fit results obtained
using the partial Run 2 data set (2015-17) [111], as shown in Figures 3.21, 3.22,

and 3.23, respectively.

Vs=13TeV, 139 fb"

ATLAS FullRun2
0.5079 = 0.0010 + 0.0016

ATLAS paper (2015-17) I 1 ; 1
0.5149 = 0.0012 = 0.0031

|
0.51 0.515
Al

Figure 3.21: A comparison ofthe fitted transversity amplitude Aq using the partial
and full Run 2 data sets. The red bar indicates statistical uncertainty while the blue
bar indicates the statistical and systematic uncertainties combined in quadrature.

However, other physics variables of interest, namely, ¢s and Al'y, remain consistent
in the fitted results using the partial and full Run 2 data sets, and these are shown in

Figures 3.24 and 3.25, respectively.

From Figures 3.24 and 3.25, it can be seen that the statistical precision of the
parameters ¢ and Al'g using the full Run 2 data set have improved by a factor of 1.3

times over the results using the partial Run 2 data set, and that they are consistent
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Vs=13TeV, 139 fb"
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1 | | |
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Figure 3.22: A comparison of the fitted transversity amplitude Aj using the partial
and full Run 2 data sets. The red bar indicates statistical uncertainty while the blue
bar indicates statistical and systematic uncertainties combined in quadrature.
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Figure 3.23: A comparison of the fitted transversity amplitude Ag using the partial
and full Run 2 data sets. The red bar indicates statistical uncertainty while the blue
bar indicates statistical and systematic uncertainties combined in quadrature.
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L | LI
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ATLAS paper (2013417) H
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Figure 3.24: A comparison of the fitted ¢4 using partial and full Run 2 data sets. The
red bar indicates statistical uncertainty while the blue bar indicates statistical and
systematic uncertainties combined in quadrature.
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Figure 3.25: A comparison of the fitted Al'y using the partial and full Run 2 data sets.
The red bar indicates statistical uncertainty while the blue bar indicates statistical
and systematic uncertainties combined in quadrature.

with the Standard Model predictions.
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3.7 Future of B! — J/1¢ Analysis

The most important physics parameters of the B — J/¢¢ decays, ¢s and AT,
achieve a statistical precision 1.3 times better than in the previously published
ATLAS result [111]. It is essential to address the variations introduced by the
mumuphi triggers, as the events they collected represent a substantial portion of the
2018 data. While these triggers were also active in 2017, the impact on the results
is negligible due to the comparatively smaller dataset from that year. A significant
effort to include the B? — J/1¢ decay candidates that were isolated by a flawed

selection cut in AR is underway but is beyond the scope of this dissertation.
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B-Physics Triggers

4.1 Introduction

The presence of prompt muons in the final state is a distinctive signature for many
physics processes studied in collisions at the LHC. These studies include measurements
of properties of the Higgs boson and Standard Model processes, searches for new
phenomena, and the B-physics and Light States (BLS) programme. The ATLAS muon
trigger system identifies muons produced in proton—proton or heavy-ion interactions
and is designed to do so with high efficiency and low muon transverse momentum

(pr) thresholds.

In order to be sensitive to a wide variety of final state topologies, ATLAS has
developed a suite of triggers designed to select muons. A single-muon trigger with a
pr threshold of 26 GeV is used by many physics analyses. In addition, muon triggers

in combination with electrons, 7-leptons, jets and missing transverse momentum, as
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well as multi-muon triggers with lower muon pr thresholds, increase the sensitivity
for various physics phenomena which benefit from a lower pr threshold. For the
BLS programme studying beauty, quarkonia and low-mass hadrons, various low-pr
multi-muon triggers are used with a special configuration that allows a high trigger
efficiency for non-prompt muons. This thesis uses the triggers that apply best to the

BLS programme.

4.2 Trigger Validation for Dimuon HLT Triggers

for Run 3

One of the major upgrades in Run 3 is that of the ATLAS software framework,
Athena, whose algorithms are being optimized for multithreaded CPUs and efficient
memory usage. The HLTs were modified to reflect these changes and as a result,
it was essential to assure that the triggers were working prior to Run 3. A study
was undertaken to understand the working of triggers that are crucial to the lifetime
measurements and C' P-violation studies discussed in this chapter and the next chapter,

respectively.

This study was based on dimuon triggers since B-meson decays are mostly
identified with a pair of oppositely-charged muons in the final state (such as in the

decay BY — J/¢¢ where J/1) — uTp~ as shown in Figure 4.1.)

The trigger validation is performed by producing the invariant mass distribution
of a B-meson from a pool of MC events, using a set of dimuon triggers and applying

selection criteria specific for the B-meson decay considered. Each set of dimuon
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u/e/jet

Figure 4.1: The final states of the B — J/1¢ decay.

triggers is differentiated by a minimum transverse momentum pr of the muons, and
in each set, the triggers are further classified as generic or specialized triggers. The
generic trigger collects dimuon events of the mass consistent with the invariant mass
of the J/1. Each specialized trigger collects information on the hadrons in the decay
recorded by the ID, in addition to information on the events satisfying the invariant
mass of the J/1. Selection of events for each topology typically involves imposing

the following requirements:

e threshold for the pr of each muon in a dimuon pair,
e threshold for the pr of hadron candidates,

e rejection of same-charge combinations of muons in dimuon pairs and hadronic

candidate pairs,
e invariant mass requirement, and

e vertex x?/ndof requirement.
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Trigger validation was performed for the following decay chains:

o BY = J/v(= ppm)d(— KTK),
o BY— J/Y(— utp )K*(— K*x¥F), and

o BN = J/Y(— ptpm)KT

4.3 Trigger Validation for B? — J/¢(— pmu™)o(—

K+tK")

All triggers used in this study were based on identification of a J/¢ — utu~ decay,
with pr greater than 4 GeV, 6 GeV or 11 GeV for each muon in the dimuon pair. A set
of eight dimuon triggers was used to select BY candidates from a MC sample of 4000
events. Four out of the eight triggers are generic triggers that collected events satisfying
the invariant mass of the J/1, and the remaining four triggers collected events that
satisfy the invariant mass of the J/¢ but also have information on the ¢-meson in
the hadronic track. All of the triggers along with their distribution in the MC sample
are shown in Table 4.2. It can be observed from the table that the number of events
in specialized triggers did not exceed the number of events in generic triggers for each
pr threshold, which is expected. As an example, HLT 2mu4_bJpsimumu_L12MU4, a
generic trigger that collects events containing two muons both with pr > 4 GeV, was
triggered 927 times, while HLT _2mu4_bBmumux_BsmumuPhi_L12MU4, a specialized
trigger that collects events containing two muons both with pr > 4 GeV and a
hadronic track that contributes to the reconstruction of the ¢-meson, was triggered

474 times. A similar pattern was observed for other triggers.
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No Trigger Name Counts

1 HLT 2mu4_bJpsimumu_L12MU4 927
2 HLT 2mu4_bBmumux_BsmumuPhi_L12MU4 474
3 HLT mu6_mu4_bJpsimumu_L1MU6_2MU4 741
4 HLT _mu6_mu4_bBmumux_BsmumuPhi_ L1IMU6_2MU4 395
5 HLT 2mu6_bJpsimumu_L12MU6 323
6 HLT 2mu6_bBmumux_BsmumuPhi_L12MU6 185
7 HLT mull mu6_bJpsimumu L1MU11_2MU6 151
8 HLT _mull_mu6_bBmumux_BsmumuPhi_ L1MU11_2MU6 90

Table 4.1: Distribution of generic and specialized dimuon triggers in a MC sample
containing 4000 events.

The candidates for the decay ¢ — K™K~ were reconstructed from all pairs
of oppositely charged tracks that are not identified as muons. Candidate events
for BY — J/1¢ decays were selected by fitting the tracks for each combination of
J/Y — ptum and ¢ — KTK~ to a common vertex. The fit was also constrained
by fixing the invariant mass, calculated from the two muon tracks, to the J/v
mass. A quadruplet of tracks is accepted for further analysis if the vertex fit has
x%/ndof < 3. For the ¢ — KTK~ candidate, the invariant mass of the track
pairs using a charged kaon mass hypothesis was required to fall within the interval
1.0085 GeV < m(KTK~) < 1.0305 GeV. The 1366 candidates were found to have
mass within the range 5.150 — 5.650 GeV The invariant mass distribution of these
reconstructed BY candidates is shown in Figure 4.2. The peak of the distribution of
dimuon events collected by all the triggers is about 5367 MeV, which is close to the
Particle Data Group (PDG) mass of the BY, 5366.79 MeV [10], indicating that the

triggers are working as they should.

The distribution of the 1366 candidates among triggers is shown in the Table 4.2,

and the invariant mass distribution of the 1366 candidates in each trigger is shown in
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Figure 4.2: Invariant mass distribution of reconstructed B%-mesons from the selected
events.

Figure 4.3.
. bBmumux_B % % bBmu-
Threshold | bJpsimumu smumuPhi | bJpsimumu | mux_BsmumuPhi
2mu4 392 375 42.3 79.1
mu6_-mu4 326 312 44.0 79.0
2mub6 160 150 49.5 81.1
mull mu6 79 75 52.3 83.3

Table 4.2: Distribution of triggers in the reconstructed BY candidates.

The following observations can be made about Table 4.2:

e the fraction of reconstructed BY candidates from specialized triggers for all pr
thresholds is almost twice the fraction of events from generic triggers. This
is expected, as specialized triggers collect events with information on hadrons
in the final state and these show higher efficiency compared to their generic

counterparts. Hence, the BY — J/1¢ analysis benefits from specialized triggers,
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e the triggers with the lowest pr threshold (pr > 4 GeV) collected the most

events,

e specialized triggers did not achieve 100% efficiency due to the fact that the
candidates for the decay ¢ — K™K~ were reconstructed from all pairs of
oppositely charged tracks that are not identified as muons and were assigned

the mass of ¢, and

e none of the triggers are biased to high or low masses.
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- [ - ]
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Figure 4.3: Contribution of each trigger to the invariant mass distribution of recon-
structed BY-mesons.

Dimuon triggers based on AthenaMT for B? — J/¢(— ptu~)¢(— KTK™) are

working and show good efficiency.
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4.4 Trigger Validation for BY — J/¢(— utpu ) K*(—

K*rn™)

All triggers used in this study were based on identification of a J/¢ — utu~ decay,
with pr greater than 4 GeV, 6 GeV or 11 GeV for each muon in the dimuon pair. A
set of eight dimuon triggers was used to select BY candidates from a MC sample of
10,000 events. Four out of the eight triggers are generic triggers that collected events
that are consistent with the invariant mass of the J/1, and the remaining four triggers
collected events that are consistent with the invariant mass of the J/¢ and also use
information on the two oppositely-charged mesons produced after the hadronic track.
All triggers along with their distribution in the MC sample are shown in Table 4.3.
It can be observed from Table 4.3 that the number of events in specialized triggers
did not exceed the number of events in generic triggers for each pr threshold, which
is expected. As an example, HLT 2mu4_bJpsimumu_L12MU4, a generic trigger that
collects events containing two muons both with pr > 4 GeV, was triggered 1691
times, while HLT_2mu4_bBmumux_BdmumuKst_L12MU4, a specialized trigger that
collects events containing two muons both with pr > 4 GeV and a hadronic track
that contributes to the reconstruction of the K*°-meson, was triggered 1263 times. A

similar pattern was observed for other triggers.

The candidates for the decay By — J/1K*® were required to contain at least one
reconstructed primary vertex, formed from at least four ID tracks, and at least one
pair of oppositely-charged muon candidates that were reconstructed using information

from the MS and the ID. Since the mass resolution is different in different parts of
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No Trigger Name Counts
1 HLT 2mu4_bJpsimumu_L12MU4 1691
2 HLT 2mu4_bBmumux_BdmumuKst_L12MU4 1263
3 HLT mu6_mu4_bJpsimumu_L1MU6_2MU4 1385
4 HLT _mu6_mu4_bBmumux_BdmumuKst_L1MU6_2MU4 1064
5 HLT 2mu6_bJpsimumu_L12MU6 623
6 HLT 2mu6_bBmumux_BdmumuKst_L12MU6 505
7 HLT mull mu6_bJpsimumu L1MU11_2MU6 303
8 HLT mull_mu6_bBmumux_BdmumuKst_L1MU11_2MUG6 261

Table 4.3: Distribution of generic and specialized dimuon triggers in a MC sample
containing 10,000 events.

the detector, the J/v¢ candidates were divided into three subsets according to the
pseudorapidity, ||, of the muons. In the first subset, both muons have |n| < 1.05
where the values 7 = £1.05 correspond to the edges of the barrel of the MS. In the
second subset, one muon has 1.05 < |n| < 2.5 and the other muon has || < 1.05. The
third subset contains candidates in which both muons have 1.05 < |n| < 2.5. A J/¢
candidate and two additional oppositely-charged particles were combined to form a
BY — J/YwK*° candidate. The K** — K7~ candidates were reconstructed from all
tracks that were not identified as muons. One particle was assigned the mass of a
positively-charged kaon, K, and the other the mass of a negatively charged pion, 7.
The pr for the K™ and 7~ were ensured to be greater than 800 MeV and 400 MeV,
respectively. Further, the |n| values for both the K™ and the 7~ was required to
be less than 2.5. A vertex fit of the four selected tracks was then performed by
constraining the invariant mass of the two muon tracks to the nominal J/1 mass [10].
All four tracks were constrained to originate from the same vertex. The quality of
the vertex fit was ensured by the requirement x*(BY)/ndof — x?(J/v)ndof < 16.
The invariant mass of the K™ and 7~ was required to fall within the interval

850 GeV < m(K*n~) < 950 GeV. The pr of the K7~ pair was required to exceed
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2 GeV and that of the BY candidate to exceed 10 GeV. Since particle identification
of charged hadrons is not efficient in ATLAS, each pair of hadronic tracks was tested
twice, with the assignments of the K and 7~ swapped. If both assignments satisfied
the above selection criteria, the combination with the smallest deviation from the
nominal K** mass [10] was chosen. The 5963 candidates were found to be within the
mass range of 5.0 — 5.65 GeV. The invariant mass distribution of these reconstructed
BY candidates is shown in Figure 4.4. The peak of the distribution of dimuon events
collected by all the triggers is about 5276 MeV, which is close to the Particle Data
Group (PDG) mass of the BY, 5279.63 MeV [10], indicating that the triggers are

working as they should.
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Figure 4.4: Invariant mass distribution of reconstructed BJ-mesons from the selected

events.

The distribution of the 5963 candidates among triggers is shown in Table 4.4, and
the invariant mass distribution of the 5963 candidates in each trigger is shown in

Figure 4.5.
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. bBmumux_B % % bBmu-
Threshold | bJpsimumu dmumuKst | bJpsimumu | mux_BdmumuKst
2mu4 749 733 44.3 58.0
mu6_mu4 619 617 44.7 58.0
2mub 282 276 45.3 54.6
mull_mu6 146 75 52.1 56.9

Table 4.4: Distribution of triggers in the reconstructed BY candidates.
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Figure 4.5: Contribution of each trigger to the invariant mass distribution of recon-
structed B}-mesons.

The following observations can be made from Table 4.4:

e the number of reconstructed BY candidates collected by specialized triggers
is only about 2% less than the number of events collected by generic triggers
for all triggers except the specialized trigger with threshold mull_mu6, which
collected events with muons in the dimuon pair satisfying pr > 11 GeV and
pr > 6 GeV. At least 97% of the events collected by the generic triggers were

also collected by highly efficient specialized triggers. Further, more than 50%
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of the events collected by specialized triggers passed the selection cuts prior
to the reconstruction. This is expected, as specialized triggers collect events
with information on hadrons in the final state, and these show higher efficiency
than generic counterparts. Hence, the B} — J/1¥K*" analysis benefits from

specialized triggers:

e the triggers with the lowest pr threshold (pr > 4 GeV) have collected the most

events,

e specialized triggers did not achieve 100% efficiency due to the fact that the
candidates for the decay K*° — K7~ were reconstructed from all pairs of
oppositely charged tracks that are not identified as muons and were assigned

the masses of the K and 7~, and

e none of the triggers are biased to high or low masses.

Dimuon triggers based on AthenaMT for B — J/¢(— pTu~)¢(— Ktr~) are

working and show good efficiency.

4.5 Trigger Validation for B™ — J/¢(— ptp ) K™

In this study, all triggers used were based on identification of a J/v¢ — ptu~ decay,
with pr greater than 4 GeV, 6 GeV or 11 GeV for each muon in the dimuon pair.
A set of eight dimuon triggers was used to select B candidates from a MC sample
of 10,000 events. Four out of the eight triggers are generic triggers that collected
events that are consistent with the invariant mass of the J/v, and the remaining four

triggers collected events that are consistent with the invariant mass of the J/¢ and
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also use information on the charged kaon associated with the hadronic track. All
triggers, along with their distribution in the MC sample, are shown in Table 4.5. It
can be observed from Table 4.5 that the number of events in specialized triggers did
not exceed the number of events in generic triggers for each pr threshold, which is
expected. As an example, HLT 2mu4_bJpsimumu_L12MU4, a generic trigger that
collects events containing two muons both with pr > 4 GeV, was triggered 2360
times, while HLT 2mu4_bBmumux_BpmumuKp_L12MU4, a specialized trigger that
collects events containing two muons both with pr > 4 GeV and a hadronic track
that contributes to the reconstruction of the K *-meson, was triggered 1958 times. A

similar pattern was observed for other triggers.

No Trigger Name Counts
1 HLT 2mu4_bJpsimumu_L12MU4 2360
2 HLT 2mu4_bBmumux_BpmumuKp_L12MU4 1958
3 HLT mu6_mu4_bJpsimumu_L1MU6_2MU4 1867
4 HLT mu6_mu4_bBmumux_BpmumuKp_L1MU6_2MU4 1577
5 HLT _2mu6_bJpsimumu_L12MU6 842
6 HLT 2mu6_bBmumux_BpmumuKp_L12MU6 724
7 HLT mull mu6_bJpsimumu L1MU11_2MU6 411
8 HLT mull mu6_bBmumux_BpmumuKp_L1MU11_2MU6 358

Table 4.5: Distribution of generic and specialized dimuon triggers in a MC sample
containing 10,000 events.

The candidates for BT — J/¢) K+ decays were identified in a series of steps. The
BT — J/Y K™ decay candidates were required to contain at least one reconstructed
primary vertex, formed from at least three ID tracks, and at least one pair of
oppositely-charged muon candidates that were reconstructed using information from
the MS and the ID. Each muon candidate in the dimuon pair was required to have

pr > 4 GeV and |n| < 2.5. Pairs of oppositely charged muon tracks were re-fitted to a
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common vertex, and the pair was accepted if the quality of the fit met the requirement
x?/ndof < 10. Dimuon candidates with invariant mass 2.8 < m(uTp~) < 3.4 GeV
were retained. A J/1¢ candidate and an additional positively-charged particle were
combined to form a Bt — J/¢K™* candidate. The K* candidates were reconstructed
from all positively-charged tracks that were not identified as electrons or muons. The
track was assigned the charged-kaon mass hypothesis and combined with the dimuon
candidate using a vertex fit, performed with the mass of the dimuon pair constrained
to the J/1 mass. Prompt background contributions were suppressed by a requirement
on the BT candidate proper decay time of 7 > 0.2 ps. The 7448 candidates’ masses
were found to be within the range 4.4 — 6.2 GeV. The invariant mass distribution of
these reconstructed B* candidates is shown in Figure 4.6. The peak of the distribution
of dimuon events collected by all the triggers is about 5283 MeV, which is close to
the Particle Data Group (PDG) mass of the B, 5279.34 MeV [10], indicating that

the triggers are working as they should.

The distribution of the 7448 candidates among triggers is shown in Table 4.6, and

the invariant mass distribution of the 7448 candidates in each trigger is shown in

Figure 4.7.
. bBmumux_B % % bBmu-
Threshold | bJpsimumu pmumuKp | bJpsimumu | mux_ BpmumuKp
2mu4 1512 1432 64.1 73.1
mu6_mu4 1223 1176 65.5 75.5
2mub 582 560 69.1 77.3
mull_mub6 295 285 71.8 79.6

Table 4.6: Distribution of triggers in the reconstructed BT candidates.

The following observations can be made from Table 4.6:
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Figure 4.6: Invariant mass distribution of B*-mesons reconstructed from the selected
events.
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Figure 4.7: Contribution of each trigger to the invariant mass distribution of recon-
structed BT-mesons.

e more than 94% of the events collected by the generic triggers were also collected
by highly efficient specialized triggers for all pr thresholds. Further, more than

73% of the events collected by specialized triggers passed the selection cuts prior
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to the reconstruction. This is expected, as specialized triggers collect events
with information on hadrons in the final state, and these show higher efficiency
than the generic counterparts. Hence, the BT — J/¢ K™ analysis benefits from

specialized triggers:

e the triggers with the lowest p threshold (pr > 4 GeV) collected the most

events,

e specialized triggers did not achieve 100% efficiency due to the fact that the
candidates for the KT-meson were reconstructed from all pairs of positively
charged tracks that are not identified as muons or electrons and were assigned

the mass of the K™ and

e none of the triggers are biased to high or low masses.

Dimuon triggers based on AthenaMT for BT — J/¢(— puTp~)K* are working

and show good efficiency.

4.6 Addition of Dimuon Triggers to AthenaMT

Five dimuon triggers were added and configured to the Run 3 B-Physics trigger menu
in the new software framework, AthenaMT, as a part of the trigger validation. They
are shown in Table 4.7. These triggers were configured to collect dimuon events
with one muon having pr > 6 GeV and the another muon having pr > 11 GeV;
these events are taken from the events seeded to the HLT by Level-1 (L1) topological
dimuon triggers that collect dimuon events satisfying pr > 6 GeV. The HLT will

further reduce the rate of L1 muon triggers through several algorithms and selection
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cuts applied at the HLT. This study added five triggers to the B-Physics trigger

menu and applied a vertex hypothesis algorithm to each one. The algorithm selected

vertices based on their invariant mass and vertex fit x? values. In AthenaMT, the

algorithm checks for vertices in a Rol or an event and determines their position and

quality using different methods, such as track fitting or fast vertex finding. These

dimuon triggers can be used for various topologies such as J/¢¥ — uu, B — ppu,

T — 3p, and ¢ — pup.

Low Upper
. Mass Mass
No. Trigger Name Cut Cut x? Cut
(MeV) | (MeV)
1 HLT _mull_mu6_bDimu_L1MU11_2MUG6 1500 14000 0
2 | HLT_mull_mu6_bDimu2700_L1MU11_2MUG6 100 2700 0
3 HLT _mull_mu6_bBmumu_ L1MU11_2MU6 4000 8000 0
4 HLT _mull mu6_bTau_L1MU11_2MU6 0 2700 10
5 HLT _mull_mu6_bPhi_ LIMU11_2MU6 940 1100 50

Table 4.7: Dimuon triggers that were added to AthenaMT.
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Leakage Current and Depletion
Voltage Analysis of Silicon Tracking

Detectors

5.1 Introduction to Leakage Current and Deple-

tion Voltage Analysis

Since the ATLAS Pixel Detector lies closest to the interaction point, the radiation
fields in which it is immersed in LHC Run 2 are unprecedented for a full scale
particle physics detector. In order to continue to collect high quality data for future
C P-violation studies with the channel B? — J/4¢, the impact of those radiation
fields needs to be understood. As mentioned in Chapter 2, any future search for

New Physics in BY — J/1¢ will greatly benefit from increased statistical precision
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(i.e., more data), and this is anticipated in the coming decade. The radiation fields
expected during Run 3 of the LHC and in the High Luminosity-LHC (HL-LHC) era
will reach even higher levels than those yet observed [40]. For this, the condition of
the radiation damage in the current Pixel Detector needs to be monitored in LHC
Run 3, and projected to future years, to support development of radiation hard

detectors for the HL-LHC.

The radiation damage of a sensor can be characterized through its leakage current
and depletion voltage. The leakage current and the depletion voltage can also be
used to estimate power consumption and thermal dissipation. Knowing these is
critical in setting up the power supply and cooling system required for the sensor.
Leakage current, or reverse current, is the current through the junction, due to
thermally generated minority carriers (generation current), when reverse bias is
applied. Electrons and holes drift in the reverse biased depletion zone under the
influence of the electric field, giving rise to the leakage current. Depletion voltage
is the bias voltage that needs to be applied to the sensor to deplete its full volume.
The leakage current and the depletion voltage of the ATLAS Pixel detector can be
predicted using the Hamburg Model [149], and such predictions are crucial for the
safe operation of the ATLAS Pixel detector in Run 3 as well as for the development of
the Inner-Tracker (ITk) Pixel System, the replacement of the ATLAS Pixel Detector

for the HL-LHC era.

A linear relationship between particle fluence and leakage current applies to silicon
sensors. The effective fluence, ®.4, is the number of 1 MeV neutrons applied to a
sensor of surface area 1 cm? that cause damage equivalent to that of all particles that

went through the sensor. The linear relationship between effective fluence and Al,
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the change in leakage current at fluence ®., relative to the value before irradiation, is
given as

Al =q- By -V (5.1)

where V' is the depleted volume of the silicon sensor and « is the current-related
damage coefficient [150] which is a function of annealing time and temperature. The
leakage current and predictions are normalized to the same temperature for direct
comparison. The normalization is made using the known leakage current dependence
on temperature and the effective silicon band gap energy, Eeg [151]. The following
equation converts the leakage current of a sensor measured at temperature T to that

at a reference temperature Tg:

I(Tw) = I(T) x R(T), (5.2)
where
R(T) = (T/T)’ - exp [— (- %)] . (5.3)

E.¢ is the effective silicon band gap energy after irradiation, also called activation
energy, and kg is the Boltzmann constant. 7" and Ty must be expressed in Kelvin.
The value of 1.21 eV has been used for E.z following a study on how this value
changes under different radiation conditions [151]. This can be compared to the
nominal silicon band gap energy of 1.12 eV before irradiation. It is worth noting that

the temperature normalization is dependent on the choice of F.g.

The depletion voltage Vg, of a sensor depends linearly on the doping concentration
Neg and the square of the thickness d of the detector (wafer thickness for a planar

sensor or, approximately, electrode-to-electrode distance for a 3D sensor), and can be
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written as

_ |Neff|d2q

Vdep - (54)

2€€q

where ¢ is the charge of the electron, € is the dielectric constant, and ¢; is the vacuum
permittivity. The doping concentration is affected by the fluence, and the change in

doping concentration AN.g can be expressed as
ANy = Ny + Ny + Ng¢, (55)
where

o Ny = 2, e *al reflects short-term beneficial annealing and is ignored in this
ka ©ed

study due to its negligible effect on p-type sensors [152],

o Ny = Fdeg(1 — e ™) reflects long-term reverse annealing which can be

effectively frozen out below the temperature of —5°C, and

e N¢ = Nco(l— e‘C‘I’EQ) + gc®Deq is the called stable damage coefficient which has

no time dependence.

Here, kp and ky are defined by Arrhenius equations and have a temperature depen-

dence as follows:

ki = ki706_Ei/kBT, i=Aor Y, (56)

where ky o = 2.4752 x 1013 571, ky o = 1.57] x 10 s71, By = 1.09 £ 0.03 eV, and
Ey =1.334+0.03 eV [149]. The constants g, gy and g¢ are called introduction rates
and depend on the geometry and material of the sensor and the type of radiation

the sensor receives. The constant ¢ is the donor removal constant for n-type sensors
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or the acceptor removal constant for p-type sensors. N is the number of initial
acceptors that can be removed from the material with initial doping concentration
Negro. The leakage current and depletion voltage are predicted using the Hamburg
Model by inputting the fluence simulated by FLUKA [153, 154] and GEANT4 [53,
155, 156].

5.2 Hamburg Model Predictions for the ATLAS

Pixel Detector

5.2.1 Introduction

The leakage current and depletion voltage of the ATLAS Pixel detector were predicted
for several thermal situations in Run 3, and these will be discussed in Section 5.2.3.
Run 3 began in July 2022, and initially it was anticipated to end the data-taking
in 2024 because the innermost layer, IBL, had already received a fluence of about
6 x 10* 1 MeV neutron-equivalent per cm? (ne,/cm?) at the end of Run 2 in 2018.
However, LHC is going to operate for one more year to allow physicists to collect

more data during Run 3 than they did in the first two runs combined.

5.2.2 The Hamburg Model Predictions

The complex radiation fields in the ATLAS detector are simulated using FLUKA, a
tool for modeling particle transport and interactions with matter [157, 158]. Since it

is important for modeling high energy hadron cascades in the material that lead to
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increased particle fluences in the detector, especially neutrons, the Inner Detector
and calorimeter are modeled with high accuracy in the ATLAS FLUKA simulation
framework [153]. For input to the FLUKA simulation, inelastic proton-proton
interactions generated by Pythia8 [92] using the MSTW2008LO parton distribution
functions [159] and the A2 tune [160] are used. All of the products of the proton-
proton interactions are simulated with FLUKA. The particle and energy spectra are
folded with silicon damage factors from the RD50 database [161-165] to compute
the 1 MeV neq/cm? damage. The tabulated weights cover neutrons, protons, charged
pions and electrons. The pion weights are used for charged kaons, while the proton
weights are used for anti-neutrons, antiprotons, baryons and ions. Positrons are

treated like electrons.

Through-going particles cause dislocations in the crystal lattice that disrupt the
band structure. The displaced atom, the primary knock-on atom (PKA), becomes a
silicon interstitial (Si;) and leaves a vacancy. The recoiling PKA can strike neighboring
atoms, producing clusters of bulk damage sites. These clusters can remain mobile and
evolve, leading to macroscopic time-dependent effects. These displacement defects
in the bulk of the Pixel sensor, initiated by hadronic species and caused by non-
ionizing energy loss (NIEL), constitute the dominant radiation damage type. A
compilation of damage factors due to NIEL can be found in [166] where the surface
ionization is neglected in this treatment. Charged pions, the most common product
of proton-proton collisions, are the largest contributor to the bulk damage for the
radii covered by the Pixel Detector. Albedo neutrons originating in the outer ATLAS
detectors also contribute. The resulting bulk radiation damage includes increase in

the leakage current, degradation of the charge collection efficiency and change in the
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doping concentration which directly affects the depletion voltage. Predictions of the
1 MeV neq/cm? per th™! in the ATLAS FLUKA Inner Detector geometry are shown

in Figure 5.1.

20

ATLAS Simulation Preliminary
] Pythia8 + A2 tune @ 13 TeV
16 FLUKA Simulation

r [cm]

0 10 20 30 40 50 60 70 80

z[cm]

Si 1 MeV neutron eq. fluence [cm2/fb”]

Figure 5.1: Simulated 1 MeV ne,/cm? fluence shown as a function of the radial and
longitudinal distance from the geometric center of the detector for a one-quarter slice
through the ATLAS FLUKA geometry [167].

The z-dependence of the fluence, which depends on the distance from the in-
teraction point, IP, is also accounted for in the simulation. The flux of charged
particles produced at the primary collision goes as 1/r?. The fluence of neutrons
depends on the detector geometry as these are primarily due to backscattering from
the calorimeter. The simulation is used for obtaining fluence-to-luminosity conversion

factors.

Figure 5.2 presents a comparison of the fluence-to-luminosity conversion factors

for various subdetectors of the ATLAS Pixel Detector as a function of z. The fluence-
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to-luminosity conversion factors were calculated by interpolating the Hamburg Model
predictions for Run 2 and leakage current data taken during Run 2 and are compared
with the predictions using Pythia, Geant4 and FLUKA for the entire silicon-based

ATLAS Inner Detector [168]. The predicted values are symmetric in z by construction.

— 8
b - Data (Hamburg + Leakage Current)
2 [ ATLAS L
NE B Vg =7,8,and 13 TeV Sim. (Pythia 8 A3 + Geant4)
N(\J - Sim. (Pythia 8 A3 + FLUKA)
o - A BL@33cm)
‘6‘ 61—® B-layer (5.1 cm) .
§ L B Layer1(89cm) _
_ g B Layer 2 (12.3 cm)
w_c
® O ¥ Pixel Disks
4
3
21—
= Yy ¥ Lyy
0 B L1 1 | L1 1 I 1 1 | 1 1 1 l 1 1 | L1 1 | L1 1 | 1 1
-80 -60 -40 -20 0 20 40 60 80
z [cm]

Figure 5.2: A comparison of fluence-to-luminosity conversion factors as a function of
z. Distances given in parentheses behind layer names correspond to the radius of the
sensors with respect to the geometric center of ATLAS [168].

Table 5.1 shows the highest fluence-to-luminosity conversion factors from FLUKA

simulations (FLUKA + Pythia 8 A3 in Figure 5.2) for the IBL, B-Layer, Layer-1
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and Layer-2, and these values were used for leakage current and depletion voltage
predictions for the IBL, B-Layer, Layer-1 and Layer-2 in Run 3. These values
correspond to the points with z-projection closest to the interaction point, IP; i.e.,

z = 0, to study the worst case scenario as the modules near the IP receive the highest

fluence.
C.O.M. Energy IBL B-layer Layer-1 Layer-2
7 TeV Apgingle 20.53 8.69 5.39
8 TeV Apgingle 21.73 9.1 5.67
13 TeV 62.62 28.94 12.41 7.87

Table 5.1: Fluence values simulated using the ATLAS FLUKA simulation package
for three center of mass (C.O.M.) energies. Units of the values in the table are 1
MeV neq X 101 em™ per fb™!. The IBL was installed prior to Run 2 and has been
operated only at a C.O.M. of 13 TeV.

The fluence ®., accumulated by the ATLAS Pixel Detector, and measured in
units of cm™?, is proportional to the integrated luminosity, | Ld¢, measured in fb™'.
By the end of the proton-proton collision runs in 2018, the B-Layer was predicted, by
Pythia8 + FLUKA, to have received an integrated fluence of ®o, = 5.27 x 10 1 MeV
Neq/cm?. The B-Layer was designed to receive a total integrated fluence of 1 x 10'° 1
MeV neq/cm? over the span of its lifetime. The evolution of fluence accumulation over

the lifetime of the ATLAS Pixel detector, excluding the IBL, is shown in Figure 5.3.

The FLUKA simulated fluence is used as an input to the Hamburg Model [149]
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Figure 5.3: Applied fluence for the B-Layer, Layer-1, Layer-2, and the Disks, calculated
by the FLUKA factors [167].

to predict the change in leakage current, Al..y, after irradiation. This is given by:

AT = (®eq/Ling) X V- Lin,

=1

~ _t , ~ O(T)) - t;
[oaexp <—Zm>+ao_ﬁbg<z <t0) >]a

j=i j=i

where Liy; is the integrated luminosity, ¢; is the time, and 7; is the temperature
in period ¢. The first sum is over all time periods, and the two sums inside the
exponential and logarithmic functions are over the interval between the irradiation
in time period ¢ and the time of the measurement. The other terms in Equation 5.7
are ty = 1 min, V = depleted volume! (in cm?), a; = (1.23 +0.06) x 1077 A/cm, 7

follows an Arrhenius equation 771 = (1.2+93 x 1013 s71 x e(=1-1HHF0.05/kT where the

IThe fully depleted volume of the sensor module is V' = 0.25 cm3.
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units of kgT are eV, a* = 7.07 x 10717 A/cm, and 8 = (3.29 +0.18) x 107'® A/cm.
A small temperature dependence has been observed in the value of § [169]; for this
analysis, the value at —21° C, which is its lowest known value and the one closest to
the operational temperature of the sensors in the detector, was used. Equation 5.7
represents the Hamburg Model as presented in [169]; under different conditions
different terms will dominate. Once the simulation is complete, the predictions are
scaled using Equation 5.3 to match the detector operating temperature, so they can

be compared to the data.

The implementation of the Hamburg Model can be found in Reference [170]; the
treatment in this analysis is identical to the treatment in the ATLAS Radiation
Modeling paper [167].

The luminosity-to-conversion factor, ®e,/Lint, in Equation 5.7 requires a scale
factor to match the leakage current data [167]. The scale factor is determined from
the constant fit to the ratio of the leakage current data and the Hamburg Model
prediction. In this analysis, scale factors extracted from Run 2 data were used, and
these are presented in Table 5.2. Hamburg Model predictions are made in four bins

along the z-axis for each barrel layer excluding the IBL.

In Table 5.2 the bin limits are determined by the paired module powering scheme.
The bin limits include the average center position of all modules in the bin. The bin
limits are one centimeter more or less than the center location of the modules in the

bin. The center location of the modules in the bin defines the bin.
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Region z Bin Scale Factor
—38.0 <2< =237 1.31
—133.0<2<1.0 1.47
B-Layer 5.7 < z<13.3 1.28
299 < 2 < 38.0 1.15
—38.0 <z < =237 1.31
—-13.3.0<2<1.0 1.47
Layer-1 -1.0<2z<133 1.28
23.7T <2< 38.0 1.15
—38.0 < z < —23.7 1.31
—1330<2<1.0 1.47
Layer-2 —-1.0<2<13.3 1.28
23.7 < 2z < 38.0 1.15

Table 5.2: Pixel barrel layer scale factors [167].

5.2.3 Lifetime Projections

The leakage current and depletion voltage data collected in Run 2 were used to
extrapolate the leakage currents and depletion voltages in the barrel layers - the IBL,

B-Layer, Layer-1 and Layer 2, through Run 3 of the LHC.

B-Layer Leakage Currents and Depletion Voltages - Early Run 3 Predic-

tions

This study was conducted before Run 3 and before the date on which it was proposed
to extend Run 3 by one year. The purpose of this study was to understand if a
thermal runaway situation would arise if the existing cooling system for barrel layers
were modified. The main cooling system of the B-Layer, Layer-1 and Layer-2 is
based on a thermosiphon, while an evaporative cooling system acts as the backup
cooling system [171]. ATLAS proposed to remove three out of seven compressors

of the evaporative cooling system towards the end of Run 3. This would increase
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the operating temperature of the sensors if the main cooling system were to fail
and, as a result, the leakage current would increase. If the applied current exceeds
approximately 2 mA per module, the power supplies and services will not be able
to sustain power necessary to operate the modules. This is an investigation of the
expected requirement on power supply current after fluences are received in Run 3.
To study the worst-case scenario, a leakage current projection was made using the
Hamburg Model simulation for the B-Layer at an operating temperature of —5°C
since the B-Layer is the closer than Layer-1 and Layer-2 to the interaction point.
This result was then compared to the results predicted for the B-layer when operated
at a nominal operating temperature of —12°C. Figure 5.4 shows the temperature

profile that was used for the prediction.
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Figure 5.4: The temperature profiles used for leakage current predictions for the
B-layer showing two scenarios - a scenario where the B-Layer is kept at a nominal
temperature of —12°C and another scenario where the B-Layer is kept at —5°C if its
evaporative cooling system fails.

In Figure 5.4, Long Shutdown 2 (LS2) ended in 2021 and Run 3 started in May
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2021. During LS2, to permit detector maintenance, the temperature could not be
maintained at the nominal level and in these situations, when the cooling system is
completely switched off, the temperature of the detector came to equilibrium with
the temperature of the ATLAS pit which is 18°C. The objective in LS2 was to keep
these durations to a minimum; in the prediction, it was assumed that the B-Layer
was kept at 18°C for four weeks. During LHC Run 3 the sensors were expected to be
kept at a nominal temperature of —12°C (or —5°C if the cooling system fails during
operation) and —5°C during planned technical and machine development shutdowns.
An additional four weeks when the detector is kept at the temperature of the ATLAS
pit (18°C) was assumed during these yearly shutdowns in LHC Run 3. The LHC
was expected to deliver an additional integrated luminosity of 240 fb=! during Run
3 at /s = 13 TeV. In both scenarios, it was assumed that the ATLAS detector
would collect 80 fb~! of data during Run 3 in 2021, 2022 and 2023. This integrated
luminosity is converted to fluence predicted with Pythia8 and FLUKA as shown in
Table 5.1. The Hamburg Model projections of leakage current through Run 3 are
made with these parameters and scaled with the scale factors that were extracted
from Run 2 data and the Hamburg Model predictions as shown in Table 5.2. These
projections are based on the Run 1 and Run 2 temperatures for the B-Layer module
overlapping the interaction point (bin: —13.3 < z < 1.0 in Table 5.2), where the
leakage current level is highest. Figure 5.5 shows a comparison of leakage current
predictions for the B-Layer in two Run 3 operating scenarios - one at —12°C and the

other at —5°C.

All the simulations start from 190 fb~! because by the end of Run 2, the B-Layer

had collected 190 fb~! of data. The volume normalization in Equation 5.7 was
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Figure 5.5: A comparison of leakage current predictions versus integrated luminosity
for the B-Layer operating at —12°C and —5°C.

removed in order to investigate the current supplied directly by the power supply
system. It can be seen that the leakage current of the B-Layer operating at —5°C is
higher than that of the B-Layer at —12°C. However, at the end of Run 3, leakage
currents at both temperatures will not exceed the leakage current limit per module
which is 2 mA. The drop in leakage current due to beneficial annealing after an
annual technical stop is higher if the B-Layer is operated at —5°C. However, the bias
voltage level required for full depletion at high temperatures increases and hence, a
compromise must be made to obtain optimal functionality in Run 3. The uncertainty
on the predicted leakage current is calculated from the uncertainties [167] on the

inputs to the model and is summarized in Table 5.3.

The temperature offset uncertainty does not apply during periods when the

power and cooling of the detector are off. The statistical uncertainty on the fluence
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Temperature  Temperature

F StcarleFi ¢ Precision - Offset - Total
acto Model Model
1.6% 2.9% 10.0% 10.5%

Table 5.3: Summary of the contributing and total uncertainties for the Hamburg
Model.

predictions made by Pythia8 and FLUKA is 1.0%. There are sources of uncertainty
introduced to both the Hamburg Model and the predicted fluence through the silicon
hardness factors [166], these are not taken into account in this analysis. The hardness
factors [161-164] used here are from the RD50 database, but all of these values are
without uncertainty and many are based only on simulation. Figure 5.6 shows the
leakage current for the B-Layer at an operating temperature of —5°C with a 10.5%

uncertainty calculated from the inputs to the Hamburg Model.

E 25 % Leakage currenﬁrrTIi-lL;::'?nodule :2mA | ;
_3 1.8; « Hamburg Model Proj. Scenario: -5°C é
16 i_ | Uncertainty in Hamburg Model Proj. JHHHH” _i

14— I

i o MHWHM.H\HHHHHHH Ll

= et e =

08 iH"HWHTH Lyt E

o E it E

o E
02" :
0200 250 300 350 400 450

Integrated Luminosity (fb™)

Figure 5.6: The leakage current prediction with uncertainty versus integrated lumi-
nosity for the B-Layer operating at —5°C.

As we can see from Figure 5.6, the leakage current of the B-Layer at the end of
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Run 3 will be 1.45 + 0.15 mA which is under the limit of 2 mA per module. The
leakage current of the B-Layer operating at a temperature of —5°C due to a cooling

system with reduced efficiency would not be a major concern in Run 3.

In addition to the leakage current prediction, the depletion voltage of the B-Layer
for the module overlapping the IP also needed to be studied. The depletion voltage
determines the bias voltage level required for full depletion at the temperature at

which the B-Layer is operated.

The Hamburg Model uses Equation 5.4 to calculate depletion voltage from the
change in doping concentration, A Nyg, defined by Equation 5.5. This study used the
introduction rates measured by the ROSE Collaboration [172] for beneficial annealing

(Na), reverse annealing (Ny) and the stable damage coefficient (N¢):

e gr =1.0x 1072 cm™ !,
e gv =16x 1072 cm™!, and

e gv =10x 1072 cm™!.

Figure 5.7 shows a comparison of depletion voltage predictions for the B-Layer in
two operating scenarios - one at —12°C and the other at —5°C in Run 3. As we can
see from the plot, the depletion voltage of the B-Layer exceeds the services limit of
600 V in both scenarios. The depletion voltage of the B-Layer if operated at —12°C
would exceed the limit earlier in Run 3 compared to that of the B-Layer if operated at
—5°C. The dominant uncertainty in these predictions comes from the Hamburg Model
parameters and is about 20% [173]. However, these depletion voltage predictions

relied on parameters based on data recorded at relatively low fluences [149]. These
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predictions were used as a starting point to improve the predictions for the ATLAS
Pixel detector using updated parameters extrapolated from Run 2 data which will be

discussed later in this chapter.
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Figure 5.7: A comparison of depletion voltage predictions versus integrated luminosity
for the B-Layer operating at —12°C and —5°C.

ATLAS Pixel Leakage Currents and Depletion Voltages - Run 3 Predictions

This study was conducted before Run 3 and after the date on which it was proposed
to extend Run 3 by one year. The purpose of this study was to understand if
the barrel layers, especially the IBL and B-Layer, can sustain radiation damage
while receiving a fluence equivalent of 270 fb=! in an extended Run 3 scenario. The
innermost layers were highly irradiated by the end of Run 2 as the IBL and B-Layer
had received fluences of about 1 x 10¥ 1 MeV ngq/cm? and 6 x 101 1 MeV ney/cm?,

respectively. The ATLAS detector went through several stages of maintenance
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during Long Shutdown 2 (LS2) where the ATLAS Pixel detector was kept at various
temperatures and hence it underwent different levels of annealing that need to be

understood.

The ATLAS Pixel detector will be operated at a temperature of —12°C for all
layers during Run 3. Using the Hamburg Model simulation, leakage currents and
depletion voltages were predicted for IBL modules with planar sensors, the B-Layer,
Layer-1 and Layer-2. If the applied current exceeds approximately 2 mA per module
for the B-Layer and 8 mA per two modules for the IBL [174], the power supplies and
services will not be able to sustain the power necessary to operate the modules. If the
depletion voltage required for full depletion exceeds the services limits of 1000 V and
600 V for the IBL and B-Layer, respectively, then the IBL and B-Layer might not be
fully depleted during Run 3, causing a drop in charge collection efficiency. This is an
investigation of the expected requirement on power supply current after the fluences
will have been applied in each year during Run 3. Figure 5.8 shows the temperature
profile that was used for the prediction of leakage currents and depletion voltages for

the barrel layers.

In Figure 5.8, LS2 ends in 2022, and Run 3 starts in May 2022. During LS2,
to allow detector maintenance, the cooling system was switched off and in those
situations, the temperature of the detector came to equilibrium with the temperature
of the ATLAS pit which is 18°C. The IBL, B-Layer, Layer-1 and Layer-2 were all
kept at 18°C for four weeks. It was also assumed that the detector would be kept
at the temperature of the ATLAS pit (18°C) for around 3 days and at —5°C for 3
months after each yearly run. It was assumed that the ATLAS detector would collect

the following annual integrated luminosity, totalling to 270 fb~! of data:
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Figure 5.8: The temperature profiles used for predictions of leakage current and
depletion voltage for the IBL, B-Layer, Layer-1 and Layer-2 in an extended Run 3
scenario where all layers are kept at —12°C.

e 50 fb~! of data in 2022,
e 60 fb~! of data in 2023, and

e 30 fb~! of data in 2024 and 2025.

The luminosity is converted to fluence predicted with Pythia8 and FLUKA as shown
in Table 5.1. The Hamburg Model projections of leakage current through Run 3 are
made with these parameters and scaled with the scale factors that were extracted
from Run 2 data and the Hamburg Model predictions, as shown in Table 5.2. For
the IBL, no scale factors were used to match the data. Figure 5.9 shows the leakage
current prediction for the IBL operating at —12°C in an extended Run 3 scenario.
The leakage current was predicted for a representative sample of modules closest to

the IP (|z| < 8 cm).
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Figure 5.9: The leakage current prediction versus integrated luminosity for the IBL
operating at —12°C in an extended Run 3 scenario. The leakage current was predicted
for the modules closest to the IP (|z| < 8 cm).

In Figure 5.9, the leakage current prediction starts from 0 fb=!, i.e., from the
beginning of Run 1 since the leakage current depends on the duration over which the
detector was irradiated and the fluence accumulated by it in previous runs. In the
case of the IBL, the leakage current prediction for Run 3, which starts from 161 fb~!
in the plot, relied on the Run 1 and Run 2 predictions that were matched to the
measured leakage currents [168]. From Figure 5.9, it can be seen that the drop in
leakage current at 161 fb~! after Run 2 is almost 1 mA per unit depletion volume
before Run 3. This can be attributed to the fact that these modules of the IBL,
which received the highest fluence and hence were highly irradiated, were kept at a
temperature of —5°C during LS2, resulting in annealing of the sensors beneficially.
The amount of beneficial annealing slightly increases as the fluence received by the
detector rises as indicated by the drop in leakage current after yearly technical stops

at 211 fb=%, 271 fb=! and 351 fb~!. However, the reverse annealing, a dominant and
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long term effect that increases with fluence, pushes the leakage current to a higher
value while sensors are irradiated. The uncertainty in the leakage current prediction
for the IBL is 10.4% from Table 5.3 as no scale factors were used in this simulation.
The leakage current per unit depletion volume at the end of Run 3 is predicted to be
4.4 mA, and the leakage current per module? is 0.6 & 0.06 mA, both of which are
still within the power supply limit of 8 mA per two modules. This is expected for
the sample of modules closest to the interaction point that would receive a fluence of

about 3 x 10! 1 MeV ney/ cm? in its lifetime by the end of Run 3.

The leakage currents for all four representative samples of modules of the B-
Layer, Layer-1 and Layer-2, outlined in Table 5.2, were predicted and are shown in

Figures 5.10, 5.11 and 5.12, respectively
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Figure 5.10: The leakage current prediction versus integrated luminosity for the
B-Layer operating at —12°C in an extended Run 3 scenario. The leakage current was
predicted for a representative sample of modules in z.

2The total area of an IBL planar sensor is 4.01 x 1.68 cm?, and the thickness is
200 pm [174].
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Figure 5.11: The leakage current prediction versus integrated luminosity for Layer-1
operating at —12°C in an extended Run 3 scenario. The leakage current was predicted
for a representative sample of modules in z.
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Figure 5.12: The leakage current prediction versus integrated luminosity for Layer-2
operating at —12°C in an extended Run 3 scenario. The leakage current was predicted
for a representative sample of modules in z.

From Figure 5.10, it can be seen that the representative sample of modules of

the B-Layer covering the beam pipe from z = —13.3 cm to z = 1 cm will have the
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highest leakage current throughout Run 3, as this group of modules overlaps the
interaction point, resulting in its receiving higher radiation damage. On the contrary,
the modules from z = 23.7 cm to z = 38.0 cm will receive the least fluence and hence
their leakage current is lower throughout Run 3. At the end of Run 3, the leakage
current of the modules overlapping the interaction point will be 2.75 4+ 0.29 mA which
may exceed the power supply limit of 2 mA per module. From Figures 5.11 and 5.12,
a similar observation can be made - the leakage current of modules overlapping the
interaction point will be higher for Layer-1 and Layer-2. During Run 3, the leakage
current of Layer-2 is lower than half of that of Layer-1 which is three times lower
than that of the B-Layer. This is expected due to the proximity of the B-Layer to
the interaction point. Further, the difference between the leakage currents across z is
minimal in Layer-2, which can be attributed to the fact that all modules in Layer-2

receive similar fluences.

The modeled predictions for the B-Layer, Layer-1 and Layer-2 were directly
compared with the Run 1 and Run 2 leakage current measurements [174]. The
predictions were scaled up to 0°C using Equation 5.3 to match the data. Figure 5.13
shows the Run 3 predictions of the leakage current for the B-Layer, Layer-1 and
Layer-2 in z and the average of the leakage current of the B-Layer, Layer-1 and

Layer-2 measured in Run 1 and Run 2.

From Figure 5.13, it can be seen that the leakage current of the B-Layer for
the samples covering the beam pipe from z = —38.0 cm to z = 23.7 c¢m, from
z=—13.3.3 cm to z = 1.0 cm, and from z = 5.17 cm to z = 13.3 cm increases steeply

in Run 3, i.e., the gradient is higher. As a result, the average leakage current of the
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Figure 5.13: The leakage current predictions versus integrated luminosity for all
representative modules in z for the B-Layer, Layer-1 and Layer-2 operating at —12°C
in an extended Run 3 scenario. The predictions are compared to the average of the
measured leakage currents in Run 1 and Run 2.
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Figure 5.14: The average leakage current predictions versus integrated luminosity for
the B-Layer, Layer-1 and Layer-2 operating at —12°C in an extended Run 3 scenario.
The predictions are compared to the average of the measured leakage currents in Run

1 and Run 2.
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B-Layer as shown in Figure 5.14 increases steeply compared to the Run 2 and Run 1
measurements. This could be attributed to the fact that since the B-Layer has been

in operation since 2009, the effect of long term reverse annealing is significant.

The depletion voltages for the IBL, B-Layer, Layer-1 and Layer-2 were predicted
using the Hamburg Model for an extended Run 3 scenario. The Hamburg Model
parameters, Na, Ny and Ng, have been measured elsewhere [175]. The reported
values vary significantly amongst different materials and particle species, and so are
fit with depletion voltage data from the ATLAS pixel detector. The notion of full
depletion is not well-defined for highly irradiated sensors where regions inside the
sensor bulk can have very low electric field [176]. However, at moderate fluences, the
depletion region is well-defined and is important for calibrating the parameters of the
Hamburg Model specifically for the ATLAS Pixel detector. Using depletion voltage
measurements made in Run 2 from 2015 to 2017, the Hamburg Model parameters
have been adjusted for the ATLAS Pixel detector. This study used those extrapolated

parameters [176] as shown in Table 5.4.

Parameter IBL B-Layer Layer-1 Layer-2
(x1072 em™) | (x1072 em™!) | (x1072 em™!) | (x1072 cm™})
ga 0.74+0.3 0.6+ 0.2 1.4+0.6 14758
gy 6.075%5 6.077 5 6.0775 6.0+1.8
gc 0.7+0.3 0.43703 0.6+0.3 09797

Table 5.4: The Hamburg Model parameters as obtained by adjusting the simulated
depletion voltage to the Run 2 depletion voltage measurements made in the period
from 2015 to 2017 [176].

The predicted depletion voltage for a sample of IBLL modules that overlaps the

interaction point (|z| < 8 cm) is shown in Figure 5.15.
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Figure 5.15: The depletion voltage prediction versus integrated luminosity for a
sample of the IBL modules overlapping the interaction point and operating at —12°C
in an extended Run 3 scenario.

In Figure 5.15, the depletion voltage prediction includes the uncertainty that
comes from the Hamburg Model parameters which is about 20% [173]. At the end
of Run 3 (at 431 fb~'), the depletion voltage of the IBL modules overlapping the
interaction point will be 860+172 V. As can been seen in Figure 5.15, the power supply
might not be able to fully deplete the IBL sensors towards the end of Run 3; but this
observation should be regarded as conservative, as the Hamburg Model parameters
used in this simulation were extrapolated from partial Run 2 measurements, and
beneficial annealing during LS2 is not accounted for in the extrapolation of the

parameters.

The depletion voltages predicted for the samples of modules in each z-region for

the B-Layer, Layer-1 and Layer-2 are shown in Figure 5.16.

From Figure 5.16, it can be seen that the depletion voltage is different for each
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Figure 5.16: The depletion voltage predictions versus integrated luminosity for all
representative modules in z for the B-Layer, Layer-1 and Layer-2 operating at —12°C
in an extended Run 3 scenario.

representative sample in z for each layer. The difference is larger for the B-Layer
as it is closer to the IP. The fluence received by each sample in z for Layer-1 and
Layer-2 is practically the same, as these are located far from the IP, resulting in
similar depletion voltages for each sample in z for Layer-1 and Layer-2. Unlike leakage
current predictions in which scale factors are used, the depletion voltage predictions
depend solely on the fluence received and the Hamburg Model parameters, resulting
in similarities observed in samples along z for each layer. Figure 5.17 shows the

average of the depletion voltages of all modules in each layer.

From Figure 5.17, the average depletion voltage at the end of Run 3 will be about
560 V, 320 V and 260 V for the B-Layer, Layer-1 and Layer-2, respectively. Since
the maximum bias voltage that power supplies of the B-Layer, Layer-1 and Layer-2
can provide is 600 V. the uncertainty in the depletion voltage prediction that comes

from the Hamburg Model parameters (which is about 20% [173]), for the B-Layer is
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Figure 5.17: The average of depletion voltage predictions versus integrated luminosity
for all representative modules in z for the B-Layer, Layer-1 and Layer-2 operating at
—12°C in an extended Run 3 scenario.

included and is shown in Figure 5.18.
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Figure 5.18: The depletion voltage prediction with uncertainty versus integrated
luminosity for the B-Layer operating at —12°C in an extended Run 3 scenario.

From Figure 5.18, it can be seen that the depletion voltage may exceed the services
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limit of the power supply when the integrated luminosity reaches close to 440 fb~!
which will happen in the last year of Run 3, 2025. The depletion voltage of the
B-Layer by the end of Run 3 would be 560 = 112 V. However, this observation should
be regarded as conservative, as the Hamburg Model parameters used in this simulation
were extrapolated from partial Run 2 measurements, and beneficial annealing during

LLS2 is not accounted for in the extrapolation of the parameters.

The power consumption of the ATLAS Pixel Detector was also studied to under-
stand the cooling requirements in the extended Run 3 scenario. The theoretical power
consumption values were obtained from the product of the predicted leakage current
per area, lieax, as in Equation 5.7, and the predicted depletion voltage, Viep, as in
Equation 5.4. The predicted power consumption per sensor area versus integrated
luminosity for the IBL and outer barrel layers (B-Layer, Layer-1 and Layer-2) for the

modules overlapping the IP is shown in Figures 5.19 and 5.20.
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Figure 5.19: The predicted power consumption per unit sensor area versus integrated
luminosity for the IBL operating at —12°C in an extended Run 3 scenario.
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Figure 5.20: The predicted power consumption per sensor area versus integrated
luminosity for the B-Layer, Layer-1 and Layer-2 operating at —12°C in an extended
Run 3 scenario.

It can be seen from Figure 5.19 that the power consumption per sensor area of
the IBL modules overlapping the IP would be 76 mW /cm? at the end of Run 3.

This value is much lower than the maximum sensor power, 200 mW /cm?

, arising
from the IBL cooling specifications [174]. The power consumption per sensor area
of the B-Layer, Layer-1 and Layer-2 at the end of Run 3 would be 43 mW /cm?,
10 mW /cm? and 5 mW /cm?, respectively and these are within the limits of their

cooling specifications [2].
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5.3 Extending the Range of the Depletion Voltage

Model

The predictions of depletion voltage presented in the previous section relied on
the temperature assumptions and introduction rates (ga, gy and g¢) that were
obtained [172, 176] by fitting the Hamburg Model to depletion voltage measurements at
very low fluences. This section presents the fitting of the Hamburg Model parameters

to the depletion voltages that were measured during Run 2 and Run 3.

5.3.1 Ay? Minimization and the Fitting

The 2 of an observable A used to calculate some parameter )\ is given by

(5.8)

where Aey, and Apreq(A) are the measured and predicted values, respectively, while
0(Aexp) 1s the uncertainty in the measurement of A. If there are n observables for

A, then Equation 5.3.1 can be rewritten as

PO =3¢ =3 (A”e"po_léijprjd(m , (5.9)

where the total x2 is given by the sum of the x? values of each observable. If this
function has a minimum at a particular value of the parameter, \,, then the Ax? is
given by

Ax® =X (N) = xX*(M\p)- (5.10)
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The parameter A\, can be extracted by minimizing the function given by Equation 5.3.1.
This can be used for the extraction of multiple parameters, such that the x? method
is a powerful way to combine various observables for the extraction of their common

parameters.

Depletion voltage of a silicon sensor can experimentally be measured from fits
that describes the variation of cluster charge, which is the amount of electric charge
generated by a charged particle passing through it, with bias voltage applied across
the electrodes of the silicon sensor, and these fitted depletion voltages are called high

voltage scans.

In fitting the Hamburg Model parameters to the high voltage scans, the following

expression is minimized:

N
Ve 4 HV — Ve ,i,pred\ A, 9y, gC 2
X*(9a,9v,9¢) = Y (Vo pipred( ) (5.11)

i—1 0-2(‘/dep,i,HV) ’

where Viepimv is the ith high voltage scan out of N measurements; o(Viep i nv) is
the uncertainty in the measurement; Viep i pred(9a, 9y, gc) is the predicted depletion
voltage using the Hamburg Model Equation 5.4. The minimization was performed
using the Minuit package [177] in the ROOT framework. The quality of the fit
was gauged by the x? per degree of freedom, x?/ndf, and the y? probability. The

parameters were also restricted to be positive.
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Fitted Fitted
Parameter ( 310(5123 (S;;Pl' ) (2015-17) (2015-23)
(x1072 em™) | (x1072 em™)
ga 1.0 0.7£0.3 0.59 £ 0.23
gy 1.6 6.075% 3.7+29
gc 1.0 0.7£0.3 0.62 = 0.06

Table 5.5: The introduction rates as obtained by fitting the Hamburg Model to the
Run 2 and Run 3 depletion voltage measurements of the IBL are given in column
“Fitted (2015-23).” For comparison, the introduction rates that were measured by the
ROSE Collaboration [172], and the introduction rates that were measured [176] using
the HV scans made during the period 2015-17, are also shown.

5.3.2 Fitted Introduction Rates from the Damages in the

IBL

The Hamburg Model was fitted to 9 average high voltage (HV) scans [178] of the
IBL, recorded during the period 2015-23, to extract the introduction rates for silicon
sensors in the IBL. The fit used the thermal history of the IBL collected for the period
2015-23. The fitted introduction rates for the IBL as shown in Table 5.5. These
introduction rates are compared to others measured at low fluences and employed in
this dissertation. The x?/ndf and x? probability were computed to be 1.48 and 0.19,
respectively. Figure 5.21 shows the simulated and predicted depletion voltage of the
IBL sensors, averaged over all modules, plotted against integrated luminosity using

the fitted introduction rates of the Hamburg Model.

Only 9 of the 12 HV scans shown in Figure 5.21 were fitted to the Hamburg Model,
because including the 3 HV scan points with the lowest uncertainty (from 40 fb~! to
100 fb™1) resulted in a high x?/ndf and a low x? probability. From Table 5.5, it can

be seen that the annealing parameters, gy and gy, have lower values compared to
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Figure 5.21: The solid red line corresponds to the simulated and predicted depletion
voltages, averaged over all IBL modules, plotted against the integrated luminosity
using the fitted Hamburg Model parameters. The light red lines correspond to the
uncertainty on the simulations. The HV scan values are represented by black points.

the ones fitted using the 2015-17 HV scan values. Since these two parameters govern
the annealing behavior in the sensors, a decrease in their values indicates that the
observed annealing would be less; this is evident in Figure 5.21. This behavior can
be partially explained by the fact that the duration in which the IBL modules were

kept at a temperature above 0°C was short.

5.3.3 Fitted Introduction Rates from Damages in the B-Layer

The Hamburg Model was fitted to 6 high voltage (HV) scans [179] of the B-Layer,

averaged over all modules. The some were recorded during the period 2015-23 to
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Fitted Fitted
Parameter ( 310(5123 (S;;Pl' ) (2015-17) (2015-23)
(x1072 em™) | (x1072 em™)
ga 1.0 0.6 +0.2 0.19+£0.4
gy 1.6 6.075% 2.5+2.6
gc 1.0 0.43£0.3 0.67£0.16

Table 5.6: The introduction rates as obtained by fitting the Hamburg Model to the
Run 2 and Run 3 depletion voltage measurements of the B-Layer are given in column
“Fitted (2015-23).” For comparison,the introduction rates that were measured by the
ROSE Collaboration [172] and the introduction rates that were measured [176] using
the HV scan values made during the period 2015-17, are also shown.

extract the introduction rates for the B-Layer. The fit used the thermal history of the
B-Layer collected for the period 2015-23. The fitted introduction rates for the B-Layer
are shown in Table 5.6. These introduction rates are compared to others measured
at low fluences and employed in this dissertation. The x?/ndf and x? probability
were computed to be 0.48 and 0.70, respectively. Figure 5.22 shows the simulated
and predicted depletion voltages of the B-Layer, averaged over all modules, plotted
against integrated luminosity using the fitted introduction rates of the Hamburg

Model.

Only 6 of the 9 HV scans shown in Figure 5.21 were fitted by the Hamburg Model,
as the fitting algorithm failed for the 3 HV scan points with the lowest uncertainty
(between 70 fb~! and 130 fb~!). From Table 5.6, it can be seen that the annealing
parameters, ga and gy, have lower values compared to the ones fitted using 2015-17
data. Since these two parameters govern the annealing behavior in the sensors, a
decrease in their values indicates that observed annealing would be less; this is evident
in Figure 5.22. This behavior can be partially explained by the fact that the duration

in which the B-Layer modules were kept at a temperature above 0°C was short. The
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Figure 5.22: The solid red line corresponds to the simulated and predicted depletion
voltages, averaged over all B-Layer modules, plotted against integrated luminosity
using the fitted Hamburg Model parameters. The light red lines correspond to the
uncertainty on the simulations. The HV scan values are represented by black points.

introduction rates ga and gy had higher uncertainties than in the case of the IBL
since only 6 HV scans were used to extract 3 parameters, which reduced the number

of degrees of freedom in the fit.
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5.4 Depletion Voltage Predictions for the ITk Pixel

Detector

5.4.1 Introduction

The HL-LHC will operate at a peak instantaneous luminosity of 7.5 x 10** cm2s71,

which corresponds to approximately 200 inelastic proton-proton collisions per beam
crossing (pile-up) [180]. It will be operational for more than ten years and in that time
ATLAS aims for a total data set of about 3800 fb~!. A consequence of this increased
luminosity is the radiation damage requiring the tracking detectors to withstand a
hadronic fluence up to 2 x 10'® 1 MeV ney/cm? in the Inner Tracker (ITk) Pixel

system, as shown in Figure 5.23.

If the ITk will be implemented through staging, there will be situations when
highly irradiated sensors of the I'Tk Pixel system will be kept at room temperature for
long durations in the long shutdowns (LS) [36]. Depletion voltages during operation
after staging would be increased. A study of depletion voltages for various staging

scenarios, predicted using the Hamburg Model [149], was performed.

5.4.2 1Tk Pixel and the HL-LHC

The ITk consists of a strip detector and a pixel detector. The former is composed of
four layers in the barrel starting at about 400 mm from the beam axis, and six end
cap disks per side. The latter is made of five barrel layers from a radius of 35 mm.

In the forward region, the Pixel detector is completed by a structure of concentric
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Figure 5.23: Integrated fluence distributions normalized to 4000 fb—!, for the ITk
Pixel detector [40].

rings arranged at different radii. Due to the very large radiation doses expected over
the full HL-LHC run period, the two innermost Pixel barrel layers are designed to be

replaceable and are foreseen to be exchanged after about 2000 fb—!.

The Pixel system is divided into an outer system (OS) composed of three barrel
layers (L2, L3, and L4) with three corresponding groups of rings (R2, R3, and R4)
called outer end caps (OEC), and an inner system (IS) with two barrel layers (LO
and L1) and three groups of rings called inner end caps (IEC); there are two in
correspondence with the barrel layer radii (RO and R1) and one in between the two
(RO.5). In this study, only Pixel barrel layers are considered. A schematic layout of

the I'Tk is shown in Figure 5.24.
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Figure 5.24: The ITk schematic layout [181].

Different sensor technologies and pixel dimensions are used in the different layers
of the I'Tk [40]. Silicon n-in-p planar pixel sensors with an active thickness of 150 pm
are employed in the outer system, while the same planar sensor technology with
an active thickness of 100 pym instruments L1. Thin 3D silicon pixel sensors with
electrode to electrode distance 52 ym have been chosen for the innermost layer due

to the radiation hardness of this technology [182].

An integrated luminosity of 3806 fb~! is to be achieved for the HL-LHC. The

year-wise integrated luminosities in all runs are shown in Table 5.7.

5.4.3 The Hamburg Model Simulation and Staging Scenarios

The following Hamburg Model parameters were used in the simulation:
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Run Year Lumi/Year (fb~1) Integl(f;f?(li)Luml
2027 18.5 185
2028 73.8 923
Run 4 2029 215 307
2030 254 561
2032 270 331
Run 5 2033 405 1236
2034 405 1641
2036 385 2026
2037 445 9471
Run 6 2038 445 92916
2039 445 3361
2040 445 3806

Table 5.7: Luminosity predicted to be collected in each year and run [183].

e gy = 6.0 x 1072cm™! - obtained from fitting [184] ATLAS data on depletion
voltage versus fluence, to the Hamburg Model formulas, with introduction rates

as free parameters,
e gc =2.0x 10 %cm™! - typical value [185] for p-type sensors,
o c=2.0x 10"3cm? - typical value [152] for p-type sensors, and

® Neo=2.0x 1072cm™? - typical value [149] for p-type sensors.

The Hamburg Model [149] predicts the depletion voltage of a sensor when it is exposed
to radiation causing non-ionizing energy loss (NIEL) for a certain duration, by using
the change in the doping concentration described by Equation 5.5. The model requires
inputs of particle fluence in 1 MeV ng,/cm? per fb~!, the duration of the fluence
application and the temperature of the sensor. The conversion factors from fluence
to luminosity for ITk Pixel sensors are obtained using an interface access tool [186]

utilizing FLUKA and GEANT4 and are listed in Table 5.8.
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Radius r (mm) Layer FLUKA (x10") | GEANT4 (x10')
35 L0 53.71 (2-4) 55.00 (0-2)
100 L1 9.759 (22-24) 10.72 (24-26)
160 L2 5.074 (34-36) 6.002 (32-34)
230 L3 3.056 (36-38) 3.841 (38-40)
200 L4 2.325 (30-32) 2.935 (34-36)

Table 5.8: Conversion factors for each 1Tk layer using FLUKA and GEANT4. The
corresponding z region in centimeters is annotated in parenthesis for each factor.

For the worst-case scenario, this study used factors obtained from GEANT4. The

nominal temperature of each layer during operation is listed in Table 5.9.

Layer Temperature (°C)
LO -24.02
L1 -12.10
L2 -15.38
L3 -15.38
L4 -15.38

Table 5.9: Nominal temperature for each layer during operation [187].

All layers will be kept at a temperature of —20°C during winter shutdown. The
staging involves keeping the detector inside the ATLAS pit, the underground cavern
that houses the ATLAS detector, for a few days until it is brought to building SR1
at the surface, where it will be kept for a longer time for maintenance. In these
situations, when the cooling is off, it is expected that the temperature of the detector
will come to equilibrium with the temperature of the ATLAS pit and SR1. The
temperature of the layers during the Long Shutdown varies with each staging scenario

and is discussed below.

Staging of Layer-4 in Long Shutdown 4: Starting from the Long Shutdown

4, the temperature of the Outer System during the staging of Layer-4 would be as
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follows:

e At ATLAS pit at 25°C for 29 week days,
e At SR1 at 20°C for 392 week days, and
e At ATLAS pit at 25°C for 33 week days.
During operation and winter shutdown, the Outer System is kept at —15.38°C and

—20°C, respectively. To reflect the actual calendar time taken, the number of week

days is multiplied by a factor of 7/5. This scenario is illustrated in Figure 5.25.
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Figure 5.25: Temperature of the Outer System (OS) during Run 4, Long Shutdown 4
(LS4) with staging of Layer-4 (L4), and Run 5.

The temperature of the Inner System during the staging of Layer-4 would be as

follows:

e At ATLAS pit at 25°C for 29 week days,
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e At SR1 at 20°C for 16 week days,

e In a cold storage box at —20°C for 339 week days,

e At SR1 at 20°C for 37 week days, and

e At ATLAS pit at 25°C for 33 week days.
Operating temperatures for Layer-0 and Layer-1 are —24.02°C and —12.1°C, respec-

tively. Both layers are kept at —20°C during winter shutdowns. The scenarios for

Layer-0 and Layer-1 are illustrated in Figures 5.26 and 5.27, respectively.

| | | | |

6 - I I I I | ]

2 7 B

) L _

= 20— —
=

© — |

E - — ITk LO Temperature —

a L _

= 10— —

o N _

= C ]

0 [ Run 4 LS4 Staging L4 Run 5 1

10— ]

O o] e [ o [ e | E

— 8.5f" 73.8fb" 215fp" 254fp" 270" 405fb" 405" —

= | | | | | =
21/04/2027  19/08/2028  17/12/2029 17/04/2031 14/08/2032  13/12/2033  12/04/2035

Date

Figure 5.26: Temperature of Layer-0 (LO0) during Run 4, Long Shutdown 4 (LS4)
with staging of Layer-4 (L.4), and Run 5.

Staging of the Outer End Caps in Long Shutdown 4: The temperature of

the Outer System during the staging of the Outer End Caps would be as follows:

e At ATLAS pit at 25°C for 29 week days,
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Figure 5.27: Temperature of Layer-1 (L1) during Run 4, Long Shutdown 4 (LS4)
with staging of Layer-4 (L.4), and Run 5.

e At SR1 at 20°C for 123 week days, and

e At ATLAS pit at 25°C for 33 week days.

During operation and winter shutdown, the Outer System is kept at —15.38°C and

—20°C, respectively. This scenario is illustrated in Figure 5.28.

The temperature of the Inner System during the staging of the Outer End Caps

would be as follows:

At ATLAS pit at 25°C for 29 week days,

At SR1 at 20°C for 16 week days,

In a cold storage box at —20°C for 70 week days,

At SR1 at 20°C for 37 week days, and
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Figure 5.28: Temperature of the Outer System (OS) during Run 4, Long Shutdown 4
(LS4) with staging of the Outer End Caps (OEC), and Run 5.

e At ATLAS pit at 25°C for 33 week days.

The operating temperatures for Layer-0 and Layer-1 are —24.02°C and —12.1°C,
respectively. Both layers are kept at —20°C during winter shutdowns. The scenarios

for Layer-0 and Layer-1 are illustrated in Figures 5.29 and 5.30, respectively.

Staging with Scaling in Long Shutdown 4: Staging with scaling is an
alternative scenario where the detector is kept at room temperature for a much longer

duration. For the Outer System, the temperature would be as follows:

o At 25°C for 559 week days, and

e At —20°C subsequently until Run 5.

During operation and winter shutdown, the Outer System is kept at —15.38°C and
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Figure 5.29: Temperature of Layer-0 (L0) during Run 4, Long Shutdown 4 (LS4)
with the staging of the Outer End Caps (OEC), and Run 5.
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Figure 5.30: Temperature of Layer-1 (L1) during Run 4, Long Shutdown 4 (LS4)
with the staging of the Outer End Caps (OEC), and Run 5.

—20°C, respectively. The scenario is illustrated in Figure 5.31.
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Figure 5.31: Temperature of the Outer System (OS) during Run 4, Long Shutdown 4
(LS4) with staging with scaling, and Run 5.

For the Inner System, the temperature would be as follows:

At 25°C for 122 week days,

At —20°C for 255 week days,

At 25°C for 182 week days, and

At —20°C subsequently until Run 5.

The operating temperatures for Layer-0 and Layer-1 are —24.02°C and —12.1°C,
respectively. Both layers are kept at —20°C during winter shutdowns. This scenario

is illustrated in Figures 5.32 and 5.33 for Layer-0 and Layer-1, respectively.

End of Lifetime Temperature Scenario with Staging of Layer-4: End of

lifetime scenarios following the staging of Layer-4 in Long Shutdown 4 are studied for
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Figure 5.32: Temperature of Layer-0 (L0) during Run 4, Long Shutdown 4 (LS4)
with staging with scaling, and Run 5.
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Figure 5.33: Temperature of Layer-1 (L1) during Run 4, Long Shutdown 4 (LS4)
with staging with scaling, and Run 5.

two cases. In the first case, during Long Shutdown 5, the Outer System will be kept

at 25°C for 6 months in order to replace the Inner System. Then, the Outer System
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will go through the following sequence during the HL phase of the LHC:

Run 4,

Staging of Layer-4 in Long Shutdown 4,

e Run 5,

Long Shutdown 5 (at 25°C for 6 months, at —20°C thereafter),

Run 6.

During operation and winter shutdown, the Outer System is kept at —15.38°C and

—20°C, respectively. This scenario is illustrated in Figure 5.34.
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Figure 5.34: End of Lifetime temperature scenario with staging of Layer-4 (L4) during
Long Shutdown 4 (LS4) - Case 1.

In the second case, the Outer System will be kept at —20°C for the entire Long

Shutdown 5 as is illustrated in Figure 5.35.
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Figure 5.35: End of Lifetime Scenario with staging of Layer-4 (L4) during Long

Shutdown 4 (LS4) - Case 2.

End of Lifetime Temperature Scenario with Staging of the Outer End

Caps: With staging of the Outer End Caps, the Outer System will go through one

of the following sequences during the HL. phase of the LHC. For the first case, where

it is kept at 25°C for 6 months, the sequence is:

Run 4,

e Run 5,

e Run 6.

Staging of the Outer End Caps in Long Shutdown 4,

Long Shutdown 5 (at 25°C for 6 months, at —20°C thereafter),

During operation and winter shutdown, the Outer System is kept at —15.38°C and

—20°C, respectively. This scenario is illustrated in Figure 5.36.
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Figure 5.36: End of Lifetime temperature scenario with staging of the Outer End
Caps (OEC) - Case 1.

In the second case, the Outer System will be kept at —20°C for the entire Long

Shutdown 5 as is illustrated in Figure 5.37.

5.4.4 Results of Simulation and Staging Recommendations

Staging of Layer-4 in Long Shutdown 4: The depletion voltage is plotted against
the date for the scenario - Run 4 + Long Shutdown 4 with staging of Layer-4 + Run
5, in Figure 5.38. The horizontal segments correspond to episodes of low temperature

at which the reverse annealing is frozen out.

Since Layer-2 faces the maximum radiation damage in the Outer System, and due
to the long duration in which it would be kept at room temperature, its depletion

voltage at the end of Run 5 is the highest. This is due to the severe reverse annealing
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Caps (OEC) - Case 2.
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Figure 5.38: Predicted depletion voltage versus date, for staging of Layer-4 (L4) in
Long Shutdown 4 (LS4).

that can be seen between the years 2031 and 2032.

Staging of the Outer End Caps in Long Shutdown 4: The depletion voltage
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is plotted against the date for the scenario - Run 4 + Long Shutdown 4 with staging
of the Outer End Caps + Run 5, in Figure 5.39.
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Figure 5.39: Predicted depletion voltage versus date, for staging of the Outer End
Caps (OEC) in Long Shutdown 4 (LS4).

As both the Inner System and the Outer System are kept at room temperature
for a shorter duration, the depletion voltages at the end of Run 5 are lower compared
to those in the scenario with staging of Layer-4. This is illustrated for Layer-0 and

Layer-2 as shown in Figures 5.40 and 5.41, respectively.

Staging with scaling in Long Shutdown 4: The depletion voltage is plotted
against the date for the scenario - Run 4 4+ Long Shutdown 4 with staging with

scaling + Run 5, in Figure 5.42.

It is clear that staging with scaling pushes the depletion voltage to higher values

than those predicted for the other two staging scenarios, due to the much longer
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Figure 5.40: Comparison of depletion voltages of Layer-0 (L0) in response to staging
Layer-4 (L4) versus the Outer End Caps.
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Figure 5.41: Comparison of depletion voltages of Layer-2 (L2) in response to staging
Layer-4 (L4) versus the Outer End Caps.

duration in which all layers are kept at room temperature.

End of Lifetime Temperature Scenario with Staging of Layer-4: The
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Figure 5.42: Predicted depletion voltage versus date for staging with scaling in Long
Shutdown 4 (LS4).

depletion voltage is plotted against the date for the entire HL phase: Run 4 + Long
Shutdown 4 with staging of Layer-4 + Run 5 + Long Shutdown 5 4+ Run 6 for two

cases, in Figures 5.43 and 5.44.

Case 1 is the situation in which the Outer System is kept at 25°C for 6 months
in Long Shutdown 5. The magnitude of reverse annealing is much higher than that
during Long Shutdown 4, due to the fact that the magnitude of reverse annealing

depends on the fluence received by the sensors up to that point.

If the Outer System is kept at —20°C in Long Shutdown 5, reverse annealing is
effectively frozen out as indicated by the long horizontal line between the years 2035

and 2036.

End of Lifetime Scenario with Staging of the Outer End Caps: The

depletion voltage is plotted against the date for the entire HL phase: Run 4 + Long
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Figure 5.43: Predicted depletion voltage versus date for the Case 1 (see Figure 5.34)
End of Lifetime temperature scenario with Staging of Layer-4.
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Figure 5.44: Predicted depletion voltage versus date for the Case 2 (see Figure 5.35)
End of Lifetime temperature scenario with Staging of Layer-4.

Shutdown 4 with staging of the Outer End Caps + Run 5 4+ Long Shutdown 5 +

Run 6, for two cases, in Figures 5.45 and 5.46 respectively.
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Figure 5.45: Predicted depletion voltage versus date, for the Case 1 (see Figure 5.36)
End of Lifetime temperature scenario with Staging of the Outer End Caps.

Despite following the less aggressive staging scenario in Long Shutdown 4, the

magnitude of reverse annealing during Long Shutdown 5 is the same as in Figure 5.43,

as the sensors receive the same fluence and are kept at room temperature for the

same duration in Long Shutdown 5 in both staging scenarios.

Reverse annealing is effectively frozen out if the Outer System is kept at —20°C

in Long Shutdown 5, leading to lower depletion voltages at the end of Run 6.

Uncertainties in the Results: The dominant uncertainty in these predictions

comes from the Hamburg Model parameters and is about 20% [173]. The uncertainties

in the luminosity to fluence conversion factors are about 10% [186].
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Figure 5.46: Predicted depletion voltage versus date, for the Case 2 (see Figure 5.37)
End of Lifetime temperature scenario with Staging of the Outer End Caps.

5.4.5 Summary of Simulation and Staging Recommendations

Depletion voltages for various staging scenarios in Long Shutdown 4 were studied.
The predicted depletion voltages and integrated fluences for each layer at the end of

Run 5 are given in Table 5.10.

Fluence Received Vaep(V) (with V(EE;Y) (Wlfth Vaep(V) (with
Layer 9 Staging of &g o Staging with
(1 MeV neq cm™?) Layer-4) Outer End Scaling)
yer Caps) caling
LO 9.0 x 101 554 554 721
L1 1.8 x 1015 400 401 521
L2 9.9 x 104 625 540 690
L3 6.3 x 1014 400 345 441
L4 4.8 x 1014 306 264 337

Table 5.10: The predicted depletion voltages and integrated fluences received at the
end of Run 5 for each layer, following three staging scenarios.

The depletion voltages for the Inner System layers at the end of Run 6 following
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Staging with scaling are about 30% higher compared to the other two staging scenarios.
For the Outer System, the depletion voltages are lowest at the end of Run 6 following
Staging of the Outer End Caps. The depletion voltages for the Outer System at
the end of the High Luminosity phase of Run 6 following the Staging of Layer-4 are
shown in Table 5.11.

Fluence Received Sys\t/g;};(;? ;gggt(;r 6 Vaep(V) (Outer
Layer (1 MeV2 months in Long System at —20°C in
Neq €M) Shutdown 5) Long Shutdown 5)
L2 2.3 x 10% 1529 1081
L3 1.5 x 10° 979 692
L4 1.1 x 10% 748 929

Table 5.11: The predicted depletion voltages and integrated fluence received at the
end of Run 6 for each layer.

The temperature at which the highly irradiated Outer System is kept during Long
Shutdown 5 has a significant impact on the depletion voltages in Run 6. At the end
of Run 6, there is approximately 145% increase of the depletion voltages predicted
for all layers at the end of Run 5 if the Outer System is kept at 25°C for 6 months
during Long Shutdown 5. If it is kept at —20°C in Long Shutdown 5, there is about

73% increase.
The depletion voltages for the Outer System at the end of the High Luminosity

phase of Run 6 following the Staging of the Outer End Caps are shown in Table 5.12.

At the end of Run 6, there is an approximately 177% increase of the depletion
voltage predicted in all the layers at the end of Run 5 if the Outer System is kept at

25°C for 6 months during Long Shutdown 5. If it is kept at —20°C in Long Shutdown
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Fluence Received Sys\‘gsz(;/t) 2%???; 6 Vaep(V) (Outer
Layer (1 Me\/; months in Long System at —20°C in
Neq €M™ ?) Shutdown 5) Long Shutdown 5)
L2 2.3 x 101 1495 996
L3 1.5 x 10 957 638
L4 1.1 x 1019 731 487

Table 5.12: The predicted depletion voltages and integrated fluence received at the
end of Run 6 for each layer.

5, there is about an 84% increase. To improve the accuracy of these predictions, it
is recommended that the introduction rates be obtained from fits to the data from

irradiated ATLAS sensors in early Run 4.
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Chapter 6

Quality Assurance of the Next
Generation ATLAS Detector

6.1 Introduction

The statistical precision of measurements of the C'P-violating phase and associated
parameters using BY — J/1¢ decays and lifetime measurements of B-mesons greatly
improve if more data are collected. For this, the HL-LHC is planned to start operating
in 2029. During its lifetime, ATLAS will collect about seven times more data than it
did during the LHC’s operation. The HL-LHC will achieve unprecedented levels of
instantaneous and integrated luminosities. To cope with the increased data rates and
fluences, ATLAS will undergo an upgrade. The ATLAS Collaboration aims to build
the largest silicon detector ever made. The goal is to improve precision to deal with
the expected high pileup conditions. The Inner Tracker (ITk) Pixel detector [40],

which consists of five barrel layers, will replace the current ATLAS Pixel detector.
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The innermost layer will be located 3.5 cm from the HL-LHC beamline. The two
innermost layers will be designed to collect an integrated luminosity of 2000 fb~!. As
a consequence, each of these layers will receive about 10 times higher fluence than any
other fully operational silicon detector ever has. The previous chapter discussed in
detail how the fluence affects the leakage current and depletion voltage in the current
ATLAS Pixel detector and how fluences affect the depletion voltages that will be
necessary for operating the I'Tk Pixel sensors, for each of several installation scenarios.
This work is important for the development of the new ATLAS ITk detector. The 1Tk
construction requires strict quality assurance, because of the high radiation hardness

and data throughput demands.

6.2 Construction of the ITk Pixel Detector

This research focuses on the assembly process and quality assurance of the outer-
most three layers - Layer-2, Layer-3 and Layer-4 - of the ITk Pixel Detector. The
fundamental unit of the ITk Pixel detector is the module. An ITk Pixel module is a
hybrid pixel module comprised of two parts — a passive high resistivity silicon sensor
and a front-end read-out chip fabricated in CMOS technology, together called a bare
module. An example bare module can be seen in the microscope image in Figure 6.1.
The is combined with a flexible printed circuit, called a module flex. The RD53A
prototype [188] readout chip, which was co-developed with CMS, is being used for
further studies. Meanwhile, the first versions of the final readout chip I'TkPixV1 are

being tested to prepare for the final version ITkPixV2 [189].
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Figure 6.1: An RD53A bare module showing the edges of two read-out chips and the
silicon sensor.

The silicon sensor and front-end read-out chip are joined using a high density

connection technique called flip-chip bump-bonding as is shown in Figure 6.2.

Flex Hybrid, with SMDs —_ / Encapsulated wire bonds

- Sensor
Solder/Indium Bumps

Local Support —* FE chips

Figure 6.2: A sketch illustrating the parts of an ATLAS-ITk pixel module [190].

The sensor volume produces the signal from particles that pass through it and
transmits it to the readout electronics via the bump-bond. The modules come in
three types, based on how many front-end read-out chips are bump-bonded to a
silicon sensor. They are: (i) quad modules with four chips, (ii) dual modules with
two chips, and (iii) single chip modules. The module flex, which is attached to the
back side of the sensor, connects the bare modules to the active elements for clock
and command input, data output, low voltage and sensor high voltage. A schematic

diagram of the assembly of an ITk Pixel quad module is shown in Figure 6.3.
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Figure 6.3: An exploded view of the schematics of an ITk quad module [191].

The module flex provides an interface between operator and detector, enabling
tasks such as calibration, commissioning, and data taking through the Data Control
System (DCS) network [192]. For module temperature monitoring, a temperature
sensor is connected to the DCS chip which is a part of the module flex. The pixel
modules will be placed on the local support which provides mechanical support,
alignment, routing services and thermal management, with the back side of the
front-end chips in contact with the support. This interface is part of the thermal

path between the module and the cooling fluid.

Quality control and assurance were carried out at various stages of production as

follows:

e Tests at wafer level: The sensors’ leakage current and depletion voltage are
measured before and after irradiation to test their radiation hardness. Other
tests will also check their long term stability and inter-pixel capacitance and

bulk resistance.

e Tests on pixel bare modules: Visual inspection and metrology of the assemblies,
sensor leakage current and depletion voltage measurements, verification of front-

end read-out chip functionalities and determination of bump-bond connectivity
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using a probe station will be performed.

e Tests on assembled pixel modules: Module tests such as the sensor IV test using
a probe station, electrical tests of chip functionality, source tests for bump-
bond quality as well as thermal cycles and long-term tests at the expected
operational temperature at —25°C as measured on the temperature sensor on
the module flex, will be performed. The most important module tests are the
electrical tuning and performance tests. These consist of the fine tuning of the
pixel threshold and charge response followed by noise, cross-talk and minimum
threshold measurements. The results of these tests will be compared to the
specifications, and performance figures of merit will be derived which will be
used for the evaluation and ranking of modules. This ranking will be done in
terms of the number of non-working pixels per module. Modules with a certain
percentage of non-working pixels are rejected. The modules with the lowest
number of non-working pixels can be selected for use in the innermost layers.
If necessary, selection cuts for other detector areas can be defined to ensure
that the best pixel modules will be used in the most sensitive detector areas.
Entire procedures will be evaluated, improvements applied, and rejection and
selection cuts will be adjusted according to the results obtained. In addition,
these measurements will be used to monitor the performance of the module
after it is mounted on local supports and installed in the global supports which

connect the Pixel detector with the other parts of the I'Tk.
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6.3 Metrology and Mass Measurements

6.3.1 Equipment and Precision

Since the assembly of the Pixel modules using bare modules and flexes is an extremely
delicate process, the dimensions of the bare modules and flexes need to be measured
prior to the assembly to ensure a precise alignment between the components in a
Pixel module. In addition, since the amount of glue applied between a flex and a
bare module in a Pixel module <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>