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CrossMark
Abstract

In this note we present a formula for the equivariant index of the cohomological
complex obtained from localization of ' = 2 SYM on simply-connected com-
pact four-manifolds with a T?-action. Knowledge of said index is essential to
compute the perturbative part of the partition function for the theory. In the topo-
logically twisted case, the complex is elliptic and its index can be computed in
a standard way using the Atiyah—Bott localization formula. Recently, a frame-
work for more general types of twisting, so-called cohomological twisting, was
introduced for which the complex turns out to be only transversally elliptic.
While the index of such a complex has been computed for some cases where
the manifold can be lifted to a Sasakian S'-fibration in five dimensions, a general
four-dimensional treatment was still lacking. We provide a formal, purely four-
dimensional treatment of the cohomological complex, showing that the Lapla-
cian part can be globally split off while the remaining part can be trivialized
uniquely in the group-direction. This ultimately produces a simple formula for
the index applicable for any compact simply-connected four-manifold. Finally,
the index formula is applied to examples on S*, CP? and F'. For the latter, we
use the result to compute the perturbative partition function.
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1. Introduction

The understanding of supersymmetric quantum field theories on compact manifolds has ben-
efited widely from localization techniques, starting with the works in [1-3]. Following these
results, great progress has been made towards extending the localization procedure to different
dimensions, background geometries and number of supercharges. A comprehensive review is
provided in [4].

In this note, we consider A’ =2 SYM theories on compact, simply-connected four-
manifolds X which are equipped with a T2-action, generated by a Killing vector field with
isolated fixed points. Many results have been obtained for this setup in the literature [3, 5-9].
Relying on these, it has been conjectured in [10] that an arbitrary distribution of Nekrasov par-
tition functions for either instantons or anti-instantons (corresponding to anti-self-dual (ASD)
or self-dual (SD) connections) at each fixed point gives rise to the partition function of a valid
supersymmetric theory. This was extended to theories involving matter in [11]. Taking S*
as an example, by distributing ASD at both poles we obtain equivariant Donaldson—Witten
theory [1] counting ASD connections on S*. Placing ASD at one pole and SD at the other
pole instead gives Pestun’s theory on S* [3]. Having SD at both poles gives again equivariant
Donaldson—Witten theory, now counting SD connections.

It has been shown in [12] that for cohomological twisting (as opposed to topological twist-
ing which is a special case of the former) on X, the localization procedure naturally gives rise
to a double-(cochain)complex with the maps provided by supersymmetry and BRST trans-
formations. Moreover, the one-loop determinant resulting from localization can be computed
from the equivariant index of the horizontal component of the double-complex. The latter is
of a standard form (given in (2.8)) and is elliptic for topological twisting, but this is no longer
true in the more general case; rather, the complex is elliptic only transverse to the 72-action.
While the equivariant index for the elliptic case can be computed straightforwardly using the
Atiyah—Bott formula [13], the computation for the transversally elliptic complex turns out to
be more subtle. This is due to the fact that the cohomologies of such a complex are not finite-
dimensional anymore (which would be the case for an elliptic complex, which is Fredholm for
X compact). However, the cohomology at each level can be decomposed into irreducible rep-
resentations of the 72-action, each of them appearing with finite multiplicity [14]. Therefore,
the index becomes a distribution on 72 rather than an ordinary function (as in the elliptic case).

The index computation for such cases has been performed, for example, in [3, 8] on s*
and more generally in [10, 12] for manifolds that can be lifted to a Sasakian S'-fibration in
five dimensions with a specific type of ASD/SD distributions (which correspond to different
S'-fibrations over X). It turns out that the index is still composed of the elliptic contributions
around the fixed points, however, they have to be regularized in an suitable way'.

This work provides an extension to the aforementioned index computation to any simply-
connected, compact four-manifold and arbitrary distributions of ASD/SD at the fixed points,
for the zero-flux sector. This is done essentially by decomposing the symbol of the transversally
elliptic complex, denoted (E*, D) in the following and given in (2.8), into more accessible parts.
We achieve this by using the fact that the index depends on the symbol only up to homotopy
and, thus, only the corresponding symbol class is relevant. We first show that, up to an isomor-
phism, the symbol can be split into two parts, an elliptic one (which is simply the Laplacian)
and a transversally elliptic one. Using the homomorphism property of the index, both parts can

! One might like to think of the different ways to regularize as the different ways to ‘glue’ the fixed point contributions
together.



J. Phys. A: Math. Theor. 55 (2022) 295401 R Mauch and L Ruggeri

be computed separately and the Laplacian part does not contribute. For the remaining, transver-
sally elliptic part we make use of a filtration of X with respect to the 7%-action, presented in
[14]. This allows to construct a new symbol (homotopic to the original one) by essentially tak-
ing the fixed point contributions of the original symbol and gluing them along the T2-action in
a compatible way (this is discussed in section 3) such that the new symbol is only supported at
the fixed points. Finally, the index decomposes into contributions from the fixed points whose
regularization turns out to be determined uniquely? by the ASD/SD distribution at the fixed
points.

Once the equivariant index of (E®, D) is determined, it can be used to compute the one-loop
determinant arising from localization, which itself constitutes the (exact) perturbative part of
the partition function for the N' = 2 SYM theory under consideration. We expect our procedure
to extend also to the case of non-zero flux and to theories including matter and shall comment
on this later on.

The article is organized as follows. In section 2 we briefly recall how localization gives
rise to a complex and how one can determine the one-loop determinant in terms of the index
of this complex. Subsequently, we show that the symbol of the complex splits globally into a
Laplacian part (which is elliptic) and a transversally elliptic part (with respect to the 7'2-action).
In section 3 we ‘break up’ the symbol into simpler pieces, namely the (elliptic) contributions
at the fixed points and give a prescription on how to glue these together in a way that the new
symbol is homotopic to (hence gives the same index than) the original one. Finally, in section 4
we compute the index of the symbol and provide an explicit formula (4.8) which can be used
to determine the one-loop determinant of the theory at hand. We exemplify our procedure in
section 5 for different ASD/SD distributions on S*, CP? and F'. For the cases known from
[10] we check that they are in agreement with our results, but also provide some new examples
which cannot be computed from [10]. We conclude by applying the index computation for F!
to find the perturbative part of the partition function in the zero-flux sector.

1.1. Summary of procedure

For the physically-oriented reader, we provide a quick recipe on how to compute the equivari-
ant index of (2.8) for a given manifold X and distribution of SD/ASD complexes® over the set of
torus fixed points Y. The full index is obtained as a product of the character of the adjoint rep-
resentation of the gauge group, x ,4 With the index of the isometry-part (2.13) of the complex,
denoted index d. The latter can be determined through the following steps:

(a) Introduce an atlas on X such that each fixed point / is contained in one patch Uj, with local

complex coordinates (z(ll), z(zl ).

(b) On U, denote by €j, €, the coordinates on Lie T? and 1, = exp(i€;), t, = exp(iey) the

corresponding coordinates on 7. For a T'2-action on (2", z\") given by

[0) [ORN0)
! ay o 1 a2 (1 !
Z(1) — tl“t212z(1), Z(2) — t121t222Z(2), agj) c7Z,
read out the infinitesimal weights:

) ) ) .
o) = @fal), =12,

2Up to some ambiguity arising from gluing which does not affect the index itself.

3 Note that for an ASD connection A we have F/j' = 0 and thus the SD complex is the relevant one. Hence, when we
talk about a SD complex over some fixed point this is associated with an instanton (ASD connection) while an ASD
complex is associated with an anti-instanton (SD connection). In the remainder, when we say SD/ASD we always
refer to the complex.
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If an ASD complex is placed at [, perform the flip a(ll) — —a(ll).
(c) Create an array s = (sy, . .., S,), with n the number of fixed points, in which s; = + for
SD at [ or s;, = — for ASD.

(d) Finally, insert everything into the following formula for the index:

2 2 0y
. L Y
1ndex5:—Z<I+HI ')H(ia’)) ;
ley i=1 k=1 N —17%
RN ) ) ol . . .
with % =[] =1l /and (-)* the Laurent expansion at r =0, t = oo, respectively
(cf (5.1)).

The full index, index J - x g (With x4 the character of the adjoint representation of G)
can then be used to determine the perturbative partition function as outlined in section 2 and
exemplified in section 5 for F'.

2. Transversally elliptic complex from localization

This work is concerned with cohomologically twisted A/ =2 SYM theories on simply-
connected compact Riemannian four-manifolds, always denoted by X in the following. It is
further assumed that the theory is invariant under a 7%-isometry of X generated by a Killing
vector field with isolated fixed points. The general theory of this setup has been introduced
in [10, 12] which provide the basis of this work and some familiarity with these references is
essential for a good understanding of it.

In this section, we first recall how an index computation naturally arises in the process of
localization in such theories and present the complex of which the index needs to be computed.
Subsequently, we prove that this complex is transversally elliptic and give a precise formulation
of the index computation.

2.1. Cohomological complex from N = 2 localization

In the cohomologically twisted setting, after appropriate gauge fixing was performed, the field
content schematically is given by even fields P, & and odd ones, ¥, U. They are related, via
a supercharge Q (which really is a combination of supersymmetry and BRST now) by the
following transformations:

QP =V, QU =R,
P . R (2.1)

oV = P, Qb =RV.
Here, R is the action of the symmetry groups, including the gauge group G and the isometry
group of X containing H = T? as a subgroup. We denote the symmetry groups collectively
by R. From (2.1) we see that (®, ¥) and (U, d) form multiplets with Q> = R, i.e. Q can be
viewed as an equivariant differential. In order to perform localization, the action is deformed
by a Q-exact term 0S =1 [ QV (1 € R) such that Q%V =0 (i.e. V is R-invariant) and the
bosonic part of QV is positive semi-definite. By the standard argument, the path integral of the
deformed action is independent of the value of # and we choose # — oo. The path integral then
localizes to field configurations such that QV = 0. A common choice for Vis (F, QF), where
F denotes the fermionic field content and (-, -) an inner product invariant under the symmetries
R with reality conditions for the fields chosen suitably such that (QF, QF) is positive semi-
definite. The one-loop part of the partition function is obtained by expanding QV around these

4
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configurations to second order, producing a quadratic term
QV® = Q ((¥,R®) + (¥, DP) + (1,4)), 2.2)

where ®, U, i), U now denote fluctuations around the localization locus. This quadratic term
can be integrated to the one-loop determinant (cf [12] section 2)

det1/2 |coker DR

_ 1/2
det1/2|ker R = sdet

woR,

where the numerator arises from fermionic integration and the denominator from bosonic one.
The operator D is the piece in the quadratic action that ‘maps P to U4 and H*(D) is its cohomol-
ogy. We can now decompose ker D and coker D into irreducible representations of the group
action of R, labelled by «, which appear with finite multiplicity m**" and m<°**", Note that for
elliptic D, the number of irreducible representations is always finite (remember X is compact,
i.e. D is Fredholm) whereas for transversally elliptic D, it is, in general, infinite [14]. Let w,(¢)
denote the (sum of) weights of representation o depending on the equivariant parameters,
collectively denoted by € (which can be read off from £). Then we can write

sdet!/?

coker _ ker
woR = [ Jwa(e"s™ 002, (2.3)
«

The weights and multiplicities can be extracted from the equivariant index of D,

index D = Z (mker — meokerygta(®, (2.4)

where €“2(© denotes the respective character. Therefore, in order to compute the one-loop
determinant it is paramount to have the equivariant index of D at our disposal.

For cohomological twisting, the field strength F of the gauge field localizes to ASD config-
urations, F € P+Q§, at some fixed points of the H-action and to SD ones, F € P*Q§, at the
remaining fixed points. Hence, a global description requires the introduction of a generalized
projector P that interpolates between P* and P~ away from the fixed points. The construc-
tion of P} basically consists of gluing spaces Q" and Q*~ on the overlap of the respective
patches around the fixed points using the isomorphism

m: Pt -0, B B+ ﬁm/\mﬁ. (2.5)

Here, v denotes the Killing vector field that generates the H-action and x = g(v, -) is the one-
form canonically associated to v via the metric g. A detailed derivation of P is provided in
[10] and here we only state the result,

1 KA Ly
Pt=—— (1+cosw*—sinPw—2), 2.6
Y 1+4cos?w ( [lv]|? (26)
with cosw = 1 at some fixed points and cosw = —1 at the remaining ones (e.g. cosw = 1 at

all fixed points for Donaldson—Witten theory).

41t was shown in [12] that supersymmetry and BRST differentials form a double complex, of which D denotes the
horizontal maps.
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Finally, we need to know the explicit form of D in order to compute the equivariant index.
We have ® = (A, p) and ¥ = (¥, ¢, ¢), with gauge field A, real scalar ¢, a two-form  in the
image of P and ghost fields ¢, ¢. From the localization action in [10] we obtain

V@ 5 e Axd(1,F + d(cos wep)) + ¢ AxdT A+ x A*PT(F + 1, xdy), (2.7)

where we chose Lorenz gauge for the gauge-fixing. Here, A € Qy(gp), © € Q% (gp) are gauge
and scalar field fluctuations around the localization locus. gp = P X agLie G denotes the asso-
ciated bundle of Lie algebras to the principal bundle P over X via the adjoint action of the
gauge group G (i.e. A, ¢ are Lie algebra-valued one-forms and scalar fields as usual). Note that
(2.7) is obtained by expanding around the trivial connection for an abelian gauge group. It is
easily extended to the general non-abelian case, but the index only depends on the (principal)
symbol of D to which the additional terms that would appear do not contribute. Note that in
this setup, the square of the supercharge is R = iL, + G,, with v the Killing vector and G, a
gauge transformation by the Coulomb parameter ay.
The actions (2.7) on the bosonic fields can be recast into a cochain complex

0— (2 &0 ©T(gr) 225 (PFO} & QY & Q) @ T(gr) — 0,  (2.8)

where I'(gp) denotes the sheaf of sections on gp and the differential operator 9 is given by

Prd Py, «d
0= |d,d didcosw]. (2.9)
df 0

We denote this complex by (E®, D) in the following (with D = 0 ® 1). Note that (2.8) is H-
invariant® and also G-invariant. We would now like to compute the index of this complex,
index D which we embark on in the next section.

At the end of this section we have to issue a warning. It is suggested above that the equiv-
ariant index of the complex (2.8) already suffices to compute the superdeterminant. However,
the quadratic piece QV® might have some zero-modes that have to be taken care of before
performing the path integral. These might arise from the ghost fields as well as from the scalars
when expanding around a reducible connection. The ghost zero-modes can be removed in a
systematic fashion by adding ghosts of ghosts and pairs (a;, Qa;) of constant fields (they can
be thought of as an extension of the BRST content to the non-minimal sector); see [3] for a
detailed exposition on S*. Consequently, the complex (2.8) has to be extended (trivially) by the
constant fields a; which give an additional contribution to index D (which is just some integer,
corresponding to the number of pairs introduced, times the character of the adjoint; see the
next section for details). It is only after we have taken care of these zero-modes that we can
translate the index into a well-defined superdeterminant.

2.2. Transversally elliptic complex and the equivariant index

In contrast to the elliptic complex obtained for the case of the topologically twisted theory [1],
the complex (2.8) turns out to only be transversally elliptic, which we show in due course. Note

SFor h € H, denote its action on X as L,:X— X,x — g-x. Then TX is an H-space via the induced map (x,§) —
(g - x, L,.£) and from this we can define an H-action on 7°X and A"7T*X in the canonical way. For the complex to be
invariant it suffices to show that L; commutes with d, x and ¢,. But d always commutes with the induced map and it
is easy to see that, by virtue of v being the induced vector field for the H-action whose elements are isometries, also
* and ¢, commute with L;.
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that, at the fixed points of v, the complex indeed splits into the (folded) SD/ASD complex and
the scalar Laplacian as

+pdf
(0 = Qo) 5 B0 © lor) — 0) & (0= O(an) = Qe —0). 210)

which are both elliptic. For ease of notation, let us henceforth denote the SD, ASD complex
by (€2°,d™), respectively (2°,d").

In order to evaluate the one-loop superdeterminant we need to compute the equivariantindex
of (2.8). This requires knowledge about the symbol o(d ® 1). For the remainder of these notes
let us take the view on the symbol as being (a representative of ) an element in the equivariant
K-group Ky over the cotangent bundle 7 : 7X — X of X (we henceforth identify tangent and
cotangent bundles via the metric on X). A brief review of this viewpoint and some K-theory
essentials is provided in appendix B. This will be useful since in the transversally elliptic case
too there exists an index theorem stating that [14]

index (0 ® 1) = indy«g[o(0 ® 1)],
for an R(H x G)-module homomorphism®
indyc : Kiro(TX) — D'(H % G), 2.11)

where R(H x G) denotes the representation ring of H x G’ and D'(H x G) denotes the space
of distributions over the space of test functions D(H x G) on H x G. The map ind is called the
topological index (as opposed to the analytical one).

Before we inspect o(0 ® 1), let us make the following useful observation. It was briefly
discussed in the last section that the equivariant index can still be defined as

index (0 ® 1) = character ker(0 ® 1) — character coker(d ® 1).

But 0 ® 1 acts trivially on I'(gp) in (2.8) and so does H (remember that we expand around the
trivial connection), whereas G acts in the adjoint representation. Therefore, the index can be
simplified to

index (0 ® 1) = index O - xad (2.12)

with x4 the character of the adjoint representation of G. Hence, it suffices to compute the
index of

0-0ka0) Lpr2aland -0 (2.13)

(note that G acts trivially on this complex, hence we expect index d € D'(H)).
Let us therefore inspect the symbol o(3) of (2.13) more closely. Using the shorthand
notation Ay = A'T*X, we have the following complex:

07 (AkoAY) 2% 7 (PEAZ @AY @ AY) -0, (2.14)

6 Note that the R(H x G)-module structure on Kj,,¢(7X) is induced by the projection of X onto a point and the fact
that, for a point, Kp.c({pt}) ~ R(H x G). On D'(H x G), a representation in R(H x G) acts by multiplication with
its character.

7 The representation ring R(H x G) of H x G is obtained by applying the Grothendieck construction to the semigroup
of finite-dimensional complex representation spaces of H x G. Multiplication is given by the tensor product.

7
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such that the restriction to the fiber over (x, &) € X x T, X gives a linear map
a@)(x,€) : (@, ) — (PLIE A a+*(E ARl €] ra — E.(&, a)
— [|€lPcuip, — (&, a)) (2.15)

with @ € Ay, and ¢ € A%|,. Here, we have introduced the notation c,, := cosw (we also use
s, = sinw later on) and we abuse notation by denoting & as an element in 7,.X and 7;X inter-
changeably. We also have defined &, := (£, v), where (-, -) denotes the metric inner product
in the appropriate sense. For a proper choice of local coordinates and basis sections, (2.15)
coincides with the matrix presentation (149) in [10] obtained from a five-dimensional setting.

It turns out that the Laplacian part of the symbol can be decoupled globally rather than just
at the fixed points. The new symbol, while different to the one of (2.10), has the same support
and is ultimately used for the index computation. The decoupling is achieved by applying two
maps of complexes, f = (f°, f!) and g = (g% g'), to (2.14). The maps

Ot (A @ AY) — T (Ay © AY)
[l (PEAL @ A% @ AY) — " (PTA; © Ay © AR)
are bundle morphisms, such that on each fiber we have the linear maps

fo 2(a, ) — (1 = Py)a+ c,Pya + ko, —c, + 1ya) , 2.16)
f06E ) — (6 E— &, 0), '

where we have introduced a projection in v-direction,

. KA Ly
el

Note that f°, ! are isomorphisms. The new symbol map, denoted by f(c(d)), is given by
faoo(®) o f;'. The second set of maps,

g T (A B AY) = T (A @ AR)
g T (PTAY @AY @ AY) = T (PTAE @AY @ AY)
are the bundle morphisms that, on the fiber over (x, §) € X x T,X, are linear maps

g (a, ) — (a, ),

(2.17)
gl:(x,E,c)l—> ( CC+W )

Note that g! is well-defined when applied to f(c(3)). Also g°, g' are isomorphisms and we
thus find that o(0) is isomorphic to the new symbol complex

0— 7" (Ay@AY) 57 (PFAY ® Ay @ AY) — 0, (2.18)
with o = g o f(0(0)), acting on the fiber over (x, ) as
o(x,8):(a,¢) — (PTIEA =P)a

+ * EAP], €70, — (6 (1 = P a+cuPua)) . (2.19)

8
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Note that, on the level of fibers and upon an explicit choice of bases, the symbol is just a
matrix and f, g simply act as basis transformations on that matrix. Hence, we can view (2.19)
as a ‘basis transformation’ of (2.15).

It is evident from (2.19) that o = o, + o(A) globally, where o(A) : 7*A§ — 7*AY is the
symbol of the Laplacian A and o, maps between the residual summands in (2.18) with the
action on the fibers specified by (2.19). By virtue of the isomorphism between ¢(0) and o, we
can henceforth choose to work with o. In particular, at the fixed points of v, o, is isomorphic
to the symbol o(d*) of the (folded) SD/ASD complex.

Proposition 2.1. The symbol complex (2.18) is a transversally elliptic complex.

Proof. Let C:={x € X|c,, = 0}. Note that for x € C, £ € T, X such that £ points in the
direction of v, the linear map over the fiber simplifies to

o(x,€) 1 (a, ) — (0, ||€][*¢, 0).

This linear map clearly is not invertible. Thus, the symbol map cannot be an isomorphism
along v over C and o cannot be elliptic. However, note that the o(A)-summand of the symbol
is indeed elliptic (recall that X is compact), so the failure in ellipticity of o can be attributed

completely to o,. Now let us consider the restriction of 7X to the subbundle transversal to the

H-action®,

TuX = {V € TX|V u € Lie H: (V, ™)) =0} C TX.
Here, u” denotes the fundamental vector field corresponding to u. We claim that
Oulryx 1a— (P IEA = Pa+«(EAPa)],—(£, a))

is an elliptic symbol, i.e. the map above is an isomorphism outside the zero-section in TyX:

e Injectivity. Let 0,,(x,£)a = 0 for x € X and £ € Ty, X\{0} arbitrary but fixed. This gives
PIENA —Pa+*(EAPa)] =0, (€,a) = 0.
Using the explicit form (2.6) of P! for the first equation gives
0=¢A (1= Pa+ coPoa) + (€ A (co(1 — Pya+ Poa)).
We use this to write
0=&N (1= Pya—+ cuPya) NEN (c(1 — Py)a+ Pya)
=EN—-Pya+c,P,a) AN*(EN (1 = Pya—+ c,Pya))
= [lE A (1 = Pa+ cuPua)|?

which implies (1 — Pq,)a+cwﬁn =¢Ah for some zero-form h. We now apply
(£, a) = 0, using that £ and « are orthogonal, which implies # = 0. Thus,

(1-Pla+c,Pha=0 = (1-Pla=0, P,a=0.

But thena = 0.

8 Depending on whether or not the orbit of the Lie algebra generator of v is closed, the isometry group is effectively
S" or the full 72. Both cases are denoted by H.
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e Surjectivity. Let (x,b) € (7|7, x)" (PF A% @ AY). For x € X and ¢ € Ty, X\{0} arbitrary
but fixed, choose’

1
a= EE (L4 2)A = Po)uex + 2cuPuteX + soPute x X — bE) .

O

As a corollary of the proposition above we have that [o]7,x] € Ky(TuX), by virtue of X
being compact. Moreover, due to (g o f) being an isomorphism we have [o(0)|r,,x] = [o|r,x].
Thus, we can compute the equivariant index of (2.13) with respect to H via the topological
index (2.11),

index d = indy[o|7,x] € D'(H). (2.20)

We henceforth only consider the symbol U\THX and the index indy and therefore drop the
subscripts in the following. The remaining task is now to compute the right-hand side of (2.20).

3. Trivialization of the symbol complex

Explicit cohomological formulas for the equivariant index of transversally elliptic operators
have been introduced by Berline, Vergne [15] and Paradan, Vergne [16]. Although these for-
mulas could in principle be employed to compute (2.20), they involve an integral of equivari-
ant characteristic classes over a non-compact space whose computation is, in general, quite
involved. The work of this section therefore follows the original, K-theoretic treatment of the
index computation by Atiyah [14] which proves to be easier in our case.

The idea of the subsequent procedure is to split Ky(75X) into smaller spaces over which
we have good control. More precisely, we have seen in the last section that, at the fixed points,
the complex (given by a sum of SD/ASD and Laplacian) is actually elliptic. Therefore, it is
desirable to express the full symbol in terms of the ones at just the fixed points. This can be
done by constructing a new symbol which reduces to the original one at, and whose support
(i.e. ‘the part that contributes to the index’) reduces to the fixed points. However, this has to
be done such that the new symbol is homotopic to the old one, which guarantees that their
index agrees (cf [14] theorem 2.6). The construction of this new symbol is the objective of this
section.

First, note that we have [o] = [o,,] + [0(A)] from the previous section. Since the index
of the Laplacian is easy to compute straight away, we ignore it for now and focus on [o,].
Note that the index homomorphism acts on Ky(7TyX), while our elliptic complexes live over
the (isolated) fixed points, the set of which is denoted by Y in the following. Therefore, we
need to find a map that extends those elliptic complexes, in a consistent manner (see below),
over all of TyX. Luckily [14], provides us with the existence of such a map:

For a generic H-action on X we get a decreasing filtration

X=X03X13X23X3:@ 3.1

with X;:={x € X|dimH, > i} and H, being the stabilizer of x. The sets X; — Xy =
{x € X|dim H, = i} are finite unions of locally closed submanifolds of X. Specifically, X is
the submanifold of fixed points of an S'-subgroup of H whereas X, =: Y is the set of isolated

9 In order to see that o, lryx(x, ©a = (x, b) weuse P, = 1P, (remember (£, k) = 0)as wellasx P, x B = (1 — P,)B
and 1¢(§ A xB) = *(§ A 1¢B) for any two-form B.

10
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torus fixed points. For the filtration (3.1) it was shown in [14] that there exist homomorphisms
0; and split short exact sequences

0;
0= Ky(Tu(X — X3)) = Kn(Tyg(X — Xi11)) S Ku(TuX|x,-x,,) — 0 (3.2)

that can be used to, recursively, arrive at the decomposition

2

Ku(TuX) = @eiKH(THX\Xi—Xi+1)~ (3.3)
i=0

Hence, by virtue of the filtration, we can ‘break up’ the symbol class [o,] € Ky(TyX) into
simpler pieces living in Ky (TuX|x,x,,,) via some maps ¢;. However, doing this for a generic
element in Ky(TyX) requires knowledge about all levels, not just the top one, Ky(TyX|y) (note
that Ty X|y = TX|y). In order to be able to construct the new symbol homotopic to o,, we have
to make the following assumption, which we will justify in due course:

Assumption 3.1. There exists some global vector field induced by the group action that
can be used to trivialize the symbol o, everywhere outside of (the zero-section over) Y.

Here, what we mean by ‘trivialising’ o,, is to find the new symbol of said properties. As it
turns out, the desired vector field can be identified as the Killing vector field v emerging from
the superalgebra'®. Assumption 3.1 implies that we obtain [o,,] € Ky(TyX) as

[ow] = [0] + balow|y] € Ku(Tu(X — Y)) © Ku(TX|y), 34

using (3.2) for i = 2 (for if there was a non-trivial contribution from Ky(T5(X — Y)), the result-
ing symbol would have support also outside of Y). Thus, given o, |y, [0,,] is entirely determined
by the homomorphism 6, which we construct momentarily.

Construction 3.2. We want 6, to extend the symbol class [0, |y] at the torus fixed points to
aclass in Ky(TyX). At TX|y, the symbol is smooth and elliptic and therefore can be extended to
TU over some (possibly small) open neighborhood U O Y while preserving ellipticity'!. Note
that, since U is open, the zero-section over U is not compact and thus the extension of o,y
restricted to Ty U does not have compact support. This can be remedied by pushing the support
away from the zero-section on U — Y along the vector field v (which, by assumption 3.1 only
vanishes at Y) such that, on TyU, the support reduces to Y which is again compact. We can
perform the push via two maps

[5iTaU = TU,  (x,6) = (6, € £ g([€ho(x) (3.5

depending on whether we push in the direction of v or against it. Here, (x,§) € U x Ty, U are
local coordinates and g can be taken to be a bump function

1
11— , O0<u<l
g:Rso > [0,1], urs exP( 1—u2> =
0, u>1

10 More precisely, in the following we use the vector field that enters in the definition of P} which does not necessarily
have to be v. However, both choices yield isomorphic subbundles of 7 [10].
1 Use a retraction : U — Y which induces r* : Ky(TY) — Ky (TU).

1
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The role of g(|£]) is to make sure that, far away from the zero-section, (3.5) returns to the
identity. Schematically, the deformation can be depicted as follows:

We call f* the deformation maps; they induce homomorphisms
(f)" 1 Ku(TU) = Ku(TyU),  [o]+ [0 f7].

The resulting deformed symbol can then be extended to an element in Ky(7yX) using the
natural extension homomorphism'? ¢, for the open inclusion ¢ : TyU — TyX.

We summarise the construction above in the following definition.

Definition 3.3. (Extension homomorphism ;). Let X be a compact, simply-
connected smooth manifold with a 72-action producing a discrete set Y of torus fixed points.
Let U be an open neighborhood around Y and r: U — Y a retraction. We define the extension
homomorphism

0y : Kny(TX|y) i> Ky(TU) f—) Ky(TyU) N Ky(TyX) 3.6)
with f* induced by (3.5).

Remark 3.4. The construction of 6, is independent of the choice of retraction r and also of
the choice of open neighborhood U (so long as the extension to Ky(7U) is still elliptic).

Example 3.5. Let us illustrate the idea of the construction on a simple example'3. Consider
X = C? (i.e. we are only looking at one patch) and the complex

9:0%0 5 Q0 5 002,
The vector field v is taken to be
v = i€1(20; — 202) + iex(w0,, — WOy)

with €1, €, # 0 (NB: if €; /¢, ¢ Q then the orbit of v is dense in T?) and one fixed point at the
origin of C? (Y = {0}). Since Q2 is just the space of section of a trivial complex line bundle
over C? and Q*', Q% the spaces of section in 7§, C2, A>T C2, the symbol is given by

o : 7" (C* x C) — (T}, C?) — m*(A*T;,C?),

12 The natural extension homomorphism for an open inclusion ¢ : U — X is obtained as the induced homomorphism
from the map X — X /(XT — U™) ~ U™, where the + superscript denotes one-point compactification of the space
(in particular, X = X U pt for compact spaces X ). Intuitively, this map projects all the stuff living outside of U to just
a point, since we only care about what happens on U. For the induced map, this translates to a ‘trivial extension’.

13 Within the example, for clarity, we restore the proper notation for cotangent spaces.

12
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where 7 : T*C? — C?. On elements in the fibre over ((z, w), &) € T*C? the symbol acts as
o((z,w), u = E* Au. (3.7)

Note that o is already elliptic on C? (it is an isomorphism for £*! = 0). Therefore, starting on
Y, the extension to an open neighborhood is simply (3.7). Next, in order to reduce the support
of (3.7) to Y we apply f* which, as stated above, acts by precomposition of (3.5):

fro((z,w), &r)
= o((z,w), & £ g(|€r)k)

_ 0.1
- ST

1
exp (1 — 2) i(e1z2dzZ + e;w dw), |&r] € [0, 1)
. [ e

s

0, else

(3.8)

where £, denotes elements transversal to x = g(v, -), i.e. in the radial directions of C2. There-
fore, the new symbol (3.8) is invertible everywhere (including the zero-section £, = 0), except
when z = w = 0, i.e. except at the fixed point. The role of g(|¢;|) is to make sure that, far
away from the zero-section (|¢;| > 1), (3.8) returns to (3.7) (restricted to £;). It is easy to
see that (3.8) is a continuous deformation of (3.7) (restricted to &;). Finally, in this simple
setup, we can compute the elements in the cohomology of, say, the f*-deformed operator

0 — i(e1zdzZ + e;w dw) explicitly:

0. n_.m _ie z2+ie w|?
H . {Z we IH 2‘ ‘ }n,mENO,

2 _ e |12 i 2 4 —
*dz, 2w R G, e (3.9)

Hl . {Zn,wm eiel\z\ZJrieg\w

—n — i 2 e |lwl? 3= 3.—
H?- {anm elq\z\ +ieg|w| dZdw}n,meNO-

Here, for simplicity, we have neglected g in the deformation.

In the definition for 6, we were deliberately vague about which of the two maps in (3.5)
induce f*. The reason for this is the following: since Y is a discrete set, U a priori is a dis-
joint union | |, U; of open neighborhoods U; around each fixed point (/ = {1,...,[Y[}) so,
in particular, we could use T around some fixed points and f~ around the remaining ones.
However, if we want to satisfy assumption 3.1 using our vector field v to push (which is glob-
ally defined), it turns out that there are only two valid choices of deformations, which turn out
to be equivalent on the level of the index. We make the following

Claim 3.1. Given the symbol class [0,,|y] € Ku(TX|y), after a choice of f* on a neighbor-
hood U, of one fixed point, there is a unique assignment of deformation maps for all other
components of U = | |,.; U; which either matches the distribution of SD/ASD complexes at
the fixed points or its opposite.

13
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This can be seen as follows: let 'y, F, € Y be two fixed points and U, U, the open neigh-
borhoods around Fy, F,, respectively. Moreover, let cosw = 1 at F; and cosw = —1 at F, i.e.
the symbol o, is isomorphic to the SD one at F; and to the ASD one at F,. Concretely, from
(2.19) we obtain

%\Fl(x,ﬁ) ravr— (P+[§ A (1 —=Pya—+ *(5 A Pya)l,
- <£’(1 - Pv)a +P1xa>) ’ (3103)

Oulry(x,€) ar— (PTIEA (1 = Pya+*(E A Pa),
— (& (1 = Py)a — P.a)) (3.10b)

as the representatives of the respective symbol class [0y, |F, , ].

Since the symbols (3.10) are in fact elliptic on all of 7X (remember that, at the fixed points,
they are isomorphic to SD/ASD), we can extend U;, U, to open sets V| D Uj, Vo D U, such
that Vi NV, # () (in fact, since X is compact, we can extend the neighborhoods of all the fixed
points to an open cover of X). Applying the natural extension homomorphism in (3.6) should
yield a symbol homotopic to o, and such that (3.4) holds; this is only true if the deformation
of the symbols indeed extends in a compatible way on the intersection. It is immediate from
(3.10) that on V; N V,, we have the following equality'*:

0uF, (X, (X)) = 0u|F, (x, —v(x)). (3.11)

Hence, in order to be able to trivialize the symbol everywhere on 7(V; U V,) we need to deform
along the direction of v on V| and against it on V>, i.e. we use f T on TyU; and f~ on TyU,.
For if we were to use, say, f on both, the resulting symbol would no longer be a continuous
deformation, unless the push in v-direction vanishes on some subset of V| N V,. But then the
resulting symbol would be supported on the zero-section over that subset which contradicts
assumption 3.1.

If at F, the symbol was instead isomorphic to the SD one, the deformations would be triv-
ially compatible on V| N V;. Clearly, by checking compatibility according to (3.11) for all fixed
points, one finds that the assignment of = is dictated precisely by the distribution of SD/ASD
complexes at the fixed points. Note that we equally could have chosen to deform with f~
on TyU; and f * on TyU,. For example, on some X with three fixed points and complexes
(F1,SD), (F,, ASD),(F3, ASD), we can use either f*, f~, f or f~, f1, T, respectively.
However, we will find in section 4 that both choices yield the same index, i.e. the ambiguity
gets resolved on the level of the index.

Remark 3.6. Let us recapitulate here what our argument was. If assumption 3.1 holds true,
then knowledge of 6, is enough to give a description of the symbol [o,] in Ky (TyX) entirely
in terms of its description at the fixed points. But our construction above shows that, using the
Killing vector field v provided by the supersymmetry background, we can always construct a
0> such that the assumption is satisfied: this is ensured by choosing 6, such that (3.11) holds,
which makes sure that the support of the symbol is pushed off the zero-section in v-direction
everywhere on X except the fixed points.

141n order for this equality to be meaningful, the first summand of one of the two symbols has to be mapped from
Q*F to Q*~ or vice versa. The construction of P (cf[10]) dictates to use —m in (2.5) for this map.

14
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Moreover, it is easy to see that 6,0,y is a continuous deformation of o, (it is continu-
ously deformed along v in a neighborhood of the zero-section in 75 U; and the condition (3.11)
ensures that this deformation extends continuously on 7yX), i.e. the symbols are homotopic
and thus, [0,] = 02[0,|y] € Ku(TuX).

Finally, note that the construction of #, only depends on the form of the symbol at the fixed
points and not at any intermediate points in the manifold.

Remark 3.7. Note that, while our choice of v and, correspondingly, construction 3.2 indeed
satisfies assumption 3.1 for the symbol of (2.8), this is not, in general, the case for other sym-
bols. In order to determine their decomposition in (3.3) one would have to construct the maps
0; for i < 2 corresponding to the lower levels of the filtration (3.1) too.

4. Index computation

Before we determine the index of o for the complex (2.18) using the machinery developed in
[14], let us consider the following

Example 4.1. We return to the setting in example 3.5 were we computed explicitly the kernel
and cokernel of the deformed operator. Suppose now that €;, €; have a small imaginary part
and suppose further that Ime;, Ime; > 0. Then, only the exponentially decaying modes are
allowed, i.e.

: 2 412
HO _ {anm em\z\ +iey|w| }n,mENoa Hl _ 0’ H2 =0

(since either €; or €, turns into €;, respectively €, for H !"and for H? both of them do). Hence,
denoting the basic character of the two S! by t;, t, the equivariant index in this case gives

1 \"/ 1 \*
index = Zt}‘t’;’:Zﬂ’Zl‘TZ<l_tl> <l—t2> ,

n,meNq neNg  meNy

where the notation in the last equality is explained below and can be ignored for now. Had
we deformed the complex using f, all exponentials in (3.9) would have a minus sign in the
exponent and H? becomes the relevant one, hence

index = Y "D =Ny T

n,meNq neN meN

() (2a)

Although this is the basic idea of the index computation, the complex (2.8) is much more
complicated, so we resort to more abstract methods below.

We have seen in the last section that [¢] = [0,] + [6(A)] and o, can be replaced by a
symbol 6,0 |y which is supported only at the fixed points and homotopic to o,,. Now we can
apply the index homomorphism,

index 0 = ind 1[0, |y] + ind[o(A)]. 4.1

First, let us take care of the Laplacian part. Its index vanishes trivially by virtue of A being
self-adjoint on 3.

15
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Now for the first partin (4.1). Although we have come a long way from reducing the original
symbol (2.14) to essentially oy, it turns out that we can ‘break it up’ even further. For this,
note that 7 X|y can be viewed as a complex vector bundle over 7Y, namely as its normal bundle.
Hence, there is a Thom isomorphism ¢ : Ky (TY) = Ku(T X|y). It was shown in [14] that this
Thom isomorphism acts as multiplication'3 by [0(0)] € Kuxy@)(TuC?). Hence, our element
[0.|y] € Ku(T X|y) can be written as a (tensor) product of [¢(0)] and some element in K;(TY)
(to be determined below).

Finally, since the symbol 6,[c,,|y] is trivialized everywhere except in neighborhoods of the
fixed points, we can apply the excision property in [14] (theorem 3.7) to yield a sum over local
contributions to the index,

ind 0,[0,[y] = = _ind 65[o(D)] - ind[oF,]. (4.2)

icl

Here, s; € {—,+} and 9;" denotes the extension homomorphism (3.6) restricted to U;
(i.e. only going the first two steps in (3.6)), using as deformation map f*. Note that the product
of symbols via Thom isomorphism is respected by the index'®. Lastly, [oF,] € Ky(T{F;}) ~
R(H) denotes the element such that when multiplied with [o(9)] we obtain [o,, | r.] € Ku(TX|F,).
Note that the symbols on the right in (4.2) are over U; ~ R* ~ C2.

In order to determine the symbol class [oF,] we use the following propositions, whose proofs
are sketched in appendix A:

Proposition 4.2. For the (complexified). SD complex (2°,d" )¢ on C? there is an isomor-
phism

(€. d")e ~ (" @ (0 A'TCH,0® 1). (4.3)

Proposition 4.3. For the SD and ASD complexes, (Q°,d 1) and (Q°,d™), on C? there is an
isomorphism

(Q°,dH) ~ (Q°,d), 4.4)

induced by the map C* 3 (z1,22) — (31, 22).

From proposition 4.2 we can directly read off o7, for o, |, =~ o(d") as the complex of length
zero given by!’

O NTC?: ... 5050508 AT C>P=50—50—... 4.5)

with O & A*°T*C? at level zero. Note that the minus sign in (4.2) is due to the fact that the
symbol at the fixed point is isomorphic to the one of the folded SD/ASD complex (cf (2.10))
which starts at level one (while the 9-complex starts at level zero).

For o,,|r, >~ o(d™) at a given fixed point one simply applies proposition 4.3 first. This has the
effect of flipping the first weight for the T2-action around F;. Note that, equally well, we could
have chosen the isomorphism of proposition 4.3 to be induced by (z;,22) — (21, z2) instead.
One can check that the index (4.8) is still the same.

15 There is a product Ky(TY) ® Ky« (TuC?) — Ky (TX|y), with C? the fiber of the normal bundle. See theorem 4.3
in [14] for details.
16 See, for example, theorem 3.5 in [14].

17 Since O @ A*°T*C? is just a vector space, we can simply view it as a bundle over F; or T{F;}, hence its class is in
Ku(T{F:}).
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Finally, we are in a position to explicitly compute the full index of (2.8). Consider a patch
U, ~ C? around some fixed point F; € Y with complex coordinates (z;, z2). Let €, €, be coordi-
nates on Lie G such that t| = exp(i€;), f, = exp(ie;) are coordinates on G. We can then express
the infinitesimal weights o, 3 for the group action'® on (z1,2) € C? as of’ = 37 a{e;

with ag? € Zfori, j=1,2. Then we get

o)

2 2
indfop] =1+ [, =] (4.6)
i=1 =1
The first factor in (4.2) was computed in [14] theorem 8.1 and is given by

B 2 1 +
ind 05 [0(D)] = [ | (ﬁ) (4.7
—t Q;

i=1

with (-) denoting the Laurent expansion around ¢ = 0 and ¢ = oo, respectively'®. Finally,
assembling all individual contributions from above, the complex (2.8) has

2 2 s,
1 1
index 3=~ (1 +] |r“5”> [ 1 <1;—”>) : “38)
i=1 -k

lel k=1

The full equivariant index, taking into account the gauge-part, is obtained as (2.12). This is
our main result. To summarize, by noticing that assumption 3.1 holds for the complex (2.8)
obtained from localization, we are able to globally push the original symbol o off the zero-
section outside of the fixed points using 6,, thereby reducing its support to Y. We then employ
the filtration with respect to the group action to break down the index of the symbol in simpler
pieces that we can finally evaluate explicitly.

Remark 4.4. (Initial choice of deformation map). We found in section 3 an ambigu-
ity in the construction of #, arising from the initial choice of deformation map for the first
fixed point. However, both choices, f * and f7, lead to the same index which follows immedi-
ately from the fact that the resulting deformed symbols are both homotopic to the original one
(see remark 3.6). Hence, their index must agree. In the examples considered below, we show
explicitly that the ambiguity gets resolved on the level of the index.

Remark 4.5. (Non-trivial gauge backgrounds). In cases where the complex arises
from the expansion around topologically non-trivial connections such that ¢; # 0, i.e. there
is flux on X, the index is no longer given simply by (2.12). This is because there seems to
be no canonical way of defining an H-action on the gauge bundle. It is therefore appealing to
only consider H-equivariant bundles which was proposed in the five-dimensional setup [12]
by introducing equivariant curvature and fluxes. It was shown that this leads to a shift of the
Coulomb parameter ay — ap + k,-(e"l, eé), where k; is a function of the flux and isometry param-
eters €, €; at each fixed point i. Consequently, we would have to replace (2.12) by a sum over
the fixed points of the individual contributions in (4.8) multiplied by x aq(ao + k,-(e"l, 63)). How-
ever, it is an open problem at this point to formulate the index for non-zero flux for arbitrary X
and SD/ASD distributions.

18 Note that for fixed points with ASD complexes one needs to take the change in (local) complex structure according
to proposition 4.3 into account when determining af.j.).
19 The process of expanding around 7 = 0 or f = oo is commonly referred to as regularization.
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In any case, the isometry part at each fixed point can still be obtained as the summands in
(4.8), i.e. the general procedure (and, in particular, the regularization) can be extended to the
non-zero flux case.

Remark 4.6. (Hypermultiplet). Although not demonstrated explicitly here, the same rule
for the choice of deformation maps should hold for the hypermultiplet symbol, i.e. choose £+
at SD fixed points and f~ at ASD ones (or vice versa). For the hypermultiplet, the complex
at the fixed points roughly equates to the one of a chiral/anti-chiral Dirac operator (cf [11]).
Hence, upon applying appropriate transition maps (similar to (2.5)), the two symbols, once
extended to large enough open subsets, should be related in terms of (3.11) on the intersection.
On S* this was shown in [3, 8].

Hence, when working with localization on an ' = 2 theory over a simply-connected com-
pact four-manifold X, knowledge of the H = T>-action (i.e. the Killing vector field) and the
distribution of SD/ASD over its fixed points immediately gives the index as (4.8) and thereby
the one-loop partition function. In particular, we showed that the index can be computed from
the local (elliptic) contributions around the fixed points for an arbitrary assignment of SD/ASD
and these local contributions are combined by applying the correct Laurent expansions as
determined in section 3.

5. Examples

In this section we apply our result (4.8) for the index to various examples of four-manifolds
with H = T?-action, with different distributions of SD/ASD complexes at the fixed points of
the T'>-action. For convenience, we state here the Laurent expansions used in (4.8) explicitly:

1 + =
(1 —(y~> = _Ztnai = _tai - tzai o
- n=1
1 - - —no; —a; —20q
— =D =l

n=0

1 * - «; @ 2a;
(1_t(1i> =D =1 P

n=0
1 — o0
_ —noy . —0y 20
(1_t(”> = Zl = —¢ t
n=1

Most of the examples considered below have been presented in [ 10, 12] where they are obtained
from five-dimensional considerations. Our results, obtained in a purely four-dimensional way,
can be matched exactly by applying the following dictionary between expansions:

1 + o 1 -
1 —tw 11—’
1 - o 1 +
1 — o l—ra]’

where [-]* denotes the expansions used in [10]. Some examples presented below cannot be
obtained from five dimensions and are new results. At the end of this section we show how to

(5.1

(5.2)
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compute from the index the perturbative part of the SYM partition function (in the zero-flux
sector) on IF'!.

5.1. Sphere S*

We describe $* as the quaternion projective space HIP' with elements [g,,¢,] ~ [,4, ¢,¢] for
g € I and introduce local inhomogeneous coordinates g = ¢;g, ' = 7, + jz» on the northern
patch, where z;,2, € C, and ¢! = (z; — jz2)/|g|* on the southern patch. This choice gives
local complex coordinates (zj,z2) on the northern patch and (z;, —z;) on the southern patch.
T? acts by left-multiplication, ¢, — t;g; and g, — t>q,, which yields z; > #;7; 7, and 2o —
t;'t;'z5. From this action we can read off

() = <_11 :}) :

Note that the action of T2 on z; is instead 7; — tfltzzl and «;; changes correspondingly.

We consider two complexes (E?,d;) and (E3,3,) over S* given by (2.13) for different
SD/ASD distributions. In (EY, d,) we place SD complexes at both poles whereas for (E3, 9,)
we place a SD complex at the north pole and a ASD complex at the south pole. On the southern
patch, for (E3, d,), we employ proposition 4.3 and consider the isomorphic SD complex. The
isomorphism is induced by the map z; + z;, —2z» = —z, which implies a flip of the weight of
7 on the southern patch. Note that the weights which flip in this way are highlighted in bold-
face in all the examples below. The SD/ASD distribution and weights around the fixed points
for the two complexes can be conveniently displayed by the ‘Delzant polygon’ of $*:

The choice of deformation maps follows from claim 3.1 and is completely determined by
the distribution of SD/ASD complexes. Hence it is ‘+ at both poles for (E}, ;) and ‘+ at the
north and ‘— at the south pole for (E3, 9,).

Applying (4.8) yields the index of the two complexes:

n
index 0; = — (1 +1, )< -1t ) (1—11 5! ) (5.3)

. +

_(1+t1 (1 f l‘z) (1_1‘1 t2 )

. +

index 0, = —(1+t22)<1—11t2 ) (1—f1 ! )
5.4

—(1+t22)(1_t1t2 ) (1—tl ! )
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n2

Figure 1. We show the exponents of the weights in (5.4) for §*. Light blue points have
multiplicity one, blue points have multiplicity two.

Since (E7,0,) is everywhere a SD complex, in particular, it is elliptic. Hence, we expect the
index to be an element of R(H). This is confirmed by our computation:

index 0, = —1. (5.5)

The complex (E3, J,) on the contrary is transversally elliptic, hence its equivariant index will be
an infinite power series in (#1, " and (tl’ltz’ 1y with each term appearing with a finite multiplic-
ity. In figure 1 we plot the exponents n; and n, appearing for (¢, ") and (tl’lt; 1), respectively
and the corresponding multiplicity for each term.

In order to exemplify the comparison with [10], we consider the north pole contribution of
indexd;. The corresponding contribution in [10] is given by:

1 + 1 + 1 T 1 1
. 5.6
{l—tltz_l} {1—t1‘1t2‘1] + {l—tl_ltj {1—t1t2] (5.6)

Upon applying (5.2) we find:

1 + 1 + 1 + 1 +

<1—t1t2_1> <l—t1_lt2_l> +<l—t1“t2> <l—t1t2>
1 + 1 + n" N7/ g'st \T
= T -1 + T -1 5.7
I —nt; -1ty I —nt; -1ty
1 + 1 *
=(1+4+52
1+4 )<1—m;1> (1—tr‘t5‘>

which matches (5.3). All other contributions can be matched in the same way.

In section 4 we commented on how the ambiguity for the initial choice of deformation map
(here, the choice of ‘+’ or ‘—’ at the north pole, from which ‘—’ or ‘4’ then follows for the
south pole) gets resolved on the level of the index. We can now check this explicitly by taking
the other choice for the deformation map at the north pole which yields:
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1 - 1 -
index 8, = — (14152
ndex O =—{1+5 )<1—an1> (1—r11r21>
—(1+% ) ! ) (5.8)
RN 1—1'5!
1 - 1 -
index &, = — (14 1,2
ndex G =—{1+4 )<1—m21> (1—r11r21>

(1+86%) ! : ! : (5.9)
2\ —ut,! 1-'50) '

One can compare the contribution from each fixed point to that in (5.3) and (5.4). The effect of
changing the initial choice of deformation map, for each fixed point contribution, is to reverse
the exponents in the power series:

(n1,m2) — (—ny, —ny). (5.10)

However, it is apparent from figure 1 that the index is centrally symmetric in the (n;, n,)-plane
and therefore it is independent of the initial choice of deformation map. We will see below that
this point symmetry around the origin is also present for the other examples, hence, there is no
ambiguity on the level of the index.

5.2. Complex projective space CIP?

On CP? there is a T2-action with three fixed points present. We consider patches U; =
{lz1, 22, z31|z: # 0} with i = 1,2, 3 around each fixed point and introduce on U; inhomoge-
neous coordinates (ZZ/ZI,Z3/Z1), on whom 72 acts as Z2/Zl — [122/Z1, Z3/Z1 — t2Z3/Zl- This

produces
1 0
(aij) = (0 1) .

Similarly we cover U,, U; with inhomogeneous coordinates (z1 /22,73 /z2) and (22/73,21/23)
and obtain the respective a;;. We consider two complexes (E7, d;) and (E3, 0,) whose distri-
bution of SD/ASD and the weights of the 7%-action at the fixed points are given as follows?’:

—1 —1
4 it ity
ty! to
’ 7' t 7
Tttt TH ot

20 Note that rotating the +/— distribution does not affect the final result for the index. This can be viewed as just a
relabeling of the patches.
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n2

Figure 2. We show the exponents of the weights in (5.12) for CIP?. Light blue points
have multiplicity one, blue points have multiplicity two.

In the figure on the right, #; and 1, flip at the minus fixed points due to the use of proposition
4.3. We apply (4.8) to obtain the index of the complexes:

1 \"/ 1 \"
index 0; = — (1 + ;¢
index 0, (+12)<1_t1> (l—t2>
1 + 1 +
—(+1
e 2)<1—t11> <1—r11t2>

—(1+n6? ! ’ ! ’ (5.11)
2T 1-5') " '

, 1 \T/ 1 \*
index 0, = —(1 +t1t2)<1 — l1> (l — tz)
1 B 1 B
_(1+t2)<1—t1> <l—t1_1t2>
1 - 1 B
—(1 +t1)<1 —t1t21> <1 —t2> . (5.12)

The first complex is again associated to an elliptic differential operator on CP? and therefore
an element in R(H):

index 0, = —2. (5.13)

The complex (E3, 0,) is transversally elliptic and thus it is a power series in | and t,, with finite
multiplicities. The exponents and multiplicities are displayed in the (n;, ny)-plane in figure 2.
The resulting plot seems identical to the one on S*in figure 1, however, note that the weights
are different for both cases, hence, the index is too.

The two complexes considered above correspond to the SD and flip’ cases in [10] and
the index can again be seen to match those results (upon applying (5.2)). Finally, also in
this case index 0, is symmetric under a reflection (n;,n;) — (—ny, —n,) and the final result
is independent of the initial choice of deformation map.
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5.3. Hirzebruch surface F?

As a last example we consider the Hirzebruch surface Fy = {(z1,z;u1,u2)}/ ~ with
(21, 22), (u1, u2) € C*\{0} and

(21,223 u1,u2) ~ (2h, 23wy, ) <= AN, e C 2 (2], 25 uy, uh)
= (Az1, Azo; Apey, o).
Here we have a T2-actionz; — t1z1, u; — tu, with four fixed points. The four patches are cov-

ered by the usual choice of inhomogeneous coordinates. We consider three complexes (E}, 91),
(E5,0,) and (E3, 03) whose SD/ASD distribution and weights are given, respectively, by

—1,-1
bty + tita _ tita |
! ! t2
t1ty ? t1ty g t1ty

+ + -

ty! ty! t2
to to to to to to
¢ tf1+ +4y t1 t ¢ t1

Applying the index formula (4.8) yields:

) 1 \7/ 1 \*
index 61 = _(1 + t1t2)<1_t1> (1 — t2>
—(1+4'n) Ly ! .
A WS -1
1 * 1 *
— (1 +5'52
T+t )<1—t1‘t21> <l—t2‘>
arm( ) () (5.14)
Y\1=g! l—nt) ’ '

+
! ) , (5.15)
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n2
o
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Figure 3. We show the exponents of the weights in (5.15) on the left and (5.16) on the
right. Light blue points have multiplicity one, blue points multiplicity two, black squares
multiplicity three and white squares multiplicity four.

1 \t/ 1 \*
index53=—(1+t1t2)<l_tl> (l—lz)
1 N/ 1 \~
_(l+t1t2)<1—t2> <l—t1>
1 o1\t
_(1+t1t22)<1—t1t2) (l—t2>
1\ 1 -
_(1+t1t22)<1_t2> (1—%) . (5.16)

As expected, for the topologically twisted theory we find an element in R(H):

index 0, = —2. (5.17)

Similar to the previous examples the exponents and multiplicities of the weights are displayed
in figure 3 for the transversally elliptic complexes (E3, 0,) and (E3, 03).

The result for the index of (E3,d,) matches with [10], upon using (5.2). The index of
(E3,03), on the other hand, cannot be obtained in the five-dimensional framework®! but is
only accessible through our four-dimensional procedure and is therefore a new result. Finally,
also in this case indexd, and indexd; are symmetric under a reflection (ny, ny) — (—ny, —mny),
confirming again that the index is independent of the initial choice of deformation map.

Finally, as a physical application, let us compute the superdeterminant and, hence, the one-
loop contribution to the partition function for SYM on F! for the * + — +—" distribution
corresponding to (E3, 03). It was explained in section 2 that, in addition to the index result
(5.16), one needs to take possible ghost zero-modes into account. The way to do this is to
extend the field content by a number of pairs of constant scalar fields (a;, Qa;), (a;, Qa;) in the
adjoint of the gauge group, corresponding to the amount of zero-modes (Qa; has ghost number
of ¢, Qa; has ghost number of ¢). Therefore, we have ® = (A, ¢, a;, a;) now. They appearin V®
as additional terms of the form ¢ A *a; 4+ ¢ A xa;. Hence, according to (2.2) we can take them

2In d = 5 one usually considers only (contact) instantons. According to [12], reducing along different fibers produces
different distributions of instantons/anti-instantons on the four-dimensional manifold. (E},d;) and (E3, 0,) can be
obtained in this way whereas (E3, 03) cannot. In some sense, one is ‘running out of fibers” along which to reduce.
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to be zero-modes of D (remember we only care about the terms with highest-order derivatives)
and simply add this number of zero-modes to (5.16).

As was the case throughout this work, we limit our considerations to the zero-flux sector
(however, on general grounds one expects the full BPS locus to have flux-carrying solutions as
well; F! has two independent two-cycles). Since we expand around the trivial connection (and
F! has H(F') = R), both ¢ and ¢ have one zero-mode, so we have to add +2 to our index result
(5.16). For the full index, this has to be multiplied by the character of the adjoint representation
of the gauge group (cf section 2) and we obtain

(2 + index 0) - xad» (5.18)
where
Xad = 1KG + > expliap - ). (5.19)
acA

Here, the sum is over the roots of the gauge group and qay is the Coulomb parameter.
In order to compute the superdeterminant and, thus, the perturbative partition function in
terms of the index (5.18), we introduce the Y -function (cf [3, 8, 10]):

Tc(x\el, €)= H (e1n + €e2ny + x)
(nl,nz)GCﬁZZ
X H (€11 + ens + x), (5.20)

(n ,HZ)ECOQZZ

where C denotes a rational cone and C° its interior. One can determine the cones contribut-
ing to (5.16) from the plot on the right in figure 3. We define two cones C; and C, as
Ci:={(n1,n2) € Z?| ny,ny > 0} and C, == {(ny,n2) € Z*| ny > n; > 0}, respectively. Upon
converting our index result (5.18) to the superdeterminant using (2.4) and (2.3), we find, up to
factors independent of @y (which can be absorbed in the normalization):

sdet'/?

1
roR= 1] (ao_a)ZTCI(QO'04‘61,62)TC1(_00'04|€1,€2)
acAt (5.21)

Y%y - aler, )Y 2(—ag - aler, ).

The product is taken over positive roots and the factor in the denominator is due to the ghost
contribution and cancels with the Vandermonde determinant arising from the integral over a,
restricted to the Cartan subalgebra [8].

Comparing this expression with the result for the superdeterminant in the cases considered
in [10] (page 42) one notices that (5.21) has ‘double the amount’ of Y -functions. This is strictly
related to the fact that the * + — +—" distribution of complexes on [F; cannot be obtained by
reducing from a five-dimensional Sasakian manifold (i.e. the method used in [10, 12]) and
represents a novel result. Hence, our index computation constitutes the first step towards com-
puting the full partition function (also including flux, classical and non-perturbative part) of
the V' = 2 SYM theory on any compact, simply-connected manifold with arbitrary SD/ASD
distributions.
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Appendix A. Isomorphism of complexes

In this section we sketch a proof of the two propositions used in order to compute the index in
section 4.

Proposition 4.1.  For the (complexified). SD complex (Q°,d)c on C? there is an isomor-
phism

(Q°,dH)e ~ (" @ (O @ AT CH, 02 1).

Proof. (Sketch). First, note that the SD complex (Q2°,d™) is isomorphic [17] to

0— 0 — " a0 —0”?e0eal! —0, (A1)

where the bar denotes complex conjugation, e.g. o € Q% & W, then
o = ¢(2)dzy Adzy + P(2)dz; A dz,

for coordinates (z1,z2) € C2 (i.e. Q%2 @ Q% is real two-dimensional). Q‘l"l denotes the real

one-dimensional subspace of Q! along the Kihler form (which is Hermitian). This follows
from the fact that the Hodge star®®> * acts on elements in Q%2 Q% as complex conjugation

(hence, (1 — 02 @ Q02 — 0) and leaves the Kihler form invariant. We can ‘unfold’ Qll"l to
level zero and obtain

05 00a0W L 00lg0 ., 002a002 0 (A2)

The complexification thereof, (Q°,d")c, is simply given by the sum (Q%°,9) & (2*°, 9) of
two Dolbeault complexes. On the other hand, we have

QO,. ® (O D AZ,OT*) — (QO,O ® O) o (QO,. ® AZ’OT*). (A3)

Because the complexes are over C? it is easy to write down explicitly an isomorphism for each
summand separately, in such a way that they commute with the coboundary maps, giving rise
to an isomorphism of complexes.

22 The Hodge star on a complex manifold of complex dimension 2 is % : Q¢ — Q" "4 with %o = *a and * the usual
Hodge star extended to the complexification of Q7.
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Proposition 4.2. For the SD and ASD complexes, (Q°,d ") and (Q°,d™), on C? there is an
isomorphism

(Q°,d%) ~ (Q°,d),
induced by the diffeomorphism C* 3 (z1,22) — (31, 22).

Proof. (Sketch). We have seen in the (sketch) proof of proposition 4.2 that the SD complex
is isomorphic to (A.1). Complementary, the ASD complex is isomorphic [17] to

0— Q0= Q% a0 5 alt o, (A4)

where Q' denotes the real three-dimensional subspace of ! orthogonal to the Kihler form.
Let (z1, 22) denote the coordinates on C? and consider the smooth map

[C=C (@)= @)

Clearly, f is a diffeomorphism on C? and induces a map f* acting on il by pullback. It can
be verified explicitly by choosing bases for the respective spaces of forms that f* gives the
sought-after isomorphism. For example, we have

OV 3 i(dz A dzy — do A dz) — —idz Adzr +dza A d2) € Q)

and similarly for the remaining two basis elements. As in the last proposition, it can then be
verified by explicit computation that f* commutes with the coboundary maps.

Appendix B. K-theory and the symbol

In this appendix we introduce some basic notions of (topological) equivariant K-theory. In
particular, we state why the symbol can be considered an element of the K-group and why this
is relevant for the index computation. The exposition follows [18—20] closely and we refer the
interested reader to those references for a more detailed view on the subject.

Let X be a topological space which is compact and Hausdorff. The basic idea of K-theory is
to probe topological properties of X by considering complex vector bundles E — X of finite
rank over X. The set of all such vector bundles is denoted Vect(X). Since we are only interested
in topological properties, we only concern ourselves with these vector bundles up to bundle
isomorphisms and write Vect~(X) for the quotient space. This can be made into a semi-group
via the Whitney sum @ (which descends to the quotient; the class of trivial bundles over X
is the identity). The K-group of X is obtained by turning this semi-group into a group via the
Grothendieck construction:

Definition B.1.(K-group of X). The K-group of X is defined as the quotient K(X) =
(Vect~(X) x Vect~(X))/ ~, where for all Ey, E», Fy, F> € Vect~(X),

(E1,E») ~ (F1,F>): <= 3G € Vect.(X):E; @ F, ®G=E, ® F, & G.

The group action is given by (£}, E») & (F1, F2) = (E; @ F1, E; & F»).
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Intuitively, one might like to think of the equivalence class [(E}, E»)] as the ‘difference’
E| — E; of the two vector bundles. Note that the K-group?® K(X) is even a ring, by virtue of
the tensor product ® of vector bundles extending to the construction above.

Example B.2. The K-group over a point {pt} is given by K({pt}) ~ Z. Every vector bundle
over {pt} is just a vector space. Up to isomorphism, those are classified by their dimension.

We can also define maps between the K-groups of different spaces X, Y. Consider a con-
tinuous function f:X — Y. Then for any vector bundle E € Vect(Y), f induces the pull-
back bundle f*E € Vect(X). It can be checked that this extends to a ring homomorphism?*
[T K(Y) — K(X). In particular, from example B.2 we find K(X) — Z for the inclusion of a
point into X.

The attentive reader might have noticed that, in the main text, we always consider the K-
group over tangent bundles 7X, which are not compact, even if X is. However, they are still
locally compact and we can define their K-group in the following way:

Definition B.3. (K(X) for non-compact X). Let X be locally compact. Then its K-group
is defined by K(X) := K(X")/K({pt}). Here X* is the one-point compactification of X.

The relation of K-theory to the symbol of a complex of differential operators is established
through the following

Theorem B.4. Let C'(X) denote the set of compactly supported complexes of vector bun-
dles over X of length n, up to homotopy. Let Ci{(X) be the set of such complexes with empty
support. Then, forn € N:

K(X) ~ C"(X)/C(X).
C>®(X) denotes the direct limit under inclusion C"(X) C C"'(X).

Proof. See [20] theorem 2.6.1, p 88.
In order to appreciate the theorem above, we have to define the support of a complex:

Definition B.5. (Support of a complex). The support of a complex E* is the subset
supp E®* C X such that for x € supp E®, the sequence

l‘ﬂ—l(x) — En‘ﬂ—l(x) — En+1 “n’l(x) — ...

... — E"

is not exact.

In words, theorem B.4 allows to add to an existing complex an exact complex ‘at no cost’.
This is used, for example, when folding a complex. Although the resulting complex obvi-
ously differs from the original one, their support is identical and they belong to the same class
in K(X).

23 To be more precise, we have defined the group K °(X), corresponding (under a natural transformation given by the
Chern character) to even (rational) cohomology of X. There is also a group K' (X) corresponding to the odd part which,
however, we will not be concerned with.

2 Hence, K(-) can be viewed as a contravariant functor from the category of compact topological spaces with
continuous maps to the category of commutative unital rings with ring morphisms.
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For a complex of differential operators

s TEY Y rE) Y TEty — (B.1)

with I'(E") denoting the space of sections on E", the corresponding symbol complex o(d) is
given by

wpn—1 0"} «n " * n+1
o. —m T E"T —— mE" — 1'F — ... (B.2)

with 7 : T*X — X the cotangent bundle and ¢” bundle morphisms over X. By definition, if the
complex (B.1) is elliptic, then it is exact outside of the zero-section 5o : X — 77X, x = Or:x.
But so ~ X and X is compact, thus, we see that o(d) € C*(X) (or for a definite length n of
o(d), o(d) € C"(X)) and [o(d)] € K(X). Hence, we can use the power of K-theory to analyze
the symbol.

Let us now move on to the equivariant case. Consider a compact Lie group H acting on X
on the left via the map H x X — X, (h, x) — h - x with the usual conditions. This turns X into
an H-space.

Definition B.6. (H-vector bundle). A vector bundle 7 : E — X over the H-space X is
called an H-vector bundle, if E is an H-space such that

(a) respects the group action,i.e. mtoh =hom,
(b)the maps E|, -1, — E| -1, are linear maps for all & € H.

In complete analogy to the ordinary case, we can define the set Vect. y(X) of H-vector
bundles of finite rank over X, up to isomorphisms, and apply the Grothendieck construction to
get the equivariant K-group Ky (X). Note that the Whitney sum and tensor product are defined
in the ordinary way, turning Kx(X) into a commutative unital ring.

Example B.7. The equivariant K-group over a point {pt} is Kuy({pt}) ~ R(H). Here, R(H) is
the representation ring of H, obtained by applying the Grothendieck construction to the semi-
group of finite-dimensional complex representation spaces of H. This is a ring via the tensor
product.

Similarly to the ordinary case, continuous H-maps f : X — Y between H-spaces X, Y induce
homomorphisms f* : Kg(Y) — Ky(X).

Consider again the complex of differential operators (B.1) where now E" is an H-vector
bundle. We can define an H-action on s € I'(E") by (h- s)(x) = h - (s(h*1 - x)). If the cochain
maps d” commute with this H-action, we say that (B.1) is H-invariant. Then the cochain maps
of the symbol (B.2) are H-maps, i.e. the symbol also respects the H-action. Thus, we can define
the set Cf;(X) of all compactly supported complexes of length n of H-vector bundles over X
respecting the H-action, up to H-homotopy.

Finally, there is an analogue of theorem B.4, saying that

Kn(X) ~ Cy(X)/Cj 4(X).

For a proof, see [19] proposition 3.1, p 139. Hence, in particular, the symbol of an H-invariant
elliptic complex is (a representative of) an element in Ky (X).
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