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Sommaire

Cette thèse explore les promesses d’une structure minimaliste pour la formation de boîtes quan-

tiques. L’objectif de cette étude est d’accélérer le développement et la mise à l’échelle de processeurs

quantiques basés sur les qubits de spin dans le silicium. La structure minimaliste dite à grilles d’accu-

mulation séparées permet de former des boîtes quantiques et leurs réservoirs avec une seule couche de

grilles de contrôle. L’utilisation d’une seule couche de grilles promet une intégration plus aisée aux

procédés de fabrication industriels, un atout précieux pour la mise à l’échelle rapide des processeurs

quantiques.

Tout d’abord, la performance des dispositifs à grilles d’accumulation séparées est évaluée selon

sa capacité à atteindre le régime à porteur de charge unique, à contrôler la séparation des vallées

de la bande de conduction propre au silicium, et à ajuster le taux tunnel entre la boîte quantique

et son réservoir. En particulier, un paramètre permettant de quantifier l’orthogonalité de contrôle

entre le taux tunnel et l’occupation d’une boîte quantique est introduit. Une comparaison avec des

dispositifs à l’état de l’art révèle une performance équivalente de la structure à grilles d’accumulation

séparées selon ces critères. On démontre également pour la première fois l’avantage procuré par

l’utilisation de la grille d’accumulation du réservoir pour ajuster le taux tunnel. Ceci permet de

s’affranchir de la nécessité d’une grille de contrôle dédiée et de simplifier la fabrication des dispositifs

de boîtes quantiques. Par la suite, un modèle original est développé pour démontrer le rôle joué par

l’accumulation d’électrons dans le réservoir sur l’allure du diagramme de stabilité et l’orthogonalité

de contrôle.

Enfin, une étude du couplage entre deux boîtes quantiques dans ces dispositifs est présentée,

révélant la possibilité de mettre à l’échelle le nombre de boîtes quantiques avec une architecture

comprenant une seule couche de grilles de contrôle. Une caractérisation de dispositifs entièrement

fabriqués dans une fonderie industrielle silicium-sur-isolant est également dévoilée. Ces résultats

démontrent l’applicabilité de la structure à grilles d’accumulation séparées à des procédés industriels,

et mettent en valeur le potentiel de celle-ci pour accélérer l’avénement de dispositifs multi-boîtes

quantiques performants.

Mots clés : Boîtes quantiques, qubits de spin, silicium, grilles de contrôle, échelonnabilité, mise

à l’échelle, taux tunnel, orthogonalité, fabrication industrielle, processeurs quantiques.
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Introduction

Malgré la progression fulgurante des capacités de traitement de l’information des ordinateurs

modernes, autant ceux qui font partie de notre environnement quotidien (cellulaires, tablettes,

montres intelligentes), que les mastodontes utilisés pour la gestion des mégadonnées et le calcul

scientifique, certains problèmes restent fondamentalement difficiles à résoudre. Pour y remédier, un

changement de paradigme dans la façon d’encoder et traiter l’information est nécessaire.

Un ordinateur quantique, soit un système de traitement de l’information reposant sur les phéno-

mènes particuliers prédits par la mécanique quantique, permettrait d’encoder et manipuler l’infor-

mation d’une manière fondamentalement différente des approches classiques. Grâce aux propriétés

de superposition et d’intrication propres aux systèmes quantiques contrôlés, plusieurs problèmes

difficiles, voir impossible à résoudre même pour les meilleurs ordinateurs classiques, actuels ou

futurs, pourraient être résolus via des algorithmes quantiques [1, 2, 3, 4, 5].

Des processeurs quantiques à petite échelle sont de nos jours utilisés pour tester des algorithmes

quantiques et démontrer les éléments de base du calcul quantique universel [6, 7, 8]. À titre d’exemple,

en 2019, une tâche de vérification du niveau d’aléatoirité d’une série de nombres a été réalisée par

le processeur de 53 qubits supraconducteurs [9, 10, 11, 12] de Google en seulement 200 secondes

[13], donnant lieu à une première démonstration, quoique controversée, du potentiel disruptif d’un

ordinateur quantique [14, 15].

Bien que cet exploit ait été réalisé à l’aide de qubits supraconducteurs, ceux-ci ne sont pas les seuls

candidats en lice pour la réalisation d’un ordinateur quantique performant. De l’avis de plusieurs,

une des options les plus prometteuses est le qubit de spin semiconducteur [16, 17, 18]. Dans son

implémentation la plus simple conceptuellement, c’est le spin d’un électron de conduction dans un

matériau semiconducteur qui encode l’information quantique [19]. Le spin nucléaire ou électronique

d’un dopant [20, 21, 22, 23, 24, 25], les niveaux d’énergie définis par plusieurs spins [26, 27, 28], ou le

spin d’un trou [29, 30] peuvent aussi être utilisés.

Les boîtes quantiques en silicium sont particulièrement attrayantes pour confiner les électrons

formant les qubits et contrôler leur spin [31]. Dans celles-ci, les charges sont confinées à l’aide de

potentiels électriques appliqués à des électrodes, déposées à la surface d’un substrat de silicium. La

manipulation du spin se fait par une combinaison de champs magnétiques statiques, d’impulsions

1
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électriques micro-ondes, et de gradients de champ magnétiques. Un des avantages de ces boîtes

quantiques est leur compatibilité avec les méthodes de fabrication industrielles, le silicium étant le

matériau standard de l’industrie du transistor. Ceci ouvre la voie à une implémentation à grande

échelle de processeurs multi-qubits et à l’intégration d’électronique classique de contrôle à même les

puces quantiques [32, 33, 34].

L’avènement d’un ordinateur quantique utile basé sur des processeurs à multiples boîtes quan-

tiques en silicium nécessite une performance suffisante des systèmes quantiques individuels. Un

système quantique performant doit permettre l’initialisation de l’état du qubit, sa lecture, et sa

manipulation avec une haute fidélité, c’est-à-dire avec un haut taux de réussite [35]. Cette fidélité

devrait dépasser les 99.9% pour allouer un calcul quantique tolérant aux erreurs [36, 37]. Or, un autre

avantage des boîtes quantiques en silicium est qu’elles profitent de temps de cohérence du spin élevés,

atteignant 120 microsecondes avec l’utilisation de silicium isotopiquement purifié [38], et pouvant être

allongé jusqu’à 28 millisecondes avec des séquences d’impulsions correctives [39, 40, 41, 42, 43, 44].

Les superpositions d’états quantiques sont donc maintenues assez longtemps pour effectuer des

opérations logiques sur le qubit avec un faible taux d’erreur.

Plusieurs architectures de boîtes quantiques en silicium ont démontré leur potentiel pour former

des qubits performants [31]. Les plus populaires sont les hétérostructures Si/SiGe (silicium/silicium-

germanium)[45, 46, 47], les architectures MOS (métal-oxyde-semiconducteur) [38, 48, 49], et leurs

variantes les architectures SOI (silicium-sur-isolant ou silicon on insulator) [29, 50]. Des opérations

sur qubits avec une fidélité dépassant le seuil requis pour le calcul tolérant aux fautes ont ainsi été

réalisées dans différentes implémentations basées sur ces architectures populaires. Tout d’abord,

cette prouesse a été atteinte en utilisant le silicium purifié isotopiquement dans une architecture

MOS [38] et Si/SiGe [47], et en tirant profit des micro-aimants pour la manipulation rapide du

spin électronique dans le silicium naturel [46]. L’emploi de techniques d’optimisation d’impulsions

[51, 52] a également permis d’y arriver. On note que le calcul quantique universel requiert également

des opérations à deux qubits [53, 54], qui sont pour l’instant limitées à des fidélités de 78 %[55], mais

pour lesquelles l’atteinte de 99.99% est envisagée avec une optimisation des impulsions de contrôle

[56]. Les opérations à deux qubits ont tout de même été utilisées pour implémenter des algorithmes

quantiques à petite échelle [57].

En plus de l’expertise industrielle liée au silicium, d’autres caractéristiques des boîtes quantiques

en silicium en font des candidats prometteurs pour la réalisation de processeurs à grand nombre de

qubits. Notamment, l’opération cohérente d’un qubit de spin jusqu’à des températures supérieures

à 1 Kelvin [58] a été réalisée récemment, ce qui relâche grandement les contraintes expérimentales

pour le contrôle des qubits de spin, et devrait faciliter leur intégration à grande échelle. Les boîtes

quantiques se prêtent également aux intégrations multi-technologies, avec les dopants atomiques, les

circuits supraconducteurs, et plus encore. Considérant qu’un ordinateur quantique efficace devra fort

probablement tirer profit des avantages de plusieurs technologies en les combinant [59, 60, 61, 62, 63],

l’étude des qubits de spin semiconducteurs en vue de l’amélioration de leur performance est plus

que jamais d’actualité.
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Plusieurs propositions ont émergé dans les dernières années pour la réalisation de puces quan-

tiques avec suffisamment de qubits pour permettre l’implémentation de codes de correction d’erreurs

avec des boîtes quantiques, seules [64, 65] ou en combinaison avec des dopants [66]. Des réseaux

linéaires de 9 boîtes quantiques ont été réalisés, démontrant une bonne reproductibilité des proprié-

tés de chacune des boîtes quantiques [67] et le transfert rapide de charge d’un bout à l’autre d’une

courte chaîne de boîtes quantiques [68]. Plusieurs entreprises se sont également mises de la partie.

Notamment, Intel développe sa propre plateforme pour la réalisation de boîtes quantiques en silicium

isotopiquement purifié [69]. La participation des grands joueurs de l’industrie au développement

des processeurs quantiques permet un apport en ressources et en expertise primordial pour relever

les défis liés à la mise à l’échelle de la technologie. En effet, les meilleures avenues pour le choix des

matériaux, des structures, et des méthodes peuvent être dès maintenant explorées, en tenant compte

des contraintes supplémentaires apportées par l’intégration à grande échelle. Le potentiel d’une

technologie particulière pour la mise à l’échelle peut ainsi être quantifié par l’atteinte de conditions

d’échelonnabilité.

Parmi ces conditions d’échelonnabilité, on retrouve la nécessité de la cointégration des dispositifs

quantiques avec de l’électronique de contrôle classique [70, 37, 71, 72, 73, 66, 74, 75, 76]. La plateforme

choisie doit donc offrir un maximum d’options de cointégration et être compatible avec une utilisation

cryogénique [77]. Elle doit également être suffisamment simple en terme de design et de fabrication

pour se prêter à un processus de fabrication industriel. Ces derniers sont souvent très rigides car

élaborés soigneusement à travers les années pour maximiser la qualité des dispositifs commerciaux.

L’adaptation de ces processus, conçus pour la fabrication de transistors classiques, à la fabrication de

dispositifs quantiques, n’est donc pas sans défis. Conséquemment, les choix de la technologie, des

matériaux, et de la structure des boîtes quantiques sont primordials pour le succès de cet effort.

La majorité des dispositifs de boîtes quantiques en silicium à haute performance, c’est-à-dire

dont la fidélité d’opération est supérieure à 99.9%, et ayant formé des puces multi-qubits avec un

potentiel d’adressabilité (la capacité de manipuler des qubits distincts de façon indépendante),

sont des dispositifs de type accumulation multi-couches [38, 53, 46, 47, 55]. Ceux-ci comprennent

un minimum de deux couches de grilles de contrôles, comprenant des grilles d’accumulation en

polarisation positive qui aident à former des ilôts de charges et des réservoirs, en plus des grilles

de déplétion, utilisées en polarisation négative pour confiner les ilôts d’électrons et contrôler les

barrières tunnels entre ceux-ci. Les électrodes de contrôle dans ces dispositifs multi-couches se

superposent et recouvrent entièrement la surface active.

La superposition de grilles dans les dispositifs multi-couches assure un fort confinement et un

excellent contrôle électrostatique sur la région entourant les boîtes quantiques. Ces dispositifs en

mode accumulation ont donc atteint des niveaux de contrôlabilité hors-pair, grâce en partie à un

contrôle indépendant des réservoirs, des boîtes quantiques et des barrières tunnel, à travers des

grilles respectivement dédiées. D’un autre côté, des dispositifs en mode accumulation simple couche

sont également investigués, en raison de leur facilité de fabrication (une seule couche de grilles)

leur procurant un meilleur rendement, ce qui permet d’obtenir plus de dispositifs fonctionnels pour
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chaque ronde de fabrication [78, 79, 49, 80]. Cependant, il est généralement accepté que ces dispositifs

simple couche, malgré leurs avantages, sont moins versatiles que les dispositifs multi-couches. Il

existe donc un besoin pour une structure de boîte quantique en silicium offrant les avantages de

simplicité et de rendement de l’architecture simple couche, sans compromettre outre-mesure la

contrôlabilité et la versatilité nécessaires pour la réalisation de dispositifs multi-qubits.

Dans le but de faciliter le développement de dispositifs multi-qubits avec des processus industriels,

cette thèse présente une structure à grilles d’accumulation séparées à couche unique offrant un contrôle

accru par rapport aux structures simple couches précédentes. Cette particularité est obtenue grâce

à des grilles distinctes pour la formation du réservoir et de la boîte quantique. L’objectif de ces

travaux est de vérifier si cette structure simple et ses variantes répondent aux critères minimaux de

fonctionnement et d’ajustement des boîtes quantiques et d’étudier les caractéristiques uniques à cette

géométrie. La performance de la structure à grilles d’accumulation séparées sera comparée à celle

d’autres structures à l’aide de critères précis, afin d’étudier son niveau d’échelonnabilité. Notamment,

l’applicabilité à différentes architectures et matériaux populaires et utilisés dans l’industrie, le MOS

et le SOI, sera explorée. Des résultats préliminaires de mise à l’échelle de la structure à grilles

d’accumulation séparées seront également présentés.

La thèse est construite comme suit. Le chapitre 1 explique les concepts clés liés au fonctionnement

des dispositifs de boîtes quantiques en silicium et à la caractérisation de leur potentiel de mise à

l’échelle, et présente la structure à grilles d’accumulation séparées. Le chapitre 2 décrit les aspects

expérimentaux liés au projet, incluant les défis techniques, les montages expérimentaux, et les

méthodes de caractérisation préliminaire des dispositifs. Les chapitres 3, 4 et 5 présentent les résultats

obtenus sur des dispositifs à grilles d’accumulation séparées de type MOS. Leur performance est

comparée, en fonction de critères définis au chapitre 1, à celle des boîtes quantiques en silicium

parmi les plus performantes à l’heure actuelle. Enfin, le chapitre 6 explore des résultats préliminaires

de mise à l’échelle de la structure à grilles d’accumulation séparées dans les architectures MOS, et

présente les résultats de l’étude de dispositifs fabriqués selon un procédé entièrement industriel

silicium-sur-isolant.





Chapitre 1

Concepts clés

Le développement d’une architecture de boîtes quantiques échelonnable et intégrable aux pro-

cessus de fabrication industriels est d’une importance majeure pour la réalisation de processeurs

quantiques performants à large échelle. Dans cette optique, cette thèse étudie le potentiel d’une

architecture particulière, la structure à grilles d’accumulation séparées, qui tente de combiner les

avantages des architectures à l’état de l’art actuelles, soit les dispositifs à couche d’électrodes unique

et ceux à multi-couches.

Pour comprendre l’intérêt et les particularités de cette approche, une revue des concepts clés

liés aux boîtes quantiques en silicium et à la caractérisation de leur performance est présentée dans

le chapitre qui suit. Les principes d’opération des transistors métal-oxyde-semiconducteur et des

boîtes quantiques en silicium sont d’abord énoncés. Ensuite, des critères d’évaluation du potentiel

de performance et d’échelonnabilité pour les boîtes quantiques en silicium sont décrits. Par la suite,

la structure à grilles d’accumulation séparées et les dispositifs à l’étude sont présentés, après une

revue des dispositifs simple couche et multi-couches standards. Pour terminer, la structure du reste

de la thèse est énoncée.

1.1 Fondements des boîtes quantiques en silicium

Cette section détaille les concepts de base liées aux boîtes quantiques en silicium, en prenant

comme exemple les architectures métal-oxyde-semiconducteur (MOS). On explique d’abord les

mécanismes de formation des réservoirs de charge dans les transistors à effet de champ MOS. Ensuite,

la structure des dispositifs de boîtes quantiques est présentée et leur fonctionnement de base est

expliqué. Par la suite, la théorie du blocage de Coulomb, les méthodes de lecture de l’état de la boîte

quantique, et un bref aperçu des techniques de manipulation des qubits de spin sont présentés.
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1.1.1 Transistors métal-oxyde-semiconducteur à effet de champ

Les transistors à effet de champ métal-oxyde-semiconducteur (MOSFET) sont des structures

permettant de contrôler le courant circulant entre deux terminaux, la source et le drain, à l’aide du

voltage appliqué sur un troisième terminal, la grille. Les contacts ohmiques source et drain sont

formés par un dopage important de deux régions du substrat semiconducteur, qui est lui légèrement

dopé. Un oxyde recouvre le substrat pour le séparer de la grille métallique qui contrôle la densité

et le type de porteurs de charge dans le canal entre la source et le drain. Les transistors à canal de

type n sont formés d’un substrat légèrement dopé p et de contacts ohmiques fortement dopé n+. Le

substrat contient alors des trous comme porteurs de charge. Cette structure est schématisée au bas

de la figure 1.1(a). Les transistors de type p sont à l’inverse formés d’un substrat dopé n avec des

contacts ohmiques p+, avec des électrons comme porteurs de charge.

La figure 1.1 illustre les différents régimes d’opération d’un MOSFET, selon la tension V appliquée

sur la grille. On y montre l’allure des bandes d’énergie dans le substrat, ainsi que l’arrangement des

porteurs de charge résultant dans chaque cas, en prenant pour exemple un MOSFET à canal n. La

première situation illustrée est pour le cas V = 0. Dans ce cas, une courbure des bandes d’énergie

se produit à proximité de l’interface substrat/oxyde, dictée par la différence de fonction de travail

entre le matériau de la grille (Φm) et celui du substrat (Φs), et l’égalisation des niveaux de Fermi à

V = 0 [81]. La fonction de travail représente l’énergie nécessaire pour extraire un électron du niveau

de Fermi (l’amener à l’énergie du vide). Le niveau de Fermi (E f ) se trouve plus près de la bande de

valence (Ev) que de la bande de conduction (Ec) en raison du dopage du substrat.

La courbure des bandes peut-être éliminée si un voltage suffisamment négatif (V = VFB) est

appliqué sur la grille. C’est la condition de bande plate (figure 1.1(b)). Pour V < VFB, la courbure

des bandes s’inverse, et il y a accumulation de trous à l’interface Si/SiO
2

lorsque la courbure est

suffisante, puisque la bande de valence croise le niveau de Fermi. C’est le régime d’accumulation

(figure 1.1(c)). À l’inverse, pour V > VFB, la courbure des bandes est vers le bas, et éventuellement, la

bande de conduction croise le niveau de Fermi. On entre alors dans le régime d’inversion faible, qui

correspond à une accumulation d’électrons (inversion du type de porteurs de charges) à l’interface

Si/SiO
2

(figure 1.1(d)). Le régime d’inversion forte est atteint lorsque la concentration volumique

d’électrons à l’interface dépasse la concentration de dopants dans le semiconducteur, ce qui définit

la tension seuil V = VT (figure 1.1(e)). Le régime intermédiaire entre la condition de bande plate et le

début du régime d’inversion faible est nommé le régime de déplétion, puisqu’à ce moment l’interface

est vidée de ses porteurs de charge. En fait une couche de déplétion reste présente même lors de

l’apparition de la couche d’inversion, et isole celle-ci du reste du substrat. La tension appliquée

sur la grille du transistor permet donc de contrôler précisément la densité de porteurs de charge à

l’interface Si/SiO
2
. On note pour terminer que les MOSFET décrits ci-haut sont des dispositifs dits à

enrichissement, puisque le canal de conduction n’est pas formé lorsque le dispositif est dans son état

neutre (V = 0). Un dispositif inverse serait un MOSFET à appauvrissement, pour lequel l’état neutre

(V = 0) présente un canal de conduction formé.
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Figure 1.1 – (a) Schéma de la structure de bandes pour un MOSFET à canal n dans son état neutre,
à V = 0 (correspondant au régime de déplétion), et schéma d’une coupe latérale du dispositif
correspondant. Le niveau de Fermi E f dans le substrat (ligne pointillée) est aligné avec celui de la
grille métallique (en bleu). La grille est typiquement composée de silicium polycristallin, l’oxyde de
grille est du SiO

2
, et le substrat de silicium est légèrement dopé p. Les contacts ohmiques source et

le drain sont des régions fortement dopées n+ (en vert). Des signaux y sont appliqués et lus par des
contacts métalliques, à travers les vias, des trous traversant l’oxyde. La zone de déplétion, délimitée
par la ligne pointillée, est une région vidée de ses porteurs de charge. (b) Structure de bande dans le
régime de bande plate, à V = VFB, et coupe latérale du dispositif correspondant. La zone de déplétion
est inexistante dans ce régime. (c) Régime d’accumulation, pour V < VFB. La bande de valence (Ev)
croise le niveau de Fermi (E f ), menant à une accumulation de trous à l’interface Si/SiO

2
. (d) Régime

d’inversion faible, pour un voltage V = ϕb > 0. La courbure de bande est suffisante pour amener la
bande de conduction Ec à croiser le niveau de Fermi. Il y a alors formation d’une couche d’inversion
composée d’électrons, isolée du substrat par la zone de déplétion. L’énergie qψb correspond à la
différence entre le niveau de Fermi E f , et le niveau de Fermi intrinsèque du semiconducteur Ei. (e)
Régime d’inversion forte, pour V > VT , où VT est la tension de seuil du dispositif. La concentration
d’électrons dans la couche d’inversion est alors supérieure à la concentration de dopants, ce qui
assure un canal de conduction entre la source et le drain.
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b)a) Structure 3D d’une DBQ MOS
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Figure 1.2 – (a) Schéma de la structure 3D d’une double boîte quantique MOS. Les électrons sont
localisés en z dans le substrat, mais très près de l’interface Si/SiO

2
grâce à l’action des grilles électro-

statiques en silicium polycristallin (polySi) déposées à la surface de l’oxyde. Ces grilles peuvent être
utilisées en mode déplétion (vert) ou accumulation (rouge). Les grilles de formation des détecteurs
de charge sont omises par souci de clarté. Lorsque adéquatement polarisées, les grilles forment à
l’interface Si/SiO

2
les boîtes quantiques (BQs) et les réservoirs, en bleu dans l’image. (b) Schéma

de la formation des niveaux d’énergie par confinement électrostatique dans une boîte quantique.
Chaque niveau peut accommoder un électron de spin ↑ et un de spin ↓. Cette dégénérescence est
levée en présence d’un champ magnétique. (c) Circuit équivalent pour une boîte quantique contenant
N électrons couplée à un réservoir source par une barrière tunnel et par une capacité Cg1→BQ à
une grille g1. En pointillé, exemples de couplages additionnels possibles, à un ilôt k contenant Nk

électrons, un réservoir drain, ou une seconde grille g2. (d) Principe du blocage de Coulomb. En
raison de la discrétisation des niveaux d’énergie et des interactions électrostatiques, le transfert d’un
électron entre la boîte quantique et son réservoir n’est possible que lorsque le potentiel chimique
de la boîte BQ est aligné avec celui du réservoir R. (e) Exemple de blocage de Coulomb. Courant à
travers une boîte quantique de type SET (single electron transistor) dans un dispositif MOS similaire
au dispositif A1 présenté plus loin, dans un régime à multiples électrons. Le biais source drain est de
4 µV, et la température électronique est estimée à 125 mK (voir chapitre 2). (f) Diamants de Coulomb
obtenus en mesurant le courant à travers la boîte quantique IBQ pour un dispositif MOS (dispositif
B présenté plus loin), figure adaptée de [82]. Mesures réalisées en conductance différentielle avec
une excitation de 50 µV rms à 492.6 Hz appliquée sur le contact ohmique source et mesurée avec
amplificateur synchrone au drain. Cette technique permet notamment de mieux visualiser les niveaux
excités [83, 84, 17]. La température électronique est estimée à 160 mK.
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1.1.2 Boîtes quantiques métal-oxyde-semiconducteur

Les boîtes quantiques semiconductrices sont des structures servant à confiner une charge élec-

trique, le plus souvent un ou des électrons de la bande de conduction 1. La structure MOS typique

(substrat de silicium légèrement dopé, oxyde de grille, et grille métallique) se prête bien à l’implé-

mentation de ce type de dispositifs. En effet, en utilisant plusieurs grilles indépendantes plutôt

qu’une seule, il devient possible de former des ilôts d’électrons et des régions de déplétion, afin

de créer des réservoirs de charges, des boîtes quantiques, et des barrières tunnel. La figure 1.2(a)

montre un schéma pour la structure 3D d’un dispositif visant à former une double boîte quantique

avec deux réservoirs de charge. Ces structures sont des boîtes quantiques dites latérales, parce que le

transport électrique est contenu dans un seul plan en deux dimensions, et pour les distinguer des

boîtes quantiques verticales [18], colloïdales [87], ou auto-assemblées [88], par exemple. Pour la suite

de cette thèse, on considèrera que ce sont les boîtes quantiques latérales qui sont visées lorsqu’on

parles de boîtes quantiques, à moins que ce soit explicitement indiqué.

Lorsque implémentées dans un substrat de silicium, les boîtes quantiques sont le plus souvent de

type enrichissement avec canal n, c’est-à-dire que des tensions positives sont nécessaires pour créer

des réservoirs d’électrons (connectés à des contacts ohmiques) et des ilôts, et des tensions négatives

sur des grilles additionnelles viennent aider au confinement et à l’isolation de chacune des régions.

Ces grilles sont formées d’aluminium ou de silicium polycristallin dans la plupart des cas, et font

souvent seulement 10-20 nm de large [31]. Le confinement mène à un spectre discret ηi des niveaux

d’énergie de la boîte quantique (figure 1.2(b)), comme les électrons dans un atome [18].

On note par souci de clarté, que les dispositifs à enrichissement sont souvent référés comme des

dispositifs à accumulation dans le domaine de l’information quantique. Il s’agit cependant d’un abus

de langage, dont nous serons coupables dans le reste de cette thèse. Il ne faut pas confondre ce mode

d’opération avec le régime d’accumulation pour un MOSFET à canal n, pour lequel le canal se trouve

formé de trous. En fait, toute confusion devrait être évitée puisqu’aucun régime impliquant un canal

de trous ne sera exploré pour les travaux qui suivent. Ainsi, les grilles typiquement polarisées en

positif seront appelées grilles d’accumulation (en rouge à la figure 1.2(a)), puisqu’elles accumulent des

électrons, et les grilles typiquement polarisées négativement seront dénommées grilles de déplétion

(en vert à la figure 1.2(a)), puisqu’elles déplètent l’interface de ses porteurs de charge électroniques.

1.1.3 Blocage de Coulomb

Une boîte quantique peut être représentée par un ilôt de charge contenant N électrons, connecté

à un réservoir d’électrons R par une barrière tunnel. Celle-ci est décrite par une capacité Ct et une

résistance Rt en parallèle (voir figure 1.2(c)). Ce sont les transferts d’électrons entre la boîte quantique

et son réservoir qui peuvent être détectés et donner de l’information sur l’état d’occupation de

1. Un confinement de trous est également possible en sélectionnant le dopage du dispositif de façon appropriée, comme
mentionné ci-haut [85, 86, 29]
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charge de la boîte quantique, que ce soit lors de mesures en transport ou de mesures en détection de

charge, deux méthodes qui seront décrites à la section 1.1.5. Les réservoirs sont donc nécessaires

pour l’initialisation de la boîte quantique et pour sa lecture. Ainsi, chacune des grilles du dispositif

est couplée à la boîte quantique par une capacité Cg→BQ, et tout autre ilôt de charge k présent, que

ce soit une autre boîte quantique ou un réservoir, y est également couplé par une capacité Ck→BQ, tel

qu’indiqué à la figure 1.2(c).

Dans le modèle à interaction constante [89], l’énergie totale d’une boîte quantique dépend du

nombre d’électrons N qu’elle contient et est donnée par :

Etot(N) =
N

∑
i=0

ηi + U(N) (1.1)

où ηi est le niveau d’énergie du ieme électron de la boîte, et U(N) est l’énergie électrostatique du

système. Ainsi, le premier terme de l’équation représente l’énergie du système due uniquement au

confinement, l’équivalent des niveaux orbitaux dans un atome, alors que le second terme représente

l’énergie due à l’interaction électrostatique entre les électrons dans la boîte quantique. Dans ce

modèle on néglige les modifications aux niveaux orbitaux causées par les interactions électroniques,

mais ceux-ci dépendent du champ magnétique, suivant l’effet Zeeman.

Le potentiel chimique de la boîte quantique est défini comme l’énergie correspondant à la

transition entre l’état à N − 1 électrons et l’état à N électrons. Ainsi,

µ(N) = Etot(N) − Etot(N − 1)

=
N

∑
i=0

ηi + U(N) −
N−1

∑
i=0

ηi − U(N − 1)

= ηN + U(N) − U(N − 1)

(1.2)

où ηN est l’énergie orbitale du Nime électron dans la boîte. Pour déterminer U(N), on définit d’abord

V(N), la différence de potentiel entre la boîte quantique à N électrons et son réservoir, que l’on

suppose à la masse :

V(N) =
−eN

C
+ Vext (1.3)

où e est la charge élémentaire, et C est la capacité totale entre la boîte quantique et le reste du système,

soit C = ∑g Cg +∑k Ck (on a rendu implicite Cg,k→BQ). La quantité Vext est la contribution au potentiel

des charges externes, provenant des électrodes environnantes notamment, que l’on peut également

exprimer comme Vext = Qext/C [89].
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L’énergie électrostatique résultant de cette distribution de charge Qext est donnée par :

U(N) =
∫ N

0
−eV(N′)dN′

=
∫ N

0
−e(

−eN′

C
+

Qext

C
)dN′

=
e2N2

2C
− eNQext

C

(1.4)

On peut expliciter la contribution de la charge externe comme une somme des contributions de

chaque grille ou ilôt dans le système : Qext = ∑g CgVg + ∑k CkVk, avec Vg,k les potentiels appliqués

sur les grilles g ou les ilôts k (réservoirs, autres boîtes quantiques, etc.). On peut donc exprimer le

potentiel chimique par :

µ(N) = ηN + U(N) − U(N − 1)

= ηN + e2 N2

2C
− e

NQext

C
− e2 (N − 1)2

2C
+ e

(N − 1)Qext

C

= ηN − e2

2C
+

e2N

C
− eQext

C

= ηN − EC

2
+ NEC − EC

e
(∑

g

CgVg + ∑
k

CkVk)

(1.5)

où on a défini EC = e2/C, l’énergie de charge. L’espacement en énergie entre deux transitions

successives est donc défini comme suit :

Eadd = µ(N + 1) − µ(N)

= ηN+1 −
EC

2
+ NEC + EC − EC

e
(∑

g

CgVg + ∑
k

CkVk)

− ηN +
EC

2
− NEC +

EC

e
(∑

g

CgVg + ∑
k

CkVk)

= ηN+1 − ηN + EC

= ∆E + EC

(1.6)

L’énergie d’addition Eadd comprend donc un terme électrostatique, l’énergie de charge, et un terme

correspondant à l’espacement entre deux niveaux quantiques définis par le confinement de la boîte,

∆E, souvent appelé simplement l’énergie orbitale.

Dans le réservoir, le potentiel chimique est donné par l’énergie de Fermi. En effet, le confinement

électrostatique étant négligeable en première approximation pour un grand ilôt tel qu’un réservoir,

le terme orbital tend vers zéro, de même que le terme électrostatique, qui devient très petit pour

un grand nombre d’électrons en raison de l’écrantage. Ainsi, le potentiel chimique est une fonction

continue. Le niveau de Fermi est alors défini par rapport au bas de la bande de conduction dans la

région du réservoir.
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On peut visualiser les potentiels chimiques du réservoir et de la boîte quantique par une repré-

sentation en échelle, telle que présentée à la figure 1.2(d). Il apparaît que le transfert de charges entre

la boîte quantique et son réservoir n’est possible que lorsque le potentiel chimique de la boîte est

égal à celui du réservoir (en négligeant pour l’instant les effets thermiques et les effets de transport

à plusieurs électrons). Ainsi, pour une énergie d’addition non-nulle, lorsqu’un potentiel de grille

Vg est varié de façon continue, le transfert d’électrons sera bloqué sauf pour certaines valeurs bien

précises correspondant à un alignement du potentiel chimique de la boîte avec celui du réservoir.

C’est ce qu’on appelle le blocage de Coulomb (voir figure 1.2(d)). Pour une boîte quantique qui serait

connectée en série à un réservoir source et un réservoir drain, un courant est observable lorsque le

potentiel chimique de la boîte se trouve dans la fenêtre de transport définie par le biais appliqué

entre la source et le drain, Vsd. On observe alors des oscillations périodiques dans la conductance, les

oscillations de Coulomb, comme illustré à la figure 1.2(e).

Si le courant à travers la boîte quantique est mesuré en variant le voltage d’une grille Vg, et

répété pour différents biais source-drain, un diagramme dit de diamants de Coulomb est formé (voir

figure 1.2(f)). Les régions en diamants représentent les zones d’occupation fixe de la boîte quantique,

pour lesquelles le courant est bloqué. Les points de croisement de ces diamants, à Vsd = 0V, sont

les valeurs Vg pour lesquelles le potentiel chimique de la boîte est exactement aligné avec celui des

réservoirs. Les régions à l’extérieur des diamants sont celles pour lesquelles un courant circule car

les potentiels chimiques de la boîte se trouvent à l’intérieur de la fenêtre de transport créée par Vsd.

Il est même possible de distinguer des lignes de courant accru parallèles aux côtés des diamants,

qui correspondent à l’entrée de niveaux excités dans la fenêtre de transport. Enfin, on remarque

que le diamant pour les valeurs Vg les plus négatives ne se referme pas : cela indique que la boîte

quantique est vide. Il est donc possible de connaître précisément le nombre N d’électrons dans la

boîte en comptant ceux-ci à partir de zéro dans un tel diagramme. Par la suite, en isolant un seul

électron dans la boîte quantique, il devient possible de le faire osciller entre son état à spin up et à

spin down en lui donnant l’énergie nécessaire à la transition entre ces deux niveaux à électron unique

(voir sous-section 1.1.7). On a donc l’élément de base pour la formation d’un qubit de spin.

Effet de la température et du couplage réservoir-boîte quantique sur le blocage de Coulomb

Jusqu’à ce point dans la discussion, il a été sous-entendu que la température du système est nulle.

Lorsqu’on considère une température non-nulle, il faut adopter une distribution de Fermi-Dirac dans

les réservoirs. Cela mène à une probabilité de transfert des électrons même si le potentiel chimique de

la boîte n’est pas parfaitement aligné avec celui des réservoirs. Pour une température suffisamment

élevée, le blocage de Coulomb sera même complètement levé [89].

Pour pouvoir former un qubit à spin unique, il est nécessaire que l’énergie de transition spin

↑ vers spin ↓ soit supérieure à l’élargissement thermique de la distribution d’états des réservoirs.

Avec les limites techniques de formation des grilles de contrôle qui dictent la taille des boîtes

quantiques atteignables en laboratoire, il est généralement accepté qu’il est préférable d’opérer

les boîtes quantiques en silicium à des températures de 10 mK ou même moins, pour former des
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qubits pouvant conserver leur cohérence sur des temps suffisamment longs pour le calcul quantique.

Ces températures d’opération mènent typiquement à des température électroniques de quelques

centaines de mK ou moins, et peuvent procurer un élargissement thermique dans les réservoirs

suffisamment faible en comparaison de l’énergie Zeeman.

Le niveau de couplage de la boîte quantique aux réservoirs influence également l’allure des

oscillations de Coulomb. Un fort couplage est associé à une barrière tunnel de faible hauteur et/ou

largeur, offrant une conductance plus élevée et des probabilités de transfert de charge accrues pour les

états dans la queue de la distribution de Fermi-Dirac des réservoirs. Cela augmente les fluctuations

dans le nombre de charges sur la boîte quantique et se traduit par un élargissement effectif de

l’énergie de transition de la boîte, et donc des pics de Coulomb [83].

1.1.4 Diagrammes de stabilité

Les voltages appliqués sur les grilles de contrôle sont les principales variables permettant de

contrôler la configuration de charge dans une boîte quantique. Chaque grille est couplée distinctement

à la boîte quantique, et ce couplage peut varier selon l’état global du dispositif. Le couplage de chaque

grille est paramétrisé par une capacité Cg ou de façon plus pratique par un levier en énergie. Ainsi, le

levier αg d’une grille g sur la boîte quantique relie une différence de voltage ∆Vg et son effet sur le

potentiel chimique ∆µ :

∆µg = αg→BQ∆Vg (1.7)

où ∆Vg est défini positif pour un ∆µg négatif. À partir de 1.5, on trouve que :

αg→BQ = −e
Cg→BQ

Ctotal
(1.8)

où Ctotal est la capacité totale de la boîte quantique (BQ) avec toutes les grilles et ilôts. Le levier est

typiquement obtenu empiriquement, à l’aide de diamants de Coulomb ou de mesures de magnétos-

pectroscopie. Toutefois, une fois que le levier de l’une des grilles est obtenu, celui des autres grilles

peut être obtenu à l’aide d’un diagramme de stabilité avec de simples ratios.

Un diagramme de stabilité fournit l’information sur les configurations de charge stables de la

boîte quantique en fonction des voltages appliqués sur deux grilles distinctes. Chacune des grilles est

couplée capacitivement à la boîte quantique, tel qu’illustré à la figure 1.3(a). La boîte quantique est

placée en série entre un réservoir source et un drain, ce qui permet de mesurer le courant à travers

la boîte. La figure 1.3(b) montre un exemple d’un diagramme de stabilité expérimental pour une

boîte quantique où une grille du côté gauche de la boîte quantique (g1) et une du côté droit (g2)

sont balayées. Le courant entre la source et le drain est mesuré. Les combinaisons de voltages pour

lesquelles le nombre d’électrons N dans la boîte est fixe forment des régions de courant nul, séparées

par les transitions de charges, où le blocage de Coulomb est levé.



15

En calculant la pente ∆Vg1/∆Vg2 des transitions, on peut obtenir le ratio des leviers de chaque

grille sur la boîte quantique :

∆Vg1/∆Vg2 = αg2→BQ/αg1→BQ = Cg2→BQ/Cg1→BQ (1.9)

1.1.5 Mesures en transport et détection de charge

Il arrive parfois que la mesure du transport entre la source et le drain à travers la boîte quantique

ne soit pas possible. Cela peut être dû à un faible taux tunnel qui résulte en un signal difficilement

mesurable, ce qui arrive souvent lorsqu’on approche du régime à faible nombre d’électrons, ou à des

limitations dans le design du dispositif, par exemple lorsqu’une boîte quantique n’est connectée qu’à

un réservoir. Un faible couplage de la boîte quantique à son réservoir peut également être désirable,

puisque ce couplage est une source de décohérence et de relaxation du spin [17]. Dans ces situations,

la méthode de détection de charge permet d’obtenir l’information voulue sur l’occupation de la boîte

quantique. La détection de charge permet également d’accéder à des informations supplémentaires

avec un meilleur ratio signal-sur-bruit que dans les mesures en transport. Une structure spécialisée,

le détecteur de charge, doit alors être intégrée au dispositif.

Les détecteurs de charges les plus populaires sont les transistors à électron unique (single-electron

transistor ou SET) et les points de contact quantique (PCQ). Leurs modes de fonctionnement sont

présentés notamment dans la revue de Hanson et al. [17]. Plus récemment cependant, des techniques

de détection de charge utilisant les variations de couplage capacitif entre la boîte quantique et une

grille du dispositif connectée à un circuit d’amplification ont été démontrées [90, 91, 92, 93, 94, 95].

L’avantage dans ce cas est qu’aucune structure électrostatique supplémentaire n’est nécessaire,

réduisant ainsi l’espace requis par dispositif sur la puce électronique. Les défis et possibilités reliées

à cette méthode seront brièvement abordés au chapitre 6 dans le cadre de l’étude des dispositifs

de boîtes quantiques fabriqués industriellement. Plus de détails sont également présentés dans le

mémoire de Claude Rohrbacher [96].

Un SET est une structure formée électrostatiquement placée à proximité de la boîte quantique

sous étude de façon à ce que le courant qui y circule, ISET , soit fortement modulé par l’état de charge

de la boîte quantique, via leur couplage capacitif [97, 98, 99, 100]. Le SET est typiquement une boîte

quantique reliée en série à deux réservoirs, tel qu’illustré à la figure 1.3(c). Avec un choix approprié

des voltages sur les grilles d’accumulation et de déplétion, lors du balayage d’une grille g ayant un

couplage capacitif Cg→SET avec le SET et Cg→BQ avec la boîte quantique, le courant à travers le SET

varie périodiquement selon αg−SET , avec une période ∆Vg−SET : ce sont les oscillations de Coulomb.

Simultanément, le potentiel chimique dans la boîte quantique, µBQ, se déplace suivant αg−BQ. Lorsque

le voltage de la grille g est tel que µBQ est aligné avec le niveau de Fermi de son réservoir, un électron

sera ajouté ou enlevé à la boîte quantique. Ce changement dans la charge sur la boîte quantique vient

modifier abruptement l’environnement électrostatiques du SET, et est équivalent à un changement

de voltage effectif appliqué sur la grille g. Le résultat est un saut dans le courant mesuré, comme
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Figure 1.3 – (a) Circuit équivalent pour une boîte quantique en série avec deux réservoirs, source
et drain, et couplée à deux grilles, g1 et g2, via les capacités Cg1→BQ et Cg2→BQ respectivement. (b)
Diagramme de stabilité en transport pour une boîte quantique MOS de type SET dans un régime à
grand nombre d’électrons. Le signal est mesuré via un amplificateur synchrone au niveau du drain,
avec une excitation VAC = 50µV sur la source. Les transitions de charge séparent les régions de
courant nul qui correspondent à un nombre N fixe d’électrons. La pente ∆Vg2/∆Vg1 donne le ratio
des leviers en énergie de chacune des grilles. (c) Circuit équivalent pour une boîte quantique couplée
via CBQ→SET à un SET. La grille g est couplée à la BQ et au SET via les capacités Cg→BQ et Cg→SET

respectivement. (d) Courant à travers le SET en fonction de Vg en présence de transitions de charge
dans la BQ. La période des oscillations de Coulomb du SET est donnée par ∆Vg→SET . La période
des transitions de charge de la BQ est donnée par ∆Vg→BQ. Le déplacement effectif de la courbe du
SET (ligne pleine versus ligne pointillée) suite à l’ajout/retrait d’une charge dans la BQ est donné
par δVge f f . (e) Diagramme de stabilité obtenu en détection de charge pour une boîte quantique MOS
couplée à un SET. Le signal tracé correspond à la dérivée du courant dans le SET.
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si le voltage de la grille g avait été changé instantanément de δVge f f = − Ec
e

CBQ−SET

Cg−SET
. La figure 1.3(d)

compare le courant mesuré dans un SET lorsque des transitions de charge de la boîte quantique sont

traversées ou non. On observe des oscillations de Coulomb de période ∆Vg−SET avec des translations

abruptes à une fréquence ∆Vg−BQ = − Eadd
e

Ctotal
Cg−BQ

.

Les techniques de détection de charge sont efficaces même lorsque la conductance entre la boîte

quantique et son réservoir est très faible, jusqu’à des taux tunnel de quelques Hertz et même moins

avec les méthodes d’amplification appropriées (voir le chapitre 2). La sensibilité au changement

d’état de charge de la boîte quantique et la robustesse du SET à une grande variation de paramètres

peuvent être ajustées en choisissant son régime en fonction de la phase d’étude du dispositif dans

laquelle on se trouve. Par exemple, dans la phase exploratoire visant à repérer les transitions de

charge de la boîte quantique dans l’espace des voltages de grilles, on favorisera une large plage de

sensibilité minimale au détriment d’une sensibilité de charge optimale pour augmenter les chances

d’observation. Le régime de prédilection pour le SET comprend souvent des barrières tunnel peu

opaques, de façon à lever partiellement le blocage de Coulomb et produire des oscillations sans

régions de courant nul, comme à la figure 1.3(d). La figure 1.3(e) montre un diagramme de stabilité

obtenu en détection de charge, où on a pris la dérivée du courant à travers le SET. Ici les transitions

de charge de la BQ apparaissent comme des lignes très étroites superposées à un arrière-plan des

oscillations de Coulomb du SET.

Au contraire, lorsque les transitions de charge sont identifiées et que l’on veut mesurer les

propriétés de la boîte quantique avec le meilleur ratio signal sur bruit possible, on choisira un régime

qui produit les pics de Coulomb les plus étroits possible. Ainsi, un changement de charge sur la

boîte quantique produit une grande variation dans le courant du SET. Un régime plus fermé et

fortement confiné est alors préférable, et les voltages de grilles seront choisis de façon à se placer sur

le flanc du pic de Coulomb, là où la sensibilité de charge est maximale, comme on peut le remarquer

à la figure 1.3(d). Il est même possible de compenser activement le courant dans le SET avec une

boucle de rétroaction pour que toutes les transitions de charge à observer soient mesurées au point

de sensibilité maximale du pic de Coulomb du SET [101].

De son côté, un PCQ est une constriction électrostatique connectée à deux réservoirs [102, 103].

En formant une constriction assez étroite à l’aide des tensions de grilles adjacentes, on peut atteindre

un régime quantique où le nombre de canaux de conduction devient quantifié. Des plateaux de

conduction associés à chacun de ces canaux sont alors observés, séparés par des régions de change-

ment abrupt du courant. Dans ces régions, la conductance du QPC est très sensible à un changement

de l’environnement électrostatique, en faisant un détecteur de charge très performant. Les PCQs ont

été peu utilisés dans cette thèse, et ne seront donc pas examinés davantage ici.
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1.1.6 Cas d’une double boîte quantique

Jusqu’à présent, la discussion a été limitée à l’étude d’une simple boîte quantique, c’est-à-dire

un seul ilôt de charge connecté en série, à un ou deux réservoirs de charges. Cependant, pour

l’implémentation de certaines saveurs de qubits de spin et pour la réalisation de portes logiques à

deux qubits, une nécessité pour le calcul quantique universel [6, 104, 105, 106, 107], le contrôle de

boîtes quantiques multiples couplées est essentiel.

En présence d’une double boîte quantique, il faut généraliser les concepts présentés ci-haut

pour inclure un couplage distinct de chaque grille à chaque boîte quantique, et un couplage entre

les boîtes quantiques elles-mêmes [17, 108]. On considère ainsi deux ilôts séparés par une barrière

tunnel, modélisée par une capacité Cm et une résistance Rm en parallèle (voir figure 1.4(a)). Le

couplage capacitif signifie qu’un changement de charge sur l’une des boîtes affectera l’environnement

électrostatique de l’autre boîte, créant des discontinuités dans le diagramme de stabilité par rapport

au cas de deux boîtes quantiques complètement découplées. À la figure 1.4(b), on remarque donc

la présence de deux types de transitions associées au transfert de charge entre les réservoirs et

chaque boîte quantique, et d’un troisième type de transition correspondant aux transitions de charge

entre les deux boîtes quantiques. La résultante est le diagramme typique en nid d’abeille lorsque

mesuré en détection de charge, où l’occupation N1 de la boîte quantique de gauche et N2 de la boîte

de droite est indiquée pour chaque région de stabilité du diagramme par (N1, N2). Les transitions

mises en évidence en vert et celles en bleu sont inclinées en raison des capacités croisées (effet de la

grille g2 sur la boîte 1 et vice-versa, respectivement). La troisième catégorie de transitions, en rouge,

indique les régions où les potentiels chimiques des boîtes quantiques restent alignés ensemble. Les

points de croisement des trois types de transition sont appelés les points triples. Une vue rapproché

schématisée des points triples de l’encadré rouge est présentée à la figure 1.4(c). Lors de mesures en

transport, seuls ces points triples seraient visibles, puisqu’ils correspondent au transfert cyclique

de charges de la source au drain en passant par les boîtes quantiques [17, 108, 109]. L’alignement

des potentiels chimiques des boîtes quantiques à la position des points triples est illustré dans les

encarts de la figure 1.4(c).

La distance entre les points triples donne directement l’énergie de couplage ECm entre les boîtes,

lorsqu’on fait le calcul à partir des leviers des grilles. Pour sa part, le couplage tunnel résultant de la

composante "résistive" de la barrière tunnel entre les boîtes quantiques modifie les niveaux d’énergie

du système, puisque les électrons peuvent maintenant être délocalisés à travers les deux boîtes

quantiques et former des états liés et anti-liés [17, 109]. À la figure 1.4(c), un couplage tunnel non-nul

induit une courbure des transitions de charge à proximité des points triples (lignes pointillées) par

rapport au cas à couplage nul (lignes pleines), ce qui éloigne les points triples l’un de l’autre, d’une

énergie égale à 2|tc|. Dans le cas où le couplage tunnel est trop faible pour produire une courbure

visible des transitions à proximité des points triples, il reste possible, en détection de charge, d’obtenir

une estimation de sa valeur à partir de la largeur de la transition inter-boîte (transition rouge à la

figure 1.4(b) et (c)) [110, 111].
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Figure 1.4 – (a) Circuit équivalent pour une double boîte quantique couplée par une barrière tunnel
avec capacité Cm et résistance équivalente Rm. La BQ1(2) contient N1(2) électrons. On considère l’effet
de deux grilles, g1 et g2, couplées capacitivement à BQ1 via Cg1→BQ1 et Cg2→BQ1 respectivement,
et à BQ2 via Cg1→BQ2 et Cg2→BQ2 respectivement. Les capacités croisées sont indiquées en rouge.
(b) Diagramme de stabilité expérimental obtenu sur une double boîte quantique de type MOS
en détection de charge. Le signal correspond à la dérivée du courant à travers le SET. Les boîtes
quantiques se trouvent dans un régime à grand nombre d’électrons (N1, N2). Les transitions de charge
entre BQ1 et le réservoir source sont mise en évidence par un tracé vert, tandis que les transitions
entre BQ2 et le réservoir drain sont en bleu. Les transferts de charge entre BQ1 et BQ2 sont mises en
évidence en rouge. L’encadré rouge correspond à une vue rapprochée schématisée des points triples
présentée en (c). (c) Vue rapprochée schématisée des points triples de l’encadré rouge en (b). Les
lignes pleines illustrent le cas avec couplage tunnel tc = 0, alors que les lignes pointillées montrent
l’allure du diagramme de stabilité lorsque tc > 0. La séparation entre les points triples correspond à
l’énergie de couplage capacitif ECm, et est augmentée de 2tc en présence d’un couplage tunnel. Les
encarts illustrent l’alignement des potentiels chimiques des boîtes quantiques 1 et 2 (µ1(N1, N2) et
µ2(N1, N2) respectivement) à la position des points triples. (d) Illustration du contrôle du couplage
tunnel inter-boîte via les voltages appliqués sur les grilles g1, g2 et gt, qui contrôlent respectivement
principalement le potentiel au niveau de la boîte 1, de la boîte 2, et de la barrière.
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Les couplages capacitif et tunnel entre les deux boîtes quantiques sont principalement contrôlés

par la hauteur et la largeur de la barrière tunnel les séparant , et donc indirectement par le profil

de confinement produit par les grilles. Un contrôle adéquat peut être obtenu en combinant l’effet

de 3 grilles : g1 et g2, qui contrôlent principalement le profil au niveau de la BQ1 et de la BQ2

respectivement, et gt, qui détermine principalement la hauteur de la barrière inter-boîtes. Ce système

est illustré à la figure 1.4(d).

1.1.7 Opération des qubits de spin

Bien que cette thèse ne contienne pas de résultats d’opération de qubit de spin, il est pertinent

d’en décrire les concepts de base. Cela permettra de mieux identifier les conditions de succès et

la pertinence de la structure à grilles d’accumulation séparées, qui sera présentée dans la section

suivante.

Le qubit est l’unité fondamentale de l’information quantique. Il s’agit d’un système à deux

niveaux, qui évolue dans un espace de Hilbert de dimension 2. Pour un électron confiné en présence

d’un champ magnétique externe, une séparation Zeeman des niveaux d’énergie spin up et spin down

se produit (figure 1.5(a)). Dans l’implémentation conceptuellement la plus simple d’un qubit de

spin, ce sont ces deux niveaux d’énergie qui sont utilisés pour former le qubit et ses états |0⟩ et |1⟩.
L’état d’un qubit de spin unique peut-être représenté par un vecteur reliant le centre et un point sur

la surface de la sphère de Bloch [112] 2. Tel que présenté à la figure 1.5(b), le vecteur nord représente

l’état |1⟩, le vecteur sud l’état |0⟩, alors que les autres directions correspondent aux superpositions

de ces états. Les opérations quantiques reviennent à amener le qubit d’un point sur la sphère de

Bloch à un autre.

Pour le calcul quantique en circuit [104], les algorithmes sont construits en appliquant une

succession d’opérations quantiques simples, nommées portes logiques, sur un ou plusieurs qubits

ayant été préalablement initialisés dans un état donné. Les qubits sont ensuite mesurés pour obtenir le

résultat du calcul. Cette mesure peut être partielle, c’est-à-dire qu’elle ne révèle pas toute l’information

sur l’état des qubits afin de ne pas détruire les superpositions quantiques, et effectuée à plusieurs

reprises au cours de l’algorithme, en particulier dans le cas de la correction d’erreurs quantique [113,

114, 115]. Trois étapes clés au coeur de ce processus de calcul, soient l’initialisation, la manipulation, et

la lecture, sont décrites brièvement dans ce qui suit pour les qubits de spin dans les boîtes quantiques.

2. Ceci est valide pour un état quantique pur. Un état mixte est plutôt représenté par un point à l’intérieur du volume de
la sphère [104].
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Figure 1.5 – (a) Illustration de la séparation des niveaux d’énergie d’un spin en fonction du champ
magnétique via l’effet Zeeman. Les états de spin ↑ et ↓ forment les états du qubit. (b) Sphère de Bloch.
Un état |Ψ⟩ d’un qubit est représenté par un point à la surface de la sphère de Bloch. (c) Oscillations
de Rabi. La fraction f↑ correspond à la probabilité de mesurer le spin dans son état up. Le désaccord
en fréquence νESR − ν0 est varié, avec νESR la fréquence d’excitation et ν0 la fréquence de résonance
du qubit. Sur l’autre axe, c’est la durée de l’impulsion ESR qui est variée. La demie-période des
oscillations Tπ opur νESR = ν0 est d’environ 2.5 µs. Encart : oscillations attendues selon calcul. Figure
adaptée de [38]. (d) Illustration de la lecture de l’état de spin d’un électron unique (single-shot readout).
À gauche, les niveaux d’énergie spin ↑ et ↓ sont placés de part et d’autre du potentiel chimique
du réservoir. Un électron de spin ↑ (vert) possède une énergie suffisante pour quitter la BQ, et être
ensuite remplacé préférentiellement par un électron de spin ↓. Un électron de spin ↓ (magenta)
ne peut pas quitter la BQ dans cette configuration. À droite, illustration du signal mesuré dans
un détecteur de charge lors de la lecture du spin. Le graphique du haut représente le cas où, en
plongeant profondément les potentiels chimiques de la boîte sous le niveau de Fermi du réservoir, un
électron de spin ↑ a été chargé dans la BQ. Les potentiels chimiques pour ↑ et ↓ sont ensuite ramenés
de part et d’autre du niveau de Fermi, comme dans le schéma de gauche, pour la lecture. L’électron
de spin ↑ s’échappe alors de la BQ, produisant une augmentation soudaine du courant dans le SET
adjacent. Lorsque celui-ci est remplacé par un électron de spin ↓, le courant redescend. Le graphique
du bas représente la situation où c’est plutôt un électron de spin ↓ qui a été chargé dans la BQ. Dans
la phase de lecture, l’électron ne peut pas s’échapper, et il n’y a donc pas de changement de signal
dans le SET. Figure adaptée de [38].
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Initialisation du qubit

La méthode la plus élémentaire pour former l’état initial d’un qubit de spin est de laisser la

boîte quantique thermaliser avec son environnement [19, 7] et se placer dans son état fondamental.

Cette méthode est toutefois plutôt lente. Pour éviter de limiter la vitesse des calculs quantiques, une

initialisation basée sur le blocage de spin [116, 117, 118] peut être employée [26, 119]. En général, à

cette étape, le taux tunnel vers le réservoir doit être élevé pour favoriser une initialisation rapide.

Certaines méthodes emploient même un contrôle précis du taux tunnel de façon dynamique pendant

la procédure pour initialiser la boîte quantique rapidement [120].

Manipulation du spin dans les boîtes quantiques

Les méthodes typiques de manipulation du spin électronique fonctionnent selon les mêmes

principes que la technique plus connue de résonance magnétique nucléaire [121]. Lors de la manipu-

lation par résonance de spin électronique (electron spin resonance, ESR) [119, 122, 123], une impulsion

électromagnétique, avec une amplitude perpendiculaire à la direction du champ magnétique externe

et dont la fréquence correspond à la séparation en énergie entre les états |0⟩ et |1⟩, induit une rotation

du spin. La durée de l’impulsion détermine ainsi l’angle de la rotation et donc l’état final sur la

sphère de Bloch. La phase du signal détermine quant à elle l’axe de rotation du spin. La fréquence de

rotation du spin induite est appelée la fréquence de Rabi. L’amplitude de l’impulsion ESR influence

également la fréquence de Rabi.

La figure 1.5(c) illustre un exemple de mesure des oscillations de Rabi dans une boîte quantique

en silicium. Le signal correspond à la probabilité de mesurer le spin dans son état up ou down.

La durée de l’impulsion ESR est variée contre la fréquence de celui-ci. L’amplitude maximale des

oscillations de Rabi, qu’on appelle la visibilité, est optimale lorsque la fréquence de l’impulsion ESR

correspond exactement à la fréquence du qubit. La fréquence des oscillations permet de déterminer

la longueur de l’impulsion à appliquer selon l’état quantique que l’on souhaite préparer. Par exemple,

pour effectuer une rotation d’un angle π sur la sphère de Bloch, il faudra environ 2.5 µs dans le cas

de la figure 1.5(c).

On remarque également que l’amplitude des oscillations diminue en fonction de la durée des

impulsions. Ceci est dû au phénomène de décohérence, qui peut être compris comme la perte de

l’information suite à l’interaction du système quantique avec son environnement [124, 125, 126, 127].

C’est donc un phénomène que l’on cherche à minimiser puisqu’il affecte la performance du qubit.

Pour quantifier cette performance, on utilise souvent le facteur de qualité Q du qubit [128]. Il est

défini grossièrement comme le ratio du temps de cohérence sur le temps requis pour une opération

élémentaire, typiquement une rotation π/2. Le facteur de qualité est donc un estimé du nombre

d’opérations élémentaires qu’il est possible de réaliser sur un qubit avant que sa cohérence ne

soit perdue. Le temps de cohérence peut être obtenu du taux de décroissance de l’amplitude des

oscillations de Rabi. Le facteur de qualité est étroitement lié au concept de fidélité d’opérations

[35, 104], bien qu’il ne s’agisse pas de la même quantité (la fidélité donne plutôt le pourcentage

moyen d’opérations quantiques sans erreurs).
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Une autre technique de manipulation du spin, la résonance dipolaire électrique de spin (electron

dipole spin resonance, EDSR)[129], utilise un champ électrique AC plutôt qu’un champ magnétique AC

pour manipuler le qubit [130]. Dans certaines implémentations, l’astuce repose sur l’utilisation d’un

aimant de taille micro ou nanométrique qui se trouve à la surface du dispositif, et crée un gradient

de champ magnétique intense [131, 132]. L’électron soumis au champ électrique AC perçoit le champ

magnétique produit par le micro-aimant comme un champ magnétique oscillant effectif. Cette

technique a permis d’atteindre des fidélités d’opérations de plus de 99%[46] dans le silicium naturel

grâce à des opérations ultra rapides. Cet exploit avait été précédemment obtenu seulement dans le

silicium purifié isotopiquement [133, 38]. Le silicium purifié permet un temps de cohérence accru

en éliminant en grande partie la contribution des spins nucléaires non-nuls du substrat [134, 135].

Il apparait donc que pour maximiser la performance des opérations sur les qubits, il faut les isoler

autant que possible de leur environnement. Les réservoirs de la boîte quantique sont également

sources de décohérence via les interactions avec les phonons [136, 137], le bruit de charge [138], et

les processus d’échanges virtuels [84, 17]. On cherchera donc typiquement à réduire le couplage de

la boîte avec ses réservoirs lors de la manipulation du spin.

Notons qu’en plus des implémentations de qubits à spin unique, il en existe plusieurs autres qui

utilisent les états formés par deux spins (qubit singulet-triplet [26, 139]), ou trois spins [7, 140, 141]

pour encoder l’information. Les avantages de ces implémentations à plusieurs spins varient de la

robustesse au bruit électrique à la rapidité d’opération. Les techniques de manipulations peuvent

alors varier, dépendant du nombre de boîtes quantiques requis pour la formation d’un seul qubit,

mais requièrent souvent un contrôle précis du couplage entre celles-ci.

Le contrôle du couplage inter-boîte est également crucial pour l’implémentation des opérations

à deux qubits. Plusieurs portes logiques à deux qubits reposent sur l’activation/désactivation de

l’interaction d’échange [19, 142] pour réaliser des rotations du spin d’une boîte quantique condition-

nelles à l’état de spin dans une boîte quantique adjacente (opération logique CNOT ou CZ)[53, 55], ou

pour interchanger leurs états de spin (porte logique SWAP)[143]. La force de l’interaction d’échange

est déterminée par le recouvrement des orbitales des électrons dans chacune des boîtes quantiques,

qui est intimement relié au couplage tunnel [19]. L’interaction d’échange peut aussi être contrôlée

en ajustant le désaccord entre les deux boîtes quantiques, c’est-à-dire le désalignement de leurs

potentiels chimiques. Cette méthode dite asymétrique est cependant souvent mise de côté en faveur

de l’opération symétrique (en changeant symétriquement le profil de la barrière entre les boîtes),

qui rend le système moins sensible au bruit de charge [144]. La capacité d’ajustement des couplages

entre des boîtes quantiques, sur des plages de valeurs étendues, fait donc partie des ingrédients

primordiaux pour l’opération des qubits de spin, du moins en ce qui concerne les techniques de

manipulation les plus performantes à ce jour.
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Lecture du spin électronique

La détermination de l’état d’un qubit nécessite de convertir l’information sur l’état de spin d’une

charge confinée dans une boîte quantique en un signal électrique qui peut être mesuré à l’aide de

circuits de micro-électronique standards. Cette conversion spin vers charge peut être réalisée de

différentes façons. L’une des méthodes consiste en l’ajustement précis de la position des niveaux

d’énergie associés aux états de spin ↑ et ↓ de part et d’autre du niveau de Fermi du réservoir. Ainsi

le transfert de charge vers le réservoir, qui est mesuré par un détecteur de charge, sera conditionnel à

l’état de spin de l’électron de la boîte quantique [145]. Cette technique est illustrée à la figure 1.5(d).

D’autres méthodes utilisent les différences de taux tunnel effectif vers le réservoir pour les états de

spin différents afin de les distinguer [146], ou encore une seconde boîte quantique qui permet de faire

la lecture par blocage de spin [29, 94, 147, 148]. Une variante de cette dernière approche utilise une

boîte quantique couplée à un réservoir et les effets d’hystérésis dans le transfert de charge pour ce

système pour améliorer la qualité de la détection de charge [149, 80]. Les méthodes décrites ci-haut

permettent de lire en temps réel l’état d’un spin unique (single-shot readout). En effet, l’amplitude

du signal en détection de charge est directement reliée à l’occupation de la boîte quantique. Les

techniques de lecture en temps réel nécessitent donc une bande passante suffisante pour détecter

des événements rapides.

Pour la caractérisation et les démonstrations préliminaires de certaines opérations, les techniques

de lecture ci-haut, où l’électron lu est perdu dans le réservoir suite à la mesure, sont suffisantes. Par

contre, le développement d’une méthode de lecture du spin non-destructive (quantum non demolition

readout) [150, 151, 152, 153, 154] est essentiel pour la réalisation d’algorithmes quantiques et en

particulier la correction d’erreur quantique. Les techniques les plus populaires pour y arriver incluent

le couplage de la boîte quantique avec un résonateur micro-ondes [61, 155, 156, 157] et l’utilisation

d’une boîte quantique auxiliaire [158, 159]. Cette dernière méthode a d’ailleurs permis de répéter la

mesure du spin sur un même électron 30 fois de suite avec une haute fidélité [160]. Ici, l’information

de spin du qubit est traduite en un changement dans l’état de charge de la boîte quantique auxiliaire.

Cette boîte quantique auxiliaire est couplée à son réservoir, et peut être réinitialisée à volonté.

1.2 Critères de performance pour les boîtes quantiques en silicium

Comment déterminer si une architecture particulière de boîtes quantiques en silicium a du

potentiel pour la réalisation de qubits de spin à grande échelle? Le test ultime demeure la réalisation et

la caractérisation de la performance d’opérations logiques sur un petit nombre de qubits. Cependant,

la fidélité d’opération d’un ou plusieurs qubits dépend de plusieurs facteurs tels que la qualité

des matériaux et des méthodes de fabrication utilisés (présence de dopants non-intentionnels et de

défauts cristallins, courts-circuits partiels et parties de grilles manquantes), et la qualité des signaux et

donc des instruments employés (bruit, précision, filtrage, etc.). Or, l’accès à une fabrication de grande

qualité et des instruments à la fine pointe de la technologie sont justement certains des avantages

recherchés en faisant appel à l’industrie de la micro-électronique. Mais les investissements et les
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ressources requises pour chaque itération de design nécessitent un choix initial judicieux, qui doit

se baser sur des critères démontrables en laboratoire procurant une assurance de base du potentiel

d’échelonnabilité et de performance de l’architecture en question.

Les avis divergeront sur la liste complète des critères essentiels pour juger du potentiel d’une

architecture particulière. Nous nous attardons donc ici sur 3 éléments qui en font assurément partie,

puisqu’ils témoignent de la capacité de former une simple boîte quantique avec des niveaux d’énergie

bien définis pour la formation du qubit, dans le contexte particulier du silicium, et d’une flexibilité

suffisante pour la lecture et l’initialisation. Ces critères sont également quantifiables et donc se prêtent

bien à une comparaison entre différentes architectures. Il s’agit de :

1. La capacité à former une boîte quantique régulière et fortement confinée ;

2. La capacité à contrôler la séparation des états de vallées (qui seront définis plus loin) ;

3. La capacité à contrôler le taux tunnel entre la boîte quantique et son réservoir.

On discute de chacun de ces critères plus en détail dans ce qui suit.

1.2.1 Confinement électrostatique

La caractérisation du confinement électrostatique, via la mesure de la séparation des niveaux

d’énergie, notamment, est essentielle pour estimer le potentiel d’une architecture de boîte quantique

donnée pour la formation de qubits. En effet, une boîte quantique de petite taille assure une séparation

accrue des niveaux d’énergie et donc une potentielle protection du qubit contre les fluctuations

thermiques ou électriques [18, 83]. Une surface réduite minimise également les probabilités de

recouvrement de la fonction d’onde de l’électron avec des puits de potentiel créés par des défauts

telles que des charges prisonnières à l’interface Si/SiO
2

[161]. Un confinement plus important est

d’ailleurs nécessaire dans le silicium par rapport au GaAs en raison de la plus grande masse effective

des électrons dans le silicium [31].

De plus, la formation d’une boîte quantique spatialement symétrique aide à la régularité des

niveaux d’énergie et simplifie l’étude des qubits de spin, surtout ceux formés de plusieurs élec-

trons. Une étude récente suggère que l’interaction entre le couplage spin-orbite et un potentiel de

confinement asymétrique pourrait mener à un mécanisme de déphasage du spin dû au bruit de

charge en 1/ f [162]. Cependant, le silicium possédant un couplage spin-orbite faible, il n’est pas clair

que cet effet y soit important. D’un autre côté, il est possible d’exploiter la forme du potentiel de

confinement pour plusieurs applications. Par exemple, l’énergie des transitions singulet-triplet est

fortement affectée par le profil de potentiel [163].
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1.2.2 Contrôle de la séparation de vallée

La physique des boîtes quantiques dans le silicium est fortement affectée par la présence d’une

dégénérescence de vallées dans la bande de conduction du silicium cristallin [164]. En effet, le silicium

est un semi-conducteur à gap indirect dont les minima d’énergie pour les états électroniques se

trouvent à un vecteur d’onde de valeur non-nulle, tout près de la frontière de la zone de Brillouin.

La symétrie cubique du silicium implique donc six minima d’énergie équivalents.

Dans les dispositifs quantiques MOS ou Si/SiGe, le confinement dans la direction z (perpendicu-

laire à la surface) à l’interface Si/SiO
2

mène à une levée de dégénérescence. L’énergie des vallées

associées aux directions x et y se trouve ainsi à plusieurs dizaines de meV au-dessus des deux vallées

en z [165]. La séparation de vallée entre ces deux niveaux de plus basse énergie dépend alors des

détails de la structure au niveau atomique, notamment du désordre à l’interface [31, 166, 167, 168].

La mesure et le contrôle de la séparation de vallée sont importants pour s’assurer que les niveaux

de plus basse énergie du système soient ceux associés aux états du qubit à former [169, 170]. Le degré

de liberté de vallée pourrait également être exploité pour encoder un qubit dans les états mixtes de

spin-vallée ou de vallée-orbite [171, 172, 173, 174, 175]. Une des méthodes de mesure de la séparation

de vallée consiste à déterminer la séparation singulet-triplet, EST pour l’état à deux électrons de la

boîte quantique, ce qui donne une borne inférieure sur la séparation de vallée EV[176, 177]. Pour ce

qui est du contrôle, dans une même structure MOS, il est possible de modifier la séparation de vallée

sur plus d’un ordre de grandeur en changeant le champ électrique vertical à l’aide des voltages de

grilles se trouvant au-dessus de la boîte quantique [174, 178, 179].

Plusieurs facteurs géométriques et liés à la fabrication peuvent influencer le degré de contrôlabilité

de la séparation de vallée. La caractérisation du contrôle de cette séparation est donc importante

pour déterminer le potentiel d’une architecture donnée.

1.2.3 Contrôle du taux tunnel réservoir-boîte quantique

La contrôlabilité en «temps réel» des boîtes quantiques dites latérales est un avantages majeur

par rapport à d’autres supports pour l’implémentation de qubits de spin à l’état solide, tels que les

dopants [20, 180, 181] ou défauts atomiques [182], et les boîtes quantiques verticales [18], colloïdales

[87], ou auto-assemblées [88], pour lesquels plusieurs paramètres sont fixés lors de la fabrication.

Le contrôle du taux tunnel entre une boîte quantique et son réservoir est important pour l’implé-

mentation de certaines méthodes de lecture du spin comme le blocage de spin [116, 117, 118] ou la

détection de charge unique en temps réel [22, 146, 183], et pour l’initialisation efficace de l’état de la

boîte quantique, comme on l’a vu plus haut. De plus, la possibilité de passer d’un régime à fort taux

tunnel (pour l’initialisation ou la lecture rapide) à un régime où la boîte quantique est presque com-

plètement isolée du réservoir (pour la manipulation du spin) est centrale au succès de nombreuses

approches de calcul quantique. Enfin, dans une optique de développement technologique rapide,



27

la possibilité d’ajuster en tout temps le taux tunnel permet de s’adapter à différentes contraintes

expérimentales, qu’elles soient au niveau du design, des méthodes de fabrication, des matériaux

utilisés, ou même des circuits électroniques externes pour le contrôle et la lecture.

1.2.4 Autres considérations pour la performance et l’échelonnabilité

L’atteinte des critères présentés ci-haut n’est pas suffisante pour assurer le succès d’une archi-

tecture donnée. Il s’agit plutôt de réalisations minimales qui doivent être démontrées pour qu’une

architecture soit catégorisée comme ayant du potentiel. Cependant, la démonstration d’une atteinte

suffisante des critères de performance énoncés ici est un argument en faveur de l’étude plus poussée

d’une architecture et peut justifier les efforts nécessaires pour faire évoluer la technologie et l’optimi-

ser en vue de la réalisation de processeurs multi-qubits. D’autres notions devront être considérées

surtout lors de la comparaison de différentes architectures dans une optique de vision globale, comme

le couplage entre les boîtes quantiques. Ce dernier point sera rapidement abordé dans le chapitre 6.

1.3 Structure à grilles d’accumulation séparées

L’objectif de cette thèse est d’offrir une alternative combinant les avantages des architectures

à simple couche d’électrodes de contrôle à ceux des dispositifs multi-couches, afin d’accélérer

l’intégration industrielle des boîtes quantiques en silicium. Avant de présenter cette alternative,

la structure à grilles d’accumulation séparées, nous procédons donc à une revue des dispositifs

standard multi-couches et simple couche afin de bien en comprendre les avantages et les limitations.

Par la suite, la géométrie et les principes de fonctionnement de la structure à grilles d’accumulation

séparées ainsi que les dispositifs dans lesquels cette structure a été implémentée sont présentés.

1.3.1 Comparaison des dispositifs simple couche et multi-couches

Les dispositifs de boîtes quantiques semiconductrices se distinguent par leur mode de fonction-

nement, soit accumulation ou déplétion. Tout comme dans les transistors MOS traditionnels, on

distingue les deux modes par la présence ou l’absence d’un état conducteur dans la configuration

neutre du dispositif. Ainsi, un dispositif en mode déplétion présentera un état conducteur lorsque

toutes les grilles du dispositif sont à 0 V. Les grilles sont amenées vers des voltages de plus en plus

négatifs pour former à partir du gaz bidimensionnel d’électrons (G2DE) initial des ilôts, réservoirs,

et barrières tunnel. De leur côté, les dispositifs en mode accumulation partent d’un état non conduc-

teur, et s’opèrent en activant positivement des grilles d’accumulation pour former les canaux de

conduction, ilôts et réservoirs. Certaines grilles seront opérées en polarisation négative pour aider

au confinement des BQs et à la formation de barrières.
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Figure 1.6 – Exemples de dispositifs multi-couches. (a) Dispositif multi-couches de type MOS avec
grilles d’aluminium et oxyde inter-grille d’aluminium oxydé. La grille CB en bleu est une grille de
déplétion globale, qui aide à définir la boîte quantique Q, localisée sous la grille G1 en rose. G2, en
jaune, est typiquement conçue pour ajuster le couplage de Q avec une autre boîte quantique qui
peut être formée sous G3 à la même latitude. Cependant en pratique une deuxième boîte quantique
est souvent trouvée sous G2. Le réservoir pour les boîtes quantiques se trouve sous R1. La grille
TG accumule des électrons pour former un SET pour la détection de charge. LB et RB forment les
barrières tunnel source et drain du SET. Figure adaptée de [52]. (b) Dispositif multi-couche de type
MOS avec grilles d’aluminium. Une boîte quantique BQ est formée sous la grille P, et est séparée des
réservoirs source (S) et drain (D) se trouvant sous L1 et L2 respectivement, par les barrières créées
par B1 et B2. Figure adaptée de [184]. (c) Dispositif multi-couches comprenant une double boîte
quantique et un détecteur de charge, implémenté dans une hétérostructure Si/SiGe. Les différentes
grilles sont séparées par une couche de Al

2
O
3
. Les boîtes quantiques sont formées sous les grilles L

et R. Les grilles AL et AR forment respectivement les réservoirs source et drain. La grille M contrôle
le couplage entre les boîtes quantiques. Les grilles BL et BR contrôlent les taux tunnel entre les boîtes
quantiques et les réservoirs. Figure adaptée de [55].
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Les architectures ayant produit les qubits de spin les plus performants à ce jour sont généralement

de type accumulation à multiples couches [38, 46, 47, 53, 55]. Dans ces dispositifs, chaque grille a un

rôle bien précis : elle se trouve directement au-dessus de la région dont elle doit contrôler le profil

de potentiel. Quelques exemples de la littérature sont illustrés à la figure 1.6. Pour arriver à avoir

autant de grilles sur une petite surface tout en respectant les limites de dimensions (largeur des

grilles et séparation) de fabrication disponibles 3, une technique multi-couches est employée. Ainsi,

plusieurs étapes de formation de grilles et d’oxydation (pour prévenir les courts-circuits) se succèdent,

permettant d’obtenir des boîtes quantiques de petite dimension (diamètre inférieur à 50 nm [186, 187])

avec un contrôle sur toute la surface active. Ces dispositifs ont été implémentés dans les architectures

MOS autant que dans les architectures Si/SiGe [57, 67, 161, 184, 186, 187, 188, 189, 190, 191, 192].

Malgré le succès des dispositifs multi-couches, la nécessité de réduire le nombre de couches

s’est manifestée dans la communauté depuis quelques années [185, 193, 194]. En effet, pour accélérer

le développement de solutions au niveau industriel, il importe de simplifier le design pour qu’il

soit plus facilement adaptable aux procédés commerciaux standards [195, 196, 197]. De plus, la

superposition de grilles peut rendre les dispositifs plus limités en voltage en raison du très mince

oxyde séparant les couches (il s’agit typiquement d’oxyde natif sur des grilles d’aluminium), et

augmenter la probabilité de fuites entre des grilles adjacentes, ce qui a un impact considérable sur

le rendement de fabrication [185]. Enfin, la présence de multiples couches de différents matériaux

(substrat de Si ou SiGe, oxyde de siliicum, et grilles d’aluminium par exemple) semblerait favoriser

la formation de boîtes quantiques parasites dûes aux contraintes cristallines accrues [198, 199].

L’alternative immédiate aux dispositifs multi-couches est l’approche simple couche. Les dispo-

sitifs simple couche qui ont été étudiés jusqu’à maintenant utilisent moins de grilles et un design

souvent colinéaire [78, 79, 80], c’est-à-dire que réservoirs et boîtes sont arrangés le long du même

axe, et sont formées sous une seule grille d’accumulation globale. Le confinement est ensuite ajusté

par des constrictions dans la grille d’accumulation et/ou par des grilles de déplétion latérales sup-

plémentaires. Des exemples de dispositifs simple couche au design continu sont présentés à la figure

1.7.

Dans le cas des dispositifs simple couche à accumulation globale, le contrôle du profil de potentiel

d’une région bien précise du dispositif doit se faire en combinant des voltages sur plusieurs grilles

différentes. Par exemple, en tentant de réduire le nombre d’électrons dans la boîte quantique à

l’aide d’un voltage plus négatif sur la grille d’accumulation, on viendra inévitablement refermer les

barrières tunnel et réduire la densité dans les réservoirs. Cet effet devra être compensé en ouvrant

davantage les grilles latérales, par exemple. Les dispositifs de ce type restent tout à fait fonctionnels,

mais leur utilisation s’avère jusqu’à un certain point plus «entremêlée» que pour les dispositifs

multi-couches où chaque grille est dédiée à un rôle précis [78, 79]. L’ingénierie de ces structures doit

être faite de façon très précise pour s’assurer que le contrôle sur tous les paramètres voulus sera

possible dans le respect des limites de voltage des grilles [200].

3. Pour les dispositifs MOS fabriqués par électrolithographie, les grilles font généralement 30 nm de largeur au minimum,
et sont séparées d’au moins 30 nm [185].
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Figure 1.7 – Exemples de dispositifs en mode accumulation à simple couche, avec grilles d’accumu-
lation continues. (a) Dispositif de type MOS fabriqué aux Sandia National Laboratories. Une seule
couche de grilles en poly-silicium est utilisée. Les zones en bleu indiquent les régions d’accumulation
d’électrons dans le substrat sous les grilles. La boîte quantique QD sous étude et ses réservoirs source
(S) et drain (D) sont formés sous la grille d’accumulation continue AG, grâce aux constrictions dans
celle-ci mais en grande partie via les pincements produits par les grilles de déplétion LL et LR. Le
détecteur de charge CS est formé de façon similaire par la structure miroir. Le point rouge indique la
position du dopant D étudié dans cet article. Figure adaptée de [80]. (b) Dispositif à grilles d’accu-
mulation continues implémenté dans une architecture Si/SiGe. Le canal supérieur sert à former une
double boîte quantique (points rouge et vert), alors que le canal inférieur forme une simple boîte
quantique (point rose) qui peut être utilisée comme détecteur de charge. Les constrictions dans les
grilles AGU et AGL sont responsables de la formation de zones distinctes pour les réservoirs et les
boîtes quantiques, alors que les grilles LL, LR, UL et UR servent principalement à ajuster les barrières
tunnel entre boîtes quantiques et réservoirs. La grille UC est utilisée pour ajuster finement le couplage
entre les deux boîtes quantiques du canal supérieur. La grille LC offre un contrôle supplémentaire
local sur l’occupation de la boîte quantique du canal inférieur. Les grilles LISO et RISO (left/right
isolation) servent à former une barrière de potentiel entre les parties haut et bas du dispositif, pour
isoler les canaux de la double boîte quantique et du détecteur de charge. Figure adaptée de [79].
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Figure 1.8 – Structure à grilles d’accumulation séparées. (a) Vue de haut de la structure de base. Celle-
ci est constituée d’une grille d’accumulation pour le réservoir AR en bleu, d’une grille d’accumulation
AD en vert pour la boîte quantique, et d’une séparation, ou gap, entre les deux. Les zones en noir
représentent les charges accumulées dans le réservoir et la boîte quantique de façon schématique. (b)
Vue de côté. Pour cette représentation, on suppose une implémentation dans une structure de type
MOS, où les grilles se trouvent sur un oxyde de grille, qui repose sur le substrat. Le gap entre les
grilles définit une barrière tunnel, caractérisée par un taux de transfert tunnel Γ. (c) Schéma du profil
de potentiel attendu formé par la structure à grilles d’accumulation séparées de base. Le réservoir
est formé sous AR, et la boîte quantique BQ sous AD. Une barrière tunnel, formée par le gap entre
les grilles, sépare la BQ et le réservoir.

L’importance des capacités croisées des grilles sur la boîte quantique mais aussi sur les barrières

tunnel a été mise de l’avant en 2000 avec la première réalisation d’une boîte quantique latérale à

un seul électron pouvant être étudiée en transport [201]. Auparavant, il n’avait pas été possible d’y

arriver dans ces dispositifs en mode déplétion en raison de l’influence sur les barrières tunnel de

la grille centrale (plunger), utilisée pour vider la boîte quantique. En poussant cette grille vers les

voltages négatifs, les barrières tunnel se trouvaient immanquablement pincées avant d’atteindre

un régime à faible nombre d’électrons. Il a même été suggéré que cela était un obstacle inhérent

aux boîtes quantiques latérales, dû à la formation des barrières tunnel par un potentiel de déplétion

[83, 202, 203]. C’est en développant une nouvelle géométrie que l’isolation d’un seul électron a été

possible. L’astuce consiste à s’assurer que chaque barrière tunnel, vers la source et vers le drain, soit

définie par deux grilles : l’une partageant un grand périmètre avec la boîte quantique, et l’autre

un petit périmètre. Ainsi, une certaine indépendance sur le contrôle de l’occupation de la boîte

quantique et sur le taux tunnel vers les réservoirs devient possible.

De façon analogue, la structure à grilles d’accumulation séparées, présentée dans ce qui suit,

tente de contourner un problème qui semble inhérent aux structures à simple couches en mode

accumulation : le manque d’indépendance de contrôle entre le taux tunnel et l’occupation de la boîte

quantique.
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1.3.2 Nouvelle approche : structure à grilles d’accumulation séparées

La structure à grilles d’accumulation séparées présentée dans cette thèse vise à procurer davan-

tage de contrôle sur les différents paramètres d’ajustement d’une boîte quantique que les dispositifs

simple couche à grille continue, tout en offrant une simplicité de fabrication accrue par rapport aux

dispositifs multi-couches à grilles dédiées.

La structure de base est schématisée à la figure 1.8(a) et est composée des éléments suivants : une

grille d’accumulation pour le réservoir (AR), une grille d’accumulation pour la boîte quantique (AD),

et une séparation entre les deux grilles (gap). La figure 1.8(b) montre une vue de côté en supposant

une implémentation dans une structure de type MOS. Les grilles se trouvent alors sur une oxyde

de grille reposant sur le substrat. On suppose également que la grille d’accumulation du réservoir

surplombe une région dopée formant le contact ohmique, qui agira comme source d’électrons. Le

rôle de la séparation entre les deux grilles est de former la barrière tunnel réservoir-boîte quantique,

caractérisée par un taux tunnel Γ. La figure 1.8(c) montre de façon schématique le profil de potentiel

attendu pour une structure telle que celle-ci.

La structure à grilles d’accumulation séparées diffère des structures multi-couches et simple

couche discutées précédemment par les points suivants :

1. Grille d’accumulation séparée : La présence de grilles dédiées à la formation de la boîte

quantique et du réservoir offre un contrôle plus indépendant sur ces deux entités que dans

les structures simple couche à grilles d’accumulation globale. On met ainsi à profit un des

avantages des structures multi-couches.

2. Absence d’une grille de contrôle de barrière dédiée : Il n’y a pas de grille au-dessus de

la région formant la barrière tunnel réservoir-boîte quantique, mais seulement un espace

vide. Cela permet de fabriquer une structure à couche unique avec des barrières tunnel

suffisamment transparente. Si l’on souhaitait rajouter une grille de contrôle au-dessus de

la barrière en conservant une architecture à couche unique, il faudrait permettre un espace

pour la grille et pour les séparations, ce qui éloignerait la boîte quantique de son réservoir,

causant un taux tunnel de base trop faible.

Ces particularités devront donc être étudiées dans le contexte de la performance des dispositifs,

notamment au niveau de la capacité de contrôle de la barrière tunnel et de la séparation de vallée,

et de l’atteinte du régime à faible nombre d’électrons. Cela permettra de comparer la structure à

grilles d’accumulation séparées aux structures plus traditionnelles multi-couches et simple couche à

accumulation globale.
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1.3.3 Présentation des dispositifs à l’étude

Pour étudier la structure à grilles d’accumulation séparées, 3 dispositifs de type MOS ont été

réalisés, que nous présentons ici. Les résultats sur ces dispositifs seront explorés aux chapitres 3, 4, 5,

et 6. L’implémentation de la structure dans une architecture silicium sur isolant à déplétion complète

(fully depleted silicon-on-insulator, ou FD-SOI) sera quant à elle étudiée seulement au chapitre 6.

Les trois dispositifs MOS sont illustrés à la figure 1.9. Les zones d’électrons accumulés sont

indiquées par des lignes pointillées noires. Le dispositif A1 est une double boîte quantique connectée

en série à un réservoir source et un drain. Un détecteur de charge de type SET se trouve du côté

droit du dispositif. Un PCQ est également présent du côté gauche. Plusieurs grilles de déplétion

latérales sont incluses, en plus des grilles d’accumulation des réservoirs, des boîtes, et des détecteurs

de charge. Le dispositif A2 est quasi identique au dispositif A1. Il présente seulement une géométrie

plus symétrique, avec des SET identiques à gauche et à droite, et des dimensions légèrement plus

serrées que pour A1. Enfin, le dispositif B est une simple boîte quantique en série avec un réservoir

source et un drain, avec une structure miroir servant de détecteur de charge SET.

Rôles des grilles

Dans tous les dispositifs, les grilles en rouge (LL et LR) ont pour rôle d’appauvrir en électrons la

région sous les grilles d’accumulation de la boîte quantique AD, AD1 ou AD2 (CP, en violet, joue

aussi ce rôle dans les dispositifs A1 et A2). Cela est nécessaire dans ces réalisations expérimentales

pour créer des boîte quantiques quasi-circulaires. Cependant, il est envisageable de reproduire

plus fidèlement la structure de base présentée à la figure 1.8(c) avec des procédés commerciaux, et

donc de réduire le nombre de grilles nécessaire à la formation des boîtes quantiques circulaires, en

s’affranchissant de LL et LR.

Les grilles en orange (UL et UR sur A1 et A2, L et R sur B) servent à séparer les différents réservoirs

pour éviter des fuites entre ceux-ci (TP, en jaune, joue aussi ce rôle dans les dispositifs A1 et A2). UL

et UR (L et R sur B) ainsi que TP jouent aussi un rôle de définition du profil de potentiel au niveau

des barrières réservoir-boîtes. Enfin, les grilles CP (en violet) et TP (en jaune) sont conçues pour

contrôler le couplage entre les deux boîtes quantiques dans les dispositifs A1 et A2.

Détecteurs de charge

Le détecteur de charge du dispositif B utilise une structure à grilles séparées tout comme la boîte

quantique associée. Pour les dispositifs A1 et A2, afin de réduire le nombre de grilles nécessaire,

on a plutôt choisi une structure inspirée des dispositifs simple couche à accumulation globale. Les

constrictions dans la grille d’accumulation du SET (TSET, TSET1, TSET2) permettent de facilement

former une boîte quantique à grand nombre d’électrons avec des barrières tunnel ajustables. Les

grilles SETU et SETL (en rose) sont utilisées pour ajuster plus précisément les barrières tunnel,

pour compenser l’effet des voltages sur les autres grilles du dispositif lors de la formation de boîtes
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Figure 1.9 – Images SEM colorées artificiellement des dispositifs MOS A1, A2, et B. Les zones
d’accumulation d’électrons en mode d’opération standard sont indiquées par des lignes pointillées
noires. Les grilles d’accumulation de réservoir (en bleu) AR1 et AR2 forment les réservoirs source
et drain respectivement. Les grilles d’accumulation des boîtes quantiques (en vert) AD, AD1 et
AD2 forment les boîtes quantiques, avec l’aide des grilles de déplétion latérales LL et LR (en rouge)
qui déplétent les régions sous les bras de AD, AD1 et AD2 afin de former un confinement quasi-
circulaire. Les grilles en orange, UL et UR pour A1 et A2, et L et R pour B, servent à séparer les
réservoirs. La grille CP (en violet) aide à dépléter les régions sous les bras de AD1 et AD2, tout en
contrôlant le couplage inter-boîte. La grille TP (en jaune) aide à séparer les réservoirs sous AR1 et
AR2, tout en aidant au contrôle du couplage inter-boîte également. Les grilles TSET(1,2) sont les
grilles d’accumulation continues des SET pour A1 et A2. La grille PCQ sur A1 n’a pas été utilisée
dans les expériences de cette thèse. Pour le dispositif B, le SET est plutôt formé par ASETL, TSET, et
ASETR, de façon similaire à la boîte quantique dans le bas du dispositif. Les grilles UL et UR aident
à la formation d’un SET circulaire. Les grilles SETU et SETL (en rose) dans les dispositifs A1 et A2
servent à ajuster les barrières tunnel des SET.

quantiques, et pour positionner finement les pics de Coulomb du SET pour une détection de charge

optimale.

Arrangement non-colinéaire

Les implémentations A1 et A2 présentent une disposition non-colinéaire des boîtes quantiques

avec les réservoirs. Il s’agit d’une adaptation des dispositifs multi-couches avec grille d’accumulation

globale développés précédemment par les Sandia National Laboratories [161, 204, 200, 205]. Cette

géométrie permet plus de flexibilité quant à la position des boîtes quantiques par rapport aux

réservoirs, et donc de maintenir des taux tunnels élevés à mesure que les boîtes rétrécissent plus

facilement, comparativement aux dispositifs à géométrie colinéaire présentés précédemment.
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Fabrication

Les trois dispositifs sont fabriqués selon le procédé des Sandia National Laboratories, qui inclut

une première étape de fabrication dans une fonderie de silicium 350 nm. La deuxième étape consiste

à former les grilles de polysilicium à partir d’une couche uniforme par un procédé d’électrolitho-

graphie et de gravure. Cette deuxième étape est réalisée dans une installation différente, puisque

l’électrolithographie n’est pas un procédé commercial standard. L’empilement final des matériaux

est composé d’un substrat de silicium dopé p, d’un oxyde de grille de 35 nm en SiO
2
, et des grilles en

silicium polycristallin dopé à l’As, de 100 nm (A1 et A2) ou 200 nm (B) d’épaisseur. Les contacts de

soudure pour l’accès aux grilles et contacts ohmiques sont en aluminium. Une description détaillé du

procédé de fabrication est donnée à l’annexe A, section S1. On note que certains dispositifs de type

A2 ont été fabriqués en incluant une couche d’oxydation supplémentaire par dessus les grilles, via un

processus de dépôt par couche atomique (atomic layer deposition ou ALD). Ceux-ci n’ont pas permis

de former des dispositifs de boîtes quantiques fonctionnels, cependant, on en discutera brièvement

dans le cadre de la description de la procédure de caractérisation des dispositifs MOS à la fin du

chapitre 2.

1.4 Structure de la thèse

L’objectif des prochains chapitres est de caractériser la performance de la structure à grilles

d’accumulation séparées en fonction des critères énoncés à la section 1.2. La structure sera comparée

à l’état de l’art dans les dispositifs multi-couches pour en évaluer le potentiel d’intégration à grande

échelle.

D’abord, les particularités des diagrammes de stabilité obtenus pour les dispositifs à grilles

d’accumulation séparées seront présentées. Les particularités du confinement et du spectre de

vallée seront considérées en premier. En effet, en ce qui concerne le confinement électrostatique,

avec un contrôle sur toute la surface du dispositif, les architectures multi-couches sont capables

de former des très petites boîtes quantiques. Il reste à démontrer qu’une qualité de confinement

équivalente ou au moins suffisante sera possible dans les dispositifs à grilles d’accumulation séparées.

Concernant la séparation de vallée, celle-ci a pu être variée sur une plage d’environ 500 µeV dans

un dispositif MOS multi-couches [174]. Dans un autre dispositif MOS, à grille d’accumulation

continue (simple couche) cette fois, EV a été ajusté sur près de 100 µeV [179]. Il apparaît que ce sont

les différences géométriques d’un dispositif à l’autre (épaisseur d’oxyde, espacement et taille des

grilles, et voltages de base appliqués) qui sont responsables de ces écarts, la physique des vallées

étant fondamentalement la même d’un dispositif MOS à un autre [179]. Il est d’intérêt de vérifier

le degré de contrôlabilité de la séparation de vallée qui est atteignable dans les dispositifs à grilles

d’accumulation séparées. Le moins grand nombre de grilles comparativement aux dispositifs multi-

couches, ainsi que la différence dans le niveau de recouvrement de la surface du dispositif et dans

les voltages de base appliqués pourraient influencer le contrôle de ce paramètre crucial.
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Ensuite, la méthode d’ajustement du taux tunnel en utilisant la grille d’accumulation du réservoir

comme levier sera explorée, en l’absence d’une grille de contrôle dédiée à la barrière tunnel réservoir-

boîte quantique dans la structure à grilles d’accumulation séparées. Cette méthode de contrôle

n’est pas usuelle, et peu est connu sur la performance et les limitations de cette approche. Il a déjà

été démontré qu’une grille placée directement au-dessus d’une barrière tunnel peut contrôler de

façon exponentielle le taux tunnel en fonction du voltage de grille. Les grilles ne se trouvant pas

au-dessus de la barrière ont cependant un contrôle linéaire en fonction du voltage sur le taux tunnel

[189, 206, 207]. Cela n’a cependant été vérifié que pour des grilles de déplétion, et non des grilles

d’accumulation comme c’est le cas pour la structure à l’étude. Il est donc important de caractériser la

performance de la structure à grilles d’accumulation séparées en terme de contrôle du taux tunnel

réservoir-boîte quantique. La performance du contrôle du taux tunnel sera évaluée par la plage de

valeurs atteignables dans des conditions typiques d’opération du dispositif, mais aussi par un autre

critère plus subtil : l’orthogonalité de contrôle, qui sera décrit plus loin. Également, nous discuterons

des mécanismes physiques responsables des particularités de l’utilisation de la structure à grilles

d’accumulation séparées.

Après une revue des aspects expérimentaux pertinents au chapitre 2, les résultats de caracté-

risation de la structure à grilles d’accumulation séparées seront présentés aux chapitres 3, 4, et 5.

Le chapitre 3 discutera du fonctionnement de base des dispositifs étudiés, des caractéristiques des

confinements électrostatiques observés, et du contrôle de la séparation de vallée obtenu. Le chapitre

4 sera consacré à l’étude du contrôle du taux tunnel, à la définition de l’orthogonalité de contrôle,

et à son application aux dispositifs à grilles d’accumulation séparées et multi-couches. Le chapitre

5 s’attardera pour sa part à l’exploration de l’impact de l’utilisation d’une grille d’accumulation

comme levier de contrôle du taux tunnel sur le diagramme de stabilité et l’orthogonalité de contrôle.

Enfin, le chapitre 6 sera dédié à une étude préliminaire du potentiel de mise à l’échelle de la structure

à grilles d’accumulation séparées. Y seront présentés des résultats embryonnaires liés au couplage de

multiples boîtes quantiques et à l’implémentation de la structure à grilles d’accumulation séparées

dans un procédé industriel commercial basé sur l’architecture FDSOI.



Chapitre 2

Aspects expérimentaux

Ce chapitre décrit les défis associés aux mesures cryogéniques de faibles signaux électriques et la

façon dont ils sont relevés dans les expériences de boîtes quantiques et de transistors présentées dans

cette thèse. Les défis et les solutions liés à l’atténuation et au filtrage, à l’amplification, et à l’obtention

d’une température électronique suffisamment basse sont également présentés. Ensuite, les montages

et circuits de mesures utilisés dans ce projet sont décrits. Enfin, les méthodes de caractérisation

initiale des dispositifs sont détaillées.

Ce chapitre n’est pas essentiel à la compréhension des chapitres suivants pour quelqu’un de

bien versé dans les techniques de mesures de boîtes quantiques. Cependant, il sera particulièrement

pertinent (du moins c’est là l’objectif) pour une personne souhaitant en apprendre plus sur les raisons

derrière les montages et les techniques de mesures employées, en particulier dans le groupe de

Michel Pioro-Ladrière à l’Université de Sherbrooke, pour la caractérisation des dispositifs de boîtes

quantiques de type MOS.

2.1 Défis associés à la cryogénie et aux faibles signaux

Tel que discuté au chapitre 1, des basses températures sont nécessaires pour l’observation de

comportements quantiques dans les dispositifs de boîtes quantiques semiconductrices latérales. De

plus, les signaux mesurés correspondant souvent au transfert de une ou quelques charges élémen-

taires, la minimisation du bruit et la maximisation du signal sont donc primordiales. Les systèmes et

circuits d’atténuation, de filtrage et d’amplification mis en place doivent donc être compatibles avec

les contraintes amenées par les basses températures.
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2.1.1 Systèmes cryogéniques

Pour atteindre les températures cryogéniques requises pour l’étude précise et la réalisation

de qubits de qualité dans les boîtes quantiques en silicium 1, nous utilisons principalement deux

systèmes : le cryostat à température variable et le réfrigérateur à dilution.

Le cryostat à température variable peut atteindre des températures d’environ 1.5 K, mais permet

aussi de faire des mesures entre 1.5 K et 300 K de façon contrôlée. Le cryostat utilisé dans notre

laboratoire est manufacturé par Janis Research Co., et est composé de plusieurs enceintes concen-

triques, tel qu’illustré à la figure 2.1(a), offrant des niveaux successifs d’isolation, avec un réservoir

d’azote liquide, un réservoir d’hélium liquide, et des régions de vide interstitiel. Une ouverture

(le pointeau) dont l’écoulement est contrôlable permet à un flot d’hélium d’atteindre à partir du

réservoir d’hélium l’enceinte interne, dans laquelle on insère la sonde expérimentale à l’extrémité de

laquelle est fixé l’échantillon. Un pompage sur la chambre à échantillon provoque une refroidisse-

ment supplémentaire par évaporation de l’hélium, jusqu’à 1.5 K. Au département de physique de

l’Université de Sherbrooke, cet hélium est récupéré et envoyé dans un liquéfacteur, pour être réutilisé

lors des remplissages réguliers des réservoirs d’hélium des cryostats.

Des éléments chauffants au fond de la chambre à échantillon et sur la sonde, juste au-dessus de

l’échantillon, permettent de contrôler la température de la chambre. Un ajustement du flot d’hélium

par le pointeau et une boucle de rétroaction guidée par les thermomètres se trouvant à proximité

des éléments chauffants permet ainsi de réaliser des cycles thermiques à répétition sur un même

échantillon, ou d’en mesurer les propriétés à des températures fixes, entre 1.5 K et 300 K, avec une

précision d’au moins 0.5 K aux plus basses températures, et de quelques Kelvin aux plus hautes

températures. Le cryostat à température variable est également équipé d’une bobine supraconductrice

et peut donc fournir des champs magnétiques jusqu’à 8 T.

Le cryostat à température variable peut réaliser un cycle thermique complet en quelques heures

seulement, et est donc l’outil de prédilection pour la caractérisation initiale des échantillons. Ainsi,

il est souvent possible d’observer du blocage de Coulomb dans un SET de type Si MOS à 1.5 K.

Cependant, des températures encore plus basses sont utiles pour observer certains comportements

quantiques avec précision.

Le réfrigérateur (ou cryostat) à dilution de type BlueFors LD permet d’atteindre des températures

de 8 mK. Comme on peut le voir à la figure 2.1(b), il est composé de plusieurs étages avec chacune leur

température de base propre, qui sont connectées par des échangeurs de chaleur, pouvant être fermés

ou ouverts dépendants de l’étape dans la séquence de refroidissement. Les lignes DC et RF traversent

le cryostat, et son équipées de filtres et/ou d’atténuateurs. Les lignes sont ensuite connectées à

l’échantillon qui est généralement fixé sur l’étage de la chambre à mélange, ou au bout du doigt froid

1. Bien qu’une température aussi basse que possible soit préférable en principe, principalement pour maximiser le temps
de cohérence des qubits, la démonstration récente de qubits dans le silicium à 1.5 K avec une fidélité approchant les 99 % [58]
donne bon espoir que cette contrainte puisse être relaxée. Toutefois, la majorité des études de haute précision en contexte
universitaire continuent d’être réalisées autour de 10 mK.
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Figure 2.1 – (a) Coupe schématique du cryostat avec insert à température variable de Janis Research
Co., fourni par Julien Camirand Lemyre, à partir du manuel de l’utilisateur Janis. (b) Vue de l’intérieur
du réfrigérateur à dilution BlueFors LD. Photo téléchargée du site officiel BlueFors [208]. (c) Schéma
du mécanisme de refroidissement d’un cryostat à dilution. Image extraite du manuel d’utilisation
du BlueFors LD.

afin d’être centré avec la zone de champ magnétique uniforme créée par l’aimant supraconducteur

(le doigt froid est fixé sous la plaque de la chambre à mélange). Des écrans thermiques installés

successivement (non-visibles sur le schéma) isolent les différents étages du cryostat et bloquent

le rayonnement thermique, et une enveloppe externe vient fermer hermétiquement le cryostat en

prévision de la mise sous vide du système.

Le réfrigérateur à dilution, réalisé pour la première fois en 1965 [209], fonctionne grâce à l’enthal-

pie de mélange des isotopes de l’hélium 3He et 4He [210] [211]. Une séquence de pré-refroidissement,

assurée par un tube à gaz pulsé [212] contenant de l’hélium, amène le réfrigérateur à une température

suffisante (< 4.2 K) pour pouvoir condenser le mélange de 3He et 4He (en circuit fermé). Le mélange

est d’abord compressé, puis circulé dans une ligne de condensation (haute impédance), où la chaleur

est évacuée par des échangeurs (voir figure 2.1(c)). Grâce à cette baisse de température, une fois que

le mélange arrive à la chambre de mélange, sa pression diminue et il refroidit et se condense via

l’effet Joule-Thomson. Par le bas de la chambre à mélange, le mélange est pompé vers l’alambic (still),

puis s’évapore pour être recondensé. Cela produit un refroidissement supplémentaire du mélange

par évaporation. Lorsque la température atteint environ 0.7 K, une séparation de phase du mélange
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survient. La phase dite diluée en 3He (contenant 6.6% de 3He mais 93.4% de 4He) se retrouve au

fond de la chambre à mélange par gravité. Le pompage sur l’alambic force préférentiellement le 3He

à passer de sa phase concentrée à sa phase diluée (en raison de la pression de vapeur plus élevée de

l’3He), un changement de phase endothermique. Ainsi la plaque ancrée thermiquement à la chambre

à mélange sur laquelle se trouvent les échantillons refroidit encore davantage.

La puissance de refroidissement dépend du nombre d’atomes de 3He qui passent la frontière de

phase. Donc en appliquant un peu de chaleur à l’alambic pour augmenter l’évaporation de 3He, on

peut accroître la puissance de refroidissement du système. Avec un design minutieux de la position

des échangeurs de chaleur, de la puissance de chauffage appliquée à l’alambic, et de la proportion

de 3He et 4He dans le mélange, les réfrigérateurs à dilution modernes peuvent donc refroidir des

échantillons sous la barre des 10 mK.

La séquence de refroidissement complète d’un réfrigérateur à dilution à partir de la température

de la pièce prend environ 24h à 48h, dépendant du système et de la masse thermique en jeu (fonction

principalement de la présence de l’aimant). Le réchauffement prend aussi 24h à 48h, ce qui pose une

contrainte non-négligeable sur le nombre d’échantillons qui peuvent être testés dans un délai donné.

Le laboratoire Pioro-Ladrière est présentement équipé de deux cryostats à dilution, soient le Blue-

Fors 1 (modèle BF-LD250) et le BlueFors 2 (modèle BF-LD400). Leur fonctionnement est identique. Le

BlueFors 1 est équipé d’un aimant de 7 T alors que le BlueFors 2 est limité à 3 T. Le BlueFors 2 contient

par contre 36 lignes thermocoax contrairement aux 24 du BlueFors 1, et pourrait potentiellement être

équipé de plus de 36 lignes RF, alors que le BlueFors 1 est présentement limité à 4.

2.1.2 Atténuation et filtrage

Les circuits d’atténuation et de filtrage sont essentiels autant pour les signaux DC que AC

pour réduire le bruit. Les filtres passe-bas sont utilisés pour les lignes DC (sous la forme de câbles

thermocoaxiaux et de filtres RC), tandis que les atténuateurs RF et les filtres passe-bande sont

privilégiés pour les signaux à haute fréquence.

Câbles thermocoaxiaux

Les câbles thermocoaxiaux sont utilisés à partir du haut du cryostat jusqu’à la chambre à mélange

pour filtrer les lignes DC. Ils offrent une excellente réduction du bruit au niveau de l’échantillon

[213]. À chaque étage, les câbles thermocoaxiaux sont ancrés thermiquement [214], comme on peut

le voir à la figure 2.2(a). La ligne centrale du câble est faite d’un alliage NiCr, et le conducteur externe

d’acier inoxydable. L’intérieur est rempli d’une poudre de MgO [215]. Les câbles offrent un filtrage

de plus de 100 dB pour des fréquences supérieures à 1 GHz [216, 215]. Nos tests sur les câbles

thermocoaxiaux du cryostat BlueFors 2 indiquent une fréquence de coupure (réduction de 3 dB)

autour de 1.9 MHz à 8 mK.
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Les câbles thermocoaxiaux sont flexibles et minces, ce qui les rend pratiques pour le filage dans

les cryostats. Ils sont également relativement fragiles et sujets au vieillissement, puisque la poudre

de MgO a tendance à absorber l’humidité lorsque le joint d’époxy entre le câble et les connecteurs

n’est pas suffisamment étanche. Cela crée une impédance entre les conducteurs interne et externe

qui varie de 5 à 400 MΩ à température pièce, mais disparaît complètement à basse température

[215]. Ces fuites à température pièce sont fréquemment observées avec les câbles thermocoaxiaux

du cryostat BlueFors 1, qui ont presque 10 ans de vie. Pour le cryostat BlueFors 2, la résistance à la

terre de chacun des câbles thermocoaxiaux à 8 mK est supérieure à 300 GΩ , en moyenne 800 GΩ, en

accord avec leur jeunesse relative (installés en 2017).

Les câbles thermocoaxiaux offrent également une excellente isolation du signal. La diaphonie

entre les câbles thermocoaxiaux du BlueFors 2 a été estimée par Maxime Lapointe-Major à l’aide d’un

circuit de mesure synchrone, et le couplage équivalent est inférieur à 100 aF. Ce sont les autres parties

du circuit comme la boîte de connexion et les fils électriques non coaxiaux (fils des micro-soudures,

filage des portes-échantillons, etc.) qui contribuent davantage à la diaphonie. Un simple fil de cuivre

de quelques centimètres de long a un couplage de 1-5 pF avec son voisin. Il est donc important

de minimiser les longueurs de fil non écranté lors du design des porte-échantillons/connecteurs

pour réduire la diaphonie, en plus des précautions habituelles comme le filage en paires torsadées

(technique standard pour réduire l’interférence entre les lignes).

Filtres passe-bas

Les filtres passe-bas servent à minimiser la contribution du bruit à haute fréquence au signal

DC, ainsi qu’à protéger les grilles (souvent fragiles) ou contacts d’un échantillon des dommages

que peuvent occasionner des décharges rapides, que ce soit dû à une erreur de manipulation ou à

un problème technique comme une panne de courant. Les filtres sont souvent combinés aux câbles

thermocoaxiaux, et installés à l’étage de la chambre à mélange, ou utilisés seuls, étant donnés que

les câbles thermocoaxiaux sont coûteux et en nombre limités dans les cryostats.

Un filtre passe-bas approprié doit respecter les contraintes suivantes :

1. Température d’utilisation : Les composantes commerciales sont rarement testées à des tempé-

ratures inférieures à celle de l’azote liquide. En raison des applications spatiales et médicales,

on commence à retrouver des informations sur les propriétés de composantes commerciales

à 4.2 K. Mais les propriétés sous les 100 mK ne sont presque jamais explorées, probablement

étant donné l’équipement coûteux requis pour atteindre ces températures, et le nombre limité

d’applications. Or, dépendant des matériaux utilisés et du type de fabrication (résistance à

film métallique mince, film épais, film de carbone, capacité à film, à céramique, etc.), leur

comportement peut varier de façon imprévisible lorsque la température approche le zéro

absolu.
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Figure 2.2 – (a) Photo des filtres RC (passe-bas) pour les lignes DC. Les composantes sont montées
sur un PCB et ancrées thermiquement au cryostat. (b) Circuit équivalent d’un filtre RC, qui atténue
les signaux de fréquence supérieure à 15 Hz ou 15 kHz. (c) Circuit d’un bias-tee RC, qui combine
un signal AC et un signal DC en utilisant une résistance R et une capacitance C. (d) Comportement
en température de diverses résistances. Les composantes présentant le meilleur comportement en
température sont les résistances de type film mince Susumu (RG2012P-105-B-T1). Les résistances
Vishay Beyschlag (MCT06030C1005FP500) ont une grande variabilité, et ne sont pas recomman-
dées pour utilisation cryogénique. Les résistances Connectivity (CRG0402J1M0) et les Vishay Dale
(CRCW0402M00FKED) sont de type film épais, et ne sont pas recommandées pour l’utilisation cryo-
génique également, en raison de la grande augmentation de valeur pour les température inférieures
à 4 K.

Pour les applications cryogéniques, les résistances de type film mince et les capacités de

type céramique de classe 1 (à diélectrique simple, par opposition aux capacités de classe

2 à haute constante diélectrique)[217] sont privilégiées car assez stables en température

[218, 219]. Malgré tout, chaque nouvelle composante est testée en température jusqu’à 8 mK

au laboratoire avant d’être employée dans nos circuits, que ce soit pour des filtres RC ou des

bias-tee (voir plus loin).

2. Bande passante : Bien que l’un des objectifs des filtres passe-bas soit de réduire la contribution

au bruit des signaux haute fréquence, un minimum de bande passante est requis pour pouvoir

changer rapidement les voltages DC et acquérir les données dans un temps raisonnable. De

plus, certaines mesures synchrones à basse fréquence pourront ainsi être effectuées sur les

contacts source et drain sans avoir besoin de combiner indépendamment des signaux DC et

AC (avec un bias-tee), ce qui simplifie le circuit expérimental. Pour les grilles, qui sont souvent

très sensibles aux décharges électrostatiques, on préfèrera un filtrage plus agressif, tout en

s’assurant de pouvoir effectuer des rampes de voltage d’au moins 1 V/s sans rectification du

profil de la rampe de voltage pour compenser la constante de temps finie du filtre[220].
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3. Valeur de la résistance : Pour les filtres mis en place sur les lignes des contacts ohmiques, dont

la résistance à la terre est de seulement quelques dizaines de kΩ dans le régime de blocage

de Coulomb, on doit utiliser une résistance petite devant celle-ci, sans quoi la majorité du

voltage appliqué serait perdue dans le filtre, avant d’atteindre le contact. Pour les grilles, qui

sont très résistives et/ou agissent comme circuit ouvert avec la terre (R >10 MΩ en général),

on peut choisir une valeur de résistance plus élevée afin de les protéger des décharges autant

que possible, tant que la résistance reste petite devant celle de la grille.

Étant donné ces différentes contraintes pour les grilles et pour les contacts ohmiques, une carte

de circuit imprimé (PCB, pour printed circuit board), avec des ponts cavaliers aisément ajoutés/enlevés

a été conçue pour le cryostat BlueFors 1 (voir figure 2.2(a)). Ainsi, dépendant de l’arrangement

des grilles/ contacts/ microsoudures sur un échantillon donné, les filtres peuvent être facilement

adaptés. En tenant compte de toutes ces exigences, les résistances choisies pour les filtres RC sont

de 1 MΩ pour les grilles et de 1 kΩ pour les contacts ohmiques. La capacité est de 10 nF, pour une

fréquence de coupure d’environ 15 kHz pour les contacts ohmiques et 15 Hz pour les grilles (voir

figure 2.2(b)).

Pour accommoder les lignes DC supplémentaires (non thermocoaxiales) du BlueFors 1, un

filtre à poudre a été conçu par Michael Lacerte, responsable technique au laboratoire (voir figure

2.2(a)). Ceux-ci sont généralement utilisés pour filtrer les fréquences micro-ondes (100 MHz-100

GHz) [221, 222], et peuvent être conçus pour filtrer aussi bas que 1 MHz [223]. Les filtres utilisés

à Sherbrooke ont une fréquence de coupure d’environ 2 GHz à température ambiante 2. Ils sont

constitués d’un PCB sur substrat RF4 standard où les lignes d’amenées se suivent en paires en

serpentin, au coeur d’un boîtier de cuivre. Le boîtier est rempli d’un mélange d’époxy cryogénique,

pour assurer une bonne thermalisation de tout le contenu, et d’une fine poudre d’acier inoxydable.

Le principe de fonctionnement est basé sur l’atténuation par effet de peau, par lequel les signaux à

haute fréquence tendent à se concentrer à la surface des conducteurs [224, 225, 226].

Atténuateurs RF

Pour les signaux AC, on utilise des filtres passe-bande en entrée du frigo lorsque approprié,

en plus d’atténuer le signal à chaque étage de refroidissement pour réduire le bruit thermique.

Typiquement, on choisit l’atténuation α pour qu’elle corresponde à la diminution de la puissance du

bruit thermique entre deux étages :

α = 10 log10
kB Ti δ f

kB Ti+1 δ f
, (2.1)

où δ f est la largeur de bande du bruit mesuré, kB est la constante de Boltzmann, Ti est la tempéra-

ture de l’étage i, et Ti+1 est la température de l’étage suivant. Par exemple, entre l’étage à 50 K et l’étage

à 4 K, on choisira, pour une réduction maximale du bruit, une atténuation de 10 log10(50/4) ∼ 10 dB.

2. Les filtres n’ont pas été caractérisés en température à l’heure actuelle.
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Des compromis sur la réduction du bruit sont cependant parfois nécessaires. Par exemple, la prescrip-

tion précédente suggère une atténuation totale de -37 dB, pour amener les signaux de la température

ambiante jusqu’à 8 mK. Or, en analysant attentivement les amplitudes AC requises au niveau des

grilles pour la réalisation d’expériences de mesure du taux tunnel, en raison des leviers en énergie des

grilles disponibles, et en tenant compte des amplitudes et résolutions fournies par nos instruments,

on trouve que l’atténuation totale optimale ne devrait pas dépasser les 29 dB. L’arrangement choisi

pour la majorité des expériences sur les dispositifs de boîtes quantiques en silicium de type MOS

sera discuté à la section 2.2.2.

Les atténuateurs RF utilisés sont des Mini-Circuit BW-SxxW2+ (les xx correspondent à la valeur

de l’atténuation en dB) pour les températures supérieures à 1 K, et des atténuateurs cryogéniques

XMA corp 2782-6426-xx-CRYO 3 pour les températures inférieures à 1 K.

2.1.3 Bias-tee pour la combinaison des signaux AC et DC

Il est parfois nécessaire de combiner des signaux AC et DC sur un même contact de l’échantillon,

par exemple pour activer une grille en DC tout en lui appliquant un signal multi-niveaux périodique

ou sinusoidal. C’est le cas notamment pour certaines mesures de taux tunnel (voir chapitre 4), les

expériences de résonance de spin, et les mesures en transconductance, en conductance différentielle,

ou avec un circuit radiofréquence (voir sous-section 2.1.4).

Un bias-tee est un circuit qui permet de combiner des signaux AC et DC à proximité de l’échantillon,

assurant ainsi que les lignes AC et DC peuvent indépendamment être filtrées de façon optimale.

Le bias-tee est composé de 3 branches, tel qu’illustré à la figure 2.2(c) : une entrée DC, une entrée

AC, et une sortie AC + DC. Dans sa réalisation standard, la branche DC contient une inductance L

dont l’impédance a une réponse en fréquence idéale de ZL = jωL, c’est à dire qu’elle laisse passer

complètement un signal DC et atténue les signaux AC d’autant plus que leur fréquence est élevée.

Ceci assure qu’aucun signal AC ne remonte vers la source DC. De son côté, la branche AC est équipée

d’une capacité C, dont l’impédance a une réponse en fréquence idéale de ZC = (jωC)−1. Elle laisse

donc passer les signaux AC et agit comme un circuit ouvert pour le signal DC.

Le choix de la fréquence de coupure est la contrainte principale qui guide le design d’un bias-tee

et le choix de ses composantes. En général pour les procédures de mesures du taux tunnel et du temps

de relaxation, on cherche à couvrir la plage de 1 Hz ou moins jusque dans les MHz [145, 183, 190, 227].

Cependant, il est très difficile d’avoir un bias-tee simple à large bande car en pratique les capacités

parasites entre chacune des boucles de l’inductance créent des pics de résonance qui "polluent" la

réponse en fréquence de l’inductance pure [228]. La partie DC du circuit n’est ainsi plus protégée

adéquatement du signal AC, ce qui peut avoir des conséquences néfastes pour l’instrumentation

mais aussi pour le niveau de bruit dans les expériences. Un bias-tee large bande adéquat est ainsi un

circuit RLC très complexe, qui permet d’atténuer les pics de résonance parasites. Une alternative

3. Des XMA corp 2082-6418-xx-CRYO et 4882-6040-xx-CRYO ont aussi été utilisés, dépendant des expériences.
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simple lorsque les courants circulant dans la branche DC sont de faible amplitude (< 10 mA) est le

bias-tee RC, où une résistance est utilisée à la place de l’inductance [229]. La réponse de la résistance

en fréquence est constante, et on évite les problèmes de résonances parasites, tout en conservant

un circuit relativement simple. Pour les applications typiques de boîtes quantiques, les bias-tee RC

sont plus fréquents en raison justement de leur simplicité. Ils évitent également les effets complexes

lorsque placés en champ magnétique, et le comportement dépendant des matériaux du coeur inductif

à basse température [230]. Certains laboratoires ont également observé moins de distortion pour les

impulsions carrées de 100 ns et plus en utilisant un bias-tee RC plutôt que LC [231]. Pour toutes ces

raisons, nous privilégons également les bias-tee RC.

Dans le cas des expériences présentées dans cette thèse, on choisit le plus souvent une fréquence

de coupure assez basse, en se rappelant que l’on peut toujours utiliser la ligne DC seule pour envoyer

des signaux jusqu’à environ 15 Hz lorsque le filtre RC est utilisé, et plus jusqu’à environ 1 MHz

sans filtre. Une constante RC est associée au circuit du bias-tee, et il est donc préférable de faire de

la compensation d’impulsions pour que le signal atteignant l’échantillon soit approprié lorsqu’on

utilise des fréquences proches de la fréquence de coupure [220]. Un script Labview a été créé pour

automatiser cette compensation en fonction du signal voulu, mais les résultats présentés dans cette

thèse (spécifiquement au chapitre 4) n’y ont pas fait appel, ce qui dégrade en partie les signaux

mesurés pour des impulsions à basse fréquence.

Plusieurs résistances ont été testées en température pour identifier les meilleures composantes

pour les bias-tees cryogéniques. Les modèles choisis présentent une augmentation de la résistance

d’un facteur 2 au maximum par rapport à la valeur nominale à température pièce, contrairement

aux modèles rejetés dont la résistance diverge à basse température, tel qu’illustré à la figure 2.2(d).

2.1.4 Amplification

Malgré toutes les procédures d’atténuation et de filtrage décrites plus haut, comme les signaux

mesurés dans les expériences de boîtes quantiques correspondent souvent au déplacement de

quelques charges élémentaires, il demeure essentiel d’inclure dans le circuit de mesure des systèmes

d’amplification. Par exemple, pour maximiser le ratio signal sur bruit, on a tout intérêt à effectuer

la mesure à des fréquences élevées, pour minimiser la contribution du bruit en 1/ f . On peut aussi

chercher à ce que ces circuits d’amplification se trouvent aussi près que possible de l’échantillon et

à la même température, ou encore à exciter le système à une seule fréquence en filtrant toutes les

autres pour réduire le bruit au maximum. Chacune de ces méthodes comporte des avantages et des

inconvénients, et peut être implémentée de différentes façons. Cette sous-section décrit quelques

implémentations telles que réalisées dans les expériences pour ce projet.
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Figure 2.3 – (a) Circuit équivalent RLC pour la détection de charge radiofréquence, comprenant
une résistance R (SET), une résistance r (résistances parasites), une capacité K fixe et une capacité
variable Cv, et une inductance L. (b) Calcul de l’effet d’un changement de la valeur de R sur la
transmission Γ du circuit de détection radiofréquence, en fonction de la fréquence f . Les valeurs fixes
sont L=90 nH, K=5.4 pF, r=1.5 Ω, Cv=1 pF. (c) Structure d’un HBT typique de 3ième génération en
SiGe. Figure adaptée de [232]. (d) HBT NESG3031M05 soudé à un PCB. La base est identifiable par
le point blanc. (e) Courant à travers la base (Ib) et le collecteur (Ic) en fonction du voltage appliqué
sur l’émetteur pour un HBT à 1.5 K. (f) Gain Ic/Ib en fonction de la température, pour Ib=0.5 nA. La
courbe bleue (cercles) illustre le comportement stable à basse température d’un HBT indiquant qu’il
devrait bien fonctionner même à 8 mK. La courbe rouge (carrés) illustre le comportement typique
d’un HBT présentant une instabilité à basse température, alors que le gain devient quasi-nul à 1.5
K. (g) Comparaison des signaux de détection de charge dûs à une transition de charge mesurée en
DC (courbe bleue) et en transconductance (courbe orange). Dans cet exemple, un HBT procure une
amplification préalable. L’excitation AC à f =1 kHz est appliquée sur une grille adjacente à la boîte
quantique, et le courant du collecteur est démodulé à cette même fréquence. La figure est tirée d’une
note d’application Nanonis Tramea [233]. Les figures (a) et (b) sont tirées du mémoire de Anne-Marie
Roy [234].
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Circuit de détection de charge radiofréquence

Pour des mesures en détection de charge avec un SET typique, la résistance du SET est de l’ordre

de 100 kΩ [235] dans le régime de Coulomb [236, 237, 238], ce qui donne, en prenant compte des

capacités parasites dans le câblage et l’impédance d’entrée de l’amplificateur à température pièce,

une fréquence de coupure inférieure à quelques kΩ. Pourtant, la fréquence de coupure intrinsèque

d’un SET typique est supérieure à 10 GHz [235]. Il est donc difficile avec un SET typique de détecter

des événements rapides, tels que l’observation de transfert d’électrons uniques en temps réel ("single-

shot"), en particulier lorsque le taux tunnel est élevé. Or ces mesures single-shot sont un ingrédient

essentiel pour plusieurs approches de lecture de qubits, tel que décrit au chapitre 1.

Un circuit de détection de charge radiofréquence (circuit RF) [235] est un circuit RLC dont la

fréquence de résonance est de l’ordre de 100 MHz. Il utilise le SET comme élément résistif pour

traduire un changement de conductance dans celui-ci (causé par des oscillations de Coulomb et/ou

des événements tunnel d’un ilôt adjacent qui y est couplé capacitivement) par un changement dans

la transmission du signal RF d’excitation. Lorsque excité à proximité de sa fréquence de résonance, ce

circuit de détection est sensible à des très petites variations de résistance du SET. Un autre avantage

de cette technique est la faible densité de bruit 1/ f aux fréquences micro-ondes, ce qui contribue à la

qualité du signal de détection de charge. De plus, la bande-passante d’un tel circuit est de l’ordre de

100 MHz, ce qui permet la détection d’événements rapides.

Une partie des mesures réalisées pour cette thèse ont été obtenues grâce à un circuit RF implé-

menté par Anne-Marie Roy pendant sa maîtrise [234] et basé sur les travaux de Thomas Müller du

ETH Zurich [239]. La figure 2.3(a) montre un circuit équivalent RLC réaliste pour la détection de

charge radiofréquence, prenant en compte des pertes dans le circuit et incluant une capacité variable

pour l’ajustement en temps réel de la fréquence de résonance du circuit [240]. La figure 2.3(b) montre

des résultats de simulation de ce circuit et l’effet d’un changement de la résistance R, qui correspond

au SET, sur la courbe de transmission du circuit. Pour une fréquence fixe injectée dans le circuit,

un changement de la résistance du SET causera une modification importante de la transmission

qui est directement mesurable. Le circuit complet permettant les mesures de détection de charge

radiofréquence est décrit dans la section 2.2.2.

Amplificateur cryogénique : transistor à hétérojonction bipolaire

Bien que la détection de charge radiofréquence offre une excellente performance en termes de

bande passante et un ratio signal sur bruit intéressant, l’implémentation d’un circuit RF présente

plusieurs défis. Son potentiel d’intégration aux dispositifs de boîtes quantiques (fabrication intégrée)

est limité, et la méthode n’est pas compatible avec toutes les techniques de lecture du spin [241].

Une autre approche populaire est d’utiliser un amplificateur cryogénique, placé aussi près que

possible de l’échantillon, ce qui a pour effet de réduire la capacité parasite effective du câble de mesure,

et donc d’augmenter la bande passante, et de réduire le niveau de bruit thermique [242]. Les propriétés

requises pour cet amplificateur sont alors un fonctionnement adéquat à basse température et un

niveau de dissipation bas (faible puissance). Les transistors à haute mobilité électronique (HEMT) ont
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été étudiés à cet effet [242], mais les transistors à hétérojonction bipolaires (HBT) fonctionnent à plus

basse puissance (0.01-5 µW) et peuvent être utilisés dans une configuration qui procure un meilleure

bande passante [241]. L’utilisation de transistors commerciaux pour l’amplification cryogénique

présente des avantages en coûts non-négligeables, et offre un potentiel d’intégration directe avec les

boîtes quantiques en silicium.

L’équipe des Sandia National Laboratories a étudié quelques HBTs commerciaux comme candi-

dats potentiels. Un candidat retenu est le HBT California Eastern Laboratories (CEL) NESG3031M05,

en raison de son gain important, typiquement entre 100 et 2000, et de sa bande passante procurant

un ratio signal sur bruit supérieur à 1 jusqu’à 1 MHz. Il s’agit d’un transistor silicium-germanium à

hétérojonction bipolaire, dont la structure est illustrée à la figure 2.3(c). La figure 2.3(d) montre une

photographie d’un dispositif, avec les contacts de la base, de l’émetteur (2 contacts disponibles) et du

collecteur. Le voltage appliqué sur l’émetteur VE dicte le gain Ic/Ib, où Ic est le courant du collecteur,

et Ib le courant de la base.

Avant de placer un HBT sur un PCB pour amplification d’un dispositif de boîte quantique, une

caractérisation en température du gain est effectuée, de 300 K à 1.5K, à l’aide d’un PCB dédié (conçu

par Julien Camirand Lemyre). Les propriétés recherchées pour les HBT sont un gain stable à basse

température, et un gain supérieur à 100 à 1.5 K. La figure 2.3(e) montre les courants Ib et Ic pour un

HBT en fonction de Ve, à 1.5 K. On remarque que le transistor procure encore un gain substantiel

(>1000) même à cette température. De façon générale, la tension de seuil (voltage VE nécessaire à

l’activation du courant) est déplacée vers les valeurs plus négatives lorsque la température est réduite.

La figure 2.3(f) montre le gain pour Ib=0.5 nA en fonction de la température pour un dispositif stable,

ainsi qu’un exemple de HBT avec un gain instable en température. Ce dernier ne serait pas sélectionné

comme amplificateur pour un dispositif de boîte quantique puisqu’il aurait potentiellement un gain

trop faible, voir nul, à 8 mK. Une fois un HBT sélectionné, il est connecté à un dispositif de boîte

quantique. La base est connectée par micro-soudure au contact ohmique source du SET, et le contact

ohmique drain du SET est mis à la terre. L’activation de l’émetteur du HBT crée un voltage de l’ordre

de 1 mV à la base pour un Ve= -1.051 V environ (on estime que dans la plage typique d’opération de

l’émetteur, le VSD effectif varie de 0.1 à 2 mV) [241], et induit le biais source-drain nécessaire pour le

transport dans le SET. La méthode employée pour bien ajuster le régime du SET lorsqu’on utilise un

HBT sera décrite à la section 2.3.2.

Le modèle de HBT présentement en usage au laboratoire est malheureusement discontinué.

Grâce à la collaboration continue avec Sandia, il reste possible d’en obtenir sur demande grâce aux

grandes quantités qu’ils se sont procurés. Cependant, la recherche d’alternatives fonctionnelles à

basse température est essentielle, surtout que typiquement, seulement environ 30% des HBTs testés

affichent un comportement adéquat, et ils sont facilement détruits par les décharges électrostatiques

lors de manipulations de routine (les HBTs doivent être conservés connectés à un PCB planté dans la

mousse électrostatique en tout temps). L’article de Curry et al. [241] souligne qu’un autre modèle, le

Infineon BFP842ESD HBT, présente une courbe de calibration du biais similaire à 4K, et serait donc

une alternative possible.
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Mesures synchrones : transconductance et conductance différentielle

Une autre technique qui est souvent utilisée pour maximiser le rapport signal sur bruit consiste à

appliquer un petit signal AC de fréquence donnée sur un contact ohmique (conductance différentielle)

ou une grille du dispositif (transconductance). On mesure ensuite la réponse du système, en transport

ou en détection de charge, à cette même fréquence, éliminant ainsi les contributions au bruit des

autres fréquences. L’instrument utilisé à cet effet est un amplificateur à détection synchrone (lock-

in). Les mesures synchrones peuvent être utilisées seules ou en combinaison avec un autre type

d’amplification compatible, par exemple un HBT.

Lorsque l’amplitude de l’excitation est suffisamment petite, le signal correspond à la dérivée

du courant par rapport au biais source-drain dans le cas de la conductance différentielle, et à la

dérivée du courant par rapport au voltage de grille dans le cas de la transconductance. La figure 2.3(g)

montre la différence entre les signaux mesurés en DC et en transconductance pour la détection d’une

transition de charge à l’aide d’un SET. Dans cet exemple, le signal en transconductance est d’une

amplitude beaucoup plus grande par rapport au signal de base que le signal en DC. Les techniques

de conductance différentielle et de transconductance permettent ainsi de faciliter la visualisation du

signal dû à des transitions de charge ou même à des niveaux excités.

La fréquence est choisie pour être compatible avec le phénomène à observer, pour éviter les

sources de bruit majeur (harmoniques du 60 Hz notamment), et pour minimiser le temps de mesure

ou le ratio signal sur bruit, c’est-à-dire qu’on privilégiera une plus haute fréquence pour pouvoir

moyenner la mesure sur un grand nombre de cycles en moins de temps (temps d’intégration).

L’amplitude de l’excitation quant à elle est choisie suffisamment grande pour maximiser le signal et

respecter les limites des instruments, mais elle doit rester petite devant les détails que l’on cherche à

observer. Par exemple, pour une boîte quantique dont l’énergie orbitale est de l’ordre de 1 meV, si l’on

veut pouvoir observer les niveaux excités en conductance différentielle, on choisira une excitation de

l’ordre de 100-200 µeV, ou même moins. En fait, des diviseurs de tension sont souvent utilisés pour

atteindre des amplitudes de l’ordre de 50-100 µeV au niveau de l’échantillon avec un faible niveau

de bruit. De manière générale, un processus d’optimisation doit être effectué pour bien sélectionner

la fréquence et l’amplitude qui produisent le signal le plus visible.

2.1.5 Bonnes pratiques pour les mesures de haute précision cryogéniques

Avant chaque refroidissement d’un échantillon, une vérification doit être faite pour s’assurer

qu’il n’y a pas de court-circuits ou de discontinuités au niveau du câblage, du porte-échantillon, des

PCBs, etc. Lorsque de nouvelles composantes sont installées (câbles thermocoaxiaux, câbles RF, etc),

il est parfois nécessaire de tester le montage en température également.

Une attention particulière est portée, lors de chaque refroidissement, à la minimisation des

vibrations, qui peuvent causer du bruit, en fixant toutes les parties mobiles du montage avec du fil

dentaire ou du ruban adhésif cryogénique (de type Mylar). Pour offrir un bon ancrage thermique, du

vernis basse température GE (GE Varnish) est utilisé pour fixer certains câbles de façon permanente,
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ou pour fixer les échantillons aux porte-échantillons, puisqu’il procure également une bonne isolation

électrique, tout en séchant rapidement. On cherchera à utiliser une bonne longueur de fil pour les

câblages DC permanents, pour pouvoir les enrouler sur les échangeurs de chaleur du cryostat et

ainsi améliorer l’ancrage thermique. Pour les câblages RF, dans le cas où aucune atténuation n’est

requise à un étage donné, on ajoutera tout de même un atténuateur RF 0 dB ou -1dB, encore une fois

pour un meilleur ancrage thermique.

Lorsque toutes ces précautions sont prises, en combinaison avec les techniques de réduction

du bruit décrites plus haut, on peut espérer obtenir une température électronique assez proche de

la température de base du frigo. En effet, dans les semi-conducteurs et les métaux, un mécanisme

important de thermalisation des électrons est via les interactions électrons-phonons. Or la popula-

tion de phonons tend vers zéro à basse température, ce qui signifie que les électrons ont plus de

difficulté à thermaliser avec leur environnement via les phonons. Ainsi la température des électrons

dans le matériau, aux températures cryogéniques, est plus élevée règle générale que celle de son

environnement [243, 244, 245, 246].

Il existe plusieurs façons de mesurer la température des électrons dans les semi-conducteurs.

L’une s’appuie sur l’élargissement en température des pics de Coulomb [83]. Il est donc nécessaire

de former un SET dans le régime approprié, c’est-à-dire à faible biais source-drain pour s’assurer

qu’un seul niveau contribue au transport, et dans la limite où l’énergie thermique est beaucoup plus

petite que l’énergie de charge de la boîte quantique, notamment. La température électronique d’une

double boîte quantique de type MOS incluant un SET a été mesurée à 120 mK dans le BlueFors 1

réglé à 8 mK avec cette technique. L’échantillon était alors connecté électriquement par les câbles

thermocoax et les filtres RC passe-bas, et les fils étaient thermalisés sur le doigt froid avec du GE

varnish. Le dispositif était également fixé sur un porte-échantillon 48 contacts en substrat RF4 pour

PCB standard à l’aide de GE varnish.

Une autre technique de mesure de la température électronique consiste à caractériser les os-

cillations de Shubnikov-de Haas, soit la résistivité électrique longitudinale en fonction du champ

magnétique d’un gaz bidimensionnel d’électrons dans un dispositif en croix de Hall. La résistivité

longitudinale ρxx présente des minimas dont la valeur augmente en température[247]. Cette tech-

nique a été utilisée précédemment par Chloé Bureau-Oxton [248] avec un dispositif de croix de Hall

dans une hétérostructure GaAs/AlGaAs pour mesurer une température électronique de 92 mK dans

le BlueFors 1 lorsque seuls les filtres RC étaient utilisés, et de 16.5 mK lorsque les câbles thermocoax

étaient également utilisés. La température électronique mesurée dans un dispositif à croix de Hall

est typiquement plus basse que celle obtenue dans un dispositif de boîte quantique avec des grilles,

en raison du bruit de charge résultant de la présence des grilles [249, 250, 251]. Des différences dans

la façon dont les échantillons sont thermalisés, dans la conductivité thermique de l’arsenure de

gallium et du silicium, et dans l’extraction des données elle-mêmes peuvent également expliquer

une partie de ces différences entre la température électronique mesurée via l’élargissement des pics

de Coulomb, et celle mesurée avec les oscillations de Shubnikov-de Haas. Le même échantillon de

GaAs a été utilisé pour mesurer la température électronique dans le BlueFors 2 et caractériser son
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filtrage et son ancrage thermique, dans le cadre du projet actuel. Au moment de cette mesure, les

fils n’étaient pas complétement ancrés thermiquement, et la température obtenue est de 157 mK.

L’ancrage des fils a par la suite été amélioré en les enroulant autour des échangeurs de chaleur et

en les fixant avec du GE varnish, mais la température électronique n’a pas été mesurée à nouveau

depuis.

2.2 Montages expérimentaux

Dans cette section, chacun des montages utilisés pour les expériences présentées dans cette thèse

est décrit, ainsi que les astuces utilisées pour adapter les montages aux échantillons ou vice-versa.

Avant tout, on discute des défis liés aux microsoudures et des précautions à prendre lors de la

manipulation et de l’installation des échantillons.

2.2.1 Microsoudures et précautions électrostatiques

Les échantillons arrivent sous forme de puces contenant plusieurs dispositifs indépendants. Dans

le cas des échantillons fournis par les Sandia National Laboratories, 4 échantillons se retrouvent sur

chaque puce, et pour la plupart des expériences une découpe est nécessaire pour pouvoir travailler

avec un seul dispositif à la fois (voir figure 2.4(a)). La correspondance entre la position des contacts

sur le périmètre de la puce et la grille ou ohmique correspondant du dispositif n’est pas la même pour

tous les dispositifs, ce qui signifie que l’arrangement des micro-soudures est différent pour chacun.

Pour ce qui est des échantillons provenant de STMicro, les puces arrivent déjà découpées à la taille

appropriée, bien que de 1 à 4 dispositifs puissent être présents sur chaque puce (voir figure2.4(b)).

Pour la découpe, la surface supérieure de l’échantillon doit être protégée avec une résine. Ty-

piquement, on utilise la résine S1818, étalée sur l’échantillon avec le programme F de l’étaleuse de

la salle propre 2 de l’IMDQ au département de physique. La résine est ensuite recuite à 115 ◦C sur

la plaque chauffante pendant 1 minute. La découpe est ensuite effectuée au LCSM du 3IT avec la

scie à découper Disco DAD320, typiquement par René Labrecque. La lame utilisée est de 40 µm de

largeur. Pour les séries 108x, 163x ,18xx, 21xx, et 26xx de Sandia, bien que la séparation entre chaque

contact soit typiquement de 140µm, sur l’axe horizontal, la distance entre les contacts extremaux

des échantillons du haut et ceux du bas est de seulement 20µm. Un des contacts pour les dispositifs

1 (#19) et 2 (#35) doit donc être sacrifié en découpant au travers pour éviter d’abimer les contacts

#17 (dispositif 3) et #1 (dispositif 4). Jusqu’à présent cette technique n’a pas semblé occasionner de

problèmes de fuites pour les échantillons MOS de Sandia.

Une fois les échantillons découpés et montés au PCB avec du GE varnish, leurs contacts doivent

être connectés par microsoudures au PCB. La microsoudeuse est un appareil semi-automatisé équipé

d’un binoculaire pour le travail de précision, avec un support mobile contrôlé par l’utilisateur, pour

amener la pointe de soudure alimentée par un fil d’or ou d’aluminium de quelques dizaines de
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b)a) Puce DBQ MOS (SNL) Puces réseaux 2D FDSOI (STMicro)

Figure 2.4 – (a) Puce de dispositifs à double boîte quantique MOS des Sandia National Laboratories
contenant 4 dispositifs, ici montrée après avoir été soudée à un porte-échantillon. L’encart rouge
montre la disposition des contacts sur la puce plus en détail. L’encadré rouge pointillé délimite
un seul des 4 dispositifs. Typiquement, ces puces sont découpées pour pouvoir manipuler un seul
dispositif à la fois. Chaque puce (contenant 4 dispositifs distincts) mesure environ 1 cm de côté.
(b) Puces de dispositifs à réseaux 2D en FD-SOI de STMicroelectronics. Chaque puce contient 4
dispositifs à réseaux 2D, dont les contacts sont montrés dans l’encart à contour jaune. Chaque puce
mesure un peu moins de 0.5 cm de côté.

microns de diamètre aux plots de contacts désirés. La soudure se fait par un mélange de pression,

de chaleur, et d’ultrasons. La microsoudeuse utilisée dans le cadre de cette thèse est une Kulicke

& Soffa 4700 convertible wedge et ball (voir figure 2.5(a) et (b)), référant aux deux techniques de

micro-soudures standard.

Le choix de la méthode de soudure et des paramètres est crucial. Dans le wedge bonding, le fil est

écrasé sur la surface du plot avec une force F pour une durée T, et des ultrasons avec une puissance

P sont simultanément émis, ce qui forme la soudure. La pointe est ensuite relevée et amenée au

deuxième bond, où la soudure est faite de façon similaire, et le fil coupé lorsque la pointe remonte.

Pour le ball bonding (procédure illustrée à la figure 2.5(c)), une pointe différente est utilisée. Le premier

bond est plutôt réalisé en appuyant sur le plot une boule de métal de diamètre choisi préalablement

formée par un arc électrique. Le deuxième bond est formé en écrasant la pointe sur le plot comme

dans le cas du wedge, mais est souvent moins solide parce que la pointe ball n’est pas optimisée pour

le wedge (voir figure 2.5(c)). On solidifie donc le deuxième bond en allant y écraser une autre boule

par la suite. L’échantillon est souvent chauffé jusqu’à 100 ◦C pour le ball bonding pour favoriser la

soudure.

Le ball bonding est préféré pour les dispositifs de type MOS de Sandia (figure 2.6(a)). Certains

des échantillons SNL étudiés dans cette thèse ont été soudés par wedge, mais on soupçonne que le

wedge aurait pu abimer certains d’entre eux, en craquant l’oxide de champ qui se trouve sous les

contacts et en créant des fuites. Marc-Antoine Roux a trouvé les paramètres les plus bas possibles

permettant de réaliser des bonds en ball bonding solides, avec la taille de boule la plus petite possible,

permettant ainsi à la procédure d’être utilisée également sur les échantillons STMicro dont les plots

(zones de contact) font à peine 60 µm de large (figure 2.6(c)).
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Figure 2.5 – (a) Photo de la microsoudeuse Kulicke & Soffa 4700 convertible wedge et ball. (b) Photo
rapprochée de la pointe de la microsoudeuse, montrant le capillaire à travers lequel se trouve le fil
d’or pour la soudure. En mode ball, une boule est formée au bout du fil, par un arc électrique créé en
rapprochant l’électrode du fil et en appliquant une tension électrique. (c) Séquence de microsoudure
de type ball. La boule est d’abord formée par l’arc électrique (1 et 2), et est ensuite appuyée sur le
contact de l’échantillon désiré (3). La soudure est formée par une combinaison d’ultrasons et de
pression. Le capillaire est éloigné de la surface (4) pour se diriger vers le deuxième contact, sur le
porte-échantillon (5). Le fil est écrasé à la surface du contact (6), et finalement le capillaire est soulevé
et le fil est coupé (7), suite à quoi le cycle recommence. Schéma adapté de [252]

La microsoudure comporte des risques pour les échantillons. C’est pourquoi un objectif du groupe

Pioro-Ladrière et de ses collaborateurs est de développer des méthodes de connexions sans soudures,

par exemple avec des interposeurs fonctionnant par contact direct. En attendant le développement

de cette méthode, qui nécessite de changer l’arrangement des plots de contact lors du procédé de

fabrication en plus de tester la performance des interposeurs aux températures cryogéniques, les

microsoudures continuent d’être utilisées. Plusieurs précautions sont alors prises pour minimiser les

risques de décharges électrostatiques et éviter la formation de courts-circuits. Le porte-échantillon

est notamment mis à la terre pour que chaque nouvelle connexion soit automatiquement mise à la

masse, et un ventilateur ionisant est souvent utilisé pour aider à décharger la pointe et le fil de la

machine. Chaque soudure doit être faite de façon très prudente et bien planifiée pour minimiser les

erreurs qui peuvent parfois rendre un ou plusieurs contacts inutilisables, de façon non-réversible,

surtout quand les contacts sont très petits et rapprochés.

Aux contraintes liées à l’arrangement des contacts sur les dispositifs et à leur taille souvent aux

limites de performance de la microsoudeuse s’ajoutent celles dues au design du porte-échantillon.

L’accord entre l’emplacement des contacts du dispositif et du porte-échantillon n’est généralement

pas idéal, ce qui oblige à faire passer des fils par-dessus d’autres, et donc à contrôler la courbure

et l’orientation fine des fils (voir figure 2.6(b)). De plus, pour les fils utilisés pour connecter des

lignes RF, la longueur des fils doit être minimisée pour augmenter la transmission du signal. Bref, en



54
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a) b) c) d)

Figure 2.6 – (a) et (b) Exemples de microsoudures ball sur un dispositif de DBQ de Sandia. On
remarque sur b) que la disposition des contacts de l’échantillon et du porte-échantillon oblige parfois
à faire passer des fils par-dessus d’autres. (c) et (d) Exemples de microsoudures ball sur un dispositif
de STMicro. Les contacts sont très rapprochés les uns des autres, et disposés en 3 ou 4 rangées, ce qui
oblige à faire les soudures de l’extérieur en premier, vers les contacts internes du porte-échantillon,
puis à faire les soudures de l’intérieur vers les contacts externes du porte-échantillon, autant que
possible.

pratique, la connexion par microsoudures des dispositifs MOS et FD-SOI demande une préparation

minutieuse et beaucoup d’expérience de la part de l’opérateur (voir figure 2.6(d)).

Une fois les microsoudures complétées, les dispositifs sont conservés dans une boîte remplie de

mousse anti-statique. On s’assure également de toujours se mettre à la terre lors de la manipulation,

avec des bracelets au poignet et à la cheville.

2.2.2 Circuit RF et mesures avec amplificateur synchrone

On discute maintenant des montages spécifiques aux expériences qui seront présentées dans les

prochains chapitres, en débutant par le montage 1, qui permet de faire des mesures radio-fréquences

ou des mesures synchrones au choix, et a ainsi permis de caractériser la performance du circuit RF

en la comparant à celle du circuit synchrone [234]. Ce montage est utilisé pour les mesures réalisées

avec le dispositif 1639 #1, une double boîte quantique MOS de design A1, soit une partie des mesures

présentées au chapitre 3, celles du chapitre 4, et une partie de celles du chapitre 6.

La figure 2.7 montre le PCB utilisé dans ce montage (a), son circuit équivalent (b), le circuit

complet de mesure (c), et le circuit de démodulation (d). Tous les détails du fonctionnement du

circuit peuvent être trouvés dans la référence [234]. Ici, nous discuterons donc seulement des aspects

les plus essentiels à la compréhension du circuit et des expériences.

Le dispositif sous étude est monté sur un porte-échantillon mâle à 19 plots, auquel il est connecté

par microsoudures, de façon similaire au dispositif de STMicro à la figure 2.6(c). La partie mâle est

installée sur la partie femelle du porte-échantillon qui est fixée au centre de l’endos du PCB (non

visible sur la figure 2.7(a)). Le rôle du PCB est de combiner les signaux RF, AC et DC nécessaires au

fonctionnement du dispositif et à sa caractérisation. Tel qu’illustré à la figure 2.7(b), le PCB amène le
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signal d’excitation RF, via RF16, vers l’un des contacts ohmiques du SET du dispositif. Le SET est

l’élément résistif du circuit de résonance RLC, qui comprend également l’inductance de 180 nH et la

capacité variable de 2 à 10.5 pF. Le signal DC (DC16), qui sert à appliquer un biais DC sur le contact

ohmique, est combiné au circuit résonant par un bias-tee LC. La capacité variable est alimentée par

une tension DC via la ligne DC20, connectée au circuit résonant par un autre bias-tee LC.

La capacité parasite totale du PCB et de l’échantillon de boîte quantique a été estimée à environ 5

pF (en turquoise dans le circuit de la figure 2.7(b)). Le signal réfléchi par le circuit résonant retourne

dans la ligne RF16, où un coupleur directionnel sépare le signal entrant et le signal sortant (VRF)

sur leur lignes respectives. Une autre ligne, DC5, sert à appliquer/mesurer un signal sur le contact

drain du SET. Toutes les autres lignes DC sont construites de la même façon, pour biaiser les grilles

DC de l’échantillon, sauf les lignes 6, 8, et 14, sur lesquelles des signaux AC peuvent également être

appliqués via des bias-tee RC. Ces lignes sont connectées à des grilles de l’échantillon qui seront

utilisées pour l’application d’impulsions carrées dans les mesures de spectroscopie par impulsions

(voir le chapitre 4).

La figure 2.7(c) montre le circuit complet pour ce montage, incluant les atténuations utilisées sur

chaque ligne RF du cryostat et les appareils de mesure et de contrôle. Le AWG-5014C de Tektronix

est un générateur de signal arbitraire avec un taux d’échantillonnage de 1.2 GHz, et est utilisé

pour l’application d’impulsions de forme arbitraires sur les grilles de l’échantillon. Pour certaines

expériences, le AWG-3390 de Keithley a plutôt été utilisé. Le module Bias-DAC (Digital to Analog

Converter), conçu à l’Université de Technologie de Delft (TUDelft) permet d’appliquer jusqu’à 16

signaux DC de -4 à 4 V avec un très faible niveau de bruit, grâce au contrôle via fibre optique et

à l’alimentation par batterie. Le module comprend également deux canaux avec amplificateur à

isolation et atténuateurs pour l’application de petits signaux sur les contacts source et drain lors de

mesures synchrones, et deux canaux avec convertisseur courant-voltage et amplificateurs à isolation

pour la lecture. Une autre source DC a parfois été utilisée pour l’alimentation de la capacité variable

en raison des voltages supérieurs à 4V souvent requis pour les grilles d’accumulation des réservoirs

dans les dispositifs MOS.

Le signal RF pour l’excitation du circuit résonant est produit par le générateur de signal analogue

micro-ondes N5183 de Keysight. Le signal passe par le circuit de démodulation avant d’entrer dans le

frigo par la ligne RF 1, et passer dans un coupleur directionnel avant d’arriver à l’échantillon. Le signal

réfléchi remonte par la ligne RF2 où il est amplifié, et passe dans le circuit de démodulation. Celui-

ci multiplie le signal de la source et le signal réfléchi pour produire un signal DC correspondant

à l’amplitude du signal réfléchi. Les détails de ses composantes et de son fonctionnement sont

disponibles dans la référence [234]. Le signal résultant est mesuré soit par le convertisseur analogue

vers digital AD-WIN II avec taux d’acquisition de 200 kHz, ou par l’oscilloscope rapide DSO-9254A

de Keysight, dont le taux d’échantillonnage est de 20 GHz. Pour les mesures réalisées avec ce montage,

toutes les données ont été acquises via l’interface FMA, codée en LabView.
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a)

b)

c)

d) Circuit de démodulation

Circuit complet pour le montage RF/synchrone

X

X

Figure 2.7 – (a) Photo du PCB utilisé pour les mesures RF. (b) Circuit équivalent du PCB. (c) Circuit
complet de mesure pour les le montage RF/synchrone, incluant le câblage à l’intérieur du cryostat,
les atténuations, les amplifications, et les filtres, ainsi que les instruments de mesure. (d) Schéma du
circuit de démodulation. Une partie du signal RF est envoyée vers le mixeur, et une autre partie vers
la ligne 1 (en direction de l’échantillon), et sa phase est ajustée in-situ par le déphaseur, alimenté par
une source DC. Le signal en sortie du montage arrive par la ligne 2, et passe par un filtre passe-bas
et un filtre passe-haut pour éliminer les contributions au bruit qui sont éloignées de la fréquence
d’excitation. Le signal de sortie (RF) est ensuite combiné au signal d’excitation (LO) dans le mixeur.
Le signal résultant (IF) a une amplitude DC correspondant à l’amplitude du signal réfléchi par
l’échantillon. Le signal démodulé est finalement filtré puis envoyé vers l’appareil de mesure.
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2.2.3 Circuit avec amplification par HBT

Certaines des mesures effectuées sur les dispositifs des séries 18xx et 21xx, de type A2, ont été

réalisées en connectant un échantillon de type MOS à un HBT. Pour ce faire, différents types de PCBs

ont été utilisés. Dans certains cas, le dispositif a été fixé à un PCB à 48 plots (figure 2.8(a)). Dans

d’autre cas, le dispositif était monté sur un PCB plus complexe, incluant des contacts dédiés pour

l’installation des HBTs, des ports RF, et des contacts pour les composantes nécessaires aux bias-tee.

L’un de ceux-ci est le Omnetics 1439, fourni par nos collaborateurs des Sandia National Laboratories

(figure 2.8(b)). L’autre instance sera désignée par l’appellation PCB versatile puisqu’il permet une

grande flexibilité dans les types de dispositifs, de composantes, et de branchements possibles (figure

2.8(c)).

Les PCB versatiles ont été conçus en s’inspirant du design de PCB créé par Dany Lachance-Quirion

pour ses dispositifs de résonateurs coplanaires [253]. Les mêmes règles de dessin ont été utilisées et

les boîtiers de résonance déjà disponibles et certains connecteurs ont pu être réutilisés également.

Les objectifs derrière la conception de ces nouveaux PCBs étaient de simplifier la procédure de micro-

soudures pour améliorer le rendement des dispositifs, de minimiser la longueur des fils pour les

contacts RF afin de maximiser la transmission, et de faciliter les connexions DC et AC au cryostat, en

prévision de l’intégration de micro-aimants aux dispositifs de Sandia et des expériences de résonance

de spin à venir. Un certain travail d’adaptation aux contraintes des boîtiers déjà existants (dans une

optique de standardisation des montages utilisés au laboratoire) et connexions du design original des

PCBs a dû être fait pour rendre celui-ci le plus compatible possible avec les dispositifs MOS de Sandia.

Ainsi, 4 designs différents ont été réalisés, un pour chaque type de dispositif (1, 2, 3 et 4), incluant 38

lignes DC, 2 bias-tee avec chacun leur ligne RF, 2 HBTs, ainsi qu’une ligne haute fréquence pour la

résonance de spin (voir figure 2.8(c)). Le PCB permet l’utilisation de deux types de résistances pour

les bias-tee au besoin, et les lignes DC ont été arrangées de façon à être situées sur deux côtés adjacents

des dispositifs de Sandia, afin de correspondre à l’arrangement des contacts sur les échantilllons

(voir figure 2.8(d)). Une petite quantité de PCBs ont également été produits sans bias-tee et avec 4

lignes RF au total. Les PCBs ont été manufacturés chez Printech Circuit Laboratories Limited, sur un

substrat TMM10i de 0.015 pouces d’épaisseur, conçu pour les applications micro-ondes.

La figure 2.8(e) montre le montage après que le boîtier de résonance ait été vissé par dessus le

PCB versatile. Celui-ci aide à favoriser la transmission des signaux à haute fréquence et permet de

débrancher les câbles RF sans risquer d’arracher les connecteurs soudés au PCB. La figure 2.8(f)

montre le montage une fois que le boîtier externe est rajouté. Celui-ci permet d’éviter d’endommager

les connecteurs. On y voit deux connecteurs RF, avec les autres ouvertures bloquées par du ruban

métallique. Les connecteurs DC sont montés sur place au laboratoire, à partir de morceaux de PCB

sur lesquels on soude des câbles. Le connecteur est complété par un boîtier de résine machiné au

département.
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Figure 2.8 – (a)Dispositif MOS (encadré vert)) installé sur un PCB 48 plots avec HBT (encadré bleu).
Le HBT est installé sur un PCB imprimé au département. (b) Dispositif MOS (encadré vert) installé
sur une PCB Omnetics 1439, fourni par Sandia National Laboratories. Ce PCB inclut des lignes DC
et des ports RF pour l’application de signaux haute fréquence. Des HBTs (encadré bleu) sont aussi
présents. La base du HBT est connectée au contact ohmique source du SET de l’échantillon. Deux
bias-tee sont également présents sur ce PCB, en bas, à gauche et à droite. Les ports AC amènent le
signal AC vers l’échantillon à travers une capacité placée sur la ligne à transmission (cercle rouge).
Les lignes DC aux extrémités gauche et droite peuvent être utilisées pour combiner une partie
DC au signal AC, en connectant la ligne par micro-soudure à la résistance (rectangle rouge), puis
en combinant les lignes DC et AC par micro-soudure au contact voulu du dispositif. Le morceau
de PCB bleu foncé sert à offrir plus de versatilité pour les connexions aux bias-tee et faciliter les
micro-soudures en offrant des plots de connexions intermédiaires. (c) Dispositifs MOS (encadré vert)
installé sur un PCB dit versatile conçu dans le cadre de cette thèse. Le PCB comprend deux HBTs
(encadrés bleus), deux résistances (rectangles rouges), deux capacités (cercles rouges), et deux ports
AC pour les bias-tee (lorsqu’applicable), de 1 à 4 ports RF (dépendant du design utilisé), et 38 lignes
DC. Le PCB est vissé sur une plaque de cuivre, à laquelle est collé l’échantillon (avec du GEvarnish)
pour une bonne conduction thermique. (d) Vue rapprochée d’un PCB versatile. On remarque les 4
contacts pour connecter les HBTs, ainsi que les deux types de paires de contacts pour les résistances
des bias-tee, permettant d’installer des résistances de différentes dimensions, ou même de faire un
arrangement en parallèle personnalisé. (e) PCB versatile avec boîtier 1 vissé au PCB. f) PCB versatile
monté au doigt froid du BlueFors 1. Le boîtier 2 est installé par dessus le boitier 1, et vissé à la plaque
de cuivre postérieure. Le boîtier 2 est ensuite vissé à l’adaptateur incliné, qui est attaché au doigt
froid. L’adaptateur est incliné dans ce cas-ci pour aligner le champ magnétique avec des directions
cristallines spécifiques pour certaines expériences de formation de qubit spin-orbite [49]. Les câbles
rouges transportent les signaux DC, et les câbles bleus les signaux AC.
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La figure 2.9 montre un schéma du circuit complet pour les mesures avec les PCBs mentionnés

ci-haut dans le cryostat BlueFors 1. La majorité des signaux sont appliqués et lus par le système

Nanonis Tramea [254], qui est une plateforme de contrôle et de mesure comprenant 2 modules de

contrôle pour un total de 16 canaux d’entrée et 16 canaux de sortie. Des amplificateurs synchrones

sont intégrés à chaque canaux d’entrée, et le signal d’excitation peut être appliqué à un canal de

sortie au choix lorsque désiré. Plusieurs autres instruments sont intégrés au système pour offrir une

capacité accrue de traitement des données (analyseur de spectre, oscilloscope, etc). Nanonis est géré

par son propre logiciel d’acquisition de données, mais peut aussi être accédé via Labber [255], le

logiciel d’acquisition de données principal au laboratoire, qui permet de réaliser des mesures avec

plusieurs instruments et de les synchroniser.

2.2.4 Circuit de mesure pour les transistors industriels

Les échantillons de type FD-SOI, dont l’analyse sera exposée au chapitre 6, ont jusqu’à maintenant

été étudiés principalement en transport DC ou en conductance différentielle, sans amplificateur

cryogénique ou autre. Les signaux sont appliqués et lus par des unités source-mesure (SMU), ou par

les canaux du module Nanonis (avec modulateur et démodulateur intégrés) ou d’un amplificateur

synchrone SR830. L’échantillon est monté sur un porte-échantillon à 19 contacts. Pour les mesures

en fonction de la température, deux échantillons à la fois peuvent être installés dans le VTI Janis,

comme le montre la photo à la figure 2.10(a) et (b). Dans ce cas le seul filtrage du signal provient

des câbles coaxiaux et des boîtes de connexions qui comprennent des filtres Pi. Pour les mesures à 8

mK, on peut également mesurer deux échantillons pendant le même refroidissement, en utilisant les

adaptateurs adéquats pour les fixer et les brancher (voir figure 2.10(c)). Les filtres RC et/ou à poudre

et/ou les câbles thermocoaxiaux habituels sont alors utilisés, de façon similaire au circuit de mesure

pour les PCB avec HBTs (figure 2.9).

2.3 Méthode de caractérisation d’un dispositif métal-oxyde-semiconducteur

Au fil des expériences des dernières années, un processus de caractérisation initiale des dispositifs

de type MOS a été développé. Il vise à vérifier l’intégrité d’un dispositif et acquérir l’information de

base sur son fonctionnement pour pouvoir par la suite former une ou des boîtes quantiques et réaliser

des expériences plus poussées. Les étapes, que nous décrirons dans la section qui suit, sont : (1) les

tests de fuites et de continuité ; (2) l’activation et la caractérisation du SET et/ou du HBT selon le cas ;

(3) la vérification du levier des grilles. Nous ne discuterons pas ici des méthodes d’optimisation du

régime d’opération du circuit RF, puisqu’elles sont bien décrites dans la référence [234].



60

Nanonis 
Tramea

AWG Keithley 
3390

TIA DLPCA-200

Boîte de 
connexion

⦦

⦦

-3 dB

-3 dB

-10 dB

-10 dB

-1 dB

Voltages grilles et ohmiques

Lignes 
DC

ICollecteur VCollecteur

VÉmetteur

MC

CP

Still

4 K

50 K

300 K AC Bias-tee

Pour les tests préliminaires:

SMUs

⦦ Filtres passe-bas

Atténuateurs RF

Ohmiques, émetteur et 

collecteur:

f
c
= 15 kHz (filtres RC) ou 

1.9 MHz (thermocoax)
(selon branchements)

Grilles: 
f
c
=15 Hz

Sortie Nanonis: 
f
c
=1.9 MHz

Figure 2.9 – Circuit de mesure complet pour les expériences sur dispositif MOS avec amplification
par HBT et bias-tee. Les flèches indiquent la direction du signal (input vs output. Les lignes DC sont
filtrées par des composantes différentes et donc avec des fréquences de coupure différentes selon la
nature du signal et les contraintes de branchement (voir encadré). Les signaux sortant de la plateforme
Nanonis Tramea sont également filtrés. Le courant en sortie du collecteur du HBT est amplifié (gain
choisi entre 106 et 108) et converti en voltage par l’amplificateur à transimpédance (TIA), permettant
au signal d’être lu par un port d’entrée du Nanonis. Les impulsions sont appliquées par le générateur
de signal arbitraire (AWG) Keithley 3390. Pour les mesures préliminaires, telles que les mesures de
fuite et de continuité, les signaux sont plutôt appliqués et lus par un ou des unités sources-mesures
(SMUs), qui permettent d’appliquer et de lire un signal sur un même port. Enfin, des atténuateurs
RF sont installés à chaque étage du cryostat sur les lignes AC.
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a) b)

Vue de haut Vue de côté

c)

Adapteur BlueFors

Figure 2.10 – Photo du montage utilisé pour la caractérisation des échantillons FDSOI dans le VTI
Janis, (a) vue de haut, et (b) vue de côté. (c) Adapteur utilisé pour le montage d’un échantillon FDSOI
au doigt froid du cryostat BlueFors 1. Un deuxième échantillon peut-être installé sur la plaque de la
chambre à mélange avec un adapteur similaire.

2.3.1 Tests de fuites et continuité

La première étape de caractérisation d’un échantillon consiste à vérifier les fuites entre les contacts

et la continuité des grilles et des canaux de conduction. On mesure donc la résistance vers la masse

de chaque grille ou contact ohmique, et on s’assure que le courant est sous un seuil acceptable

(dépendant du dispositif, du montage expérimental, et de la température). Cela permet de savoir s’il

existe des courts-circuits entre certains contacts, et à quel endroit (au niveau de la nanostructure, des

micro-soudures, ou parfois du porte-échantillon), dépendant de la résistance mesurée. Ces mesures

de fuites peuvent être réalisées à température pièce sous pointes, avant de faire les micro-soudures,

mais elles sont toujours effectuées de nouveau à froid. En effet, particulièrement pour les dispositifs

MOS avec oxyde ALD supplémentaire (voir la section 1.3.3), les courants de fuites au-dessus du seuil

acceptable à température ambiante (500 pA à 300 mV pour les fuites grille-ohmique, et 200 pA à 1 V

pour les fuites grilles-grilles) disparaissent presque complètement à basse température. Par exemple,

pour le dispositif 2135 dev 4, comportant une couche de 60 nm de ALD, les 20 fuites grille-ohmiques

et 18 des 20 fuites grilles-grilles présentes à température ambiante disparaissent à 8 mK. Pour les

dispositifs sans ALD, la moyenne de 0.2 fuite grille-ohmique et 0.2 fuite grille-grille par dispositif

est généralement constante en température. Les fuites observées pour les dispositifs avec ALD sont

attribuées à une mauvaise qualité de l’oxyde supplémentaire.

En pratique, à froid, le courant de fuite des grilles est d’abord mesuré sur une petite plage de

voltage (-10 mV à 10 mV) pour s’assurer qu’il n’y a pas de court-circuit majeur, auquel cas le courant

résultant pourrait causer des dommages additionnels à un dispositif encore potentiellement utilisable.

Ensuite le courant de fuite est mesuré sur la plage d’utilisation typique de la grille, indiquant la

plage d’utilisation effective, avec une limite de sécurité de 1 nA. Comme illustré à la figure 2.9, le

circuit de mesure pour les tests de fuite et de continuité est le même que pour le reste des mesures,

si ce n’est que les signaux sont appliqués et mesurés par un SMU. Selon les appareils disponibles,

les SMU E5281B contrôlés par l’unité centrale E5270B (de Keysight, auparavant Agilent) ou le SMU

Keithley 2400 ont été utilisés.
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a)

T= 8 mKDispositif 1819 dev4

b)

CP

SETL2

~200 µm

Dispositif 2129

Figure 2.11 – (a) Courants de fuite normaux pour deux grilles d’un dispositif de double boîte
quantique MOS à 8 mK. Les flèches indiquent les directions de balayage. Chacune des grilles est
connectée au filtre à poudre et à la même boîte de connexion. (b) Photographie par microscope
optique de la fenêtre d’ouverture de l’oxide pour un dispositif de double boîte quantique MOS, prise
après l’étape de gravure du polysilicium. Le polysilicium apparaît en bleu sur l’image, et l’oxide
sous-jacent en jaune. Le dispositif 2129 est de type A2.

Un exemple de courant de fuite normal pour des grilles dans un dispositif de type MOS est

illustré à la figure 2.11(a). À 8 mK, on s’attend à des courants de fuite en-dessous de 100 pA à 4 V,

mais l’amplitude peut varier fortement dépendant des composantes capacitives liées au circuit de

branchement et à la taille de la grille. C’est ce qu’on remarque à la figure 2.11(a), où la grille SETL2,

qui occupe une superficie environ 5 fois plus grande que CP dans la fenêtre d’ouverture de l’oxyde

(voir figure 2.11(b)), présente un courant de fuite plus élevé, avec un comportement capacitif bien

visible. Pour un contact ohmique avec le même circuit de branchement, les fuites normales sont

inférieures à 500 fA à 1 mV. Si une fuite est détectée sur une grille ou un contact ohmique, la mesure

est répétée en mettant des contacts avoisinants flottants, pour tenter d’isoler l’origine de la fuite. Une

fuite n’est pas toujours problématique, par exemple si elle se fait via un autre contact qui peut être

mis flottant sans compromettre le fonctionnement du dispositif.

Pour certaines grilles qui possèdent plusieurs points de branchement possibles, par exemple la

grille d’accumulation du SET, on vérifie la continuité en appliquant un faible voltage (-10 mV à 10 mV

environ) sur une extrémité de la grille, avec l’autre extrémité mise à la terre. La résistance attendue

est d’environ 50 à 100 kΩ. Si une résistance de plusieurs MΩ ou plus est obtenue, après avoir vérifié

que ce n’est pas dû à un mauvais contact en répétant avec les autres contacts de la grille disponibles,

on suppose que la grille n’est pas continue. Dans ce cas, il reste possible d’utiliser le SET si celui-ci

est discontinu en un seul endroit, en appliquant la tension aux deux bouts de la grille. On peut

alors vérifier qu’il y a accumulation en mesurant l’effet du voltage appliqué sur la résistance entre

les contacts ohmiques du SET. Celle-ci devrait alors diminuer jusqu’à quelques dizaines de kΩ ou

moins aux températures cryogéniques. Cependant, il s’agit d’une instance rare, et une discontinuité

signifie généralement que le SET en question ne sera pas utilisable. Un des deux SETs est discontinu

dans un dispositif sur 3 en moyenne (séries 18xx et 21xx).
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2.3.2 Activation et caractérisation du détecteur de charge

Une fois les mesures de fuites et de continuité terminées et indiquant un dispositif potentiellement

fonctionnel, le SET est activé afin de vérifier qu’il peut être utilisé dans des régimes adéquats de

détection de charge. La formation initiale du SET est aussi importante pour vérifier les fonctionnalités

du dispositif, avant même de tenter de former une boîte quantique : le SET servira à vérifier l’effet

des différentes grilles et confirmer qu’elles fonctionnent comme prévu.

Dans le cas où on utilise un HBT pour amplifier le signal du SET, il faut d’abord activer celui-ci

puis optimiser le gain pour avoir une amplification suffisante sans créer de dissipation de chaleur

qui réchaufferait le dispositif et le cryostat. Comme expliqué précédemmment, la base du HBT est

connectée à un des contacts ohmiques du SET, par exemple la source. Le contact ohmique drain est

pour sa part mis à la masse. Le voltage appliqué sur l’émetteur, VE, induit une tension VB à la base,

et donc un biais source-drain pour le SET. Le voltage VE dicte le gain IC/IB, soit le ratio des courant

à travers le collecteur et la base, respectivement. Les étapes d’activation du SET sont les suivantes :

1. Le courant dans le collecteur est mesuré en fonction du voltage appliqué sur TSET (de 0 à 4V)

pour VE = 0 V. Cela permet de vérifier qu’il n’y a pas de fuite au niveau du HBT. On s’attend

à cette étape à ne mesurer aucun courant dans le collecteur.

2. On fixe VTSET= 4V. Dans ce régime, le canal du SET devrait être complètement ouvert, avec

une résistance de l’ordre de 10 kΩ au plus. On mesure alors IC en fonction de VE, de 0 à

-1.1V (au plus). Le résultat attendu est la courbe caractéristique d’amplification du courant en

fonction de VE, telle qu’illustrée à la figure 2.12(a).

3. On mesure des courbes d’accumulation du SET, c’est-à-dire IC en fonction de VTSET , pour

différentes valeurs de VE autour de la valeur attendue d’après la caractérisation initiale

en température du HBT seul, comme à la figure 2.12(b). Pour la majorité des dispositifs à

grilles d’accumulation séparées MOS étudiées avec ce circuit de mesure, le courant augmente

significativement à partir de 2.4-2.5 V environ. Étant donné la forme de TSET, un ou plusieurs

ilots d’électrons et leurs barrières de potentiel associées vont naturellement se former à partir

d’un certain voltage appliquée sur celle-ci. C’est pourquoi on peut observer déjà des pics de

conductance accrue, même sans l’aide des grilles latérales.

4. On répète ces courbes d’accumulation à différentes valeurs de VE en diminuant graduellement

le voltage sur les grilles latérales du SET, jusqu’à ce qu’on observe des oscillations de Coulomb.

Généralement, - 0.3 à - 0.5 V sur les 4 grilles est suffisant pour y arriver, comme on peut le

voir à la figure 2.12(c). Il n’est pas nécessaire à cette étape d’avoir des oscillations de Coulomb

optimisée pour la détection de charge.
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Figure 2.12 – (a) Courant dans le collecteur (IC) du HBT en fonction du voltage appliqué sur
l’émetteur (VE) pour VTSET2= 4 V. (b) Courbes d’accumulation du SET pour différentes valeurs de
VE, avec toutes les grilles de confinement (UR, LR, SETU2, SETL2) à 0 V. (c) Courbes d’accumulation
du SET pour différentes valeurs de VE, avec les grilles de confinement à -0.3 V. (d) Effet de VE sur les
oscillations de Coulomb du SET. La ligne pointillée indique le VE maximal permis pour éviter une
dissipation de chaleur importante, se traduisant par une dérive du courant et un élargissement des
pics de Coulomb. Dans ce cas-ci, VEmax =-1.053 V. Mesures (a), (b), et (c) acquises sur le dispositif 2130
#3, à une température de 8 mK au niveau de la chambre à mélange du cryostat. Mesure (d) acquise
sur le dispositif 2136 #1, à une température de 10 mK au niveau de la chambre à mélange.
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5. En cadrant en VTSET 3 à 5 oscillations de Coulomb bien visibles, on vérifie l’effet de petites

variations de VE, en commençant par la plus petite valeur absolue. Une haute résolution

est privilégiée à cette étape. Lorsqu’un élargissement des pics et/ou une dérive du courant

est observée, comme à la figure 2.12(d), cela indique que la dissipation de chaleur due au

courant circulant dans le collecteur est trop importante, et que l’on commence à réchauffer

l’échantillon. Cette étape permet donc de trouver le point d’amplification maximal du HBT,

et de fixer VE pour la suite. On remarque parfois à cette étape que certaines valeurs très

précises de VE sont associées à des régions de bruit élevé. Il faut alors parfois compromettre

l’amplification maximale pour éviter ces zones bruyantes.

6. Dans le régime VE=VEmax trouvé à l’étape 5, on cherche maintenant un régime approprié pour

vérifier le levier des grilles du dispositif. Pour ce faire, on trace un ou plusieurs diagrammes

de stabilité autour des valeurs de grilles de confinement trouvées précédemment, et pour

une valeur de TSET produisant des pics de Coulomb d’une amplitude élevée. Les critères

recherchés sont ainsi un rapport hauteur du pic sur signal de base élevé (10% ou plus), et

une constance dans la hauteur et la largeur des oscillations sur une large plage de potentiels

de grilles typiques. À moins de zones particulièrement bruyantes, un régime approprié est

généralement trouvé rapidement. Un exemple de diagramme de stabilité présentant des

caractéristiques appropriées est illustré à la figure 2.13(a). Pour les mesures des leviers des

grilles du dispositif, que l’on poussera vers les valeurs négatives, le point de départ choisi

serait le point A. Pour les mesures d’accumulation des réservoirs et des boîtes quantiques,

où on appliquera des voltages fortement positifs sur plusieurs grilles, on choisira plutôt le

point B comme point de départ. Dans les deux cas, l’objectif est de maintenir des oscillations

régulières lors de la mesure.

Le SET est maintenant prêt à être utilisé pour la caractérisation du dispositif. À ce point, le

régime choisi devrait permettre de détecter des transitions de charges dues à la boîte quantique. Un

ajustement très fin de VTSET , sur une plage de quelques millivolts, sera parfois nécessaire plus tard

pour optimiser les oscillations pour la détection de charge.

Dans le cas d’un SET mesuré par amplification synchrone avec une excitation de 100-200 µV, sans

HBT, la procédure est similaire mais simplifiée. La tension de seuil pour la grille TSET (lorsque le

SET commence à conduire le courant) est typiquement autour de 1.2 V. Un arrangement typique de

voltages pour des oscillations de Coulomb régulières lors de mesures synchrones, lorsque toutes les

grilles sont complètes et que les autres grilles du dispositif ne sont pas encore activées, est VTSET = 2 V,

VSETU =-0.5 à -1 V, VSETL =-0.5 à -1 V, VUL(UR) =-0.5 à -1 V, VLL(LR) =-1 à -1.5 V. Les détails dépendent

des dimensions et des espacements entre les grilles, c’est-à-dire si l’échantillon provient de la série

16xx (type A1) ou de la série 18xx-21xx (type A2).
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Figure 2.13 – (a) Exemple de diagramme de stabilité du SET, en fonction des grilles LR et UR pour
le dispositif 2130 #3, de type A2. Dans ce régime, VTSET=2.79 V, VSETU = VSETL=-0.5 V). Le point
A indique un exemple de point de départ qui serait choisi pour les tests de leviers des grilles. Le
point B montre un exemple d’un point de départ qui serait choisi pour les tests d’accumulation (voir
chapitre 3). (b) Leviers de grilles sur le SET de droite, pour le dispositif 2130 #3, mais calculés en
mV/oscillation. Ainsi un fort levier correspond à un petit chiffre sur cette image. L’image SEM d’un
dispositif de la puce 2130 à l’arrière-plan montre les discontinuités présentes dans certaines grilles.

2.3.3 Vérification du fonctionnement des grilles

Une fois qu’un régime intéressant pour le détecteur de charge a été identifié, on utilise celui-ci

pour vérifier l’intégrité des autres grilles du dispositif. Cela consiste à estimer les bras de levier en

énergie de chaque grille sur le SET, et à s’assurer que les valeurs trouvées sont en accord avec les

mesures standards. En effet, plus une grille est éloignée du SET, plus son levier sur celui-ci, évalué

par le déplacement qu’elle induit sur ses pics de Coulomb, devrait être faible. Ceci est valide au

premier ordre, puisque l’orientation et la dimension des grilles peut mener à des variations. Si deux

SETs sont utilisables sur un même dispositif, à gauche et à droite, il est même possible de répéter la

procédure pour chacun des détecteurs, ce qui donnera encore plus de confiance dans les conclusions

tirées sur l’intégrité des grilles. Cette vérification devrait être faite dès le début de la caractérisation,

avant de perdre trop de temps à essayer de former des boîtes quantiques avec un dispositif dont les

grilles sont brisées.

Pour faciliter la mesure, on utilisera le nombre de mV par oscillation de Coulomb comme quantité

à comparer. Ainsi, plus le nombre de mV par oscillation est petit, plus le levier de la grille est grand.

On mesure d’abord cette quantité pour la grille de déplétion du SET qui devrait avoir le plus fort

levier sur les pics de Coulomb. Ce résultat sera notre référence pour comparer les leviers des autres

grilles. Ensuite, en partant des mêmes coordonnées en voltage, chaque grille est balayée vers les

voltages négatifs. À la figure 2.13(b), on montre les quantités obtenues pour le dispositif 2130 # 3. On

remarque que les leviers tendent à diminuer lorsqu’une grille est plus éloignée du SET, c’est-à-dire
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que la quantité nombre de mV / oscillation augmente, tel qu’attendu. Il y a toutefois certaines

anomalies. En particulier, les leviers de AD1 et de AD2 sur le SET2 sont à peu près égaux, alors que

le levier de AD2 devrait être beaucoup plus grand que celui de AD1, et certainement plus grand que

celui de CP. Cela suggère fortement que la grille AD2 est trop courte. Les images SEM des dispositifs

de la puce 2130 (en arrière-plan à la figure 2.13(b)) appuient cette hypothèse. En effet, un problème de

dosage en énergie du faisceau d’électrons ou de développement chimique lors de la fabrication des

grilles de polysilicium a créé des discontinuités dans celles-ci qui sont en accord avec les anomalies

de bras de levier observées.

Une fois les tests initiaux passés avec succès, le dispositif de boîte quantique peut être amené

dans un régime adéquat de confinement pour former un réservoir sous AR, une boîte quantique sous

AD, et détecter les transitions de charge dans cette dernière à l’aide d’un diagramme de stabilité. Le

résultat est présenté au chapitre suivant.



Chapitre 3

Structure à grilles d’accumulation séparées :

particularités, confinement et contrôle des

vallées

Ce chapitre révèle les particularités du fonctionnement de la structure à grilles d’accumula-

tion séparées telles qu’observées dans trois variantes de la géométrie, représentées par les trois

dispositifs présentés à la section 1.3.3, les dispositifs métal-oxyde-semiconducteur (MOS) à double

boîte quantique, A1 et A2, et à simple boîte quantique, B. Le fonctionnement des dispositifs de type

A1 et A2, avec un seul réservoir par boîte quantique, est d’abord survolé à la section 3.1, à l’aide

d’une revue des résultats de simulations numériques et des particularités du diagramme de stabilité.

Ensuite, à la section 3.2, l’atteinte du régime à électron unique est démontrée à l’aide de mesures de

magnétospectroscopie. Les particularités du confinement électrostatique dans les dispositifs A1 et

A2 sont étudiés à la section 3.4. Une étude similaire du diagramme de stabilité et du confinement est

faite par la suite pour le dispositif B, équipé de deux réservoirs en série avec la boîte quantique, à la

section 3.4. Par la suite, le contrôle de la séparation de vallée est démontré à la section 3.5. Enfin, la

performance de la structure à grilles d’accumulation séparées, en termes de qualité du confinement

et du degré de contrôle de la séparation de vallée, est comparée à celles de dispositifs à grille de

contrôle dédiée pour la barrière réservoir-boîte quantique. L’impact des résultats est discuté à la

section 3.6.

Contributions : Les résultats présentés dans ce chapitre sont issus d’une collaboration étroite

entre l’équipe de l’Université de Sherbrooke et celle des Sandia National Laboratories. Les dispositifs

MOS à double boîte quantique (A1 et A2) ont été conçus en collaboration par les deux équipes. Les

dispositifs MOS à une seule boîte quantique (B) ont été conçus par l’équipe SNL. Les dispositifs

ont tous été fabriqués aux SNL. Les données de simulation QCAD (Quantum Computer Aided

Design) ont été obtenues par Matthew J. Curry (M.J. C., Sandia National Laboratories). Le choix
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des paramètres de simulations ainsi que l’analyse et l’interprétation des résultats ont été effectués

par Sophie Rochette (S. R., UdeS). Les données expérimentales recueillies sur les dispositifs MOS à

double boîte quantique (A1 et A2) ont été réalisées par S. R.. Celles recueillies sur le dispositif MOS

à une seule boîte quantique (B) ont été obtenues par Martin Rudolph (M. R., SNL). L’analyse des

résultats et leur interprétation sont un travail conjoint entre les équipes UdeS et SNL.

3.1 Fonctionnement des dispositifs

L’objectif de cette section est de donner un aperçu des particularités du fonctionnement des

dispositifs A1 et A2. Il s’agit de doubles boîtes quantiques avec un seul réservoir par boîte, qui sont

opérées ici dans un régime à simple boîte quantique, en regardant un seul côté du dispositif à la fois.

3.1.1 Profils de confinement simulés

Nous débutons l’étude des dispositifs à grilles d’accumulation séparées par une exploration

des profils de confinement produits par la structure dans des régimes d’opération typiques, à l’aide

de simulations numériques. Celles-ci sont produites par l’outil QCAD (Quantum Computer Aided

Design) développé aux Sandia National Laboratories [256] 1.

QCAD est utilisé pour modéliser des dispositifs quantiques en trois dimensions, tels que les

boîtes quantiques. Il s’agit d’un simulateur à éléments finis qui offre une convergence supérieure

même à des températures approchant le zéro Kelvin, une tâche typiquement complexe en raisons de

la dominance des effets quantiques et de l’ionisation incomplète des donneurs [256]. Il permet de

considérer les effets de confinement quantique en 3D dans des dispositifs aux géométries complexes,

et notamment d’obtenir les profils de bande de conduction et de densité électronique, en plus des

capacités entre une boîte quantique et une grille de contrôle [256].

Les résultats de simulation présentés dans cette thèse ont été obtenus en utilisant le modèle

semi-classique Thomas-Fermi [257, 258, 259, 260]. La zone critique du dispositif A1 (environ 1500

nm par 1200 nm) est modélisée, tel qu’illustré à la figure 3.1(a). Dans la direction z, la structure

inclut les grilles de polysilicium de 200 nm d’épaisseur, et un oxyde de champ SiO
2

d’environ 100

nm par-dessus celles-ci. Un oxyde de grille de 35 nm se trouve sous les grilles, suivi du substrat de

silicium d’environ un micron d’épaisseur. Les charges sont contraintes à une zone "quantique" de 50

nm d’épaisseur, à l’interface substrat/oxyde de grille (région en jaune ocre). Un maillage grossier

est utilisé pour les grilles, alors qu’un maillage fin, avec des points séparés de quelques nanomètres

seulement, est utilisé pour la région quantique du G2DE. La température de simulation est de 200

mK. Les voltages de grilles utilisés correspondent à un régime expérimental où la boîte quantique de

1. Les simulations ont été réalisées par Matthew J. Curry, des Sandia National Laboratories, dans le cadre de cette
collaboration. Le choix des paramètres de simulations, l’analyse des données et leur interprétation ont été effectués par Sophie
Rochette.
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Figure 3.1 – (a) Illustration de la structure 3D simulée dans QCAD pour modéliser le dispositif A1.
(b) Image SEM de la partie de droite du dispositif A1. AR est la grille d’accumulation du réservoir, et
AD est la grille d’accumulation de la boîte quantique. Les grilles latérales servent au confinement, et
la grille continue à droite forme le SET pour la détection de charge, représenté par l’ilôt noir pointillé.
(c) Densité électronique à l’interface Si/SiO2 d’après les simulations QCAD. Les voltages utilisés
sont : VAR2 = 4 V, VAD2 = 1.75 V, VAR1 = 7 V, VAD1 = 0.98 V, VCP = −1 V, VTP = −1 V, VLL = −3 V,
VLR = −3 V, VUL = −1 V, VUR = −1 V, VTSET = 2.59 V, VSETU = −2.32 V, VSETL = −2.06 V, VTQPC = 0
V, VgQPC = 0 V. (d) Schéma d’une coupe transversale le long de la flèche noire A→B de (c). (e) Profil
du minima de la bande de conduction le long de la même flèche, pour un voltage VAR = [3, 5] V avec
des incréments de 0.25 V, et à 6 V, avec tous les autres voltages gardés constants. Le niveau de Fermi
est défini à 0 meV. (f) Profondeurs du réservoir et de la boîte quantique et hauteur de la barrière
relativement à leur valeur à VAR = 3 V, en fonction de VAR, pour les profils présentés en (e).

droite contient un estimé de ∼20 électrons, et la boîte de gauche est vide (bien que les deux grilles de

réservoir et les deux grilles de boîte quantique soient polarisées positivement). Les voltages exacts

sont indiqués dans la légende de la figure 3.1. Ces paramètres sont valides pour tous les résultats de

simulation QCAD présentés dans la thèse.

Un autre paramètre qui doit être fixé pour les simulation est la densité effective de charges

piégées. Le processus de fabrication des structures MOS influence la densité de charges piégées dans

l’oxyde et à l’interface Si/SiO
2
. Ces charges affectent le comportement du transistor, notamment sa

tension de seuil [81]. Dans les simulations QCAD, une densité effective de charges fixes dans l’oxyde

est choisie de façon à reproduire la tension de seuil observée expérimentalement lors de l’activation

d’un canal de conduction. Pour le dispositif étudié ici, une densité de charges négatives fixées dans

l’oxyde de 1.3×1017 cm−3 a été choisie en confirmant l’observation d’un canal de conduction continu

sous la grille TSET dans les simulations de densité électronique, en utilisant des paramètres de

voltages correspondant à la tension de seuil mesurée expérimentalement pour le SET. Cependant, les
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simulations présentées à la figure 3.1(e) ont été obtenues avec une densité de charges négatives fixées

dans l’oxyde de 2.5×1017 cm−3. Les simulations présentées ici correspondent donc en quelque sorte

à un dispositif qui aurait une tension de seuil plus élevée [261]. Les densités électroniques simulées

sont donc probablement sous-estimées par rapport au cas réel. C’est le cas pour tous les résultats de

simulation QCAD présentés dans la thèse.

La section de droite du dispositif A1 est illustrée à la figure 3.1(b), et la densité électronique

à l’interface Si/SiO
2

se trouve en (c). Tel qu’attendu pour les tensions appliquées, un réservoir est

formé sous la grille AR, et une boîte quantique est formée sous l’extrémité de la grille AD. Les deux

régions sont séparées par une barrière tunnel. Cette situation est schématisée à la figure 3.1(d). La

coupe transversale le long de la flèche A→B en (b) montre la position de la boîte quantique, du

réservoir, et de la barrière tunnel caractérisée par un taux tunnel Γ, se trouvant sous le gap entre les

deux grilles d’accumulation AD et AR.

La figure 3.1(e) illustre l’énergie du minima de la bande de conduction le long de la flèche A→B

en fonction du voltage appliqué sur la grille d’accumulation du réservoir, AR, entre 3 et 6 V. On note

que les traces sont lissées en post-traitement numérique, et que les modulations de petite amplitude

résultent de la résolution de maille utilisée et de la routine d’interpolation sous-optimale qui y est

associée. Des zones associées à la boîte quantique, à la barrière, et au réservoir sont définies afin

de caractériser la variation de la position du minima de la bande de conduction dans chacune des

régions en fonction de VAR. Ainsi, on suppose la formation d’une boîte quantique d’environ 60 nm

de diamètre pour VAR = 3 V. La hauteur de la barrière est définie par rapport au niveau de Fermi, et

correspond ici au point le plus haut atteint par le minimum de la bande de conduction dans la région

définie pour la barrière. Le même principe est employé pour définir la profondeur du réservoir.

À la figure 3.1(f), on compare la variation dans la hauteur/profondeur de chacune des régions par

rapport à leur valeur à VAR = 3 V. On remarque que la grille AR a un effet notable sur la hauteur de la

barrière (et sa largeur, bien que cette dernière ne soit pas quantifiée), mais il semble que la bande de

conduction au niveau du creux de la boîte quantique reste relativement fixe par rapport au niveau de

Fermi. On note que la hauteur de la barrière devient négligeable devant les modulations précédem-

ment mentionnées pour VAR > 5 V, et le périmètre de la boîte quantique n’est donc plus clairement

défini. Cet effet à VAR > 5 V n’est pas observé dans les mesures expérimentales correspondantes,

pour lesquelles des transitions de charge boîte-réservoir continuent d’être distinctement observées.

Un maillage plus fin pourrait potentiellement éliminer cette discordance, mais d’autres effets non pris

en compte dans la simulation, comme des défauts locaux dans le potentiel électrique du dispositif

réel pourraient aussi expliquer la différence entre simulations et mesures expérimentales.

L’approfondissement quasi linéaire du réservoir est en accord avec le comportement typique

pour la courbure de bande en fonction du voltage de grille dans un MOSFET [81]. Il est aussi prévu

que l’effet de la grille AR diminue avec la distance, donc une augmentation faible de la profondeur

de la boîte quantique comparativement à l’augmentation de la hauteur de la barrière tunnel est

attendue. Cet effet est amplifié par la présence de la grille AD, qui écrante l’influence de la grille

AR au niveau de la boîte quantique, alors que l’absence de grille au-dessus de la barrière rend cette
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région plus sensible aux voltages environnants, ce qui expliquerait la décroissance rapide de celle-ci.

La décroissance ralentit toutefois pour des VAR plus élevés, ce qui laisse envisager que la formation

du réservoir d’électrons sous AR vient contrecarrer en partie l’influence de la grille AR. Bien que

plus difficile à voir puisque à plus petite échelle, la profondeur de la boîte quantique suit également

une tendance similaire avec un ralentissement de la décroissance aux tensions AR plus élevées.

Ces observations suggèrent qu’il est possible de (1) contrôler la barrière tunnel entre la boîte

quantique et son réservoir à l’aide de la grille AR, sans utiliser une grille de contrôle dédiée, et

que (2) ce contrôle possède un certain niveau d’indépendance par rapport à l’occupation de la

boîte quantique. En effet, la hauteur de la barrière varie fortement pour une variation minime de

la profondeur de la boîte quantique. On note toutefois qu’il est difficile de définir adéquatement la

largeur de la barrière tunnel en raison des irrégularités dans les profils de potentiel, et que le taux

tunnel en dépend fortement. De plus, bien que le minimum de la boîte quantique varie peu, la largeur

de celle-ci varie et les niveaux quantiques en seront affectés. Il est donc important de caractériser

expérimentalement la variation du taux tunnel. Cependant, il semblerait que le comportement du

profil de la bande de conduction en fonction de VAR soit fondamentalement différent de celui qui

serait obtenu en utilisant une grille de contrôle dédiée directement au-dessus de la barrière pour

contrôler le taux tunnel. En effet, on s’attendrait à un contrôle linéaire du potentiel directement

sous la grille dédiée, avec une pente semblable à celle observée pour le réservoir, quoique peut-être

plus élevée en l’absence de la couche d’inversion qui écrante le potentiel de la grille. L’effet serait

également plus prononcé sur le profil de la boîte quantique, en raison de la distance réduite. Bref,

une caractérisation expérimentale de ces effets et une comparaison quantifiable avec les dispositifs à

grille de contrôle dédiée est essentielle pour se prononcer sur la performance de la structure à grille

d’accumulation séparée en terme de contrôle du taux tunnel.

3.1.2 Diagramme de stabilité caractéristique

Les constatations ci-haut indiquent un mode de fonctionnement particulier pour les dispositifs

à grilles d’accumulation séparées, où la formation du réservoir, de la boîte quantique, et de la

barrière tunnel, dépend fortement de l’équilibre entre les voltages appliqués sur les grilles AR et

AD. Une exploration dynamique des régimes résultants de ces voltages devrait donc mener à des

observations intéressantes, surtout que la grille d’accumulation du réservoir est rarement employée

dynamiquement dans les diagrammes de stabilité des dispositifs multi-couches.

L’étude expérimentale débute avec la boîte quantique du côté gauche d’un dispositif A2 (figure

1.9(b). Après avoir formé à gauche un SET dans un régime approprié pour la détection de charge,

des voltages négatifs conservateurs sont appliqués sur les grilles de déplétion TP, CP, UL et LL

pour créer un premier "niveau" de confinement pour la boîte quantique et le réservoir. Ensuite, un

diagramme de stabilité VAD en fonction de VAR est réalisé en détection de charge, tel que présenté

à la figure 3.2(a). La dérivée du courant du SET est tracée, ce qui rend visibles des transitions de

charges, superposées aux oscillations du SET en arrière-plan. Ce diagramme est obtenu avec un
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montage sur PCB à 48 plots, comme à la figure 2.8(a), mais sans HBT. L’amplification du signal est

faite par conductance différentielle, avec une excitation de 100 µV à 16.4 Hz.

Plusieurs particularités sont observées dans ce diagramme de stabilité :

1. L’absence de transitions additionnelles pour les tensions les plus négatives sur AR et AD.

Cela indique possiblement l’atteinte du régime à électron unique (le nombre d’électrons

dans la boîte correspondant N est indiqué pour chaque région de stabilité). La position des

trois premières transitions de charge a été extraite et tracée à la figure 3.2(b) pour aider à la

visualisation.

2. Une évolution dans la netteté des transitions en fonction de VAR. En effet, on peut remarquer

une "pixellisation" des transitions à faible VAR, par exemple dans la région de l’encadré

mauve à la figure 3.2. Les transitions deviennent plus nettes et continues à VAR plus élevé,

par exemple à l’intérieur de l’encadré rouge. Cet effet suggère, comme nous le verrons plus

loin, une variation du taux tunnel entre la boîte quantique et son réservoir en fonction de

VAR.

3. Une courbure des transitions de charge. Des droites tangentes aux deux extrémités de la

transition 0→1 ont été tracées en bleu à la figure 3.2(b) pour mettre en évidence le changement

de pente le long des transitions. Cette courbure est absente dans un diagramme de stabilité

typique et semble donc être causée par l’utilisation d’une grille de réservoir pour créer le

diagramme. La courbure suggère une variation du ratio des capacités de grilles CAR→BQ et

CAD→BQ en fonction de VAR, que nous examinerons plus loin.

En raison de la courbure caractéristique des transitions de charge, les diagramme de stabilité

VAD versus VAR seront parfois surnommés diagrammes «fontaine». Le point 1 sera étudié plus en

détail dans la suite de ce chapitre, alors que le point 2 et le point 3 seront analysés aux chapitres 4 et

5 respectivement.

3.2 Régime à électron unique

L’absence de transitions dans le coin inférieur gauche du diagramme de stabilité de la figure

3.2(a) suggère fortement l’atteinte du régime à électron unique. Pour en augmenter la certitude,

des mesures de magnétospectroscopie ont été effectuées. Celles-ci consistent à observer l’effet d’un

champ magnétique sur les niveaux d’énergie de la boîte quantique. La position en voltage d’une

transition de charge dépend du spectre d’énergies orbitales (dû au confinement), de la séparation de

vallée, et de l’occupation de la boîte quantique. Ce spectre dépend du champ magnétique appliqué.

La figure 3.3(a) montre de façon schématisée l’énergie des 5 premiers niveaux d’énergie de la

boîte quantique en fonction du champ magnétique appliqué parallèlement à la surface du dispositif,

selon l’axe x dans le schéma du dispositif de la figure 3.1(a) . On se concentre d’abord sur la position

des niveaux d’énergie à B = 0 T. À cet endroit, 3 niveaux d’énergie possibles sont apparents. Le
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Figure 3.2 – (a) Diagramme de stabilité «fontaine» typique pour le dispositif A2, pour une boîte
quantique formée à gauche du dispositif, et mesurée par un SET du même côté. La détection de
charge est effectuée en conductance différentielle, avec une excitation de 100 µV appliquée à la
source du SET, avec une fréquence f = 16.4 Hz. Ici la dérivée dISET/dVAL du signal de conductance
est montrée. Les tensions appliquées sont VCP= -3 V, VTP=-1 V, VUL = VLL = VSETU = VSETL =-1.4 V,
VTSET=2 V, et toutes les autres grilles à 0 V. L’occupation N de la boîte quantique est indiquée en blanc.
Les encadrés rouge et mauve indiquent des régions de taux tunnel Γ élevé et faible, respectivement.
(b) Extraction de la position des trois premières transitions de charge du diagramme fontaine en (a),
avec N = 0 → 1 en bleu, N = 1 → 2 en ocre, et N = 2 → 3 en vert. Les lignes pleines bleues sont des
guides pour l’oeil d’une extrapolation linéaire des régions à faible et fort VAR. Une vue rapprochée
de l’allure des transitions à Γ élevé (rouge) et faible (mauve) est visible dans les encadrés.

premier est dégénéré et contient les états vert et violet (spin ↓ et ↑ respectivement), et appartient à

l’orbitale 1. L’orbitale 1 comprend aussi les états orange et jaune (spin ↓ et ↑ respectivement), qui se

trouvent dans l’état de vallée supérieur. Les deux vallées de l’orbitale 1 sont ainsi séparées par EST ,

l’énergie de séparation singulet-triplet. En effet, il s’agit de l’énergie additionnelle nécessaire pour

créer un état triplet avec une énergie ET plutôt que singulet (ES) en rajoutant un second électron à la

BQ. L’orbitale 2 (à laquelle appartient l’état bleu clair) est séparée de l’orbitale 1 par l’énergie orbitale

∆E.

La dégénérescence présente à B =0 T est levée à champ magnétique non-nul, selon E = ±1/2gµBB,

où g est le facteur de Landé, µB est le magnéton de Bohr, et le signe dépend du spin. Dans le schéma

de la figure 3.3(a), l’énergie relative des niveaux est estimée d’après cette relation, en supposant une

séparation d’énergie orbitale ∆E plus importante que la séparation singulet-triplet EST .
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Figure 3.3 – (a) Schéma du spectre en énergie de la boîte quantique en présence d’une séparation
de vallée inférieure à l’énergie orbitale ∆E. Les petites flèches indiquent l’état de spin de l’électron
entrant ou sortant de la boîte quantique pour chaque portion de transition. (b) Mesures en magné-
tospectroscopie effectuées sur le dispositif A2 dans le même régime qu’à la figure 3.2. Pour chaque
courbe présentée, la grille CP est balayée à travers les transitions sur une plage de 7 mV autour de
-3 V, avec VAR = 6.5 V, et VAD choisi pour se placer sur la transition de charge désirée. L’inflexion
dans la transition de charge N = 1 → 2, pointée par la flèche blanche, indique la valeur du champ
magnétique BST .

L’énergie de séparation singulet-triplet EST fournit une borne inférieure pour la séparation de

vallée EVS. En effet, ET est abaissé de l’énergie d’échange EJ en raison de l’interaction de Coulomb

réduite pour un électron ajouté à une orbite/vallée différente [17, 18]. Ainsi EST = ET − ES = EVS − EJ ,

où ET est l’énergie pour un deuxième électron ajouté à la vallée 2 avec un spin parallèle au premier

électron déjà présent dans la BQ, et ES est l’énergie pour un deuxième électron ajouté à la même

vallée que le premier électron et avec un spin anti-parallèle. Les deux états correspondants sont

|S⟩ = 1/
√

2(| ↓↑⟩ − | ↑↓⟩) et |T⟩ = | ↓↓⟩.

On note que l’interprétation ci-haut utilise des nombres quantiques distincts pour les vallées et les

orbites. Cependant, ces états peuvent s’hybrider, et il n’est alors plus approprié de les distinguer par

des nombres de vallée et d’orbites purs [262]. Plusieurs études du remplissage de la boîte quantique

en fonction du champ magnétiques utilisent plutôt l’appellation vallée-orbite, avec les deux premiers

états identifiés par EVO1 et EVO2 (vallée-orbite 1 et vallée-orbite 2), et la séparation d’énergie entre

les deux niveaux dénommée par la séparation fondamentale (ground state gap). Selon le couplage

entre les états de vallée et d’orbite, les états vallée-orbite agiront plutôt comme des vallées ou plutôt

comme des orbites. Cependant, par souci de simplicité et en raison de l’accord suffisant entre nos

observations et une interprétation sans hybridisation notable des états de vallée et d’orbite, la notation

distincte d’orbite et de vallée continuera d’être utilisée dans ce qui suit.
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Dans le schéma de la figure 3.3(a), chaque couleur indique l’allure d’une transition distincte,

puisque chaque électron étant rajouté à la boîte le fera dans l’état minimisant l’énergie pour un

champ magnétique donné. En pratique, chaque transition sera séparée de la prochaine par l’énergie

de charge, non-représentée dans le schéma pour mieux visualiser les points de croisement. Ainsi,

si notre interprétation du nombre d’électrons dans la boîte quantique est adéquate, les transitions

devraient suivre le comportement caractéristique dicté par le schéma. Le point de croisement à BST

correspond notamment à la transition entre l’état singulet et l’état triplet. En effet, pour 0 < B < BST ,

l’état de plus faible énergie est l’état singulet |S⟩. Par contre pour B > BST , l’état de plus faible énergie

est plutôt celui correspondant à l’ajout d’un électron de spin parallèle au premier, soit l’état |T⟩. On

voit sur le schéma que la séparation en énergie Zeeman entre les deux premiers niveaux EZ = gµBB

à B = BST correspond à la séparation singulet-triplet EST . On peut donc estimer une borne inférieure

sur la séparation de vallée à partir du champ magnétique pour lequel une inflexion se produit dans

la transition de charge N = 1 → 2.

À la figure 3.3(b), les transitions de charge dans le régime présenté à la figure 3.2(a) sont donc

examinées en fonction du champ magnétique. L’encadré de couleur autour de chaque transition

indique à quelle transition du schéma de gauche elle devrait correspondre selon notre interprétation

de l’occupation de la boîte quantique. Même si les transitions devraient être symétriques en champ

magnétique, la mesure dans les deux polarités de champ permet notamment de confirmer les pentes

des transitions et de réduire l’influence de la dérive du courant. Pour chaque transition, on se place

à VAR = 6.5 V pour que le taux tunnel soit de bonne amplitude, ce qui facilite la visualisation des

transitions. Ici, la grille AD est fixée selon la position de la transition dans le diagramme 3.2a. La grille

CP est ensuite balayée autour de sa valeur (-3 V) sur une plage de 7 mV. Puisque CP possède un plus

petit levier sur la boîte quantique que AD, cela nous assure que la résolution en énergie ne soit pas

limitée par celle des sources de voltage (environ 80 µV). L’échelle de couleur correspond à la dérivée

du signal du détecteur de charge (unités arbitraires). Ainsi, la transition change d’intensité selon la

position de la transition par rapport au pic de Coulomb du SET (flanc gauche ou droit résultant en

une dérivée positive ou négative). L’intensité varie dans une même mesure parce que le courant dans

le SET est également affecté par le changement de champ magnétique (dérive du courant, chauffage

des réservoirs, etc.).

Les transitions de charge expérimentales correspondent globalement à ce qui est attendu pour

le régime à faible nombre d’électrons, mais plusieurs anomalies sont présentes, dont on discutera

dans les paragraphes suivants. Malgré tout, à partir de la position de l’inflexion dans la transition de

charge N = 1 → 2 (encadré violet), à BST = 1.5 ± 0.3 T, on extrait une énergie de séparation de

vallée de EVS = 174 ± 35 µeV.
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De la pente ∆VCP/∆B de cette même transition en fonction de B, pour B < BST , on extrait le

bras de levier de CP sur l’occupation de la boîte quantique, en utilisant g = 2 : 2

αCP→BQ =
1

2
gµB∆B/∆VCP

= 0.054 meV/mV.

(3.1)

La conversion du bras de levier de CP vers un bras de levier de AD est faite à partir d’un diagramme

de stabilité entre ces deux grilles, ce qui donne αAD→BQ = 0.254 meV/mV. Ainsi une énergie de

charge d’environ 8 meV pour le dernier électron peut être obtenue du diagramme fontaine 3.2a, ce

qui permet également d’estimer la capacité totale pour la boîte quantique à Ctot ∼ 20 aF.

L’incertitude sur EVS et sur les bras de leviers est due principalement à la largeur des transitions

ainsi qu’aux instabilités dans le signal de magnétospectroscopie. Les transitions sont larges en raison

du couplage tunnel élevé entre la boîte et le réservoir, et ce dernier pourrait être optimisé davantage

pour ce genre de mesure. Les instabilités sont causées par une dérive du signal qui est probablement

due au délai utilisé entre chaque valeur de champ magnétique, nécessaire à la stabilisation du

champ produit par l’aimant. De plus, le champ magnétique doit être balayé lentement pour éviter le

chauffage dans les composantes non supraconductrices du circuit de l’aimant, ce qui rajoute un autre

délai entre chaque balayage en voltage et augmente les probabilités de dérive. Finalement, un délai

est présent à B = 0 T en raison du temps requis pour changer la polarité de l’aimant à ce moment.

Des sauts dans le signal près de B = 0 T sont associés à la même origine.

D’autres anomalies par rapport au cas idéalisé de la figure 3.3(a) sont observées dans les tran-

sitions de charges mesurées à la figure 3.3(b). Notamment, la transition N = 0 → 1 est très aplatie

par rapport à la pente à laquelle on s’attendrait, qui devrait être semblable à celle observée pour

la transition N = 1 → 2 et les suivantes (la plage de voltage sur l’axe y est la même pour toutes les

transitions présentées). La transition N = 1 → 2 présente d’ailleurs une instabilité plus importante

que les suivantes. Le mécanisme exact impliqué demeure flou, mais une hypothèse pour expliquer ces

anomalies repose sur le confinement sous-optimal de la boîte quantique. La présence de plusieurs mi-

nima locaux pourrait favoriser un remplissage non polarisé en moyenne, menant à un aplatissement

de la première transition notamment. L’écrantage des charges déjà présentes lisserait le potentiel de

confinement pour les transitions subséquentes. Cette hypothèse est évoquée parce que ces anomalies

ne sont pas présentes dans les mesures de magnétospectroscopie du dispositif B (voir plus loin),

dont la caractéristique distinctive principale par rapport au dispositif A2 est un fort confinement.

Toutefois, d’autres différences entre les dispositifs, et entre les montages expérimentaux, pourraient

jouer un rôle plus important. Malgré tout cela, l’allure générale des transitions de charge en fonction

du champ magnétique s’accorde bien à une occupation de la boîte quantique telle que modélisée à

la figure 3.3(a) surtout considérant l’absence de transitions additionnelles dans le diagramme de

stabilité.

2. La valeur mesurée exacte pour les porteurs de charge dans le silicum est de g = 1.99875 ± 0.0001 [263], mais elle varie
dans les structures avec confinement [264]. Le facteur g peut même être contrôlé par le champ électrique vertical via une
grille afin d’ajuster la fréquence de résonance d’un qubit de spin et améliorer l’adressabilité dans des systèmes multi-qubits
[38, 265].
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Il apparaît donc que le régime à électron unique est atteignable dans les dispositifs à grilles

d’accumulation séparées. Les transitions de charges sont bien distinctes dans le diagramme de

stabilité, indiquant un confinement important, également suggéré par l’énergie de charge de 8 meV.

On comparera plus attentivement ces résultats à ceux obtenus dans les dispositifs multi-couches de

la littérature à la section 3.6. Cependant, les paramètres de voltages et les dimensions et espacements

des grilles jouent un rôle critique dans la qualité du confinement. Nous examinons cet aspect à la

section suivante.

3.3 Effet du confinement de la boîte quantique sur le diagramme de stabilité

Les mesures présentées à la figure 3.2 ont été réalisées à VCP = −3 V pour que la boîte quantique

présente un confinement aussi régulier que possible. En effet, le rôle de CP (avec l’aide de LL et

LR) est de d’appauvrir en électrons la région sous le bras de AD, tel qu’expliqué au chapitre 1 lors

de la présentation des dispositifs. À la figure 3.4, on montre l’effet du choix de VCP sur l’allure

du diagramme de stabilité. Ici un traitement numérique a été appliqué sur chaque diagramme

pour minimiser l’apparence des oscillations du SET en arrière-plan afin de mieux visualiser les

transitions,qui apparaissent en blanc [266]. La dérivée du signal est ensuite tracée. Chaque diagramme

de stabilité est complémenté d’une visualisation du potentiel au niveau de la boîte quantique,

V (x, y, z = −35 nm), obtenue par des simulations électrostatiques. Ces simulations ne prennent pas

en compte les interactions, les effets quantiques, l’écrantage, ou la structure de bande des matériaux,

et ne sont pas auto-cohérentes. Malgré tout, il s’agit d’un outil simple et efficace pour visualiser

rapidement l’effet d’une grille ou d’un changement de géométrie et appuyer le design des dispositifs 3.

On constate que pour VCP = −3 V, à la figure 3.4(a), les transitions de charge sont très réguliè-

rement espacées en fonction de VAR. À mesure que CP devient moins négative, des irrégularités

deviennent plus apparentes dans les transitions. Pour VCP = 0 V, il devient même difficile d’associer

une occupation à la boîte quantique dans le diagramme, puisque l’espacement entre les transitions

varie beaucoup selon la valeur de VAR. Parallèlement, les simulations de potentiel à l’interface Si/SiO
2

(z = −35 nm par rapport à la surface de l’oxyde de grille) montrent que les électrons auront tendance

à s’accumuler à l’extrémité de AD dans le cas VCP = −3 V. La région correspondante est délimitée

par la ligne pointillée bleu foncé à la figure 3.4(b), et est reproduite sur les autres graphiques pour

comparaison (la ligne pointillée gris pâle aide à visualiser les limites de la grille AD). Par contre,

pour VCP = 0 V, le puits de potentiel n’est pas aussi bien défini et les électrons auront tendance à

s’accumuler également sous le bras de AD, comme on peut le voir à la figure 3.4(h) : la région sous

le bras de AD est à un potentiel plus élevé (couleur orangée) que pour VCP = −3 V, où cette même

région est à un potentiel plus bas (couleur jaune-vert). On peut donc supposer que l’irrégularité dans

l’espacement entre les transitions de charge pour les voltages CP moins négatifs est peut-être dû à

3. Le script Matlab pour réaliser ces simulations a été conçu par Dany Lachance-Quirion. Il prend en entrée la position
des grilles du dispositif, et les voltages appliqués sur chacune, et calcule le potentiel résultant aux points (x, y) dans le plan z
voulu. Une formule non-triviale utilisée pour le calcul du potentiel se trouve dans la référence [267].
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un réarrangement plus étendu des électrons et délocalisé sous le bras de AR dans la boîte quantique

en fonction du voltage sur AR, permis par le confinement moins sévère.

Le choix des voltages sur les grilles de déplétion est donc critique à la qualité de confinement

atteignable dans les dispositifs simple couche. De plus, les dimensions des grilles et l’espacement

entre celles-ci pose des contraintes sur les voltages nécessaires. Considérant les limites de voltages, qui

différent selon les matériaux et la méthode de fabrication du dispositif, et l’effet des capacités croisées,

il est généralement préférable de viser les dimensions les plus étroites possibles. Une diminution de

l’épaisseur de l’oxyde de grille peut également aider à resserrer le confinement, mais au prix d’une

réduction des plages de voltages applicables.
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Figure 3.4 – (a) Diagramme de stabilité fontaine pour le dispositif A2, à VCP = −3 V, VTP=-1 V,
VUL = VLL = VSETU = VSETL =-1.4 V, VTSET=2 V, et toutes les autres grilles à 0 V. Le signal tracé est
la dérivée du logarithme de la phase du courant dans le SET, obtenue par l’application d’un filtre
digital Butterworth du 5ième ordre et d’une transformée de Hilbert [266]. L’occupation N de la boîte
quantique est indiquée pour chaque région du diagramme. (b) Simulation purement électrostatique
du potentiel au niveau de l’interface Si/SiO

2
à partir des voltages appliqués sur les grilles 35 nm au-

dessus (en z), pour VCP = −3 V. Les voltages de grilles utilisés sont les mêmes que dans le diagramme
correspondant en (a). La ligne pointillée gris pâle délimite la grille AD, et la ligne pointillée bleu
foncé illustre une zone arbitraire de confinement possible de la boîte quantique pour comparaison
entre les différents régimes. (c) Diagramme fontaine pour VCP = −2 V. (d) Simulation du potentiel
au niveau de la boîte quantique pour VCP = −2 V. (e) Diagramme fontaine pour VCP = −1 V. (f)
Simulation du potentiel au niveau de la boîte quantique pour VCP = −1 V. (g) Diagramme fontaine
pour VCP = 0 V. (h) Simulation du potentiel au niveau de la boîte quantique pour VCP = 0 V.
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3.4 Variante de la structure avec deux réservoirs en série

Les dispositifs de type A1 et A2 étudiés jusqu’à maintenant l’ont été dans un régime où les

électrons traversent par effet tunnel la barrière entre une boîte quantique et un seul réservoir. Des

mesures en transport ne sont pas possibles dans ce régime, mais le seraient en utilisant les deux

boîtes quantiques et leurs réservoirs respectifs. On présentera quelques résultats obtenus dans le

régime de double boîte quantique (en détection de charge) dans ces dispositifs au chapitre 6. Le

dispositif de type B permet quant à lui des mesures en transport dans le régime de simple boîte

quantique grâce à ses deux réservoirs connectés en série à la boîte quantique.

Nous étudions dans la présente section les similarités dans les caractéristiques de la structure

à grilles d’accumulation séparées entre les variantes à un et à deux réservoirs par boîte. L’analyse

de la variante B de la structure permet aussi de mettre en lumière l’impact des paramètres tels que

la séparation entre les grilles AD et AR, et de comparer les résultats en transport et en détection

de charge. Les données expérimentales réalisées avec le dispositif B ont été recueillies par nos

collaborateurs des Sandia National Laboratories, en particulier Martin Rudolph.

3.4.1 Caractéristiques du diagramme de stabilité

La figure 3.5(a) illustre un dispositif de type B identique à celui étudié. Tel qu’expliqué à la figure

1.9 au chapitre 1, cette structure permet un transport entre les deux réservoirs sous AR1 et AR2 à

travers la boîte quantique sous AD, ainsi que la détection de charge grâce à la structure miroir en

haut. À la figure 3.5(b), on présente un diagramme de stabilité AD versus AR1 (avec le réservoir

AR2 activé à 3.5 V) en détection de charge, obtenu en conductance différentielle. Les paramètres

exacts pour cette expérience sont indiqués au tableau S3 du matériel supplémentaire de la référence

[82], inclus à l’annexe A. Dans ce qui suit, on compare les particularités de ce diagramme de stabilité

pour vérifier la présence des mêmes caractéristiques que pour l’implémentation à un seul réservoir

par boîte de la structure à grilles d’accumulation séparées, dans les dispositifs A1 et A2, c’est-à-dire

l’atteinte du régime à électron unique, la variation du taux tunnel réservoir-boîte quantique, et la

courbure des transitions de charge.

Régime à électron unique

Le diagramme de stabilité de la figure 3.5(b) présente des transitions de charge bien visibles

dans la dérivée du courant à travers le SET. L’absence de transition dans le coin inférieur gauche

suggère, comme dans le cas du dispositif A2, l’atteinte du régime à un seul électron. L’occupation N

pour chaque région du diagramme est indiquée. Des mesures de magnétospectroscopie ont permis

de confirmer cette occupation, grâce au comportement en champ magnétique des transitions de

charges successives, compatible avec le modèle de confinement présenté à la figure 3.3(a). Elles sont

présentées à la section 3.5.
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Figure 3.5 – (a) Image SEM colorée du dispositif de type B. (b) Diagramme de stabilité en détection
de charge pour le dispositif B. La droite pointillée rouge est un guide pour l’oeil pour mettre en
évidence la courbure des transitions de charge. Les voltages appliqués pour ce diagramme et les
suivants sont indiqués au tableau S3 du matériel supplémentaire de la référence [82], inclus à l’annexe
A. (c) Diagramme de stabilité en transport, dans le même régime que (b). (d) Diamants de Coulomb
pour le dispositif B.

On remarque que le confinement de la boîte quantique dans le dispositif B semble davantage

régulier que dans le dispositif A2. En effet, les transitions de charge sont très lisses, et l’espacement

entre celles-ci est maintenu en fonction de VAR1. Ce comportement est attendu en raison des dimen-

sions plus serrées pour ce dispositif et de son design symétrique. À titre de comparaison, la largeur

de l’extrémité de la grille AD fait 50 nm environ pour le dispositif B, et 75 nm pour le dispositif A2,

alors que la distance entre la grille AD et la grille de confinement LR (centre à centre) est de 25-30

nm dans les deux dispositifs. La distance entre l’extrémité de AD et celle de la grille d’accumulation

de réservoir est aussi beaucoup plus petite pour le dispositif B (15-20 nm) que pour le dispositif A2

(environ 30 nm) et A1 (30-60 nm).

Variation du taux tunnel réservoir-boîte quantique

On ne distingue pas de pixellisation des transitions dans le diagramme de la figure 3.5(b), ce

qui indique que le taux tunnel demeure grand par rapport au temps de mesure. Ici, la fréquence de

l’amplificateur synchrone pour la conductance différentielle est de 492.6 Hz, et la bande passante,

inversement proportionnelle au temps de moyennage, est de 8 Hz. On verra au chapitre 4 que le

taux tunnel a été mesuré à 10 Hz dans le dispositif A1 lorsque VAR =4.2 V. Si les dispositifs A1 et B
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étaient identiques, on s’attendrait donc à la même situation, et la pixellisation des transitions, due au

faible nombre d’événements tunnel survenant dans la période de moyennage, surviendrait autour de

VAR =4.2 V. Cependant, la plus petite séparation AD-AR1 dans le cas du dispositif B devrait mener à

une barrière tunnel plus transparente, et à un taux tunnel 10 Hz atteint pour une valeur beaucoup

plus faible de VAR1, qui n’est pas couverte par le diagramme montré ici.

Les mesures en transport sont également accessibles dans le dispositif de type B. Simplement en

appliquant l’excitation synchrone sur la source sous AR1 plutôt qu’au niveau du SET, et en mesurant

au drain sous AR2, le diagramme à la figure 3.5(c) est obtenu. Cette fois, les premières transitions

ne sont pas visibles et le courant apparaît seulement pour des voltages élevés sur AR1, indiquant

une augmentation du taux tunnel. Les transitions apparaissent toutefois aux mêmes coordonnées

(VAD , VAR1) qu’en détection de charge.

On remarque un élargissement des transitions dans le coin supérieur droit, probablement dû au

temps de vie d’élargissement (lifetime broadening, LTB)[268, 186]. Dans la même région du diagramme,

en détection de charge, les transitions sont plus floues, pour la même raison. Le taux tunnel ΓLTB

nécessaire pour entrer dans le régime d’élargissement thermique est donné par Γ = kBT/h, où kB est

la constante de Boltzmann, T est la température électronique, et h est la constante de Planck. Pour les

mesures sur le dispositif B, avec une température électronique estimée à 160 mK 4, cela représente

ΓLTB ∼ 0.7 GHz. Le courant maximal mesuré dans la plage de voltages pour le diagramme de la

figure 3.5(c) est équivalent à un taux tunnel de 3 GHz. Bref, tout comme dans le cas du dispositif

A2, on observe une variation substantielle du taux tunnel en fonction du voltage appliqué sur la

grille d’accumulation du réservoir.

Courbure des transitions de charge

La courbure des transitions de charge est plus difficile à observer dans les diagrammes de stabilité

du dispositif B, mais elle est bien présente. Pour s’en convaincre, on a tracé une ligne pointillée rouge

comme guide pour l’oeil, à la figure 3.5(b). Cette ligne suit la pente des transitions de charge à faible

VAR1, mais on voit que la transition de charge en dévie pour un voltage plus grand.

Le dispositif B reproduit donc, qualitativement, les caractéristiques distinctes du diagramme de

stabilité VAD versus VAR auparavant observées dans les dispositifs A1 et A2. Les particularités du

diagramme de stabilité semblent intrinsèques à la géométrie à grilles d’accumulation séparées, et

reproductibles qualitativement dans plusieurs variantes de la géométrie.

4. Ces mesures ont été effectuées aux Sandia National Laboratories, la température électronique estimée est donc plus
élevée que pour les résultats obtenus à l’Université de Sherbrooke. Les personnes impliquées dans l’acquisition de données
de la figure 3.5 sont Martin Rudolph et Chloé Bureau-Oxton.
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3.4.2 Diamants de Coulomb

L’accessibilité des mesures en transport pour le dispositif B permet de tracer des diamants de

Coulomb, tels que présentés à la section 1.1.3. À la figure 3.5(d), le biais source-drain pour la boîte

quantique est varié, en balayant l’espace des voltages de grilles selon un axe bien précis. Ici, la grille

AD est balayée à travers les 7 dernières transitions de la boîte quantique, en parallèle avec les voltages

sur les deux grilles d’accumulation de réservoirs. Cet axe de balayage permet de garder autant que

possible les barrières tunnel source et drain symétriques, et ainsi maximiser le courant mesuré. Au

contraire, à la figure 3.5(c), la grille AR2 est gardée fixe. La dernière transition partiellement visible,

2→3, apparaît alors seulement autour de 5.7 V sur AR1, lorsque la condition de symétrie est remplie.

Cela démontre la capacité d’ajuster de façon indépendante les taux tunnel des deux barrières.

Le résultat est une série de diamants dont le dernier ne se referme pas, indiquant que la boîte

quantique est vide. La taille des diamants indique l’énergie d’addition, ce qui donne dans notre cas

Eadd = 11 meV pour le dernier électron. Les lignes parallèles aux diamants principaux indiquent

quant à elles la présence de niveaux excités qui contribuent au courant à travers la boîte quantique

lorsque la fenêtre de transport est suffisamment large [17, 18]. Ainsi, on identifie un premier état

excité pour le dernier électron avec une énergie de 3 meV environ.

On remarque que la plage de voltage pour la grille AR1 est plus grande que celle pour la grille

AR2. Cette différence est attribuée aux asymétries dans les voltages de grilles environnants (voir

le tableau S4 dans le matériel supplémentaire de la référence [82], présenté à l’annexe A, pour les

voltages appliqués sur toutes les grilles).

3.4.3 Taille des boîtes quantiques

À partir des énergies caractéristiques obtenues des diamants de Coulomb, il est possible d’estimer

la taille de la boîte quantique. Tout d’abord, on calcule la capacité entre la boîte quantique et la grille

AD à partir du bras de levier de celle-ci, obtenu de l’espacement entre les transitions de charge du

diagramme de stabilité. On peut utiliser une approximation classique pour associer cette capacité à

un disque (2D) et en déterminer le rayon. En effet, la capacité (classique) C pour une capacitance

circulaire composée de deux disques métalliques de rayon r séparés par une épaisseur tox de SiO
2

est :

C = πr2ϵSiO2
/tox (3.2)

où ϵSiO2
= 3.9ϵ0 est la permittivité relative de l’oxyde de silicium, et ϵ0 est la permittivité du vide.

Avec une capacité CAD→BQ estimée à 2.9 aF et pour 35 nm d’oxyde, on trouve un diamètre de ∼ 60

nm.

En utilisant plutôt la capacité totale de la boîte quantique, estimée à partir de l’énergie d’addition

que l’on suppose entre deux états fondamentaux (Eadd = EC), on peut estimer d’une autre manière



84

les dimensions de la boîte quantique. Ainsi, une énergie de charge de 11 meV correspond à une

capacité totale de ∼ 14.5 aF. La capacité totale d’un disque de rayon r est donnée par :

C = 8ϵSir (3.3)

où on utilise la permittivité du silicium et non celle de l’oxyde, ϵSi = 11.7ϵ0. Cette énergie de charge

correspond donc à une boîte quantique circulaire de 35 nm de diamètre. Alternativement, on peut

associer la boîte quantique à une boîte 2D de longueur effective L (πr2 = L2) dont le confinement crée

une quantification des niveaux d’énergie [186]. En utilisant ∆E = 3h̄2π2

2m∗L2 = 3 meV, avec m∗ = 0.19me

la masse effective électronique dans le silicium, on trouve L ∼ 50 nm. Il faut toutefois noter que cet

estimé suppose que la séparation ∆E observée est une séparation orbitale, et non une séparation

de vallée à l’intérieur de la même orbitale. Bref, la méthode utilisée influence le résultat, mais le

diamètre de la boîte quantique formée dans le dispositif B semble se situer entre 35 et 60 nm, ce qui

est raisonnable considérant que la grille AD fait 50 nm de large environ.

Ce diamètre se compare bien à celui de 58 nm[186] estimé dans un dispositif SiGe multi-couches

avec grilles de contrôle de barrières dédiées, et à celui de 50 nm [187] estimé pour un dispositif

MOS multi-couches. Cependant, dans l’état de l’art des structures MOS, démontré par l’équipe de

l’Université de New South Wales [38, 53, 52, 58], les diamètres des boîtes quantiques peuvent être

estimés à moins de 20 nm. Cela est rendu possible par la mince couche d’oxyde, qui fait seulement 8

nm, ce qui concentre les lignes de champ électrique, ainsi que par la très petite aire de recouvrement

effective entre la surface de la grille d’accumulation de la boîte quantique et le substrat, grâce à la

superposition des grilles de déplétion et d’accumulation.

À titre de comparaison, dans le dispositif A2, la méthode utilisant la capacité CAD→BQ et celle

utilisant la capacité totale à partir de l’énergie de charge mènent à des diamètres de 77 nm et 48 nm

respectivement. Ces valeurs sont en accord avec la largeur accrue de la grille AD (environ 75 nm)

par rapport à celle dans le dispositif B.

3.4.4 Comparaison des variantes de géométrie à grilles d’accumulation séparées

Les résultats présentés jusqu’à maintenant dans ce chapitre démontrent l’application de la

structure à grilles d’accumulation séparées dans différentes géométries basées sur le même concept.

D’abord, l’atteinte du régime à électron unique est possible dans toutes ces implémentations, avec

un confinement respectable directement relié aux espacements et largeurs de grilles atteignables.

Ensuite, une variation du taux tunnel réservoir-boîte quantique dépendante du voltage appliqué

sur la grille d’accumulation du réservoir est observée dans les deux géométries, avec une capacité

de contrôle indépendant des barrières source et drain dans le cas du dispositif à deux réservoirs.

L’espacement entre les grilles AD et AR semble également jouer un rôle dans la plage de valeurs de

taux tunnel atteignable, et est potentiellement un facteur critique pour la performance des dispositifs

à grilles d’accumulation séparées. Enfin, la courbure des transitions de charge dans le diagramme
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de stabilité VAD versus VAR apparaît comme une caractéristique intrinsèque à l’utilisation d’une

structure à grilles d’accumulation séparées. L’espacement boîte-réservoir semble ici aussi jouer un

rôle, cette fois sur le niveau de courbure.

D’autres différences de design influencent le fonctionnement des dispositifs. Le détecteur de

charge dans le dispositif B est une structure miroir, et fonctionne selon le principe des grilles d’ac-

cumulation séparées. La symétrie du design et les dimensions resserrées permettent de former un

SET très propre et régulier. Par contraste, le SET dans les dispositifs A1 et A2 est formé par une

grille d’accumulation continue avec des constrictions. Les asymétries inhérentes à ce design ont pour

effet de rendre le SET un peu moins régulier (bien que cela puisse être amélioré par une itération

sur le design jusqu’à un certain point). Par contre, la formation du SET dans les dispositifs de type

A nécessite moins de grilles indépendantes, et est donc avantageuse dans un contexte de contacts

limités, surtout pour intégrer un grand nombre de boîtes quantiques. Bref, la flexibilité offerte par la

structure B n’est pas toujours nécessaire pour la formation d’un SET adéquat pour la détection de

charge, et peut donc être sacrifiée pour minimiser le nombre de grilles requis.

3.5 Contrôle de la séparation de vallée

Tel que mentionné à la section 1.2.2, l’habileté à contrôler la séparation de vallée dans les boîtes

quantiques en silicium est critique pour assurer la formation de niveaux d’énergie bien définis, mais

aussi pour l’implémentation de certains protocoles exploitant les états mixtes de spin-vallée ou

vallée-orbite [171, 172, 173, 174, 175]. Dans les structures MOS, un contrôle linéaire de la séparation

de vallée en fonction du champ électrique vertical a été démontré à maintes reprises [174, 178, 179],

et des calculs détaillés ont révélé que les différences géométriques entre les architectures (simple

couche ou multi-couches) sont responsables des différences de contrôle observées, la physique des

vallées étant cohérente à travers les implémentations [179].

Dans cette section, on utilise les mesures de magnétospectroscopie sur les 4 premières transitions

de charge dans le dispositif B pour confirmer le régime d’occupation de la boîte quantique. Ces

mesures sont répétées à différentes valeurs de la grille AD, produisant un champ électrique vertical

différent. L’analyse quantitative du contrôle de la séparation de vallée sera faite à partir des données

du dispositif B, mais les données obtenues dans le dispositif A2 seront également intégrées pour une

comparaison qualitative, bien que leur précision laisse à désirer.
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Figure 3.6 – (a) Magnétospectroscopie pour les 4 premières transitions de charge du dispositif B, à
VAD = 1.8 V. L’inflexion due au croisement des états de vallée est indiquée par BST . (b) Séparation de
vallée EVS en fonction du voltage appliqué sur la grille de boîte quantique AD, pour les dispositifs
A2 (diamants bleus) et B (cercles rouges). La droite rouge est un ajustement linéaire sur les données
pour le dispositif B. La région ombragée rouge délimite l’intervalle de confiance à 95%, d’après les
intervalles obtenus pour les paramètres d’ajustement de courbe.

3.5.1 Extraction de la séparation singulet-triplet

Tel que décrit à la section 3.2, pour une boîte quantique avec une séparation de vallée inférieure

à son énergie orbitale, les niveaux d’énergie en fonction du champ magnétique présentent des

anticroisements à des valeurs de champ bien précises. À la figure 3.6(a), on reconnait le comportement

attendu pour les transitions N = 0 → 1, N = 1 → 2,N = 2 → 3 et N = 3 → 4. La grille AD

est maintenue à 1.8 V, et c’est la grille LL qui est utilisée pour balayer les transitions. L’inflexion

caractéristique à B = BST dans les transitions N = 1 → 2 et N = 2 → 3 indique que la séparation

Zeeman est égale à la séparation singulet-triplet. Pour calculer l’énergie Zeeman à B = BST , on

suppose g = 2. Le déplacement en voltage ∆VLL combiné à l’énergie obtenue permet d’estimer le

bras de levier de la grille LL. L’utilisation de g = 2 est validée par le fait que le bras de levier obtenu

correspond à celui trouvé à partir de l’élargissement des pics de Coulomb en température avec une

erreur inférieure à 15%.

3.5.2 Contrôle de la séparation de vallée avec un champ électrique vertical

Les mesures de la figure 3.6(a) sont répétées pour différentes valeurs de VAD. On obtient ainsi

les points en rouge à la figure 3.6(b), où la borne inférieure sur la séparation de vallée est tracée en
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fonction de VAD. Les barres d’erreur sur chaque point proviennent de l’incertitude sur la position

exacte du point d’inflexion à BST , en raison de la résolution des traces mais aussi de la largeur des

transitions. On note que c’est toujours le point d’inflexion de la trace N = 1 → 2 qui est utilisée pour

extraire BST . La droite rouge est un ajustement linéaire sur les données du dispositif B, menant à

une contrôlabilité de EVS de 231 µeV/ VAD. La séparation de vallée est ainsi variée de 100 à 220

µeV sur une plage de voltages AD typique pour le régime à faible nombre d’électrons. On note

que les séparations de vallée mesurées viennent renforcer notre hypothèse de séparation orbitale

supérieure à celle de vallée. En effet, si ces énergies correspondaient plutôt à une séparation orbitale,

cela correspondrait à une boîte quantique avec un diamètre approchant les 140 nm au moins, ce qui

est peu probable pour le dispositif B d’après les autres estimations et l’image SEM.

La région ombragée délimitée par les droites pointillées représente les valeurs possibles de

séparation de vallée d’après les intervalles de confiance à 95% des paramètres d’ajustement de

courbe. Les données en bleu, obtenues du dispositif A2 avec la même procédure, se trouvent toutes

à l’intérieur de cette région de confiance, malgré la difficulté d’extraction de BST pour ce dispositif,

causée par des instabilités du signal. On note qu’une différence dans le degré de contrôlabilité

de la séparation de vallée entre les dispositifs A2 et B est attendue en raison des variations dans

l’environnement électrostatique, incluant la géométrie des grilles et leurs dimensions et les voltages

appliqués. Les dispositifs A et B présentent également des rugosités de surface de 0.24 et 0.18 nm

respectivement [269], ce qui représente une variation d’environ 20 %. Or, le désordre à l’interface

Si/SiO
2

joue un rôle critique dans la suppression de la séparation de vallée [31, 270, 167, 271, 166].

Le voltage de grille VAD peut être converti en un champ électrique vertical Fz = VAD/tox, connais-

sant l’épaisseur d’oxyde tox = 35 nm. Il s’agit bien sûr d’une approximation compte tenu des effets de

bords pour ces grilles nanométriques. On obtient ainsi une contrôlabilité de la séparation de vallée

de 8.1 ± 0.6 µeV m/MV, en utilisant les intervalles de confiance sur les paramètres d’ajustement de

courbe pour obtenir l’incertitude. Si on utilise plutôt les barres d’erreur sur les données pour calculer

une pente maximale et minimale, on obtient une contrôlabilité maximale de 11.3 µeV m/MV, et une

borne inférieure de 4.97 µeV m/MV. À titre de comparaison, la contrôlabilité de la séparation de val-

lée obtenue dans un dispositif MOS multi-couches avec oxyde de 8 nm d’épaisseur est de 640 µeV/V,

ou 5.12µeV m/MV [174]. La contrôlabilité en fonction du champ électrique vertical du dispositif à

grilles d’accumulation séparées est donc supérieure à celle du dispositif MOS multi-couches, bien

qu’il y ait recouvrement lorsqu’on tient compte des larges incertitudes sur la position de l’inflexion

dans les transitions de charge.
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3.6 Discussion des résultats et impact des travaux

Les résultats présentés dans ce chapitre permettent de mettre en évidence le fonctionnement de

la structure à grilles d’accumulation séparées et ses particularités. D’abord, les caractéristiques du

diagramme de stabilité «fontaine» indiquent qu’il est possible, dans les variantes de la géométrie à

un seul réservoir A1 et A2 et dans la variante à deux réservoirs B, d’atteindre le régime à électron

unique, et de contrôler le taux tunnel entre la boîte quantique et le réservoir à l’aide de la grille

d’accumulation du réservoir. Dans toutes les implémentations, le diagramme de stabilité présente

également une courbure des transitions de charge caractéristique.

Le confinement de la boîte quantique atteignable dans ces dispositifs à couche d’électrodes

unique se compare avantageusement à plusieurs implémentations dans les architectures multi-

couches, si l’on considère l’importance de l’épaisseur de l’oxyde de grille et de l’ajustement adéquat

des voltages de grilles pour les tailles de boîtes quantiques obtenues. En effet, le diamètre de la

boîte quantique est estimé entre 35 et 60 nm dans le dispositif B, dépendant de la méthode de calcul

utilisée, et entre 48 et 77 nm dans le dispositif A2. Pour les dispositifs multi-couches, les diamètres

varient de 58 nm (dans le Si/SiGe) à 50 nm (MOS) mais peuvent atteindre moins de 20 nm dans

certaines implémentations MOS avec une très mince couche d’oxyde de grille.

La séparation de vallée peut être ajustée linéairement avec le voltage de grille AD dans le dispositif

B, avec une contrôlabilité de 231µeV/V, équivalente à 8.1 ± 0.6 µeV m/MV, lorsqu’on tient compte

de l’oxyde de grille de 35 nm. Si l’on considère la contrôlabilité en fonction du voltage de grille, le

dispositif MOS multi-couches utilisé pour notre comparaison est plus efficace (640 µeV/V), mais c’est

principalement dû à l’oxyde de grille de 8 nm seulement. Si on compare plutôt les contrôlabilités

en fonction du champ électrique vertical, c’est le dispositif simple couche à grilles d’accumulation

séparées qui domine (8.1 versus 5.12 µeV m/MV). Cela ne signifie pas pour autant que l’une des

structures performe mieux que l’autre sur cet aspect, mais plutôt que les mécanismes sont similaires

et que l’épaisseur d’oxyde choisie sera un facteur dans l’amplitude des variations de voltage qu’il

faudra appliquer pour ajuster la séparation de vallée sur une plage donnée.

L’impact de ces résultats est la révélation du potentiel d’utilisation de la structure à grilles d’accu-

mulation séparées. Tout d’abord, les observations de ce chapitre démontrent bien la reproductibilité

mais aussi la versatilité de la géométrie, qui peut être implémentée de différentes façons (un seul

réservoir, deux réservoirs avec ajustement indépendant des taux tunnels, utilisation en détection

de charge et/ou en transport) tout en conservant ses caractéristiques. L’analyse précédente illustre

également le rôle critique de l’espacement des grilles et de leur largeur sur le confinement atteignable

et le couplage tunnel entre la boîte quantique et son/ses réservoirs.

De plus, les résultats ci-haut indiquent que la structure à grilles d’accumulation remplit les

deux premiers critères de performance mentionnés au chapitre 1 : la capacité à former une boîte

quantique régulière et fortement confinée, et la capacité à contrôler la séparation des états de vallée.

Pour ces deux conditions, la structure simple couche à grilles d’accumulation séparées performe
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similairement aux dispositifs multi-couches, considérant le rôle de l’épaisseur d’oxyde qui n’est pas

un paramètre fixe dans l’une ou l’autre approche.

L’utilisation d’une structure simple couche à grilles d’accumulation séparées s’est révélée at-

trayante pour plusieurs groupes de recherche, qui se sont inspirés de l’idée pour leurs propres

plateformes expérimentales. Un dispositif à une seule couche d’électrodes avec un design très simi-

laire à celui des dispositifs A1 et A2 a ainsi été utilisé dans une architecture Si/SiGe pour démontrer

un fort couplage spin-photon [61]. De plus, avec l’objectif explicite de simplifier le design, un dispo-

sitif MOS a été implémenté avec des grilles d’accumulation séparées pour multiplier le nombre de

boîtes quantiques tout en minimisant le nombre de grilles requises [272].

Dans le prochain chapitre, on examine le contrôle du taux tunnel, pour caractériser la performance

de la structure à grilles d’accumulation séparées par rapport au 3ieme critère établi au chapitre 1.



Chapitre 4

Ajustement du taux tunnel réservoir-boîte

quantique avec la structure à grilles

d’accumulation séparées

La capacité d’ajuster le taux tunnel entre le réservoir et la boîte quantique est primordiale pour

plusieurs techniques d’initialisation et de lecture de la boîte quantique. Dans ce chapitre, le niveau

de contrôle du taux tunnel qu’il est possible d’atteindre dans la structure à grilles d’accumulation

séparées est caractérisé. À la section 4.1, la méthode de contrôle du taux tunnel sans grille de barrière

dédiée est présentée. Ensuite, à la section 4.2, la technique d’extraction des taux tunnel par transfert

d’électron unique et les résultats obtenus sont décrits. Subséquemment, la méthode d’extraction

des taux tunnels avec la spectroscopie par impulsions est illustrée, et les données obtenues sont

présentées, à la section 4.3. Puis, à la section 4.4, le paramètre d’orthogonalité de contrôle β est

défini, et les résultats obtenus avec les deux méthodes d’extraction du taux tunnel sont combinés et

utilisés pour calculer l’orthogonalité de contrôle du dispositif, et la comparer à celle d’un dispositif

multi-couches dans la littérature.

Contributions : Les résultats présentés dans ce chapitre sont le fruit d’une collaboration entre

des équipes de l’Université de Sherbrooke (UdeS) et des Sandia National Laboratories (SNL). La

prise de données pour les taux tunnel par transfert de charge unique a été réalisée conjointement par

Sophie Rochette (S. R., UdeS) et Anne-Marie Roy (A.-M. R., UdeS), grâce au circuit de détection de

charge radiofréquence développé par A.-M. R.. L’analyse subséquente des taux tunnel a été faite par

A.-M. R, avec le support de S. R.. Les mesures de spectroscopie par impulsions ont été réalisées par S.

R.. La méthode d’analyse pour la lecture à fréquence synchrone fixe a été développée par S. R.. Le

paramètre d’orthogonalité de contrôle a été défini par S. R. avec le support de Martin Rudolph (M.

R., SNL). L’analyse et l’interprétation des données d’orthogonalité de contrôle ont été faites par S. R..
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4.1 Contrôle du taux tunnel sans grille de barrière dédiée

Dans les dispositifs multi-couches typiques, le contrôle du taux tunnel est réalisé via une grille

directement au-dessus de la barrière tunnel, une grille dédiée. Cette grille a été éliminée dans la

structure à grilles d’accumulation séparées afin de permettre une structure simple couche tout en

maintenant la proximité du réservoir et de la boîte quantique. Ainsi, tel que suggéré par le diagramme

de stabilité caractéristique présenté au chapitre précédent, nous étudierons le contrôle du taux tunnel

à l’aide de la grille d’accumulation du réservoir. Cette technique est fondamentalement différente

de celle à grille dédiée, puisqu’elle emploie une grille d’accumulation, sous laquelle un réservoir

de charges est formé, plutôt qu’une grille de déplétion qui surplombe une région, typiquement, de

faible densité. La contrôlabilité atteignable avec ce type de géométrie reste à établir.

On a remarqué au dernier chapitre que les transitions de charge changent d’apparence dans le

diagramme de stabilité VAD versus VAR. La pixellisation parfois observée à faible VAR se produit

lorsque le taux de transfert des électrons entre la boîte quantique et le réservoir est faible devant

la fréquence d’échantillonnage de la mesure. L’élargissement des transitions, parfois observé à

VAR élevé, est le fruit d’un couplage tunnel élevé entre la boîte et son réservoir. Pour compléter

ces observations qualitatives, on se penche maintenant sur une caractérisation précise du pouvoir

d’ajustement du taux tunnel par la grille AR.

Les taux tunnels sont mesurés de deux façons. Pour les taux tunnel faibles, on utilise une technique

basée sur le transfert d’électrons uniques en temps réel, permettant de calculer le taux de transfert à

partir du nombre d’événements individuels détectés. Le signal est mesuré par le circuit de détection

de charge radio-fréquence. Pour les taux tunnels plus élevés, la bande passante limitée du circuit RF

rend plus difficile l’application de cette technique. On utilise donc une méthode de spectroscopie

par impulsions, où on mesure le signal en conductance différentielle, pour détecter des taux tunnels

plus élevés. On combinera par la suite les résultats des deux ensembles de données pour quantifier

la contrôlabilité du taux tunnel.

4.1.1 Dispositif et paramètres expérimentaux

Pour l’analyse quantitative du taux tunnel, on utilise le dispositif A1, une double boîte quantique

avec des dimensions et espacements plutôt larges. En effet, le dispositif A2, dont les dimensions sont

plus serrées et pour lequel on a analysé le diagramme de stabilité au chapitre 3, n’a pas été installé

sur un circuit permettant de réaliser la mesure précise des taux tunnel. Le dispositif A1 a quant à

lui été installé sur le PCB RF (voir la section 2.2.2 pour les détails du montage), ce qui permet de

réaliser des mesures en conductance différentielle ou par détection de charge radiofréquence, en

plus d’appliquer des impulsions sur certaines grilles grâce à des bias-tee.

La figure 4.1(a) montre le dispositif sous étude (A1) et les voltages appliqués sur les grilles. On

note que les deux réservoirs sont activés. Bien que ce soit la boîte de droite qui est étudiée, la grille
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AD de gauche est à un voltage positif, pas assez élevé toutefois pour que la boîte de gauche contienne

des électrons. La raison pour laquelle le dispositif a été ajusté dans ce régime est que des expériences

de formation de double boîte quantique ont suivi celles de caractérisation du taux tunnel. Il était

donc préférable d’ajuster le SET dès le départ pour ce régime, pour pouvoir passer au régime de

double boîte quantique graduellement sans avoir besoin de modifier drastiquement le régime du

SET. Le SET de droite est employé pour la détection de charge, et le PCQ à gauche est inutilisé.

La figure 4.1(b) montre une partie du diagramme de stabilité pour le régime étudié. Le confine-

ment sous-optimal pour ce dispositif et le régime utilisé, tel que mentionné plus tôt, expliquent les

irrégularités dans les transitions de charge. Le potentiel non-circulaire produit un réarrangement de

la position d’énergie minimale pour l’électron en fonction des voltages sur AD et AR. L’impact de ce

confinement sous-optimal sur l’évaluation du taux tunnel sera évoqué dans les sections qui suivent.

On note également qu’un champ magnétique selon l’axe x à la figure 4.1(a) d’une amplitude de 2

T est appliqué dans ce régime. En effet, un problème technique au niveau des composantes et des

branchements dans le réfrigérateur à dilution avec l’utilisation de ce montage cause un réchauffement

de l’échantillon qui disparait pour un champ magnétique suffisamment élevé.

a)

V
A

R
 (

V
)

VAD (V)
0.8

5.0

3.5

0.9

dlog(Φ(I
SET

 ))/dV
AD

 -1 (a.u.)1.5b)

AD1 AD2

AR1 AR2

CP LRLLTQPC

LQPC

UL TP UR

TSET

SETU

SETL

-3 V -3 V

-1 V

-1 V

7 V

0.98 V
-2.32 V

-1 V

-2.06 V

2.59 V

0 V

-1 V

0 V

[3, 6] V

[0.7, 1] V
N = 0

 1

2

Figure 4.1 – (a) Image SEM du dispositif de type A1 utilisé pour la caractérisation du contrôle du
taux tunnel. Les valeurs de voltages de grille indiquées correspondent au régime présenté en (b). (b)
Diagramme de stabilité pour le régime d’étude du taux tunnel par transfert d’électron unique.
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Figure 4.2 – (a) Schéma énergétique pour une boîte quantique couplée à un réservoir par une barrière
tunnel. Les électrons occupent des niveaux d’énergie distincts dans le réservoir selon la distribution
de Fermi-Dirac f (E), représentée par la zone ombragée grise. Le potentiel chimique du réservoir, µR,
est défini à f (E) = f0 = 1/2. Le potentiel chimique de la boîte quantique, µBQ, dépend inversement
du voltage de grille Vg. L’occupation du réservoir à l’énergie correspondante à µBQ, f (Vg), dicte la
valeur des taux tunnel entrant, Γin, et sortant, Γout, selon les équations 4.1 et 4.2. (b) Exemples de
traces temporelles du signal du détecteur de charge RF à proximité d’une transition de charge de
la boîte quantique. Le signal est plus élevé lorsque la boîte quantique est vide que lorsqu’elle et
occupée. La quantité τin (τout) est le temps requis pour un électron hors de (dans) la boîte quantique
pour y entrer (en sortir). Les trois traces présentées correspondent à un voltage de grille différent, et
donc à un positionnement différent de µBQ par rapport à µR. (c) Trace temporelle obtenue avec un
taux d’acquisition de 1 MHz, après application d’un filtre de Bessel d’ordre 6 (passe-bas) avec une
fréquence de coupure de 25 kHz (cyan), et de 2.5 kHz (bleu marin). La ligne pointillée jaune indique
la valeur seuil utilisée pour discriminer les points appartenant au niveau haut (boîte vide) et bas
(boîte occupée). (d) Nombre de points (comptes) mesurés pour chaque valeur de signal VRF, pour les
traces cyan et bleu marin de la figure (c). Les distributions présentent une forme double gaussienne,
et un écart-type σ ainsi qu’une position centrale précise pour chacune des distribution, µ1 et µ2

peuvent en être extraites lorsque les statistiques de comptage sont suffisantes (lorsque les traces sont
assez longues et le nombre d’événements élevé). On voit que pour la trace filtrée à seulement 25
kHz (cyan), les points appartenant aux deux gaussiennes se recouvrent, contrairement au cas pour
le filtrage plus agressif. La méthode d’attribution des points selon la probabilité d’appartenance
aux gaussiennes fonctionnerait bien dans le cas de ce recouvrement, alors que la technique avec
valeur seuil simple (selon la ligne pointillée jaune de la figure (c)) produirait des erreurs d’attribution
aux niveaux haut et bas. Ainsi, le filtrage est critique lorsque les traces ne sont pas assez longues
pour permettre l’utilisation de la méthode des gaussiennes. Les figures (b), (c) et (d) sont tirées du
mémoire de Anne-Marie Roy et utilisées avec permission.
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4.2 Extraction des taux tunnels par transfert d’électron unique en temps

réel

On présente maintenant la technique d’analyse permettant de mesurer le taux tunnel entre le

réservoir et la boîte quantique à l’aide de lecture de transferts de charges en temps réel. Cette technique

est expliquée en détail dans les travaux de S. Gustavsson et collaborateurs (voir en particulier les

références [273, 274]). On note tout d’abord qu’à proximité (en voltage) d’une transition de charge de

la boîte quantique, la probabilité de transfert entre la boîte et son réservoir dépend du taux tunnel.

Celui-ci est déterminé par le couplage tunnel Γ (qui dépend des détails géométriques de la barrière :

hauteur, largeur, forme, etc.), et par l’amplitude de la distribution de Fermi-Dirac du réservoir au

potentiel chimique de la boîte, f (µBQ). On a ainsi :

Γin = Γ f (µBQ), (4.1)

et

Γout = Γ(1 − f (µBQ)), (4.2)

les taux de transfert tunnel pour les électrons entrants (in) et sortants (out) de la boîte, respectivement.

Cette situation est illustrée à la figure 4.2(a). On rappelle que :

f (µBQ) =
1

1 + e
µBQ−µR

kBT

(4.3)

où µR est le potentiel chimique du réservoir, pour lequel f = f0 = 1/2, kB est la constante de Boltzmann,

et T est la température électronique.

Les mesures de transfert de charge en temps réel nécessitent d’ajuster les voltages de grilles du

SET pour que la transition de charge sous étude se trouve sur un flanc très sensible d’un pic de

Coulomb du SET. De cette façon, un changement d’occupation de la BQ, même d’une seule charge,

produira un signal fort, tel que décrit aux figures 1.3(d) au chapitre 1, et 2.3(g) au chapitre 2. On

pourra donc associer un niveau de signal à une occupation N de la boîte, et un autre niveau à une

occupation N + 1. Ce type de mesure nécessite également une résolution temporelle très grande pour

le détecteur de charge et le système d’amplification. Il sera ainsi possible d’observer des transferts

d’électrons dans et hors de la boîte en temps réel, tant que le taux de transfert est beaucoup plus

faible que la fréquence d’échantillonnage. Si ce n’est pas le cas, on risque de manquer les événements

trop rapides, par exemple si la charge entre et quitte la boîte sur une période de l’ordre de quelques

points de mesures ou moins. Par contre, si la bande passante du détecteur est suffisante, on observera

des transitions entre deux niveaux de signal distincts à chaque fois qu’un électron quitte la boîte

quantique ou y entre, tel qu’illustré à la figure 4.2(b).
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Le temps requis à un électron se trouvant sur la boîte quantique pour en sortir est τout. La quantité

τin correspond alternativement au temps requis pour un électron hors de la boîte quantique pour y

entrer. Ces quantités peuvent être extraites de traces temporelles du signal de détection de charge,

tel qu’illustré à la figure 4.2(b). On remarque que lorsque µBQ > µR, la boîte quantique est vide pour

une plus grande proportion de la trace (trace (1) à la figure 4.2(b). Au contraire, pour µBQ < µR, la

boîte quantique est plus souvent vide (trace (3)). Les proportions deviennent approximativement

égales lorsque µBQ ∼ µR. On trouve [274] que Γin ( Γout) est donné par l’inverse de la moyenne de

τin (τout). En prenant des traces temporelles à différentes valeurs de tension de grille autour d’une

transition de charge, suffisamment longues pour que les statistiques d’événements en temps réel

soient représentatives, il est alors possible de déterminer le couplage tunnel Γ et la température

électronique. Dans ce qui suit, nous expliquons le processus d’analyse pour un seul point, avant de

montrer les résultats pour différentes valeurs VAR et démontrer le contrôle du taux tunnel avec AR.

La première étape consiste à filtrer le signal afin de réduire le bruit et binariser le signal selon

le niveau d’occupation de la boîte quantique. À la figure 4.2(c), on montre un exemple pour une

trace temporelle obtenue avec un taux d’acquisition de 1 MHz. La trace en cyan est obtenue après

l’application d’un filtre de Bessel d’ordre 6 (passe-bas) avec une fréquence de coupure de 25 kHz, alors

que la trace en bleu marin est obtenue pour un filtre à 2.5 kHz [234]. Le filtrage est nécessaire pour

améliorer le rapport signal sur bruit, mais doit être optimisé selon la sensibilité recherchée, puisqu’il

mène à une réduction de la bande passante et donc au rejet de certains événements rapides. Après

filtrage, les données sont binarisées selon qu’elles se trouvent en haut ou en bas d’une valeur seuil

(définie comme à mi-chemin entre les deux niveaux de signal), pour ensuite extraire numériquement

les moyennes <τin> et <τout>. Cette binarisation avec un seuil à 1/2 n’est pas idéale, surtout dans le

cas où il y a recouvrement entre les deux niveaux de signal, pour un rapport signal sur bruit inférieur

à 10 dB environ [234]. Une technique plus précise repose sur la catégorisation de chaque point selon

la probabilité d’appartenance à chacune des distributions gaussiennes représentant les deux niveaux

(méthode illustrée à la figure 4.2(d) [239]. Par contre, étant donné les traces temporelles courtes,

peu d’événements de transfert ont lieu et les statistiques sont insuffisantes pour effectuer un lissage

gaussien efficace. En effet, la durée des traces a dû être limitée à cause d’une dérive du signal faisant

changer la position de la transition par rapport au point le plus sensible du pic du SET. La technique

plus grossière de binarisation par simple valeur seuil a donc été utilisée.

Une fois les données traitées et binarisées, il est possible d’estimer la température électronique

en reproduisant la fonction de Fermi-Dirac à partir des données de temps moyen de transfert. En

effet, en combinant les équations 4.1, 4.2, et 4.3, avec Γin = 1/<τin> et Γout = 1/<τout>, on obtient

une expression pour l’occupation moyenne de la boîte quantique :

f (µBQ) =
<τout>

<τin>+<τout>
. (4.4)
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Figure 4.3 – (a) Points bleus : Occupation moyenne de la boîte quantique en fonction de VLL selon
l’équation 4.4 pour des traces temporelles à 200 kHz de taux d’acquisition, après application d’un
filtre de Bessel d’ordre 6 à 10 kHz. Ligne pleine : Ajustement de courbe selon l’équation 4.3. La
température électronique extraite des paramètres d’ajustement, en utilisant le bras de levier de LL,
est de 146.5 mK. (b) Taux de comptage rE en fonction de VLL (points bleus), d’après l’équation 4.5, et
lissage (trait plein) selon l’équation 4.6. Le couplage tunnel extrait du lissage est Γ = 1.96 kHz. (c)
Taux tunnel Γin (en bleu) et Γout (en rouge) en fonction de VLL. Les lissages (traits pleins) sont tracés
suivant les équations 4.1 et 4.2 avec les paramètres de température et de couplage tunnel trouvés aux
figures (a) et (b). Les trois figures sont extraites du mémoire de Anne-Marie Roy [234], et utilisées
avec permission.

La figure 4.3(a) montre un exemple de cette analyse effectuée pour un balayage de la grille

LL à travers la transition de charge 0 → 1, dans un régime différent de celui présenté à la figure

4.1(b). L’ajustement de courbe selon la fonction de Fermi-Dirac permet d’extraire une température

électronique de 146.5 mK pour cet ensemble de données, en utilisant le bras de levier trouvé en

magnétospectroscopie (voir chapitre 3) pour la grille LL pour convertir le voltage en variation du

potentiel chimique de la boîte quantique. Cette température correspond bien à celle estimée par

d’autres techniques au chapitre 2, bien qu’elle soit légèrement plus élevée. Les problèmes de chauffage

pour ce montage décrits à la section 4.1.1 pourraient en être responsable, considérant qu’aucun champ

magnétique n’était appliqué pour cette mesure particulière.

Ensuite pour trouver Γ, on définit le taux de comptage, rE, soit le nombre d’événements d’entrée

d’un électron dans la boîte par seconde. En moyenne, cette quantité correspond ainsi à :

rE =
1

<τin>+<τout>
. (4.5)

et équivaut également, en combinant les équations 4.4, 4.1 et 4.2, à :

rE = Γ f (1 − f ) (4.6)

La figure 4.3(b) montre le résultat lorsque la quantité rE est tracée en fonction du voltage sur

la grille LL. L’ajustement de courbe selon l’équation 4.6, connaissant la température électronique

trouvée précédemment et le bras de levier de la grille, permet d’extraire la valeur du couplage Γ.
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Pour l’exemple présenté ici, on obtient Γ = 1.96 kHz. À la figure 4.3(c), on a tracé les quantités Γin

et Γout. Les lissages (traits pleins) selon les équations 4.1 et 4.2 avec Γ = 1.96 kHz et T = 146.5 mK

s’accordent très bien avec les données.

Cette analyse a été répétée dans plusieurs régimes associés à un voltage de grille AR différent (à

partir du régime correspondant au diagramme de stabilité de la figure 4.1(b) pour constater l’effet

de VAR sur le taux tunnel. La même transition de charge (0 → 1) est suivie, en changeant VAR et en

ajustant VAD. La grille LL, qui possède un très petit levier en énergie sur la boîte quantique de droite

tout en affectant peu le détecteur de charge (à droite également) est utilisée pour balayer à travers la

transition, autour de sa valeur initiale, ce qui permet une bonne résolution en énergie. Aux figures 4.4

et 4.5, on montre l’occupation moyenne, le taux de comptage, et les taux tunnel Γin et Γout en fonction

de VLL pour les 6 valeurs de VAR étudiées. La température électronique T est d’abord extraite de

l’ajustement de courbe sur l’occupation moyenne, puis sa valeur est fixée pour l’ajustement de courbe

sur le taux de comptage, qui permet d’obtenir le couplage tunnel Γ. La valeur de Γ est ensuite fixée

pour l’ajustement de courbe de Γin et Γout. On note qu’il serait pertinent d’approfondir l’analyse

des données en normalisant les taux tunnels obtenus par la température électronique. On pourrait

notamment refaire les calculs en utilisant une seule température électronique (moyenne par exemple)

pour l’extraction du taux tunnel à toutes les valeurs de VAR, et en vérifier l’impact.

On remarque tout d’abord que les températures électroniques extraites sont toutes entre 30 et

73 mK, ce qui correspond bien à la température plus basse à laquelle on s’attend en appliquant un

champ magnétique pour éliminer le problème de chauffage évoqué plus haut. Ensuite, pour les

graphiques de la dernière colonne de la figure 4.4, l’emploi d’un couplage tunnel unique semble

suffire à ajuster la courbe à la fois sur Γin et sur Γout. Par contre l’accord commence à s’amenuiser

pour les graphiques de la figure 4.5. Les graphiques en (c), (f), et (i) présentent des «coudes» et des

passages de concave à convexe, en plus d’un accord insatisfaisant avec les ajustements de courbe

à couplage tunnel unique. Il est donc possible que dans ces configurations de voltage, un ou des

niveaux excités puissent participer au transport [273]. Une analyse plus poussée de l’effet de ce

phénomène est présentée dans la thèse de Julien Camirand Lemyre [275]. En ce qui concerne les

données présentées ici, on néglige l’effet de la présence possible de niveaux excités, en gardant en tête

que les couplage tunnels obtenus pourraient être surestimés, puisqu’étant la somme des couplages

entre chaque niveau et le réservoir.

Les couplages tunnels extraits augmentent avec VAR tel qu’attendu. Cette augmentation est

monotone en général, mais la différence entre la valeur à VAR = 4.35 V et à 4.4 V est trop faible. La

température trouvée pour VAR = 4.4 V est également significativement plus basse que les autres

données. Ainsi, en forçant la température à la valeur trouvée en (d), cela influence la valeur trouvée

pour le couplage tunnel à la figure 4.5(e), et en retour le graphique en (f), qui présente également des

anomalies amplifiées par rapport aux autres valeurs de VAR. La vue d’ensemble des taux tunnels

obtenus est présentée plus loin, à la figure 4.10. On discutera de la variation du taux tunnel avec VAR

et de son interprétation à la section 4.3.4, après avoir combiné les données par transfert de charge en

temps réel à celles obtenues par spectroscopie par impulsions, analysées dans la prochaine section.
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Figure 4.4 – (a) Occupation moyenne de la boîte quantique en fonction de VLL à partir des statistiques
de comptage tirées des traces en temps réel (points bleus), et lissage avec la fonction de Fermi-Dirac
(ligne rouge), pour VAR = 4.2 V. (b) Taux de comptage rE en fonction de VLL à partir des statistiques
de comptage (points bleus), et lissage avec l’équation 4.6 en fixant la température dans la distribution
de Fermi-Dirac à la valeur trouvée en (a), pour VAR = 4.2 V. (c) Γin (cercles bleus) et Γout (carrés
rouges) en fonction de VLL à partir des statistiques de comptage, et lissages avec les équations 4.1 et
4.2, en fixant le couplage Γ a sa valeur trouvée en (b), pour VAR = 4.2 V. (d), (e) et (f) : même analyse
pour VAR = 4.25 V. (g), (h), et (i) : même analyse pour VAR = 4.3 V.
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Figure 4.5 – (a), (b), et (c) même analyse qu’à la figure 4.4 pour VAR = 4.35 V. (d), (e) et (f) : même
analyse pour VAR = 4.4 V. (g), (h), et (i) : même analyse pour VAR = 4.45 V.
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Une discussion des raisons de la limitation en fréquence sur les taux tunnels mesurables par cette

technique est disponible dans le mémoire de Anne-Marie Roy [234]. Celles-ci incluent la présence

d’une dérive du signal limitant le temps d’acquisition des traces et un faible couplage entre la boîte

quantique et le détecteur de charge, réduisant le rapport signal sur bruit maximal.

4.3 Extraction des taux tunnels avec la spectroscopie par impulsions

La mesure des taux tunnels avec la spectroscopie par impulsions consiste en l’application d’un

train d’impulsions carrés (à 2 niveaux) sur une grille, la relation entre la fréquence du train d’im-

pulsions et le taux tunnel réservoir-boîte quantique dictant la réponse du détecteur de charge. En

étudiant cette réponse en fonction de la fréquence des impulsions, il devient possible d’extraire le

taux tunnel [145].

En pratique, dans notre cas, les impulsions sont appliqués sur la grille AD (boîte quantique de

droite dans le dispositif A1) à l’aide d’un bias-tee pour pouvoir également polariser la grille en DC.

La grille LL est quand à elle balayée à travers la transition de charge étudiée, et cette trace est répétée

pour différentes fréquences d’impulsions fp. Cet arrangement est illustré à la figure 4.6(a). Le train

d’impulsions est défini par sa fréquence fp, ou alternativement par la durée τ de chaque niveau,

haut (H) et bas (B), ainsi que par son amplitude Ap, tel qu’illustré à la figure 4.6(b). La figure 4.6(c)

montre qu’à chaque niveau de l’impulsion un potentiel chimique µB ou µH est associé à la boîte

quantique, se trouvant de part et d’autre du potentiel chimique de base défini par le voltage DC

appliqué sur AD2 et par VLL, qui est balayée. La barrière tunnel est caractérisée par un couplage

Γ, menant à des taux tunnel Γin et Γout comme dans la section précédente, qui dépendront de la

distribution de Fermi-Dirac du réservoir et de la différence entre les potentiels chimiques de la boîte

quantique et du réservoir, µR.

Concernant le circuit de mesure, on note que contrairement à la section précédente où le circuit

d’amplification RF était utilisé, ici le montage est opéré en conductance différentielle. L’excitation

RF est inactivée, et une excitation synchrone est plutôt appliquée sur le contact ohmique source du

SET, et lue au contact ohmique drain. On remarque également que selon que l’on se trouve sur le

flanc gauche ou droit d’un pic de Coulomb du SET, l’ajout d’un électron dans la boîte mène à une

diminution ou une augmentation du signal, respectivement. Ce principe est illustré à la figure 4.6(d).

On gardera simplement cette notion en tête pour comprendre les subtilités dans l’amplitude du

signal observé dans certaines expériences.

Maintenant que les éléments de base de l’expérience de spectroscopie par impulsions sont

en place, on décrit dans les prochaines sections comment le couplage tunnel Γ peut être extrait

de la réponse du détecteur de charge en fonction du voltage sur la grille balayée, VLL, et de la

fréquence fp = 1
2τ du train d’impulsions. En premier lieu, on établit une expression pour la probabilité

d’occupation de la boîte quantique en fonction des paramètres pertinents. Ensuite, on décrit la

méthode usuelle de détermination du taux tunnel retrouvée dans la littérature, avant de présenter
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notre méthode alternative, nécessaire en raison des différences dans l’acquisition des données. Enfin,

on présente les résultats expérimentaux de taux tunnel en fonction du voltage de grille AR obtenus

grâce à cette méthode d’analyse alternative.
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Figure 4.6 – (a) Arrangement pour l’application des signaux pour les mesures de spectroscopie
par impulsions. La boîte quantique sous étude se trouve sous AD2, et le réservoir sous étude sous
AR2 (boîte et réservoirs identifiés par les lignes pointillées noires). Le train d’impulsions carrés à
la fréquence fp est appliqué sur la grille AD2 via un bias-tee qui permet aussi une polarisation DC
de la grille. La grille LL est balayée à travers la transition de charge sous étude. (b) Description des
caractéristiques du train d’impulsions carrées. Celui-ci contient deux niveaux distincts, la partie
haute (H) et la partie basse (B), chacun d’une durée τ. L’amplitude pic à pic est Ap. (c) arrangement
des potentiels chimiques dans le cas de l’application du train d’impulsions. Un potentiel chimique µB

pour la boîte quantique est associé à la partie basse de l’impulsion, tandis qu’un potentiel chimique
µH est associé à la partie haute. Le balayage de la grille LL permet de déplacer en bloc ces potentiels
chimiques par rapport au potentiel chimique du réservoir, µR, qui correspond à f (E) = 1/2. La
barrière tunnel est caractérisée par le couplage Γ. (d) Illustration de la réponse du SET à l’ajout d’une
charge dans la boîte quantique. Pour une transition se produisant sur le flanc gauche d’un pic dans
un balayage Vg des valeurs plus négatives vers plus positives (flèches noires), le signal ISET diminue.
Pour une transition se produisant sur le flanc droit d’un pic pour un balayage dans la même direction,
le signal du SET augmente suite à l’ajout d’une charge.
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4.3.1 Probabilité d’occupation de la boîte quantique

La variation dans le temps du nombre d’électrons N(t) dans la boîte quantique est donnée par :

dN(t)

dt
= −Γout N(t) + Γin (1 − N(t))

= −Γ (1 − f (∆µ))N(t) + Γ f (∆µ)(1 − N(t))

= −Γ N(t) + Γ f (∆µ)

= −Γ (N(t) − f (∆µ))

(4.7)

où on a utilisé les définitions pour Γin et Γout données aux équations 4.1 et 4.2, et f (∆µ) est la

distribution de Fermi-Dirac dans le réservoir, qui dépend de ∆µ = µBQ − µR. On suppose que Γ

reste fixe pour les plages de tensions utilisées dans les expériences. En intégrant cette expression du

temps t = 0 au temps t, et en posant que N(t) correspond à la probabilité d’occupation de la boîte

quantique au temps t, P(t), on obtient :

P(t) = (P(0) − f (∆µ)) e−Γt + f (∆µ). (4.8)

où P(0) est la probabilité d’occupation à t = 0. L’expression ci-haut sera différente selon que l’on se

trouve dans la partie haute ou la partie basse de l’impulsion. Pour la partie haute de l’impulsion,

avec 0 < t < τ, on a :

PH(t) = (P(0) − fH) e−Γt + fH , (4.9)

avec

fH =
1

1 + e
∆µ
kBT

=
1

1 + e
q(−Vg+Ap/2)

kBT

(4.10)

où on a supposé pour simplifier que le bras de levier pour la grille g est unitaire pour transformer les

potentiels chimiques en voltages. De plus, on a posé Vg = 0 lorsque µR = µBQ. Pareillement, on a :

fB =
1

1 + e
q(−Vg−Ap/2)

kBT

.

(4.11)
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Ainsi, dans la partie basse de l’impulsion, pour τ < t < 2τ, la probabilité d’occupation de la

boîte PB(t) est donnée par :

PB(t) = (P(τ) − fB) e−Γ (t−τ) + fB

= ((P(0) − fH) e−Γτ + fH − fB) e−Γ (t−τ) + fB,
(4.12)

où P(τ) = PH(t = τ).

4.3.2 Méthode usuelle de détermination du taux tunnel avec la spectroscopie par impul-

sions

Une des méthodes usuelles pour la détermination du taux tunnel avec la spectroscopie par

impulsions est celle présentée dans Elzerman et collaborateurs [145]. Tel qu’illustré à la figure 4.7(a),

une impulsion est appliquée sur une grille tandis qu’une autre est balayée. La boîte quantique est

couplée à un seul réservoir avec un couplage Γ. Un PCQ adjacent est utilisé pour la détection de

charge. Le signal du PCQ, augmente pour un voltage plus positif sur les grilles et/ou pour une

boîte vide, et diminue pour un voltage plus négatif et/ou une boîte occupée. La variation de signal

est importante lorsque le PCQ est optimisé pour que les transitions de charge se produisent entre

deux plateaux de conduction. Le signal du PCQ est lu par un amplificateur synchrone, à la même

fréquence que celle utilisée pour le train d’impulsions carrées.

À la figure 4.7(b), le principe de fonctionnement de la méthode est schématisé, pour un cas où le

taux tunnel est grand devant fp à gauche, et pour le cas où le taux tunnel est du même ordre ou plus

petit que fp à droite. En haut, l’amplitude de voltage Vp appliquée sur la grille pulsée en fonction du

temps est illustrée. Au milieu, on montre le signal ISET (le principe est similaire peu importe le type

de détecteur de charge, SET ou PCQ) en réponse au train d’impulsions et aux transferts de charge

entre la boîte et le réservoir en fonction du temps. En bas, le signal de l’amplificateur synchrone en

fonction du voltage balayé Vg est tracé.

Supposons que l’arrangement des voltages fait en sorte que le potentiel chimique pour la partie

basse de l’impulsion se trouve au-dessus du potentiel chimique du réservoir (µB > µR), et que

µH < µR, une situation schématisée dans les encadrés circulaires de la figure 4.7(b). Ainsi, le courant

dans le PCQ varie suivant la valeur de Vp, selon que l’impulsion est dans sa partie haute ou basse

(la ligne pointillée dans le graphique ISET en fonction du temps), mais va également diminuer

soudainement lorsqu’un électron entre dans la boîte, et augmenter soudainement lorsqu’il en sort

(trait plein dans le graphique ISET en fonction du temps).

Le signal synchrone est ainsi proportionnel à la moyenne, sur une période 2τ (puisque la fréquence

synchrone fLI est la même que fp), de ISET multiplié par une fonction sinuisoidale à la fréquence

fLI [145]. Ce signal moyen est fixe lorsqu’il n’y a pas de transfert d’électrons, étant déterminé par la

variation due à l’amplitude de l’impulsion seulement. Mais lorsque des électrons entrent ou sortent

de la boîte, le signal moyen est réduit, selon la proportion de chaque partie de l’impulsion où la
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boîte est occupée ou vide. Le résultat en fonction de Vg est le signal tracé en bas de la figure 4.7(b).

Lorsque Γ >> 1/2τ, une baisse marquée du signal est observée lorsque µB et µH s’approchent de µR.

Cette baisse du signal est beaucoup moins marquée lorsque le taux tunnel est plus faible devant la

fréquence des impulsions. En fonction du voltage balayé, la profondeur de cette vallée est maximale

pour la valeur de Vg qui fait en sorte que µB et µH se trouvent de part et d’autre de µR. En fonction

de la durée des impulsions τ, la profondeur maximale de la vallée suit une tendance comme celle de

l’encadré de la figure 4.7(c). La vallée est sa mi-profondeur maximale pour Γ = 2π fp, ce qui permet

de déterminer Γ lorsque la trace est répétée pour plusieurs valeurs de fp.
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Figure 4.7 – (a) Image SEM du dispositif de boîte quantique sous étude dans la référence [145].
La boîte quantique (cercle pointillé blanc) est connectée à un réservoir via le couplage Γ. La grille
g est balayée avec le voltage Vg. Un train d’impulsions carrées à la fréquence fp est appliqué sur
la grille centrale. Le courant IQPC est mesuré par un amplificateur synchrone à la fréquence fLI =
fp. (b) Schématisation du principe de fonctionnement de la spectrosocpie par impulsions pour la
détermination du taux tunnel, adaptée de [276]. La moitié de gauche est pour un cas où Γ ≫ 1/2τ,
alors que la partie de droite est pour la situation Γ ≲ 1/2τ. Le schéma du haut représente l’amplitude
de l’impulsion en fonction du temps, chaque niveau ayant une durée τ. Le graphique du milieu
représente la réponse du SET en l’absence de transfert de charge (ligne pointillée) et en présence de
transfert de charge (trait plein). Le signal diminue lorsqu’un électron est ajouté à la boîte (N → N + 1),
et augmente lorsque l’électron quitte la boîte. Les encadrés circulaires illustrent le transfert de charge
dans le cas où µB et µH se trouvent de part et d’autre de µR. Le graphique du bas montre le signal de
l’amplificateur synchrone en fonction du voltage balayé Vg. (c) Graphique adapté de [145]. Signal
de l’amplificateur synchrone en fonction de Vg, à travers la transition N = 0 → 1, pour différente
périodes d’impulsions. Encart : pourcentage de la valeur maximale de la profondeur du pic en
fonction de τ. La profondeur est à la moitié de sa valeur maximale pour Γ = 2π fp.
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4.3.3 Détermination du taux tunnel par conductance différentielle à fréquence de lecture

fixe

La méthode de détermination du taux tunnel décrite ci-haut n’est applicable que lorsque le signal

du détecteur de charge est lu à la même fréquence que le train d’impulsions carrées est appliqué.

Dans le cas des expériences présentées ici, nous avons plutôt utilisé une fréquence de lecture fixe peu

importe la fréquence fp utilisée. Cela signifie qu’une autre méthode d’analyse doit être développée

pour déterminer le taux tunnel à partir de la réponse du détecteur de charge. Nous détaillons cette

analyse originale dans ce qui suit.

Le dispositif est opéré de la façon décrite à la section 4.3 et à la figure 4.6(a). L’impulsion carrée

est appliqué sur la grille AD, via un générateur de signal arbitraire dont la fréquence est variée entre

100 Hz et 10 MHz. La grille LL est balayée autour de la transition de charge N = 0 → 1. Le SET à

droite performe la détection de charge en conductance différentielle, avec une excitation sinusoidale

à 19 Hz appliquée sur le contact ohmique source et lue à la même fréquence au contact ohmique

drain.

La fréquence synchrone de 19Hz est petite devant les fréquences d’impulsions carrées appliquées

(minimum 100 Hz), et elle est la même pour toutes les mesures. On peut donc considérer que le

moyennage sur un cycle de l’amplificateur synchrone couvre un grand nombre de cycles d’impulsions.

Le signal synchrone réel correspond donc à la moyenne de l’occupation de la boîte quantique (plus

la contribution du courant de base du SET) sur un cycle complet de l’amplificateur synchrone.

Pour simplifier, on suppose dans notre analyse que le signal résultant mesuré par l’amplificateur

synchrone est équivalent à la moyenne de l’occupation de la boîte sur un seul cycle d’impulsions.

Notre hypothèse dans ce cas est que la variation du signal d’un cycle d’impulsion à l’autre est

négligeable, tout comme la contribution des parties de cycles d’impulsions non-commensurables

avec le cycle synchrone. Comme nous le verrons dans ce qui suit, cette approximation semble valide

puisqu’elle permet de très bien reproduire de façon quantitative le signal mesuré expérimentalement.

On cherche donc à visualiser le signal correspondant au changement d’occupation moyenne de la

boîte quantique en fonction de Vg, pour différentes valeurs de fp et un taux tunnelΓ donné. On pourra

ainsi s’en servir pour identifier un motif particulier qui indique la valeur du taux tunnel par rapport

à la fréquence d’impulsion appliquée, et appliquer cette condition aux données expérimentales.
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On se concentre donc sur la probabilité d’occupation de la boîte quantique dans la partie haute

du premier cycle d’impulsions (0 < t < τ), et dans la partie basse (τ < t < 2τ), données par les

équations 4.9 et 4.12 ci-haut. L’occupation moyenne est donnée par l’intégrale de ces probabilités sur

un cycle d’impulsions complet, soit :

Pmoy =
1

2τ

∫ τ

0
PH(t)dt +

1

2τ

∫ 2τ

τ
PB(t)dt

=
1

2τ

[
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∫ τ

0
e−Γtdt + fH

∫ τ

0
dt

]
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1

2τ

[
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2
+
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+
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(
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1 − e−Γτ

2τΓ

(

(P(0) − fH)(1 + e−Γτ) + fH − fB

)

+
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2
(4.13)

Cette expression nous permet de calculer l’occupation moyenne de la boîte quantique pour les

différents voltages de grille le long d’un balayage. On rappelle qu’on suppose Vg = 0 à µBQ = µR,

c’est-à-dire au voltage attendu pour la transition de charge en l’absence d’impulsions appliqués.

À la figure 4.8(a), on trace donc cette occupation moyenne en fonction de Vg, en calculant d’abord

l’occupation au voltage le plus positif, V1, et en balayant vers les voltages plus négatifs, pour repro-

duire les conditions d’acquisition des données expérimentales. La probabilité initiale P(0) pour la

partie haute de l’impulsion au premier point de voltage, V1, est fixée à fH(V1). Ensuite, pour chaque

point subséquent, la probabilité P(0) est donnée par PB(2τ) du voltage précédent, soit la probabilité

d’occupation au temps t = 2τ, à la fin de la partie basse de l’impulsion du point de voltage précédent.

Les traces sont répétées pour différentes valeurs de τ et donc de fréquence du train d’impulsions.

Le taux tunnel est fixé à Γ = 104 Hz pour cet exemple, et la température à 100 mK. L’amplitude de

l’impulsion Ap est choisie pour permettre une bonne distinction des différentes sections du signal

étant donné la température choisie et l’étalement résultant de la distribution de Fermi-Dirac, et le

voltage est balayé de +Ap à -Ap.

On remarque qu’à basse fréquence, l’occupation présente trois plateaux distincts, pour N = 0,

0.5, et 1. Cela correspond bien à ce qui est attendu. En effet, la boîte est pleine au début du balayage,

quand les deux états possibles pour le potentiel chimique de la boîte sont à une énergie beaucoup plus

basse que le potentiel chimique du réservoir. L’occupation chute dès que µB ∼ µR, pour atteindre

1/2 et y rester jusqu’à ce que µH ∼ µR. À ce moment, l’occupation chute de nouveau, et tend vers 0

alors que les états possibles du potentiel chimique de la boîte se trouvent tous les deux à une énergie



107

supérieure au potentiel chimique du réservoir. Ces plateaux deviennent de plus en plus flous en

augmentant la fréquence du train d’impulsions, alors que les électrons commence à avoir de moins

en moins de temps pour traverser par effet tunnel dans la boîte ou hors de celle-ci pendant la période

allouée à chaque niveau de l’impulsion.

Si on trace maintenant la dérivée par rapport à Vg de l’occupation moyenne, on obtient le gra-

phique présenté à la figure 4.8(b). La dérivée présente deux pics, correspondants aux zones de

transition dans le graphique a). L’amplitude des pics de dérivée est maximale à basse fréquence,

et diminue tranquillement pour les fréquences d’impulsions plus élevées. Pour s’en convaincre

davantage, on a tracé à la figure 4.8(c) la hauteur maximale du pic de gauche (rouge) et du pic de

droite (bleu) en fonction de la fréquence du train d’impulsions, et ce pour 4 valeurs différentes

de Γ. Ces courbes commencent toutes à la même hauteur à basse fréquence, et la fréquence de

train d’impulsions correspondant à une diminution de hauteur de la moitié (ligne pointillée), f1/2,

correspond toujours à Γ× 183. On possède donc maintenant un critère approximatif à appliquer à

nos données expérimentales pour extraire la valeur de Γ.

4.3.4 Analyse des données expérimentales

La figure 4.8(d) montre le résultat de la prise de données avec la spectroscopie par impulsions

sur la boîte quantique de droite du dispositif A1, pour VAR = 4.6 V. Les traces sont obtenues en

balayant VLL autour de sa position initiale, après avoir ajusté VAD pour se trouver sur la transition

de charge N = 0 → 1, et en appliquant les impulsions sur la grille AD, avec une amplitude de 270

mV pic-à-pic. La fréquence du train d’impulsions est variée de 100 Hz à 10 MHz avec un espacement

logarithmique. Les traces ont également été lissées pour faciliter la visualisation ultérieure de la

dérivée.

On reconnaît les trois plateaux d’occupation notés à la figure 4.8), bien qu’ils soient ici inclinés.

Cette inclinaison est causée par le signal de base quasi-sinusoidal du SET. Pour montrer qu’on

reproduit tout de même de façon qualitative les résultats théoriques, l’encart de la figure 4.8(d)

illustre le signal présenté en (a) mais en ajoutant une composante linéaire en voltage. L’inclinaison

des plateaux est alors visible et il est plus facile de se convaincre qu’une composante sinusoidale en

voltage est responsable de la différence entre les figures (a) et (d). On note également qu’une dérive

du signal cause un écart entre certaines traces, surtout à plus haute fréquence. Il est possible que

l’application des impulsions haute fréquence cause un léger chauffage du circuit qui contribue à

augmenter le courant du SET et crée cette dérive. Enfin, certaines traces à plus basses fréquences

(100-1000 Hz) ne présentent pas de plateaux bien définis. L’explication la plus plausible pour ce

phénomène est la fréquence de coupure des bias-tee. En effet, la constante de temps des bias-tee

(composés d’une résistance de 10 MΩ et d’une capacité de 4.8 nF) est de 48 ms. Cela signifie que

les impulsions carrées sont altérées, avec une décroissance exponentielle dans le temps des parties

haute et basse. L’amplitude pic-à-pic moyenne de l’impulsion est donc réduite d’autant plus que la

fréquence de l’impulsion est basse. En fait, on peut estimer pour que le voltage ne diminue pas de plus
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Figure 4.8 – (a) Occupation moyenne de la boîte quantique en fonction de Vg, pour des fréquences
de train d’impulsions carrées f de 100 Hz à 10 MHz, d’après l’équation 4.13, avec Γ = 10 kHz, et
T=100 mK. (b) Dérivée de l’occupation moyenne par rapport à Vg,dans les mêmes conditions qu’en
(a). (c) Hauteur du pic de gauche (trait plein) et de droite (trait pointillé) dans la dérivée présentée
en (b), pour différentes valeurs de Γ. La ligne pointillée gris pâle horizontale indique la moitié de la
hauteur maximale des pics, h1/2. Le point de croisement de chaque courbe avec cette ligne horizontale
permet de trouver la fréquence f1/2 correspondante, reliée à Γ par Γ = f1/2/183. (d) Signal mesuré
en balayant VLL à travers une transition de charge pour différentes fréquences de train d’impulsions
carrées f appliquées sur la grille AD, à VAR = 4.6 V. Encart : Probabilité moyenne telle que tracée en
a) avec un décalage linéaire en voltage additionné, pour montrer l’effet sur le signal approximatif du
courant de base dans le SET. (e) Dérivée par rapport à VLL du signal présenté en a). Le signal a été
déplacé pour ramener le minimum du signal à 0 (l’échelle négative provient de la direction dans
laquelle a été prise la dérivée du signal). (f) Hauteur du pic de gauche dans la dérivée en e) pour
différentes valeurs de VAR. La hauteur maximale hmax est estimée à partir du maximum pour les
courbes en bleu, vert , et jaune. Le croisement de la ligne horizontale à la mi-hauteur h1/2 permet de
trouver la valeur f1/2 dans chaque cas et extraire le couplage tunnel Γ en fonction de VAR.
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de 1 % pendant l’impulsion, il faut une fréquence d’impulsion minimale de 329 Hz. Cela explique

donc au moins en partie le faible signal pour des fréquences inférieures à environ 1 kHz dans le

graphique 4.8d. Une autre contribution possible à ce faible signal pour les basses fréquences est le

moins grand nombre de cycles d’impulsions inclus dans un cycle de moyennage de l’amplificateur

synchrone, dont la fréquence de lecture et le temps d’intégration sont fixes.

À la figure 4.8(e), on montre la dérivée du signal en (d). Les deux pics principaux observés en (b)

sont bien visibles. Un pic secondaire autour de VLL = −3.01 V est aussi présent pour les fréquences

plus élevées, et associé à un niveau excité, une caractéristique dont on discutera ci-bas. On note que

les courbes dérivées ont été déplacées pour que le minimum des traces corresponde à un signal nul,

pour compenser l’effet du signal quasi-sinusoidal du SET. À partir de ces pics dans la dérivée, on

peut tracer l’amplitude de ceux-ci en fonction de la fréquence pour déterminer le couplage tunnel Γ.

C’est ce qu’on fait à la figure 4.8(f), pour l’amplitude du pic de gauche seulement, pour les 4 points

VAR sous étude.

Tel qu’expliqué au paragraphe précédent, l’amplitude maximale des pics est réduite à basse

fréquence par rapport au cas théorique. Ainsi la trace en rouge (VAR = 4.4 V), pour laquelle on

s’attend à un plus faible taux tunnel, n’atteint jamais son maximum puisqu’il y a recouvrement

de la région de suppression due à la fréquence de coupure des bias-tee et de la diminution due à

la relation entre taux tunnel et fréquence du train d’impulsions. On choisit donc de fixer la même

valeur maximale pour toutes les courbes, celle donnée par la ligne pointillée hmax à la figure 4.8(f),

correspondant approximativement au maximum atteint par les points bleus (VAR = 4.6 V), jaunes

(VAR = 4.8 V), et verts (VAR = 4.5 V). Ainsi la valeur à mi-hauteur, h1/2, est la même pour toutes les

courbes. Le croisement de chaque courbe avec la ligne h1/2 donne sa fréquence f1/2, qu’on convertit

en une valeur de Γ correspondante en la divisant par 183. On note cependant que si on avait choisi

la mi-hauteur en utilisant les valeurs minimum et maximum des courbes (en choisissant la même

valeur minimale pour toutes les courbes), cela serait équivalent à simplement diviser par un nombre

différent de 183, ce qui résulte en une translation des taux tunnels sur l’échelle logarithmique. En

effet, selon notre modèle, pour un changement de taux tunnel d’un facteur 10 entre deux courbes,

l’espacement entre les points à la même hauteur reste le même, peu importe la hauteur choisie,

comme on peut le voir à la figure 4.8(c). Comme on le verra dans la section suivante, le choix de

la définition de mi-hauteur n’a donc pas d’impact notable sur notre analyse de l’orthogonalité de

contrôle.

La vue d’ensemble des taux tunnels obtenus est présentée à la figure 4.10 dans la section qui suit.

On note qu’une résolution plus fine en fréquence et l’application d’algorithmes de compensation pour

la fréquence de coupure du bias-tee permettraient d’améliorer de beaucoup la validité de l’extraction

des taux tunnels. Une transformation numérique pour éliminer la contribution du signal de base du

SET serait également utile.

Avant de continuer, nous discutons de la présence d’états excités visibles dans la dérivée du

signal mesuré et du choix de l’amplitude du train d’impulsions. Typiquement, l’amplitude est choisie

pour permettre une bonne visualisation des transitions de charge considérant le levier de la grille
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pulsée et celui de la grille balayée, les atténuations mises en place, et la température (élargissement

des transitions). Cependant, pour une amplitude d’impulsions suffisante, il est possible que des états

excités participent aux transitions de charge.

Soit une séparation en énergie ∆E entre l’état fondamental (GS) et l’état excité (ES), et une

amplitude d’impulsion Ap, tel qu’illustré à la figure 4.9(a). Pour une fréquence de train d’impulsions

supérieure à Γ, lorsque qAp > ∆E, lorsque l’état excité atteint le niveau de Fermi du réservoir, le

taux tunnel effectif augmente, puisqu’il est la somme des contributions de l’état fondamental et de

l’état excité, tel qu’illustré au panneau du bas de la figure 4.9(a). On voit alors le signal remonter

pour la valeur VLL correspondant à l’alignement de ES avec µR. C’est ce qui se produit à la figure

4.9(b), où la grille LL est balayée et l’amplitude de l’impulsion est changée, pour une fréquence fixe

de 500 kHz. À partir de Ap = 100 mV environ, une seconde transition parallèle à la transition de

gauche devient visible, indiquée par la flèche blanche. La séparation entre celles-ci correspond à

l’énergie de séparation ∆E. Pour les mesures en fonction de la fréquence d’impulsion, présentées

aux figures 4.9(c), (d), (e), et (f), des transitions correspondant à des états excités sont parfois visibles

(flèches blanches). L’absence de ces transitions supplémentaires pour VAR = 4.8 V pourrait être

due au couplage Γ plus élevé. L’effet de l’état excité apparaîtrait pour des fréquences d’impulsions

plus élevées, inaccessibles avec les appareils à notre disposition pour cette expérience. On remarque

également un déplacement continu des maxima de la dérivée du signal en fonction de la fréquence

d’impulsions pour VAR = 4.4 V, et à un degré moindre pour VAR = 4.5. En effet le pic se déplace

graduellement de la position correspondant au niveau fondamental vers la position correspondant

au niveau excité. L’effet n’est pas observé pour VAR = 4.6 V et VAR = 4.8 V. Il est donc possible que

cet effet dépende du couplage tunnel.

Un modèle plus complexe que celui développé dans ce chapitre serait nécessaire pour prendre

en compte les effets interdépendants du couplage tunnel entre le réservoir et chacun des niveaux

(fondamental et excité), du taux de relaxation entre le niveau excité et son fondamental, et de la

fréquence du train d’impulsions, et bien expliquer les caractéristiques des mesures de la figure 4.9

énoncées ci-haut. Toutefois, à priori, la présence de ces états excités ne devrait pas influencer notre

analyse des taux tunnels faite précédemment si l’on utilise le pic de gauche. Il reste possible que le

signal dû à ceux-ci modifie légèrement la valeur de la dérivée et donc la hauteur des pics maximaux.

La présence de ces états excités montre aussi qu’ils jouent probablement un rôle dans l’analyse des

taux tunnels par transfert d’électrons en temps réel, en modifiant les statistiques de comptage, tel

que supposé dans la section précédente pour expliquer les déviations du comportement idéal dans

les graphiques de Γin et Γout.

L’énergie des états excités peut être obtenue à partir du bras de levier de la grille LL. La valeur

typique d’environ 100 µeV obtenue, considérant le champ magnétique de 2 T appliqué, est inférieure à

la séparation Zeeman attendue, d’environ 231 µeV. Si l’on se fie aux mesures de magnétospectroscopie

de la figure 3.3, à 2 T le premier niveau excité devrait être celui de spin parallèle dans la seconde

vallée (bien que ce ne soit pas le même dispositif sous étude). Dans ce cas, une séparation d’environ

100 µeV est en accord avec les amplitudes de séparation de vallées mesurées dans le dispositif A2.
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Pour terminer cette section, on note que les effets de chauffage à hautes fréquences de train

d’impulsions pourraient être suggérés comme influence sur l’apparence (élargissement et aplatisse-

ment) des transitions de charges (comme dans la partie supérieure des figures 4.9(c), (d), (e), et (f).

Cependant, d’autres mesures dans des régimes où le réservoir est fortement activé (VAD= 7 V), non

illustrées ici, montrent des transitions de charges relativement nettes jusqu’à des fréquences de 10

MHz. Il est donc peu probable que des effets de chauffage aient un impact majeur sur les résultats

de mesure du taux tunnel par spectroscopie à impulsions.

4.4 Combinaison des résultats et orthogonalité de contrôle

Dans cette section, on combine tout d’abord les résultats de taux tunnels obtenus par la méthode

de transfert d’électrons uniques en temps réel et par la méthode de spectroscopie par impulsions.

Par la suite, le paramètre d’orthogonalité de contrôle sera défini, et appliqué aux résultats expérimen-

taux. Ce paramètre sera également employé pour comparer la performance des dispositifs à grilles

d’accumulation séparées à ceux à grille de barrière dédiée dans les architectures multi-couches à

l’état de l’art.

4.4.1 Taux tunnel en fonction du voltage appliqué sur la grille d’accumulation du réservoir

À la figure 4.10(a), les taux tunnel obtenus par transfert d’électrons uniques (points bleus) et par

spectroscopie par impulsions (points rouges) sont tracés en fonction de VAR. Les diagrammes de

stabilité associés à chaque série de mesures sont présentés aux figures (b) et (c). On remarque tout

d’abord que les données suivent une tendance linéaire sur l’échelle logarithmique, indiquant un

comportement exponentiel à coefficient unique. L’ajustement de courbe est moins adéquat sur les

points bleus, et l’incertitude sur les points ne suffit pas à rejoindre la régression linéaire. Malgré tout,

les deux ajustements de courbes ont des pentes similaires. L’écart observé entre les deux ensembles de

données est assurément causé par la différence de voltages appliqués sur la grille AD1 (accumulation

de la BQ de gauche), d’environ 467 mV, tous les autres paramètres étant identiques. En effet, on peut

concevoir qu’un voltage légèrement plus positif sur cette grille peut contribuer à abaisser la barrière de

potentiel entre la boîte quantique de droite et son réservoir. Cependant, les méthodes d’extraction du

taux tunnel différentes pourraient aussi contribuer à l’écart observé, tout comme la surestimation du

taux tunnel causée par la présence d’états excités pour les données obtenues par transfert d’électrons

uniques. En ce qui concerne les données de taux tunnel obtenues par transfert d’électrons uniques,

l’utilisation d’une température électronique différente à chaque point (déterminée indépendamment

pour chaque valeur de VAR) pourrait être partiellement responsable de l’oscillation apparente dans

les données. Ceci rajoute à la pertinence de normaliser les résultats en fonction de la température

électronique pour les analyses futures.
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Figure 4.9 – (a) Illustration de l’arrangement des niveaux d’énergie en présence d’un train d’impul-
sions faisant alterner la position des potentiels chimiques de la boîte quantiques entre les positions
haute (H) et basse (B), et en présence d’états fondamentaux (GS) et excités (ES). Le panneau du haut
représente la situation où l’amplitude d’impulsion Ap est petite devant la séparation en énergie
∆E entre les niveaux GS et ES, et le panneau du bas le cas opposé. La contribution additionnelle
du niveau excité au transfert de charge mène à un couplage tunnel effectif Γe f f . (b) Dérivée du
signal synchrone du SET par rapport à VLL pour un balayage VLL à différentes amplitudes du train
d’impulsions. La flèche blanche pointe le signal dû au niveau excité. La ligne pointillée blanche
indique l’amplitude d’impulsion utilisée pour les diagrammes suivants (270 mV pic-à-pic). (c), (d),
(e), et (f) : Dérivée du signal synchrone du SET par rapport à VLL pour un balayage VLL à différentes
fréquences du train d’impulsions, pour différentes valeurs de VAR.
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Le choix de la méthode de détermination de la fréquence à mi-hauteur à la figure 4.8(f), tel que

mentionné à la section précédente, influence également le décalage entre les deux ensembles de

données. Toutefois si on avait défini la fréquence à mi-hauteur en fonction des valeurs minimum

et maximum des courbes, on aurait abaissé encore plus l’ensemble de données par spectroscopie à

impulsion par rapport à ce qui est présenté ici. On verra plus loin que seule la pente des données

(sur l’échelle logarithmique) est importante pour notre analyse, ce qui rend le choix de la méthode

de détermination de la fréquence à mi-hauteur bénin en ce qui nous concerne. Enfin, on note que les

résultats présentés ici diffèrent légèrement de ceux rapportés dans la référence [82], incluse à l’annexe

A. En effet, les méthodes d’analyse ont été raffinées, menant grossièrement à un déplacement en

bloc (sur l’échelle logarithmique) vers le haut pour les points bleus, et vers le bas pour les points

rouges, par rapport à l’article. Cependant, cette différence n’influence pas les conclusions de l’article,

que nous expliciterons dans ce qui suit, étant donné l’utilisation du paramètre d’orthogonalité de

contrôle pour comparer la performance de différents dispositifs, comme nous l’expliquerons plus

loin.

À partir de la régression linéaire sur les points en échelle logarithmique, on peut extraire pour

chaque ensemble de données une variation du taux tunnel par volt appliqué sur la grille AR. La pente

des droites de régression est transformée en variation en unités de décades, où un décade correspond

à un ratio de 10 entre deux valeurs de Γ, c’est-à-dire un ordre de grandeur en base 10. Ainsi, on

obtient une variation de ∆Γ = 6.1 ± 0.6 décades par volt AR pour les données de spectroscopie par

impulsions, et ∆Γ = 6 ± 2 décades par volt AR pour les données de transfert d’électrons uniques.

L’incertitude est obtenue à partir des pentes minimales et maximales calculées en prenant compte

des barres d’erreurs sur les valeurs de taux tunnel. Ces dernières proviennent des intervalles de

confiance à 95% des ajustements de courbes sur le taux de comptage dans le cas de la méthode par

transfert d’électrons uniques (points bleus), et de la limite de la résolution en fréquence pour les

données de spectroscopie par impulsions (points rouges).

Dans la sous-section suivante, on présente le paramètre d’orthogonalité de contrôle β, qui per-

mettra de convertir les variations de taux tunnel calculées ci-haut dans une échelle se prêtant à la

comparaison entre différents dispositifs et architectures.

4.4.2 Orthogonalité de contrôle

Récemment, Frees et al. [207] ont défini deux propriétés importantes à optimiser pour le contrôle

adéquat des boîtes quantiques dans une optique de mise à l’échelle, soit la modération de voltage,

et la parcimonie de voltage. La modération de voltage réfère aux plages de valeurs utilisées sur les

électrodes lors de l’ajustement de l’état de la boîte quantique, qui devraient être minimisées pour

réduire la puissance requise lors de l’opération dynamique des dispositifs et ainsi diminuer le risque

d’instabilité. L’imposition de la parcimonie de voltage favorise quant à elle l’utilisation d’un petit

nombre d’électrodes lors de l’ajustement des boîtes quantiques. Dans ce contexte, un maximum

d’indépendance des différents leviers de contrôle pour chaque paramètre du dispositif est souhaitable.
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Figure 4.10 – (a) Taux tunnelΓ entre la boite quantique de droite et son réservoir pour le dispositif A1,
en fonction de VAR. Points bleus : données obtenues par transfert d’électrons uniques. Points rouges :
données obtenues en spectroscopie par impulsions. Les droites pointillées sont des ajustements
de courbe de la forme Γ = emVAR+b. (b) Diagramme de stabilité correspondant aux paramètres
expérimentaux pour l’extraction des taux tunnels avec la méthode des transferts d’électrons uniques,
avec VAD1 = 980 mV. Les taux tunnels sont calculés à différents points sur la transition de charge
N = 0 → 1, indiqués par les cercles bleus. (c) Diagramme de stabilité correspondant aux paramètres
expérimentaux pour l’extraction des taux tunnels avec la méthode de spectroscopie par impulsions,
avec VAD1 = 512.7 mV. Les taux tunnels sont calculés à différents points sur la transition de charge
N = 0 → 1, indiqués par les cercles rouges.
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Cela minimise les procédures de compensation nécessaires, et simplifie l’éventuelle automatisation

de l’initialisation des boîtes quantiques [277, 278, 266], surtout pour un nombre croissants de qubits

par dispositif.

Dans le cas de la structure à grilles d’accumulation séparées, nous choisissons d’appliquer un

concept similaire à celui de la parcimonie de voltage énoncée ci-haut au contrôle du taux tunnel

entre la boîte quantique et le réservoir. Idéalement, le contrôle du taux tunnel devrait se faire

aussi indépendamment que possible du contrôle de l’occupation de charge de la boîte quantique.

Pour caractériser cette propriété, nous définissons le paramètre β, l’orthogonalité de contrôle 1.

Cette quantité nous permettra également de comparer la performance de différents dispositifs et

architectures, puisqu’elle s’affranchit de l’influence des différences de dimensions entre les dispositifs,

pour révéler les différences intrinsèques aux méthodes de contrôle choisies.

De façon similaire à la définition du levier en énergie d’une grille donnée à l’équation 1.7, on

peut définir un paramètre décrivant la "contrôlabilité" du taux tunnel entre la boîte quantique et le

réservoir, Γ :

∆Γg = β′
g∆Vg (4.14)

où ∆Γg est la variation du taux tunnel créée par un changement de voltage ∆Vg sur la grille g.

Alors que le levier de grille αg est toujours positif par définition, β′
g peut être positif ou négatif,

dépendant de si la grille g augmente ou diminue le taux tunnel réservoir-boîte quantique lorsqu’on y

applique un changement de voltage positif. Par exemple, pour une boîte quantique se trouvant sous

la grille d’accumulation AD2, la grille AR2 tendra à augmenter le taux tunnel pour une variation de

voltage positive. En effet, en se basant sur des arguments purement géométriques, elle attirera les

électrons de la boîte quantique dans sa direction, et abaissera le profil de potentiel dans sa vicinité,

et donc la barrière. D’un autre côté, il est possible d’envisager que la grille CP par exemple, pour un

voltage plus positif, attirera les électrons de la boîte quantique plus loin sous le bras de AD2, dans sa

direction, et par le fait même plus loin du réservoir, ce qui devrait diminuer le taux tunnel.

Tel que mentionné précédemment, il peut être avantageux dans une perspective de mise à l’échelle

des boîtes quantiques de pouvoir ajuster les taux tunnel entre réservoirs et boîtes quantiques avec un

effet minimal sur l’occupation de charge de la boîte quantique, c’est-à-dire son potentiel chimique.

Cette propriété dite d’orthogonalité de contrôle entre ces deux quantités devrait en pratique faciliter

l’atteinte du régime à faible nombre d’électrons en minimisant les besoins en compensation de

voltage sur les grilles avoisinantes, et généralement en simplifiant l’optimisation de plusieurs autres

paramètres.

1. Cette section est adaptée en grande partie du matériel supplémentaire de S. Rochette et al., APL 114 (8), 2019 [82],
également intégré en annexe A.
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Pour une grille g donnée, l’orthogonalité entre contrôle du taux tunnel et du potentiel chimique

est optimisée en maximisant le ratio
∆Γg

∆µg
=

β′g
αg

≡ βg. On peut réécrire cette expression de manière

analogue à celle pour le bras de levier habituel :

∆Γg = βg∆µg (4.15)

Pour obtenir βg empiriquement, il faut mesurer le changement du taux tunnel et celui du po-

tentiel chimique pour une variation de voltage ∆Vg. En pratique, cela n’est pas possible puisqu’un

changement de voltage sur une seule grille déplace le potentiel chimique de la boîte hors de la

résonance avec le niveau de Fermi du réservoir, rendant la détermination du taux tunnel impossible.

En conséquence, il est nécessaire expérimentalement de considérer l’effet de deux voltages de grille

distincts, qui se compensent de façon à ce que le potentiel chimique de la boîte quantique reste en

résonance avec celui du réservoir. En poursuivant avec l’analogie du bras de levier, nous supposons

que le changement total en taux tunnel est simplement la somme des contributions de chaque grille

étant variée. Pour deux grilles g1 et g2, cela mène à :

∆Γg1,g2 = ∆Γg1 +∆Γg2 = βg1αg1∆Vg1 + βg2αg2∆Vg2. (4.16)

Puisque le potentiel chimique n’a pas changé par définition, il y a une contrainte additionnelle :

∆µg1,g2 = ∆µg1 +∆µg2 = αg1∆Vg1 + αg2∆Vg2 = 0. (4.17)

En combinant les équations 4.16 et 4.17, on définit un paramètre d’orthogonalité du taux tunnel à

deux grilles comme

βg1,g2 ≡ βg1 − βg2 =
∆Γg1,g2

∆µg1
, (4.18)

qui est directement obtenable à partir de mesures de taux tunnel le long d’une même transition

de charge dans le diagramme de stabilité, et sachant les leviers des grilles g1 et g2 sur le poten-

tiel chimique qui ont pu être obtenues de mesures complémentaires. Les unités de βg1,g2 sont les

décades/meV.

La définition de βg1,g2 se prête particulièrement bien à une comparaison entre différentes géo-

métries et architectures, puisque βg1,g2 est indépendant des différences de capacités liées aux consi-

dérations géométriques. Ce concept d’orthogonalité de contrôle pourrait également être en principe

étendu à d’autres quantités pour optimiser les dispositifs de boîtes quantiques. Par exemple, un

paramètre similaire est imaginable pour l’orthogonalité entre le couplage de deux boîtes quantiques

et leur désaccord en énergie, ou la séparation de vallée.

Dans la sous-section suivante, le paramètre βg1,g2 est calculé pour les données de contrôle du

taux tunnel présentées ci-haut.
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4.4.3 Estimation de l’orthogonalité de contrôle dans la structure à grilles d’accumulation

séparées

Pour obtenir βAR,AD à partir des quantités ∆Γ pour les données expérimentales, on doit trouver

la variation de potentiel chimique de la boîte quantique qui serait induite par le changement de

voltage appliqué sur AR pour obtenir la variation de taux tunnel mesurée, si aucune compensation

par AD n’était effectuée.

En mesurant le déplacement en voltage dans les diagrammes de stabilité de la figure 4.10 (32 et 30

mV sur AD par volt AR pour les points bleus et rouges respectivement) et en utilisant le bras de levier

de la grille AD précédemment trouvé (0.22 meV/mV), on trouve βAR,AD = 0.92 ± 0.09 dec./µeV pour

les données de spectroscopie par impulsions, et βAR,AD = 0.9 ± 0.3 dec./µeV pour les données de

lecture d’électrons uniques. On a supposé que sur ces petits intervalles on peut négliger la courbure

des transitions de charge (qui sera étudiée au chapitre suivant). Également, on ne considère pas

l’erreur sur la détermination du bras de levier de AD dans le calcul de l’incertitude.

4.4.4 Comparaison de la performance avec un dispositif multi-couches à grille de barrière

dédiée

Le paramètre d’orthogonalité de contrôle β permet de s’affranchir de certaines considérations

géométriques pour faciliter la comparaison entre différentes implémentations de boîtes quantiques.

En théorie, rien ne nous empêcherait de comparer les résultats obtenus ci-haut pour la structure

à grilles d’accumulation séparées dans une architecture MOS à autant de réalisations différentes

qu’on le voudrait, que ce soit des dispositifs multi-couches de type MOS, Si/SiGe, ou autre, ou des

dispositifs simple couche à grille d’accumulation globale dans différents matériaux. En pratique

toutefois, il faut avoir accès aux données de contrôle du taux tunnel en fonction de la grille désignée

pour ce contrôle, ou du moins à des diagrammes de stabilité sur des plages suffisantes pour observer

le changement de taux tunnel via les indices énoncés au chapitre 3, comme l’évasement des transitions

de charge dans le régime d’élargissement dû au temps de vie, ou la pixelisation des transitions dans

la limite de temps de mesure. Il faut également avoir accès à des données précises comme le bras de

levier des grilles, et parfois la température électronique et les paramètres de mesures tels la bande

passante ou le temps d’intégration.

Dans ce qui suit on estime le paramètre β pour un dispositif multi-couches à grilles de contrôle

de barrière dédiées implémenté dans une hétérostructure Si/SiGe. Il s’avère que la référence utilisée

pour les données contient, contrairement à la majorité des autres références envisagées, tous les

paramètres nécessaires à l’analyse complète, à quelques estimations et extrapolations près. Cependant,

il faut retenir qu’une analyse plus poussée et complète de la performance de différentes architectures

nécessiterait plusieurs comparaisons supplémentaires dans différents dispositifs. L’analyse ci-dessous

fournit seulement un aperçu de la place qu’occupe la structure à grilles d’accumulation séparées en

termes de potentiel d’échelonnabilité dans la panoplie d’architectures possibles.
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Figure 4.11 – (a) Vue en coupe de l’hétérostructure Si/SiGe pour le dispositif de boîte quantique
multi-couches de la référence [186]. (b) Image SEM artificiellement colorée montrant les trois couches
distinctes qui forment les grilles d’accumulation et de déplétion du dispositif. La couche en bleu sert
à créer un confinement latéral primaire pour les canaux de conduction. Les grilles en rose/mauve
accumulent les réservoirs et les boîtes quantiques, et les grilles en vert forment et contrôlent les
barrières tunnel. En particulier, L1 est la grille d’accumulation de la boîte quantique d’en haut à
gauche, et LB1 contrôle le taux tunnel entre cette boîte quantique et son réservoir adjacent, sous S1.
La structure du bas peut s’utiliser comme un SET pour la détection de charge. (c) Diagramme de
stabilité pour le dispositif présenté en b). La ligne verte indique la limite de la région correspondant
au régime d’élargissement des transitions dû au temps de vie (régime LTB), et la ligne blanche
délimite le régime de pixelisation des transitions de charge dûe au taux de mesure. Les taux tunnels
Γ1 et Γ2 sont estimés à partir des caractéristiques de ces régimes pour les deux points turquoises,
qui croisent la transition de charge N = 0 → 1 mise en évidence par la ligne pointillée jaune. Le
taux de mesure est de 10 Hz, et la température électronique est de 40 mK, menant à Γ2 = 0.83 GHz.
Les points turquoises sont séparés de ∆VL1 sur l’axe VL1, et le bras de levier pour la grille L1 est
0.11 meV/mV. Tous les graphiques et images sont adaptés de [186].
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Le dispositif utilisé pour la comparaison est fabriqué dans une architecture Si/SiGe multi-couches.

La figure 4.11(a) illustre une vue en coupe du dispositif. Les boîtes quantiques et réservoirs sont

formées dans le puits quantique de silicium (Si QW) de 8 nm d’épaisseur, au coeur de l’hétérostructure

composée d’une couche de 225 nm de Si
0.7

Ge
0.3

, et d’un espaceur de 50 nm de la même composition.

Le couvert de silicium (Si Cap) de 2 nm isole l’hétérostructure des grilles qui se trouvent par-dessus.

Une description du mécanisme de création du canal de conduction dans une hétérostructure Si/SiGe

est présentée dans la référence [279]. Les grilles de contrôle en aluminium sont fabriquées en trois

couches distinctes, avec chaque couche séparée de la suivante par une oxydation thermique contrôlée.

La première couche, artificiellement colorée en bleu à la figure 4.11(b), offre un confinement primaire

latéral pour forcer les électrons à former un canal colinéaire en haut de l’image, pour les boîtes

quantiques et leur réservoirs, et en bas de l’image pour le SET permettant la détection de charge.

La deuxième couche, en rose/mauve, est composée des grilles d’accumulation pour les réservoirs

(S1, D1, S2, D2) et pour les boîtes quantiques, telles que L1 (notons la symétrie par rapport aux axes

centraux vertical et horizontal). Enfin, la troisième couche de grilles comprend les grilles de contrôle

des barrières dédiées, telles que LB1, qui sert à ajuster le taux tunnel entre la boîte quantique sous L1

et son réservoir, sous S1.

Un diagramme de stabilité entre la grille d’accumulation de la boîte quantique, L1, et la grille

de barrière dédiée, LB1, est présenté à la figure 4.11(c). Les transitions de charge apparaissent en

noir, et la région inférieure gauche correspond à une boîte quantique vide (N = 0). Ce diagramme de

stabilité peut être séparé en trois régions. Tout d’abord, la région du coin supérieur droit présente des

transitions de charge élargies et correspond au régime d’élargissement dû au temps de vie (régime

LTB). Ensuite, la région du coin inférieur gauche présente des transitions pixelisées, indiquant que

le taux tunnel est du même ordre que la bande passante du détecteur de charge. Enfin, dans la

région entre les lignes verte et blanche, le taux tunnel est dans un régime intermédiaire. On peut

donc identifier deux points, en turquoise, le long d’une transition de charge, en pointillé jaune,

pour lesquels le taux tunnel est connu approximativement. Étant donné l’étendue du diagramme

de stabilité, la précision sur la localisation du point Γ2, qui se trouve à l’extérieur des limites du

graphique, repose sur l’extrapolation adéquate de la ligne verte délimitant le régime LTB.

La valeur de 0.83 GHz obtenue pour Γ2 est calculée à partir de la température électronique de 40

mK mentionnée dans l’article, en approximantΓ ∼ kbT/h. PourΓ1, on suppose que la bande-passante

du détecteur de charge est d’environ 10 Hz. Bien que ce ne soit pas précisé dans l’article, cette valeur

a été confirmée par les auteurs lors de discussions. On calcule ensuite le déplacement ∆VL1 entre

les deux points turquoises et on le convertit en variation virtuelle du potentiel chimique de la boîte

grâce au bras de levier de 0.11 eV/V pour L1 mentionné dans l’article. La variation totale du taux

tunnel est donc de 7.9 décades, et la variation virtuelle de potentiel chimique est de ∼5.5 meV. En

prenant compte des incertitudes sur la détermination de ∆VL1 à partir du diagramme de stabilité

et des extrapolations, soit environ 2.2 meV, on obtient βLB1,L1 = 1.4 décades/meV, avec une limite

supérieure de 2.4 déc./meV et inférieure de 1.0 déc./meV.
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Lorsqu’on compare ce résultat aux valeurs obtenues pour le dispositif à grilles d’accumula-

tion séparées, il y a recouvrement entre les données obtenues par transfert d’électrons uniques

(1.2 déc./meV maximum) et celles du dispositif SiGe multi-couches (1.03 déc./meV minimum). Pour

les données plus précises obtenus en spectroscopie par impulsions (1.01 déc./meV maximum), on

peut seulement dire que les orthogonalités de contrôle obtenues sont du même ordre de grandeur,

et que le recouvrement est probable considérant les nombreuses sources d’incertitudes pour les

analyses sur les deux dispositifs.

Cependant, il est important de garder en tête qu’en l’absence de comparaisons supplémentaires

avec d’autres types de dispositifs, il est difficile de conclure définitivement sur la signification de

cette comparaison et sur la performance de la structure à grilles d’accumulation séparées comparée

aux autres approches pour le contrôle du taux tunnel boîte quantique-réservoir. Une troisième valeur

beaucoup plus faible dans un dispositif simple couche avec contrôle latéral de la barrière tunnel, par

exemple, permettrait de cerner le domaine typique de l’orthogonalité de contrôle et de catégoriser la

structure à grilles d’accumulation séparées dans la même «famille» de performance que les structures

à grille de contrôle dédiée avec certitude.

En mettant cette dernière considération de côté, les résultats obtenus dans ce chapitre indiquent

que l’orthogonalité de contrôle dans les dispositifs à grilles d’accumulation séparées peut atteindre

le même ordre de magnitude que les dispositifs à grille de barrière dédiée dans les architectures

multi-couches.

4.5 Discussion : limitations et impacts des résultats

Les résultats présentés dans ce chapitre font d’abord la démonstration d’un contrôle exponentiel

du taux tunnel entre la boîte quantique et son réservoir avec la grille d’accumulation du réservoir

dans une structure simple couche sans grille de barrière dédiée, avec une contrôlabilité d’environ 6

décades/V. Les taux tunnel ont été mesurés par transfert d’électrons uniques (single shot), mais aussi

par l’application d’un train d’impulsions carrées (spectroscopie par impulsions). Pour cette dernière

méthode, un modèle théorique du signal a été spécifiquement développé pour adapter la technique

de caractérisation originale à l’utilisation d’une fréquence de lecture synchrone fixe.

Par la suite, un paramètre de quantification pour la propriété d’orthogonalité de contrôle entre

le taux tunnel réservoir-boîte quantique et l’occupation de la boîte, β, a été défini. Ce paramètre a

ensuite été appliqué aux mesures sur la structure à grilles d’accumulation séparées. L’orthogonalité

de contrôle obtenue est de 0.92±0.09 décades/µeV dans le cas des taux tunnel mesurée avec la

spectroscopie par impulsions, et de 0.9±0.3 décades/µeV dans le cas des mesures par transfert de

charge unique. Le paramètre d’orthogonalité de contrôle a ensuite été appliqué à un dispositif multi-

couches à grille de barrière dédiée dans le Si/SiGe, révélant une performance de 1.4 décades/µeV, et

se situant entre 1.0 décades/µeV et 2.4 décades/µeV, en considérant les incertitudes sur la détermi-

nation des taux tunnels à partir des données publiées. Ces résultats démontrent donc la possibilité
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d’orthogonalités de contrôle similaires dans les dispositifs multi-couches à grille de barrière dédiée

et les dispositifs basés sur la structure à grilles d’accumulation séparées à couche unique.

4.5.1 Limitations

Certaines limitations des analyses précédentes peuvent être identifiées. Tout d’abord, tel qu’évo-

qué aux sections 4.2 et 4.3.4, plusieurs limitations techniques réduisent la fiabilité des valeurs de

taux tunnel mesurées pour la structure à grilles d’accumulation séparées. Pour les mesures par

transfert d’électrons uniques, on a observé un désaccord entre les courbes expérimentales Γin et Γout

et les prédictions du modèle à niveau d’énergie unique, surtout pour les valeurs plus élevées de VAR.

Le confinement sous-optimal de la boîte quantique pour ce dispositif est à blâmer en partie pour

ce problème, puisqu’il mène à un changement du confinement en fonction de VAR le long d’une

transition de charge. Il est donc possible que le taux tunnel soit surestimé pour certains de ces points.

Pour les mesures en spectroscopie par impulsions, le fait que l’amplitude des impulsions ne soit

pas corrigée à basse fréquence pour prendre en compte l’atténuation due à la fréquence de coupure

du bias-tee complique la détermination du taux tunnel. De plus, l’utilisation de la même hauteur

maximale du pic de dérivée pour les 4 valeurs de VAR étudiées est difficile à justifier hors de tout

doute. C’est aussi le cas de notre négligence du fait que la hauteur des pics ne descend pas à zéro à

haute fréquence, contrairement au modèle développé. Bref, les valeurs trouvées reposent sur des

hypothèses raisonnables dans l’analyse mais qui pourraient être améliorées. On note également

qu’une meilleure résolution en fréquence et une réduction de bruit dans les mesures, en plus de

l’intégration d’une méthode de compensation pour les impulsions basses fréquences, devront être

réalisées lors de mesures futures.

D’un autre côté, on souligne que le modèle développé pour pouvoir analyser les données de

spectroscopie par impulsions mesurées avec une fréquence de lecture fixe permet en théorie de

mesurer des taux tunnels de fréquence très élevée, comparativement à la méthode d’analyse usuelle.

En effet, la méthode usuelle requiert que le train d’impulsions et la fréquence de lecture soient

toujours gardées égales. Or, les amplificateurs synchrones typiques (et relativement abordables)

retrouvés en laboratoire sont limités à 100 kHz. En utilisant une fréquence de lecture fixe, la méthode

développée ici fait en sorte que la limitation est plutôt au niveau de la génération des impulsions.

Les générateurs de signaux arbitraires ont toutefois des plages de fréquences souvent beaucoup plus

larges, jusqu’à au moins 10 MHz dans notre cas (pour un train d’impulsions carrées). Il est possible

qu’une perte de sensibilité survienne à plus haute fréquence et limite l’utilisation de la méthode

développée ici, et cette possibilité devrait définitivement être explorée. Toutefois, il semblerait avec

les informations disponibles jusqu’à maintenant que la méthode de spectroscopie par impulsions

avec fréquence de lecture fixe démontrée ici offre une flexibilité accrue et la caractérisation de taux

tunnels plus élevés.

En ce qui concerne le paramètre d’orthogonalité de contrôle β, tel que mentionné à la section 4.4.4,

son interprétation a une portée limitée considérant qu’on a comparé sa valeur pour seulement deux
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dispositifs. En effet, pour situer les performances des dispositifs à grilles d’accumulation séparées

par rapport aux autres architectures de façon convaincante, il sera nécessaire de calculer β pour

davantage d’architectures différentes, tout en restant le plus cohérent possible dans les paramètres

utilisés. Une caractérisation quantitative de β devrait aussi être faite pour plusieurs implémentations

et variantes de notre approche.

4.5.2 Impacts

Un impact notable des travaux présentés ici est la démonstration innovante que le taux tunnel

entre une boîte quantique et son réservoir peut être ajusté sur une large plage en utilisant la grille

d’accumulation du réservoir comme levier. Cette démonstration vient enrichir le bagage de connais-

sances collectif quant au contrôle des barrières tunnel dans les dispositifs quantiques, et a d’ailleurs

fait l’objet d’une demande de brevet, qui est disponible à l’annexe B.

Plus concrètement, la démonstration d’une orthogonalité de contrôle comparable à celle obtenue

dans les dispositifs multi-couches à grille de barrière dédiée affirme le potentiel de la structure à

grilles d’accumulation séparées simple couche pour une implémentation industrielle et la mise à

l’échelle. Les résultats de ce chapitre et du précédent mettent en évidence la flexibilité, la performance,

et la relative facilité de fabrication des dispositifs basés sur notre approche à grilles d’accumulation

séparées. Cette étude a également mené à une publication dans Applied Physics Letters en 2019 (voir

annexe A), et à une sélection pour présentation orale lors du Silicon Quantum Electronics Workshop

2016 à Delft, aux Pays-Bas.

Au prochain chapitre, on explorera les mécanismes physiques en jeu dans la courbure caractéris-

tique des transitions de charge du diagramme fontaine, et le rôle potentiel de ces mécanismes dans

l’orthogonalité de contrôle obtenue dans la structure à grilles d’accumulation séparées.



Chapitre 5

Courbure des transitions de charge dans le

diagramme de stabilité de la structure à

grilles d’accumulation séparées

Dans les diagrammes de stabilité présentés au chapitre 3, une courbure des transitions de

charge est remarquée. Or, les axes de voltages sont linéaires, ce qui devrait typiquement mener à des

transitions droites et parallèles, selon le déplacement du potentiel chimique dicté par l’équation 1.5.

Le phénomène de courbure suggère donc une variation du ratio des capacités de grilles CAR→BQ et

CAD→BQ, qui correspond à la pente des transitions de charge, tel que démontré à l’équation 1.9.

La seule différence apparente entre le diagramme fontaine et un diagramme de stabilité typique

semble être l’application d’un voltage positif sur la grille AR lors de son utilisation dynamique. Un

voltage positif produit une accumulation d’électrons dans le réservoir, étant donné que la grille

surplombe un contact ohmique. Il est donc raisonnable de supposer que cette accumulation de

charges négatives mène à une forme d’écrantage du potentiel de la grille AR sur la boîte quantique.

Le résultat serait une capacité de grille effective dépendant de VAR plutôt qu’une capacité constante.

Dans ce chapitre, nous vérifions d’abord que la courbure des transitions de charge est bel et bien

un phénomène dû à l’utilisation de la grille d’accumulation du réservoir en mesurant la période des

oscillations du SET en fonction du voltage appliqué sur celle-ci. Nous y définissons également un

modèle empirique pour la capacité de la grille AR. Ensuite, nous appliquons ce modèle empirique

aux transitions de charge de la boîte quantique, et vérifions l’accord du modèle aux données de

simulations QCAD et aux données expérimentales. Par la suite, nous discutons du comportement de

la densité de charge dans le réservoir, avant de conclure sur l’interprétation du modèle empirique et

l’impact des résultats.

123
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Contributions : Les données expérimentales présentées dans ce chapitre ont toutes été recueillies

et analysées par Sophie Rochette (S. R., UdeS). On souligne la contribution de Julien Camirand Lemyre

(J. C. L., UdeS) au script d’analyse d’extraction de la période des oscillations du SET. Les données de

simulation QCAD ont été obtenues par Matthew J. Curry (M.J. C., Sandia National Laboratories).

Le choix des paramètres de simulations ainsi que l’analyse et l’interprétation des résultats ont été

effectués par S. R.. Le modèle empirique, son équivalent théorique, ainsi que tous les calculs et

applications du modèle aux données expérimentales et simulées ont été développés par S. R..

5.1 Variation de la période des oscillations du détecteur de charge

Si la courbure des transitions de charge dans le diagramme de stabilité VAD versus VAR est bien

un phénomène causé par l’accumulation de charges dans le réservoir, il devrait affecter de façon

analogue le levier effectif de la grille AR sur les autres régions du dispositif, les ilôts des SETs par

exemple. La figure 5.1(a) montre l’effet du balayage d’une grille d’accumulation du réservoir, AR2,

sur les oscillations de Coulomb du SET de droite, SET2, avec tous les autres voltages constants (voir

l’encart de la figure 5.1(c) pour l’arrangement des grilles dans le dispositif étudié). On remarque

une augmentation graduelle dans la période des oscillations en fonction de VAR. L’encart de droite

illustre l’effet d’une grille de déplétion typique, LR, balayée négativement dans le même régime

d’opération. On compare ce comportement à la même plage de voltage balayée positivement sur

AR2 (encart de gauche). Aucun changement dans la période des oscillations n’est visible avec LR,

contrairement à AR2. Pour s’en convaincre davantage, à la figure 5.1(b), la période des oscillations du

SET est tracée en fonction du voltage de grille VAR, pour différentes mesures impliquant les grilles

AR1 et AR2 et leurs effets sur les SETs de gauche ou de droite, dans deux dispositifs de type A2 (2130

#3 et 1819 #3). Les paramètres précis pour ces mesures sont donnés au tableau en d). On remarque

que la période augmente de façon quasi linéaire lorsqu’une grille AR est balayée de façon positive.

Par contre, pour un balayage négatif (points verts, mesure 028), la période reste constante. C’est aussi

le cas pour la grille LR balayée négativement comme le montre l’encart en haut à gauche. On note

que les irrégularités dans les données d’espacement sont principalement causées par l’inexactitude

du processus automatisé d’extraction de la position des maxima des oscillations de Coulomb, et la

résolution finie des traces.

Ces observations suggèrent que le changement de période n’est pas dû à une correction graduelle

«normale» de la capacité de grille, qui serait causée par un balayage sur une large plage venant

modifier l’environnement électrostatique et donc les leviers. Si c’était le cas, on s’attendrait à ce que

la variation de la période soit similaire pour un balayage négatif de AR avec les mêmes paramètres

(par exemple pour les données 028, en vert, et 001, en bleu). Dans la même veine, si un simple réar-

rangement électrostatique était responsable du changement de période des oscillations, on pourrait

raisonnablement s’attendre à observer un changement de période en balayant LR négativement sur

une plage de voltage similaire (en prenant compte évidemment de la différence initiale dans les

leviers de grilles). Ce que l’on constate plutôt, c’est un comportement unique à un balayage positif
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d’une grille surplombant un contact ohmique, ce qui est en accord avec un mécanisme impliquant

une accumulation de charges sous AR.

Le cas de la grille AD est particulier. Dans certains cas, comme on le voit à la figure 5.1(c),

lorsque cette grille est balayée positivement, un changement de période abrupt survient à une tension

«seuil» (ligne pointillée rouge), suite auquel la période augmente graduellement. Cela suggère une

accumulation soudaine de charges sous AD. Cette grille ne surplombant pas de contact ohmique,

ces charges doivent provenir d’ailleurs. La tension «seuil» ne dépend pas de VAR, ce qui indique

que les charges proviennent non pas du réservoir sous AR mais d’une région éloignée du centre du

dispositif. Ce comportement indésirable a été observé dans plusieurs échantillons, et prévient la

formation d’une boîte quantique bien contrôlée. L’effet peut être mitigé partiellement en fermant les

grilles CP et LL ou LR, ce qui pousse la tension seuil vers les valeurs plus positives.

La présence ou pas de ce phénomène d’accumulation soudaine sous AD d’un échantillon à

l’autre pourrait être due à des différences dans la densité de charges piégées à l’interface ou à la

présence d’autres défauts à l’interface ou dans le substrat. Alternativement, si les grilles LL, LR, AD1,

AD2, ou CP sont abîmées ou mal formées, dans les régions éloignées du centre du dispositif, cela

pourrait favoriser la formation d’ilôts de charges qui n’ont pas de réservoirs à proximité avec lesquels

s’équilibrer, et se déversent donc soudainement sous AR dès qu’il s’y forme un puits de potentiel

favorable. Le changement graduel de la période du SET au-delà de la tension seuil d’accumulation

soudaine pourrait alors être dû à un temps de charge fini.

Dans la plupart des cas observés, le changement de période n’est pas régulier, et le signal du SET

devient très bruyant, indiquant qu’il y a possiblement beaucoup de mouvement de charges sous AD.

La situation idéale pour l’opération adéquate des dispositifs est donc lorsque cet effet d’accumulation

soudaine se produit seulement pour des tensions AD hors de la plage typique d’utilisation, soit

VAD > 2.5 V environ. Cela permet de former une boîte quantique à faible nombre d’électrons sous

AD. Un changement graduel de la période en fonction de VAD à partir d’une certaine valeur de VAR

n’a pas pu être observé, mais il est possible qu’il survienne seulement à des tensions supérieures à la

tension d’accumulation soudaine (lorsque la boîte contient un plus grand nombre d’électrons). Le

changement de période graduel serait donc masqué par l’accumulation soudaine et le changement

de période abrupt associé.

On revient maintenant au changement de période pour VAR > 0 V. La distance pic-à-pic varie

de façon linéaire avec le voltage, du moins en première approximation, avec une pente que l’on

dénomme Θ. Considérant la variation d’un seul paramètre à la fois, l’espacement initial est plus

élevée pour une grille AR plus éloignée du SET (effet de AR1 sur SET2, données 160 et 202) que pour

une grille plus proche (effet de AR2 sur SET2, données 001 et 313). Cette valeur de départ semble

donc inversement proportionnelle à la capacité CAR→SET0
, qui dépend typiquement inversement de

la distance entre la grille et l’ilôt.
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Figure 5.1 – (a) Oscillations de Coulomb du SET2 en fonction du voltage appliqué sur la grille
d’accumulation de réservoir AR2 en polarisation positive, pour un dispositif de type A2. Encarts :
Vue rapprochée des oscillations du SET en fonction de VAR2 (encart de gauche) et VLR en polarisation
négative (encart de droite). (b) Période des oscillations du SET en fonction de VAR pour différentes
expériences. Encart : Période des oscillations du SET en fonction de VLR. (c) Oscillations du SET2 en
fonction du voltage appliqué sur la grille d’accumulation de boîte quantique AD2 en polarisation
positive. La ligne pointillée rouge marque la transition entre le régime à période d’oscillation constant
et le régime de période d’oscillations croissante. Encart : Image SEM d’un dispositif de type A2, tel
qu’employé pour les expériences présentées dans cette figure, soient les dispositifs 2130 et 1819. (d)
Tableau détaillant les paramètres de mesure pour les expériences illustrée en (b). La rangée SET
indique si le SET de gauche (SET1) ou de droite (SET2) est mesuré. La rangée AR indique quelle
grille AR est balayée (AR1 à gauche ou AR2 à droite). Les autres rangées indiquent les voltages
appliqués sur les grilles, avec les grilles non mentionnées à 0 V. La dernière rangée donne la valeur
du paramètre Θ pour chaque expérience, correspondant à la pente approximative de la courbe en (b).
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En continuant de supposer une variation linéaire de la distance pic-à-pic en fonction de VAR, on

peut donc poser de façon générale :

PAR→SET = ΘVAR + PAR→SET0
(5.1)

où PAR→SET est la période des oscillations du SET causée par la grille AR, correspondant à l’espace-

ment pic-à-pic, PAR→SET0
est la période initiale, à VAR = 0 V, et Θ est le taux de variation de la période,

que l’on suppose propre à un ensemble de paramètres expérimentaux. En effet, en comparant les pa-

ramètres expérimentaux pour chacune des traces de la figure 5.1(b) ainsi que la valeur de Θ, qui sont

indiqués au tableau en d), on remarque certaines tendances. La valeur de Θ est très similaire pour les

données 160 et 202 (0.16 et 0.15 V/V respectivement), qui sont obtenues dans le même dispositif avec

des paramètres similaires pour le SET, soit VTSET ∼ 3 V, et des tensions de confinement semblables

sur les grilles de déplétion du SET. Par contre, on note une pente beaucoup plus élevée pour les

données 001 que pour les données 313. La principale différence dans les paramètres expérimentaux

est au niveau de VTSET , avec 1.205 V pour 001, et 3.05 V pour 313. Ces deux ensembles de données

sont obtenus sur des dispositifs différents, ce qui pourrait jouer un rôle. Cependant les deux courbes

ont le même point d’origine, ce qui suggère que les deux dispositifs présentent des capacités de

départ similaires.

On en conclut donc que Θ est directement lié à la distance entre la grille AR et l’ilôt du SET,

et inversement lié à la tension de la grille d’accumulation de l’ilôt. Les paramètres utilisés pour

les différentes mesures ne permettent pas de conclure définitivement sur l’impact du confinement

latéral de l’ilôt contrôlé par les grilles UR, LR, SETU et SETL. Cependant, en comparant les données

160 et 202, on voit que l’effet d’un voltage sur TSET plus élevé semble être presque complètement

compensé par un confinement plus intense sur les grilles UR et LR. Bref, ces données suggèrent

qu’une augmentation de la taille et/ou de l’occupation et/ou de la densité de l’ilôt tend à diminuer

Θ, tout comme une diminution de la distance AR-SET.

5.1.1 Modèle empirique pour la capacité grille de réservoir - ilôt

L’équation 5.1 nous permet de définir un modèle empirique pour la capacité CAR→SET en fonction

de VAR. En effet, la période des oscillations PAR→SET est le ∆VAR nécessaire pour ajouter un électron

dans le SET, ce qui correspond à ∆µ = −Eadd (puisqu’on abaisse le potentiel chimique avec un

∆VAR > 0). D’après les équations 1.7 et 1.8, on a donc :

PAR→SET = ∆µ/αAR→SET

=
−EaddCtotal

−eCAR→SET
(5.2)

où αAR→SET est le levier de la grille AR sur le SET, CAR→SET est la capacité entre la grille AR et le SET,

Ctotal est la capacité totale du SET, et on rappelle que e = +1.602× 10−19 C. On néglige la contribution



128

de ∆E à l’énergie d’addition devant celle de l’énergie de charge EC, ce qui se justifie dans le cas d’un

SET contenant un grand nombre d’électrons. On obtient donc, d’après EC = e2/Ctotal :

PAR→SET = e/CAR→SET (5.3)

et

PAR→SET0
= e/CAR→SET0

. (5.4)

En combinant ces deux dernières expressions à 5.1, on obtient :

CAR→SET =
1

ΘVAR
e + 1

CAR→SET0

. (5.5)

La capacité dépend donc inversement du voltage appliqué, et on retrouve CAR→SET = CAR→SET0

pour VAR = 0 V.

Dans la prochaine sous-section, nous appliquons ce modèle empirique pour CAR afin de vérifier

que le même mécanisme est responsable du changement de période des oscillations du SET en

fonction de VAR et de la courbure des transitions de charge dans le diagramme fontaine.

5.2 Application du modèle empirique pour la capacité à la boîte quantique

Pour appliquer le modèle empirique défini ci-haut à la boîte quantique BQ, nous changeons

d’abord la notation pour l’épurer, avec par exemple CAR→SET → CAR→BQ → CAR, où on a rendu

implicite que l’on considère la capacité sur la boîte quantique. L’approximation ∆E ≪ EC utilisée

pour arriver à l’équation 5.5 reste valide pour les 4 premiers électrons de la BQ au moins, puisque la

première orbitale peut accommoder 4 électrons dans les deux états de vallée disponibles, qui sont

séparés par moins de 1 meV en énergie. Ceci reste vrai tant que le champ magnétique est faible. Pour

les autres conditions expérimentales qui n’appartiennent pas à des régimes extrêmes (tels qu’un

champ magnétique ou un confinement intense), on peut supposer que cette approximation mènera à

une erreur modeste.

Dans ce qui suit, nous appliquons le modèle empirique pour CAR à des résultats de capacité

pour les simulations QCAD, et aux transitions de charges expérimentales du diagramme fontaine.

Le diagramme expérimentale de référence utilisé est celui présenté à la figure 3.2.
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Figure 5.2 – (a) Données de capacité CAR obtenues par simulation QCAD (cercles pleins), avec
ajustement de courbe selon l’équation 5.5. L’ajustement illustré par la ligne pleine est obtenu en
bornant les valeurs possibles pour CAR0 et α. L’ajustement de courbe en pointillé est le meilleur
accord obtenu sans bornes. Encart en haut à droite : capacité CAD obtenue des mêmes simulations
QCAD (points noirs). La ligne pointillée rouge indique la valeur maximale atteinte par CAD. La
courbe pointillée noire est une estimation de la tendance des données pour identifier CAD0. Les
régions en bleu indiquent la plage de valeurs expérimentales pour CAD0. Encart en bas à gauche :
Image SEM du dispositif de type A1 utilisé pour les simulations QCAD, dans un régime avec une
boîte quantique (BQ) formée à droite. Les régions pointillées indiquent l’accumulation d’électrons
visée. (b) Transitions de charge extraites du diagramme de la figure 3.2(a) (axes VAD et VAR inversés),
avec ajustement de courbe (ligne pleine) d’après l’équation 5.9 et bornes indiquées au tableau 5.1.
Encart : Image SEM du dispositif de type A2 utilisé pour les mesures expérimentales, avec une boîte
quantique (BQ) formée à gauche et un SET à gauche. (c) Comparaison des valeurs obtenues pour Θ
pour chacun des ajustements de courbe. Le marqueur losange indique la valeur trouvée (indiquée
au-dessus) et les barres représentent la plage de valeurs possibles. (d) Comparaison des valeurs
obtenues pour CAR0. (e) Comparaison des valeurs obtenues pour le ratio CAR0/CAD0.
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5.2.1 Accord du modèle empirique aux données QCAD

Nous examinons d’abord la concordance du modèle empirique avec les résultats de capacité

obtenues des simulations QCAD. Les paramètres de simulation sont les mêmes que pour les données

de la figure 3.1(e), avec une boîte quantique formée à droite dans un dispositif de type A1 (voir encart

de la figure 5.2(a)). La figure 5.2(a) montre les valeurs de CAR obtenues par QCAD pour différents

voltages appliqués sur AR. La capacité est calculée en définissant la région de la boîte quantique

comme une zone de la même dimension que l’extrémité de la grille AD située directement sous

celle-ci, soit l’équivalent d’un disque d’environ 100 nm de diamètre.

L’expression pour l’équation 5.5 est modélisée par une fonction de la forme CAR = 1
aVAR+b , avec

a = Θ/e et b = 1/CAR0
. La courbe pointillée à la figure 5.2(a) est obtenue en ajustant cette fonction aux

données sans poser de bornes sur les paramètres d’ajustement. Des valeurs initiales pour l’ajustement

numériques de CAR0
= 2 aF et Θ = 0.02 sont fixées pour assurer la stabilité numérique de l’ajustement

(reproductibilité des paramètres d’ajustement trouvés). Cette courbe procure un très bon accord avec

les données de simulation. La somme des erreurs au carré (sse) est de 1.76 × 10−4, et le coefficient de

détermination (R2) est de 0.9935. Cependant, les paramètres obtenus dictent une valeur non-physique

(négative) pour CAR0 en raison de la divergence à VAR = −b/a pour la fonction modèle. La courbe

au trait plein sur le même graphique est plutôt obtenue en bornant les paramètres d’ajustement

avec des valeurs minimales et maximales pour Θ (0-0.2) et CAR0
(0-10 aF). Les justifications pour les

bornes et valeurs initiales utilisées sont détaillées au tableau 5.1. L’accord avec les données dans ce

cas est légèrement moins bon que pour l’accord sans bornes (sse = 3.38 × 10−4, R2 = 0.9875), mais

reste adéquat. Le paramètre Θ résultant est de 0.152 ± 0.016, et la valeur trouvée pour CAR0
est de

9.99 aF, mais avec une limite inférieure possible de 2.11 aF 1.

À titre de comparaison, les données 001 de la figure 5.1(b) indiquent CAR2→SET20
= 3.2 aF. Comme

la grille AR est légèrement plus proche de la BQ que AR2 l’est du SET2 (voir encart en bas à gauche

de la figure 5.2(a)), la plage ∼2-10 aF trouvée est tout à fait raisonnable pour la capacité de AR sur la

BQ. Les données 001 donnent de plus Θ = 0.11. Si l’on se fie à la tendance de Θ à augmenter pour

une réduction de la tension sur la grille de contrôle de l’ilôt, les voltages utilisés dans la simulation

devraient mener naïvement à Θ entre 0.05 (données 313, VTSET = 1.205 V) et 0.11 (données 001,

VTSET = 3.05 V), puisque VAD2 = 1.75 V pour les simulations. Cependant, si la tension sur la grille

de l’ilôt est plutôt une quantité intermédiaire pour le nombre de charges, la taille ou la densité dans

l’ilôt, alors la boîte quantique contiendra typiquement moins d’électrons avec VAD2 = 1.75 V que

le SET avec VTSET = 1.205, et donc un Θ plus élevé serait possible. Nous concluons donc que les

valeurs obtenues à partir du modèle empirique et des capacités QCAD sur la boîte quantique sont

compatibles avec les observations expérimentales sur les SETs.

À l’encart en haut à droite de la figure 5.2(a), on trace les résultats de simulation pour la capacité

CAD0
en fonction de VAR (points noirs). Celle-ci augmente en fonction de VAR, un phénomène attendu

1. On fixe la limite supérieure de CAR0
à sa valeur obtenue car la limite supérieure tirée de l’intervalle de confiance à

95% est non-physique. La limite inférieure de 2.11 aF provient bien quant à elle de la limite inférieure pour l’intervalle de
confiance à 95%.
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qualitativement si l’on considère que d’accroître le voltage VAR en gardant tous les autres voltages

constants mène à une augmentation du nombre d’électrons dans la boîte quantique, ce qui augmente

ensuite le couplage entre la grille AD et la boîte quantique. La capacité CAD est également beaucoup

plus grande que CAR sur toute la plage de voltage étudiée, une autre observation attendue.

On ne s’attarde pas davantage sur le comportement de CAD. On a cependant utilisé la tendance

approximative des points pour estimer CAD0 ∼ 5 aF. Cette valeur tombe en plein dans la plage

de capacités estimée à partir de l’espacement en VAD des premières transitions de charge du dia-

gramme fontaine (figure 3.2(a)), illustrée en bleu sur le graphique de CAD. On calcule ainsi un

ratio CAR0
/CAD0

= 1.99, avec une valeur minimale de 0.422. Le ratio CAR0
/CAD0

= 1.99 peut-être

intéressant à surveiller car il s’agit souvent de la quantité qui peut s’extraire le plus rapidement et

facilement d’un diagramme de stabilité, simplement à partir de la pente des transitions de charge à

faible VAR.

5.2.2 Accord du modèle empirique aux transitions de charge expérimentales

On cherche maintenant une expression pour la position (VAD , VAR) d’une transition de charge

dans le diagramme de stabilité employant l’expression empirique pour CAR. Cela nous permettra de

comparer les données expérimentales pour la courbure des transitions de charge aux prédictions

du modèle empirique. Prenons donc la forme finale de l’équation 1.5 en réorganisant les termes,

pour obtenir une expression générale explicite pour le potentiel chimique de la boîte quantique en

fonction des tensions et des capacités pour AR et AD, et les autres grilles g et ilôts k :

µN = ηN +
e2

Ctotal

[

−1

2
+ N − 1

e

(

CARVAR + CADVAD + ∑
g

CgVg + ∑
k

CkVk

)]

(5.6)

où Ctotal = CAR +CAD +Cg,k est la capacité totale de la boîte quantique, avec Cg,k la capacité combinée

des ilôts k et des grilles g autres que AR et AD, que l’on suppose non dépendante des voltages VAR

et VAD.

Pour simplifier cette expression, considérons µ0, un quasi potentiel chimique initial, lorsque

VAD = VAR = 0 V, que la boîte quantique est vide (N = 0), et que toutes les autres grilles g et ilôts k

sont dans leur état initial et fixé par les paramètres de l’expérience. On a :

µ0 =
e2

C0

[

−1

2
− 1

e

(

∑
g

CgVg + ∑
k

CkVk

)]

(5.7)

où C0 = CAR0
+ CAD0

+ Cg,k est la capacité totale initiale de la boîte quantique. En remplaçant µ0

dans l’équation 5.6, l’expression générale pour le potentiel chimique devient :

µN = ηN +
C0

Ctotal
µ0 +

e2

Ctotal

[

N − 1

e
(CARVAR + CADVAD)

]

. (5.8)
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Ajustement sur CAR obtenu de QCAD

Θ départ 0.02 Estimation à partir des données de SETs (figure 5.1(b)) en supposant une valeur
inférieure à la plus petite obtenue dans les données de SETs.

Θ inférieur 0 Cas pour une grille de déplétion typique.

Θ supérieur 0.2 Valeur maximale observée dans les données de SETs.

CAR0
départ 2 aF Estimation à partir des données de SETs pour la période des oscillations à VAR ∼ 0

V.

CAR0
inférieur 0 Limite physique.

CAR0
supérieur 10 aF Valeur maximale atteinte pour CAD dans les mêmes simulations (voir ligne rouge

pointillée de l’encart, figure 5.2(a)), puisqu’on estime que CAD est toujours supé-
rieure à CAR.

CAD0
5 aF N’entre pas en jeu dans les paramètres d’ajustement. Valeur obtenue de l’extrapo-

lation des données de CAD(VAR) (encart figure 5.2(a)) à VAR = 0 V. Valeur utilisée
directement, sans plage d’incertitude, pour le calcul de CAR0

/CAD0
.

Ajustement sur les transitions de charge expérimentales

Θ départ 0.15 Estimation à partir des données de SETs, valeur intermédiaire.

Θ inférieur 0.0001 Θ = 0 pour une grille de déplétion typique, mais on choisit plus élevé pour éviter
les divergences dans les calculs.

Θ supérieur 0.3 Supérieur à la valeur maximale observée dans les données de SETs.

CAR0
départ 2 aF Estimation à partir des données de SETs pour la période des oscillations à VAR ∼ 0

V.

CAR0
inférieur 0.05 aF Valeur minimale observée dans les données de SETs pour la période des oscillations

à VAR ∼ 0 V.

CAR0
supérieur 10 aF Valeur maximale atteinte pour CAD dans les simulations.

CAD0
départ 4.58 aF Estimé d’après l’espacement ∆VAD des premières transitions de charge du dia-

gramme fontaine.

CAD0
inférieur 3.56 aF Idem, d’après espacement maximal observé.

CAD0
supérieur 6.41 aF Idem, d’après espacement minimal observé.

b départ 0.01 Voir légende.

d départ 0.015 Voir légende.

Table 5.1 – Détail des valeurs de départ et bornes inférieures et supérieures utilisées pour l’ajus-
tement numérique au modèle empirique des données de CAR QCAD et des transitions de charge
expérimentales. On note que les paramètres b et d sont difficiles à estimer car liés à des valeurs de
référence en énergie. Leur rôle est justement d’éliminer cette dépendance dans les paramètres a et c,
qui eux donnent de l’information directe sur les paramètres pertinents à l’étude, Θ et CAR0

. On a
donc choisi des points de départ près de 0, en laissant les bornes libres pour d, et en limitant b entre
0 et 1. Cependant il est possible que l’ajustement ait fonctionné pour d’autres valeurs de départ ou
d’autres bornes. On a choisi de ne pas explorer l’effet de ce choix davantage dès que les ajustements
de courbe ont mené à des valeurs raisonnables pour Θ et CAR0

et un processus numérique stable
pour toutes les transitions de charge.
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Le long d’une transition de charge, µN est fixe, tout comme ηN et N, qui correspond à la moyenne

d’occupation de la boîte dans ce cas (par exemple N = 0.5 pour la transition 0 → 1). On considère

également que CAD est fixe car ne dépend pas de VAR le long d’une transition. On suppose en fait

que CAD s’accroît lorsque VAR est augmentée car alors le nombre de charge dans la boîte quantique

augmente. Cependant, on présume que la diminution de la tension VAD nécessaire pour garder µ

constant compense cet effet au moins en partie, menant à une conservation de la valeur de CAD.

Ainsi, CAD = CAD0
. En réarrangeant l’équation précédente et en y intégrant l’expression empirique

pour CAR(VAR) (équation 5.5), on trouve une expression pour VAD(VAR) le long d’une transition de

charge :

VAD = − 1

CAD0

⎡

⎣

VAR + (µN−ηN)
e

Θ
e VAR + 1

CAR0

⎤

⎦+ΩN (5.9)

où

ΩN =
1

CAD0

[

(

CAD0
+ Cg,k

) (µ0 − µN + ηN)

e
+ CAR0

µ0

e
+ eN

]

(5.10)

ne dépend pas de VAR, et est une constante propre à l’occupation N de la boîte et aux paramètres

initiaux.

Cette expression peut maintenant être ajustée sur la position extraite des 3 premières transitions

de charge du diagramme fontaine de la figure 3.2. Pour y arriver numériquement, on fait concorder

une fonction de la forme :

VAD = a

[

VAR + b

VAR + c

]

+ d (5.11)

avec a = − e
CAD0

Θ , b =
(µN−ηN)

e , c = e
CAR0

Θ , et d = ΩN .

Le résultat des ajustements de courbe aux transitions de charge expérimentales est présenté

à la figure 5.2(b). Les coordonnées (VAR, VAD) des transitions de charge 0 − 1, 1 − 2 et 2 − 3 du

diagramme de stabilité de la figure 3.2(a) ont été extraites (correspondant au dispositif A2 présenté

en encart de la figure 5.2(b)), pour une vingtaine de valeurs de VAR également espacées. Les axes

VAR et VAD ont été permutés par rapport au diagramme fontaine habituel pour bien apprécier la

dépendance en VAR
2. On remarque un très bon accord entre l’ajustement de courbe et les données

expérimentales pour toutes les transitions. La somme des erreurs au carré (sse) varie entre 4.8 et

7.5 × 10−5, et le coefficient de détermination (R2) entre 0.9976 et 0.9989. Comme pour l’ajustement

sur les données QCAD pour la capacité, des bornes et des valeurs de départ pour les paramètres a, b,

c, et d ont été définies pour le processus numérique d’ajustement de courbe. Celles-ci sont justifiées

au tableau 5.1.

2. La présentation standard des diagrammes de stabilité est la grille balayée en abscisses et la grille incrémentée en
ordonnées. La grille AD est généralement balayée puisqu’elle est utilisée sur une plage étroite avec une résolution élevée,
alors que la grille AR est incrémentée parce qu’elle est utilisée sur une large plage de voltages avec une résolution plus basse.
En effet, en raison de la constante RC finie associée aux grilles de polysilicium et aux différentes composantes de filtrage du
montage expérimental, les diagrammes de stabilité peuvent s’acquérir plus rapidement lorsque la variable balayée l’est sur
une plage étroite.
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Les valeurs de Θ trouvées varient entre 0.018 et 0.026, et CAR0
entre 2.68 et 8.66 aF, selon la

transition. En utilisant la capacité CAD0
extraite de l’espacement ∆VAD entre les transitions du

diagramme de stabilité original et sa plage d’incertitude, on calcule des ratios de capacité CAR0
/CAD0

variant entre 0.585 et 1.89. Pour ce qui est de Θ, on trouve une valeur environ 2-3 fois plus petite que

la plus petite valeur trouvée dans l’analyse de la période des SET (figure 5.1(b)). C’est un résultat

en opposition avec notre interprétation de la tendance pour Θ à augmenter avec une diminution

de l’occupation et/ou de la densité de charge dans l’ilôt ou de sa taille, considérant l’occupation

quasi nulle de la boîte quantique pour ces transitions de charge. Cependant, il est possible que la

petite distance entre la grille AR et la boîte quantique comparativement à la distance AR-SET (voir

structure du dispositif à la figure 5.2(b)) fasse en sorte que Θ soit plus faible malgré l’effet combiné

de l’occupation et de la taille de la boîte quantique (on se rappelle que Θ semble diminuer lorsque la

distance réservoir-ilôt diminue, il est donc possible que cet effet domine sur celui de la taille et de

l’occupation de l’ilôt, qui va en sens contraire).

Concernant CAR0
, les valeurs obtenues se trouvent toutes dans l’intervalle possible trouvé d’après

QCAD (environ 2 à 10 aF), et sont donc également en accord avec les observations effectuées sur

les SETs considérant la distance AR-BQ versus AR2-SET2. On note toutefois qu’un choix approprié

des bornes et valeurs initiales pour l’ajustement de courbe est nécessaire pour obtenir des valeurs

physiquement raisonnable pour Θ et les capacités (voir le tableau 5.1 pour plus de détails).

Dans ce qui suit, on compare les valeurs obtenues à partir des simulations QCAD et des transitions

expérimentales pourΘ, CAR0
et le ratio des capacités, et on discute de la validité du modèle empirique

d’après ces résultats.

5.2.3 Comparaison des paramètres d’ajustement obtenus

On compare, aux figures 5.2(c), (d) et (e), les valeurs de Θ, CAR0
, et de CAR0

/CAD0
, respectivement,

obtenues à partir des ajustements de courbe sur les transitions expérimentales et les données QCAD.

Les plages de valeurs possibles sont également indiquées.

On remarque ainsi que les valeurs de Θ pour les transitions 0-1, 1-2, et 2-3 se recouvrent toutes

lorsqu’on tient compte des incertitudes. La valeur trouvée pour QCAD est cependant bien supérieure.

Comme mentionné plus tôt, cette différence pourrait être raisonnable si l’effet sur Θ de la faible

distance entre AR et la boîte quantique domine l’effet dû à la taille ou à l’occupation de la boîte

quantique. Cela mènerait au final à une diminution de Θ dans le cas expérimental. On rappelle que

les simulations QCAD sont réalisées d’après le design A1, qui présente des dimensions globalement

plus larges que le design A2, utilisé pour obtenir les données expérimentales (voir les encarts à

l’échelle des figures 5.2(a) et (b) pour une comparaison des dimensions des dispositifs A1 et A2).

L’espacement entre les extrémités des grilles AR et AD pour A1 est donc typiquement de 50-75 nm,

alors qu’il est de seulement 20-30 nm pour A2. Ainsi il est raisonnable d’envisager que Θ obtenu

d’après les simulations QCAD soit typiquement plus élevé que pour le cas expérimental, puisque Θ

tend à augmenter lorsqu’on augmente la distance AR-BQ, d’après nos observations empiriques de la
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figure 5.1. On s’attend également à trouver des discordances entre les valeurs tirées des simulations

QCAD et celles tirées des données expérimentales en raison de certains détails non pris en compte

dans la simulation (défauts et irrégularités supplémentaires à l’interface Si/SiO
2
, bris au niveau des

grilles, dimensions de la zone simulée, etc).

Pour CAR0
et CAR0

/CAD0
, les valeurs pour les transitions et celle pour QCAD concordent toutes

en tenant compte des incertitudes. Cependant le bas des plages de valeurs possibles est le plus

raisonnable. En effet, CAD0
est estimé à environ 5 aF autant pour les résultats expérimentaux que

QCAD, et on s’attend à ce que CAR0
< CAD0

par des arguments purement géométriques. La plage de

valeurs acceptables pour CAR0
/CAD0

comprend adéquatement une région de ratio < 1 pour toutes

les instances.

On note donc une bonne concordance entre le modèle empirique pour CAR donné par l’équation

5.5, développé à partir des observations sur la période d’oscillation des SETs, et les données tirées

du diagramme de stabilité fontaine et des simulations QCAD. Cela suggère fortement que le même

phénomène est à l’origine de (1) l’augmentation de la période des oscillations du SET et (2) de la

courbure des transitions de charge d’un diagramme de stabilité de boîte quantique, en fonction du

voltage appliqué sur une grille d’accumulation de réservoir en polarisation positive. Cela supporte

notre hypothèse initiale selon laquelle l’augmentation de la densité de charge dans le réservoir joue

un rôle majeur dans les particularités du diagramme de stabilité fontaine. Cependant, les incertitudes

sur les valeurs de Θ, CAR0 et CAR0/CAD0 approchent souvent le 100%, et les ajustements de courbe

ont nécessité un choix précis de bornes pour obtenir une convergence numérique (voir la table 5.1). Le

modèle empirique pour la capacité de grille AR en fonction du voltage n’est donc pas suffisant à lui

seul pour affirmer le rôle de l’augmentation de la densité de charge du réservoir sur la courbure des

transitions de charge. Pour cette raison, dans la prochaine sous-section, on explore plus profondément

ce rôle en combinant un modèle standard de MOSFET à notre modèle empirique.

5.3 Rôle de la densité de charge du réservoir sur la courbure des transitions

de charge

5.3.1 Densité du réservoir en fonction de VAR

Nous déterminons ici le comportement de la densité dans le réservoir en fonction de VAR. Pour

y arriver, on utilise les modèles classiques pour les MOSFETs, selon l’aperçu théorique présenté à la

section 1.1.1. Par exemple, en régime d’inversion forte, lorsque la tension de grille Vg est supérieure

à VT0, la tension de seuil, la densité de charge par unité d’aire ([C/m2])dans la couche d’inversion,

Q′
n, dépend linéairement de Vg [81] selon :

Q′
n = −cox

(

Vg − VT0

)

(5.12)
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où cox est la capacité de l’oxyde de grille par unité de surface. Pour s’assurer que cette relation

s’applique bien dans le cas de nos dispositifs à basse température, penchons-nous sur les résultats

de densité électronique en fonction de VAR obtenus des simulations QCAD, à Tsim = 200 mK. Les

données sont présentées à la figure 5.3. La densité électronique (en [cm−3]) à l’interface Si/SiO
2
, nS,

est extraite des fichiers images fournis par nos collaborateurs des Sandia National Laboratories pour

chaque tension de grille (un exemple d’image indiquant la densité simulée est présenté à la figure

3.1(c)). Une moyenne de couleur est estimée par le Colorimètre numérique disponible sur MacOS

pour une zone carrée équivalente à environ 40 nm×40 nm, située au milieu du réservoir, et à environ

200 nm de distance de la boîte quantique. Cette moyenne est ensuite comparée à l’échelle de couleur

graduée associée à l’image pour extraire la valeur de la densité. Ce moyennage est nécessaire à cause

de la non-uniformité de la densité, qu’on distingue à la figure 3.1(c). L’incertitude sur chacun des

points à la figure 5.3 provient de l’erreur associée à la graduation minimale de l’échelle de couleur.

Les données produites par QCAD donnent la densité de surface par unité de volume, nS. On

peut donc poser que :
Q′

n

e
= dinvnS (5.13)

où dinv est l’épaisseur équivalente de la couche d’inversion pour assurer que nS et Q′
n décrivent la

même charge totale. Cela mène à l’expression :

nS =
cox

dinve
VAR − cox

dinve
VT0. (5.14)

On modélise cette expression par une fonction linéaire de la forme nS = aVAR + b qu’on ajuste

aux données de densités QCAD, avec a = cox
dinve et b = cox

dinve VT0. Le résultat est la droite noire pointillée,

extrapolée pour obtenir la tension correspondant à une densité nulle V0 = 1.29 V. L’intervalle de

confiance illustré par la zone rouge est calculé à partir des incertitudes sur les paramètres a et b. Cette

tension peut être comparée aux résultats expérimentaux à Texp = 8 mK pour le même dispositif. En

effet, à l’encart en haut à gauche de la figure 5.3, la courbe d’activation du SET est présentée. Le

courant à travers le SET est mesuré en fonction de VTSET , le voltage sur la grille d’accumulation du

SET, avec toutes les autres grilles à 0 V. Le courant commence à augmenter à partir de V0 = 1.12± 0.01

V. Cette tension indique que la densité électronique dans la couche d’inversion est suffisante pour

former un canal de conduction.

On rappelle qu’une différence dans la densité effective de charges piégées utilisée pour la

calibration (qui permet de reproduire la tension de seuil expérimentale) et celle utilisée pour les

simulations de densité présentées ici est probablement responsable d’une grande partie de la disparité

en tension de seuil. En effet, tel qu’énoncé à la section 3.1.1 les simulations présentées à la figure

3.1(e) ont été obtenues avec une densité de charges négatives fixées dans l’oxyde de 2.5×1017 cm−3,

alors que la calibration avec la courbe d’activation expérimentale a été réalisée avec 1.3×1017 cm−3.

On s’attend donc à ce que la tension de seuil extraite des densités simulées soit plus élevée que pour

le dispositif expérimental [261].
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V0=1.29 V

V0=1.12 ± 0.01 V

VT0

→

← Equation (2.93)

→

← Extrapolation

strong inversion

Equation (2.92) 

Exacte

Extrapol.

Approx.

Densité électronique à l’interface Si/SiO
2
 en fonction de V

AR
, simulations QCAD

VG (V)

Q
n
 ’
 (

C
/
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2 )

n
S
= aVAR+ b 

a = (2.86 ± 0.26) x 1018 cm-3/V

b = (-3.68 ± 1.11) x 1018 cm-3

Courbe d’activation du SET

 Texp= 8 mK

 Tsim= 200 mK

(c
m

-3
)

Figure 5.3 – Densité électronique d’inversion (volumique) nS en fonction de VAR à l’interface
Si/SiO

2
d’après les simulations QCAD (points noirs), pour une température Tsim de 200 mK. La

ligne pointillée noire est un ajustement de courbe linéaire avec nS = aVAR + b. V0 est l’intersection
de l’extrapolation linéaire avec nS = 0 (ligne horizontale pointillée grise). Encart en haut à gauche :
Courbe d’activation du SET mesurée à 8 mK pour le dispositif simulé. Le courant commence à
augmenter à V0. Encart en bas à droite : exemple de comportement de la charge d’inversion par
unité de surface Q′

n en fonction du voltage de grille VG pour un MOSFET typique. Le comportement
exact est illustré en gris. L’extrapolation linéaire est présentée en bleu, et l’approximation usuelle
est en vert. La position de la tension de seuil VT0 est mise en évidence par la ligne verticale rouge.
Graphique adapté de [81], p. 82.

D’autres facteurs peuvent mener à des différences entre la tension de seuil expérimentale et celle

obtenue des simulations. D’abord, il faut réaliser que le courant commence à circuler dans le SET

lorsque la densité est suffisante en tous points de la région sous TSET. Or, les constrictions dans

la grille et la présence des grilles de déplétion (même si elles sont inactivées) créent des tensions

seuils "locales". On s’attend à des tensions de seuil plus élevées dans les régions de constriction, à

cause de l’étroitesse de la grille à ces endroits comparativement aux régions plus près des réservoirs.

Ainsi la tension de seuil effective donnée par V0 est plus élevée que la vraie tension de seuil VT0.

Cependant, ce phénomène signifie que la différence de tension de seuil entre les simulations et la

courbe expérimentale est encore plus grande qu’initialement supposée. En effet, ces constrictions

dans la grille ne sont pas présentes pour la grille d’accumulation du réservoir AR.

Il faut également se rappeler que la formule 5.12 est en fait une approximation linéaire du

véritable comportement de la densité. À l’encart en bas à droite de la figure 5.3, on présente un

graphique montrant le comportement prédit par la formule 5.12 (Approximation, en vert), comparé

au comportement exact de la densité (Exacte, en gris). On voit que l’approximation prédit la bonne

valeur pour VT0 (ligne verticale rouge), mais qu’elle surestime la densité dans le réservoir pour

Vg > VT0. Or, nous avons effectué une extrapolation linéaire à partir des données de densité pour

des tensions bien supérieure à VT0. Cela correspond à la ligne en bleu dans l’encart (Extrapolation).

On voit donc que notre extrapolation surestime la valeur de VT0. La pente trouvée par l’ajustement

de courbe reste cependant valide puisque nous travaillons à près de 2 V au-dessus de V0. Pour
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le MOSFET typique montré dans cet exemple à l’encart de droite de la figure 5.3, l’extrapolation

surestime VT0 par environ 0.4 V. La température plus élevée utilisée pour la simulation tend également

à diminuer la tension de seuil. Enfin, en considérant de plus l’incertitude sur l’ajustement numérique,

nous concluons que les densités simulées sont compatibles avec les résultats expérimentaux en ce

qui concerne la tension de seuil.

Pour rajouter à la certitude, nous comparons la capacité d’oxyde par unité de surface correspon-

dant à la pente extrapolée à la valeur attendue pour une épaisseur d’oxyde tox = 35 nm de Si/SiO
2
.

La valeur attendue est donnée par :

coxtheo
=

ϵSiO2

tox
(5.15)

avec ϵSiO2
= 3.9ϵ0, et ϵ0 = 8.854× 10−12 F/m ce qui donne coxtheo

= 0.987 fF/µm2. Pour que la capacité

par unité d’aire d’après la densité soit équivalente, l’épaisseur de la couche d’inversion doit donc

être :

dinv =
coxtheo

ea
, (5.16)

ce qui résulte en dinv ∼ 2 nm, ce qui correspond bien à la localisation attendue du canal de conduction

pour les dispositifs de ce type [256], et respecte également les standards d’épaisseur pour la couche

d’inversion dans les MOSFETs en régime d’inversion forte [81].

5.3.2 Justification et interprétation du modèle empirique pour CAR→SET

On a vu au chapitre 1 à la section 1.1.5 que le principe de la détection de charge repose sur le fait

que l’ajout d’une seule charge dans une boîte quantique induit un changement de l’environnement

électrostatique sur le SET adjacent équivalent à un déplacement effectif en voltage de grille, δVge f f
.

Ici, nous montrons comment une approche similaire peut être utilisée pour déterminer l’effet d’un

changement de densité dans le réservoir sous AR sur la période PAR→SET et retrouver les éléments

principaux du modèle empirique pour CAR→SET .

Imaginons une trace VAR à travers les oscillations de Coulomb du SET. Soit δVAR(+1)
, le chan-

gement effectif sur VAR équivalent à l’ajout d’un seul électron dans le réservoir R sous AR. On a :

δVAR(+1)
=
−ECR

e

CR→SET

CAR→SET0

, (5.17)

où CR→SET est la capacité du réservoir R sur le SET, et ECR
= e2

CRtot
est l’énergie de charge du réservoir,

avec CRtot sa capacité totale. Ici on néglige les niveaux excités pour le réservoir (Eadd = EC), en raison

du faible confinement du réservoir. Ainsi, pour l’ajout d’un nombre d’électrons NR arbitraire au

réservoir, on a :

δVAR(+NR)
=
−eNR

CRtot

CR→SET

CAR→SET0

. (5.18)
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Lorsqu’on applique un voltage positif à la grille AR et que des électrons peuvent s’accumuler

dans le réservoir, le voltage effectif vu par le SET peut s’exprimer comme :

VARe f f
= VAR + δVAR(+NR)

. (5.19)

Étant donné le signe de δVAR(NR)
, le voltage effectif est donc réduit par rapport au voltage appliqué

VAR. Le déplacement du potentiel chimique du SET résultant de ce voltage effectif est :

∆µSET = αAR→SET∆VARe f f
, (5.20)

où αAR→SET est le levier de la grille AR sur le SET. Selon les équations 5.19 et 5.18, l’équation

précédente peut s’écrire :

∆µSET = αAR→SET(∆VAR + δVAR(NR)
)

= −e
CAR→SET0

CSETtot
(∆VAR − eNR

CRtot

CR→SET

CAR→SET0

).
(5.21)

Dans le cas d’un changement de potentiel chimique équivalent à l’ajout d’un électron au SET,

et en négligeant les niveaux excités, le potentiel chimique sera déplacé de −ECSET
= −e2

CSETtot
. Si on

remplace ∆µSET par cette expression dans l’équation ci-haut, et qu’on isole ∆VAR, on obtient :

∆VAR =
e

CAR→SET0

+
eNR

CRtot

CR→SET

CAR→SET0

. (5.22)

La quantité ∆VAR représente la période des oscillations du SET observée, PAR→SET , tel que défini

à l’équation 5.1. On remplace maintenant la variation du nombre d’électrons dans le réservoir, NR,

par son expression en fonction de la densité volumique de surface nS de l’équation 5.14, c’est-à-dire

NR = ∆nSSRdinv, avec SR la surface effective du réservoir, et ∆nS = cox
dinve . En réarrangeant les termes

de l’équation 5.22, on trouve :

PAR→SET =
e

CAR→SET0

+
coxSRVAR

CRtot

CR→SET

CAR→SET0

=
e

CAR→SET0

+
CAR→R

CRtot

CR→SET

CAR→SET0

VAR,

(5.23)

où on a remplacé cox × SR par CAR→R, la capacité de la grille AR sur le réservoir R. On reconnaît le

premier terme de la partie de droite de l’équation ci-haut comme PAR→SET0
, tel que défini à l’équation

5.4. Le second terme est la correction à la période due à l’ajout de charges dans le réservoir, qui est

proportionnelle à VAR.
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Ainsi, on retrouve bien, pour CAR→SET = e/PAR→SET , la même forme que dans notre modèle

empirique :

CAR→SET =
1

1
CAR→SET0

+ 1
e

CAR→RCR→SET
CRtotCAR→SET0

VAR

=
1

1
CAR→SET0

+ Θ
e VAR

,

(5.24)

où on a définiΘ = CAR→RCR→SET
CRtotCAR→SET0

. On note que l’expression ci-haut est valide dans le régime d’inversion

forte, pour VAR > VT0. Pour 0 < VAR < VT0, dans le régime d’inversion faible, la densité de la couche

d’inversion suit plutôt une tendance exponentielle en fonction de VAR [81]. Cependant au premier

ordre, cela correspond aussi à une tendance linéaire en voltage. Bref, l’expression ci-haut s’accorde

très bien au modèle empirique pour CAR→SET si l’on considère la difficulté d’extraire la tendance

exacte pour la période des oscillations à faible voltage AR à la figure 5.1(b), en raison du petit nombre

de points.

L’expression théorique trouvée ci-haut pour le paramètre Θ est également en accord avec les

observations expérimentales. Premièrement, les valeurs présentées au tableau d) de la figure 5.1

se retrouvent approximativement en faisant quelques hypothèses. On suppose tout d’abord que
CAR→R

CRtot
≲ 1, étant donné que la grille AR fournit la plus grande contribution à la capacité totale

du réservoir vu sa grande aire de recouvrement avec celui-ci. Ensuite, on suppose que la capacité

CR→SET est limitée par l’aire effective de recouvrement entre le réservoir et le SET, Ae f f , selon :

CR→SET =
ϵSi Ae f f

dR→SET
. (5.25)

On suppose une distance approximative entre la grille TSET2 et la grille AR2 d’environ 200 nm

pour le dispositif A2 (comme pour la mesure 313 présentée à la figure 5.1). Pour l’aire effective, on

suppose que celle-ci peut être estimée par le diamètre approximatif de l’ilôt du SET (environ 200

nm pour VTSET ≈ 3 V, d’après les simulations de densité QCAD) et la profondeur de la couche

d’inversion (dinv ≈ 2 nm). Ainsi on trouve Ae f f ≈ 400 nm2, et une capacité CR→SET ≈ 0.2 aF.

Avec les approximations ci-haut, on peut évaluer Θ en assumant une période d’oscillations

initiale de 0.05 V, comme dans le cas de la mesure 313. On trouve :

Θ ≈ CR→SET
0.05V

e
≈ 0.06 V/V, (5.26)

ce qui est approximativement la valeur obtenue pour la mesure 313, en gardant en tête que les valeurs

choisies pour l’aire et la distance effectives sont issues d’approximations grossières.

Deuxièmement, le comportement de Θ estimé à partir de sa formulation théorique de l’équation

5.24 permet de retrouver qualitativement la tendance observée expérimentalement d’une augmenta-

tion de Θ lorsque la distance entre AR et le SET augmente. En effet, la capacité CAR→SET0
se trouve
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au dénominateur pour Θ, et est inversement proportionnelle à la distance séparant le SET de la

grille AR. En ce qui concerne l’observation d’une augmentation de Θ avec le voltage de grille VTSET ,

en comparant les mesures 001 et 313 de la figure 5.1, la relation avec la formulation théorique est

moins évidente. Comme le voltage de la grille UR est légèrement plus négatif pour la mesure 313

que 001, et que les dispositifs 1819 et 2130 ont des dimensions légèrement différentes dûes aux

variations dans le procédé de fabrication (effet confirmé par l’observation des images SEM), il est

difficile d’isoler précisément l’effet d’une seule variable sur Θ à partir de 001 et 313. Similairement,

le paramètre Θ obtenu pour QCAD est plus grand que celui obtenu pour les transitions de charge

expérimentales, tel qu’indiqué à la figure 5.2(c). Il s’avère que la tension sur la grille d’accumulation

de la boîte quantique est légèrement plus faible pour les résultats expérimentaux (entre 1.4 et 1.7 V

environ) que pour les résultats de simulation (1.75 V), mais que le confinement latéral dû aux grilles

TP, CP, UL ou UR, LL ou LR, est plus important dans le régime expérimental que dans le régime

simulé. Bref, cet effet n’est pas reproductible en raison des paramètres utilisés dans nos expériences

et simulations. Toutefois, des analyses plus poussées dans des régimes différents permettraient sans

doute de confirmer davantage la validité des modèles empirique et théorique développés ici en

vérifiant que Θ se comporte de la manière attendue en fonction du confinement de la boîte quantique

ou du SET et/ou des voltages utilisés sur les grilles d’accumulation des ilôts.

On note un bémol important par rapport au modèle théorique présenté ici. Celui-ci fonctionne

en traitant le réservoir comme une boîte quantique très grande (et donc peu confinée). Cependant

cela n’est pas nécessairement une interprétation physiquement réaliste dans toutes les situations.

En effet, le réservoir étant typiquement électriquement couplé au contact ohmique, qui est gardé à

un voltage fixe dans les expériences, on ne s’attend pas à ce que son comportement soit analogue à

un SET dans la majorité des configurations (une exception notable pourrait être à très faible densité

du réservoir, lorsque la connexion au contact ohmique n’est pas continue). La notion d’énergie de

charge du réservoir utilisée dans les équations ci-dessous est donc plutôt précaire, et le fait d’avoir

appliqué les concepts du modèle à interaction constante (tel qu’expliqué au chapitre 1) au réservoir

de charges est une faiblesse claire dans notre interprétation.

Malgré tout, le modèle théorique pour la capacité CAR→SET démontré ci-haut s’accorde bien

au modèle empirique, ce qui indique qu’il y a au moins une certain degré de correspondance à

la réalité physique dans notre interprétation. Le modèle théorique suggère fortement que c’est le

changement de densité ∆nS dans le réservoir qui est responsable du changement de période dans les

oscillations de Coulomb du SET lorsque la grille AR est balayée, et que le même phénomène mène à

la courbure des transitions de charge dans le diagramme de stabilité fontaine, VAD versus VAR, de la

boîte quantique. Il s’agit donc d’un effet propre à l’utilisation dynamique d’une grille d’accumulation

de réservoir pour le contrôle du taux tunnel dans la structure à grilles d’accumulation séparées.
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5.4 Discussion et impact des travaux

Dans ce chapitre, une analyse de la courbure des transitions de charge observée dans les dia-

grammes de stabilité fontaine de la structure à grilles d’accumulation séparées a été faite. L’origine

commune de cette courbure ainsi que du changement de période des oscillations d’un SET en

fonction de la grille d’accumulation du réservoir a été établie. Un modèle empirique a été construit

pour reproduire les observations faites sur les SETs, et ce modèle a été appliqué à un diagramme

de stabilité expérimental pour la boîte quantique et à des simulations QCAD pour les capacités de

grilles d’un dispositif similaire. Le modèle empirique s’accorde bien aux données expérimentales et

simulées et reste cohérent d’une instance à l’autre. Ensuite, un modèle théorique, en accord avec

les données de simulation QCAD pour la densité du réservoir en fonction de VAR, a été démontré.

Celui-ci cadre très bien avec le modèle empirique et permet de retrouver les tendances principales

observées expérimentalement. Il révèle que l’origine de la courbure des transitions de charge est un

changement linéaire de la densité électronique dans le réservoir en fonction de VAR.

Ces résultats ont des implications notables pour la performance de la structure à grilles d’ac-

cumulation séparées et la démocratisation de son utilisation. D’abord, le changement de capacité

effective entre la grille AR et la boîte quantique pourrait jouer un rôle dans l’orthogonalité de contrôle

observée entre le taux tunnel et l’occupation de la boîte quantique au chapitre 4. En effet, alors que

dans les dispositifs à grille de barrière dédiée, la grille de contrôle de barrière a un levier constant

sur le potentiel chimique de la boîte quantique, dans les dispositifs à grilles d’accumulation séparées

la grille AR a un levier qui diminue avec VAR. Comme dans les deux cas la variation du taux tunnel

est exponentielle en voltage de la grille de contrôle, le résultat est que même si l’amplitude du

changement de taux tunnel est plus faible pour la structure à grilles séparées, cette faiblesse est

compensée en partie par une plus petite variation du potentiel chimique, d’autant plus que VAR

est élevé. Ainsi, bien que peut-être moins efficace dans l’absolu pour changer la transmission de

la barrière tunnel qu’une grille directement par-dessus [206], la grille d’accumulation du réservoir

a un couplage réduit avec la boîte quantique comparativement à une grille de déplétion standard

en raison de l’accumulation de charges dans le réservoir résultant de la variation de son voltage.

L’utilisation d’une grille d’accumulation de réservoir adjacente à une barrière tunnel formée par un

espacement entre des électrodes amène donc des propriétés uniques pour le contrôle du taux tunnel

dans une architecture simple couche, et la découverte de ces propriétés a mené à la production d’un

brevet sur la structure à grilles d’accumulation séparées, présenté à l’annexe B.

Ensuite, le phénomène de changement de période dans les oscillations du SET a également

une utilité au niveau de la caractérisation initiale des dispositifs. En effet, bien que la procédure de

vérification des grilles présentées à la section 2.3.3 permette de vérifier l’intégrité approximative

de celles-ci grâce à leur levier sur le SET, sa réussite ne garantit pas la fonctionnalité du dispositif.

L’observation du changement de période permet de confirmer hors de tout doute l’accumulation

de charges sous les grilles désirées, et d’écarter les problèmes au niveau des contacts ohmiques

notamment.
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Enfin, la définition des modèles empirique et théorique présentés dans ce chapitre et la confir-

mation de leur accord avec les données expérimentales et simulées dans plusieurs régimes ont un

impact important. On note depuis quelques années un intérêt marqué pour le développement de

méthodes automatisées d’initialisation des boîtes quantiques. En effet, pour amener une boîte quan-

tique dans le régime à électron unique souvent nécessaire pour l’opération d’un qubit de spin, on

compte généralement sur les connaissances d’une expérimentatrice accomplie qui investira plusieurs

heures pour trouver le régime idéal dans un espace à une dizaine de dimensions. Cette approche

n’est pas viable à long terme cependant, considérant la croissance attendue du nombre de boîtes

quantiques par processeur.

Pour développer des méthodes automatisées d’initialisation, plusieurs groupes de recherche ex-

plorent l’avenue de l’apprentissage machine [277, 280, 281, 68, 282, 283, 284], y compris à l’Université

de Sherbrooke [266]. Or de nombreux diagrammes de stabilité dans différents régimes et utilisant

des paramètres variés sont nécessaires pour entraîner efficacement les algorithmes d’apprentissage à

reconnaître l’état de la boîte quantique et les étapes à suivre pour l’amener vers l’état voulu. Plutôt que

de donner en entrée des diagrammes de stabilité réels, il est plus rapide de fournir des diagrammes

de stabilité artificiels aux algorithmes, ce qui permet de couvrir plus facilement toutes les plages de

paramètres et de cas problèmes qu’il est possible de rencontrer lors des mesures expérimentales. Les

diagrammes de stabilité typiques, composés de transitions de charge parallèles, sont relativement

faciles à reproduire artificiellement même sans faire appel à un modèle physique. Jusqu’à maintenant

cependant, il avait été difficile de reproduire adéquatement la courbure des transitions de charge

observées dans les diagrammes fontaine. Le modèle empirique présenté dans ce chapitre permettra

d’intégrer facilement la courbure des transitions de charge dans ces diagrammes artificiels en jouant

avec les paramètres Θ et CAR→SET0
, sans recourir à l’ajout de physique électrostatique complexe ou

de modèles de transistors élaborés. Les algorithmes d’initialisation automatique pourront ainsi être

développés en intégrant les particularités de la structure à grilles d’accumulation séparées.



Chapitre 6

Mise à l’échelle : couplage inter-boîtes

quantiques et intégration industrielle

Ce dernier chapitre explore des considérations importantes pour la mise à l’échelle des dispositifs

de boîtes quantiques au-delà des critères d’échelonnabilité présentés au chapitre 1. En effet, en plus

de former une boîte quantique bien confinée et de contrôler ses niveaux d’énergie, ses états de vallée,

et son couplage avec son réservoir, il faut démontrer les capacités de couplage entre plusieurs boîtes

quantiques pour assurer la possibilité d’implémenter des algorithmes quantiques. Dans cette optique,

des résultats préliminaires de couplage entre deux boîtes quantiques dans les dispositifs MOS à

grilles d’accumulation séparées seront analysés. Ensuite, des résultats de caractérisation sur une

architecture industrielle basée sur la technologie FD-SOI viendront démontrer une première preuve

de concept de l’intégration de la structure à grilles d’accumulation séparées dans un procédé de

fabrication à grande échelle. Enfin, le chapitre se terminera avec une discussion ouverte sur les

obstacles techniques et conceptuels à surmonter pour amener la structure à grilles d’accumulation

séparées à un niveau de performance prometteur.

Contributions : Les résultats présentés dans ce chapitre sont le fruit d’une collaboration entre des

équipes de l’Université de Sherbrooke, des Sandia National Laboratories, et de STMicroelectronics.

Les diagrammes de stabilité présentés à la section 6.1 ont été mesurés par Sophie Rochette (S. R.,

UdeS) et Anne-Marie Roy (A.-M. R., UdeS), grâce au circuit de détection radiofréquence développé

par A.-M. R. L’analyse des couplages résultants et l’interprétation des résultats ont été faits par S.

R.. Le design du dispositif à 5 boîtes quantiques présenté à la section 6.1.3 a été réalisé par S. R..

Les dispositifs ont été fabriqués par l’équipe de nanofabrication des Sandia National Laboratories,

et les micro-aimants ont été intégrés par Julien Camirand Lemyre (J. C. L., UdeS). Les dispositifs

FD-SOI présentés à la section 6.2 ont été fabriqués par l’équipe de STMicroelectronics. J. C. L., Claude

Rohrbacher (C. R., UdeS) et S. R. ont participé au montage des échantillons, aux mesures et à l’analyse

des résultats. Les mesures et l’analyse des résultats pour les dispositifs à réseau 1D et 2D ont été

effectuées par S. R., avec l’aide de Ioanna Kriekouki (I. K., STMicro/UdeS).

144



145

6.1 Couplage inter-boîtes dans les dispositifs métal-oxyde-semiconducteurs

Le contrôle du couplage entre deux boîtes quantiques est un ingrédient essentiel pour l’implé-

mentation de plusieurs types de qubits de spin, et pour la réalisation d’opérations à deux qubits. La

nécessité de pouvoir ouvrir ou fermer ce couplage à volonté est nécessaire à travers la majorité des

implémentations, mais quantitativement les couplages entre les boîtes quantiques requis dépendent

de l’implémentation choisie pour le ou les qubits. Pour le qubit hybride, formé de 3 électrons dans une

double boîte quantique, la fréquence de Rabi, soit la rapidité avec laquelle les opérations pourront

être effectuées, dépend linéairement des couplages tunnels [285], et requiert donc des couplages

de plusieurs GHz. Pour les implémentations faisant appel à l’énergie d’échange pour réaliser des

opérations conditionnelles entre des spins [139], certaines études théoriques ont montré que les

distances inter-boîtes quantiques devraient être d’une trentaine de nanomètres au maximum pour

que l’échange soit non-négligeable [142]. Une porte à deux qubits CZ réalisée entre deux boîtes

quantiques MOS à un électron [53] nécessite typiquement un couplage tunnel de 900 MHz, et une

porte CNOT a été réalisée avec un couplage ajustable entre 300 kHz et 20 MHz [55].

Dans ce qui suit, des résultats préliminaires de couplage inter-boîtes dans les deux variétés

de dispositifs de double boîte quantique MOS fabriqués aux Sandia National Laboratories (A1

et A2) sont explorés, l’objectif étant d’évaluer le potentiel de la structure à grilles d’accumulation

séparées pour la réalisation de couplages forts et ajustables. Ces résultats sont ensuite comparés à

ceux rapportés dans la littérature pour différents types de dispositifs. Enfin, on présente un design à 5

boîtes quantiques basé sur la structure à grilles d’accumulation séparées qui pourrait éventuellement

être utilisé pour tester des méthodes de couplage via des boîtes quantiques médiatrices.

6.1.1 Couplages inter-boîtes quantiques dans les dispositifs de double boîte quantique

MOS

La figure 6.1(a) montre un diagramme de stabilité en fonction des grilles d’accumulation des

boîtes quantiques pour le dispositif A1 (illustré à la figure 6.1(b), dans un régime de double boîte

quantique (DBQ) où chaque boîte contient plusieurs électrons (les paramètres utilisés sont indiqués

dans la légende). Tel que présenté à la section 1.1.6, le couplage capacitif peut être estimé à partir de la

distance, convertie en énergie, entre les points triples. Le couplage tunnel vient quant à lui se rajouter

au couplage capacitif et apporte une courbure dans les transitions de charge à proximité des points

triples [109]. Ici, on distingue un couplage capacitif non-nul, mis en évidence par les transitions

de charge inter-boîte qui apparaîssent en noir. La faible résolution et la largeur des transitions

préviennent cependant l’estimation du couplage tunnel. Pour calculer l’énergie de couplage capacitif

ECm, la distance entre les deux points triples est d’abord séparée en ses deux contributions ∆VAD1 et

∆VAD2. Ensuite les leviers αAD1→BQ1, αAD1→BQ2, αAD1→BQ1 et αAD2→BQ2 sont estimés à partir des

bras de levier mesurés en magnétospectroscopie et des pentes des transitions dans le diagramme de
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Figure 6.1 – (a) Diagramme de stabilité VAD1 versus VAD2 pour le dispositif A1 dans le régime
de double boîte quantique (DBQ) à plusieurs électrons. Le nombre d’électrons est estimé à une
vingtaine en tout. Les voltages employés sont : VAR1 = VAR2 =4 V, VLL = VLR =-2 V, VUL = VTP =-1 V,
VUR =-1.2 V, VCP =-2 V, VTSET =2.5 V, VSETU =-2.43 V, VSETL =-2.06 V. (b) Image SEM du dispositif
de double boîte quantique MOS de type A1. (c) Diagramme de stabilité VAD1 versus VAD2 pour le
dispositif A1 dans le régime de double boîte quantique à faible nombre d’électrons. L’occupation
(Ng, Nd) est indiquée pour chaque région, avec Ng le nombre d’électrons dans la boîte de gauche (sous
AD1), et Nd le nombre d’électrons dans la boîte de droite (sous AD2). Les voltages employés sont :
VAR1 =7 V, VAR2 =6 V, VLL = VLR =-3 V, VUL = VUR = VCP = VTP =-1 V, VTSET =2.59 V, VSETU =-2.32
V, VSETL =-2.06 V. (d) Vue rapprochée des premiers points triples dans le régime à faible nombre
d’électrons, pour un régime quasi identique à celui de (c).
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stabilité. L’énergie de couplage capacitif est finalement calculée comme suit :

ECm = ∆VAD1(αAD1→BQ1 + αAD1→BQ2) +∆VAD2(αAD2→BQ1 + αAD2→BQ2), (6.1)

ce qui nous permet d’obtenir, pour les points triples en bas à gauche du diagramme de la figure

6.1(a), ECm = 340 µeV.

À la figure 6.1(c), on présente un diagramme de stabilité dans le régime à faible nombre d’électrons

pour le même dispositif, avec l’absence caractéristique de transitions de charge pour les voltages les

plus faibles. À la figure 6.1(d), une vue rapprochée de la dernière paire de points triples pour un

régime d’opération similaire permet de constater un couplage capacitif non-nul à nouveau. Ici aussi,

le manque de résolution et la largeur des transitions nous empêchent de conclure sur le couplage

tunnel. En suivant la même procédure que ci-haut, on trouve pour ces points triples une énergie de

couplage capacitive d’environ 290 µeV.

Pour que le couplage tunnel soit visible au niveau des points triples, il faudrait qu’il compte

pour une fraction importante du ECm mesuré. Étant donné la distance de près de 130 nm entre les

centres estimés des deux boîtes quantiques (d’après les images SEM montrant les dimensions du

dispositif), il serait impossible d’atteindre un couplage tunnel aussi fort selon les couplages typiques

dans la littérature, comme on le verra ci-bas. Une autre façon de mesurer le couplage tunnel est avec

l’élargissement de la transition inter-boîtes [110, 280]. Cependant ce calcul nécessite des mesures

de calibration de la température électronique et des leviers de grilles dans le régime précis utilisé,

ce qui n’a pas été effectué par manque de temps (ces quantités n’ont pas été jugées prioritaires au

moment de la prise de données, bien qu’après coup cela aurait été pertinent).

Sachant que les distances et espacements étaient trop grands dans le dispositif A1, autant pour

assurer un confinement suffisant des boîtes quantiques qu’un couplage tunnel notable, les dispositifs

de type A2 ont été fabriqués avec des dimensions plus serrées. Pour ces derniers, la distance estimée

entre les milieux des boîtes quantiques est d’environ 90 nm, comparativement à environ 130 nm

pour les dispositifs de type A1. Malheureusement, le procédé de fabrication n’a pas pu être optimisé

pour les nouvelles dimensions requises. Ainsi, les dispositifs qui ont été testés étaient sujets à des

grilles brisées ou manquantes. Il s’avère qu’aucun dispositif de type A2 étudié n’a pu être utilisé

pour former une double boîte quantique lithographique (c’est-à-dire définie par les grilles tel que

désiré). Des boîtes quantiques simples ont été obtenues sous les grilles AD1 et AD2, mais jamais

simultanément dans le même dispositif.
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Figure 6.2 – Diagramme de stabilité pour une double boîte quantique non-lithographique sous la
grille AD1, dans un dispositif de type A2. Les droites pointillées soulignent les transitions pour la
boîte quantique bleue (plus horizontales, boîte du haut dans l’encart) et la boîte quantique rouge
(plus verticales, boîte du bas dans l’encart). La région de gauche du diagramme ne présente plus
de transitions et correspond donc à des boîtes vides. L’occupation (N, M) change lorsqu’on passe à
travers une transition bleue ou rouge.

Par contre il a été possible d’observer une double boîte quantique non-lithographique dans

un dispositif A2. La figure 6.2 montre un diagramme de stabilité VAD1 versus VAR1 qui présente

l’allure globale caractéristique pour la structure à grilles d’accumulation séparées, avec une courbure

graduelle des transitions, et une région qui en est absente en bas à gauche. Cependant, en y regardant

de plus près, on constate que deux types de transitions sont présentes (mises en évidence par les

droites pointillées rouge et bleue), et qu’elles présentent des anticroisements. Tout indique qu’on

a affaire à une double boîte quantique, bien que seuls le réservoir et la boîte quantique de gauche

soient activés. Une étude des bras de leviers des différentes grilles du dispositif sur ces deux types

de transition permet de trianguler approximativement la position des boîtes quantiques associées.

Tel qu’illustré dans l’encart de la figure 6.2, les transitions rouges (plus verticales) sont associées à

une boîte quantique sous la région inférieure du lobe de la grille AD1, tandis que les transitions

bleues (plus horizontales) correspondent à une boîte quantique située sous la partie supérieure de

AD1, plus près du réservoir. On s’attend ainsi grossièrement à ce que ces boîtes quantiques soient

espacées de 40 à 80 nm tout au plus.
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Figure 6.3 – Diagrammes de stabilité sur une paire de points triples du diagramme de la figure
6.2, pour différents voltages VAD1, (a)1.725 V, (b)1.775 V, (c) 1.800 V, et (d) 1.825 V. Les droites poin-
tillées transparentes sont des guides pour l’oeil pour les transitions de charge, et les cercles blancs
transparents indiquent la position des points triples.

Des diagrammes de stabilité à plus petite échelle ont été réalisés sur une paire de points triples

en balayant les grilles TP et CP, pour différentes valeurs de VAD1, et sont présentés à la figure 6.3. Les

transitions de charge sont mises en évidence avec des guides pour l’oeil, et la position approximative

des points triples est indiquée par des cercles. Encore une fois, le faible niveau de signal et la largeur

des transitions rend difficile l’extraction d’une courbure et donc du couplage tunnel. Par contre,

la transition inter-boîtes est quasiment invisible, ce qui suggère un fort couplage tunnel. De façon

qualitative, on constate également que l’espace entre les deux points triples tend à augmenter lorsque

VAD1 augmente, indiquant un accroissement du couplage capacitif (et probablement tunnel) lorsque

le puits de potentiel global sous AD1 est abaissé.
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Figure 6.4 – (a) Image SEM du dispositif A1. (b) Image SEM du dispositif A2. (c) Image SEM du
dispositif de double boîte quantique multi-couches de la référence [286], réalisé dans l’architecture
Si/SiGe (figure adaptée de [286]). Le couplage tunnel rapporté est de 20 MHz environ, ou 0.08 µeV, et
la distance entre les centres des boîtes quantiques est d’environ 90 nm. (d) Image SEM du dispositif
de double boîte quantique multi-couches de la référence [53], réalisé dans l’architecture MOS (figure
adaptée de [53]), résultant en un couplage tunnel de 900 MHz ou 3.6 µeV, pour une distance inter-dot
de 45 nm environ. (e) Image SEM du dispositif de double boîte quantique simple couche à grilles
d’accumulation séparées de la référence [61], réalisé dans l’architecture Si/SiGe (figure adaptée de
[287]). Le couplage tunnel résultant est de 8 GHz et plus, ou 16 µeV, pour une distance inter-dot de
75 nm.

6.1.2 Comparaison avec les couplages rapportés dans la littérature

En l’absence de dispositifs de type A2 complètement fonctionnels, les indications expérimentales

ne peuvent que suggérer un couplage capacitif important, sans permettre de confirmer un couplage

tunnel inter-boîtes suffisant, ou de conclure quantitativement sur le niveau de contrôle de celui-ci.

On se tourne donc vers une comparaison des couplages obtenus dans la littérature pour déterminer

si la structure à grilles d’accumulation séparées simple couche pourrait permettre d’atteindre des

valeurs suffisantes. La figure 6.4 permet de comparer, avec approximativement la même échelle, les

dispositifs A1 (a), A2 (b), multi-couches Si/SiGe (c) [55], multi-couches MOS (d) [53], et un dispositif

Si/SiGe simple couche à grilles d’accumulation séparées (e) utilisé pour démontrer un fort couplage

entre le spin d’un électron et un photon micro-onde [61]. Les distances approximatives entre les
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centres des boîtes quantiques sont indiquées sur chaque image, tout comme les énergies/fréquences

de couplage tunnel rapportées. Ainsi, les couplages rapportés pour ces trois dispositifs varient de 20

MHz à 8 GHz.

Au-delà des distances inter-boîtes brutes, d’autres caractéristiques influencent les couplages

tunnels et peuvent mener à des variations d’un type de dispositif à un autre. Dans le dispositif de

Zajac et collab., le couplage tunnel est ajusté avec la grille TP, qui est souvent polarisée positivement

et recouvre tout l’espace entre les grilles AD1 et AD2. Ainsi la barrière tunnel peut-être abaissée

beaucoup plus intensément que dans le cas de la structure simple couche où l’espace entre AD1

et AD2 n’est pas entièrement couvert par une autre grille, pour des voltages similaires sur AD1

et AD2. Dans le cas du dispositif MOS de Veldhorst et collab., les boîtes quantiques sont formées

sous des grilles adjacentes et se superposant en partie, ce qui favorise de forts couplages par défaut.

Également, la distance entre les grilles et le G2DE, qui varie selon l’architecture, dicte à quel point

le profil de potentiel est abrupt. Or un potentiel moins abrupt tend à faciliter la délocalisation des

fonctions d’onde et donc à augmenter leur recouvrement et le couplage résultant entre les deux

boîtes quantiques. Le potentiel sera moins «aplati» dans le dispositif MOS dont l’oxyde de grille ne

fait que 8-10 nm d’épaisseur, que dans les dispositifs Si/SiGe où le puits quantique est distant d’au

moins 50 nm des grilles de contrôle. Les dispositifs A1 et A2 sont des cas intermédiaires, avec un

oxyde de grille de 35 nm.

La comparaison de ces différents dispositifs pourrait suggérer que la distance inter-boîtes de

90 nm pour le design A2 est encore légèrement trop grande pour permettre des couplages tunnels

supérieurs à 1 MHz environ. Cependant, la réalisation d’une technique de lecture du spin basée sur

des séquences d’impulsions rapides et le transfert de charge entre deux boîtes quantiques dans un

dispositif à grilles d’accumulation séparées de construction similaire à A2 indique que ce n’est pas le

cas [288]. En effet, dans ce dispositif, la distance inter-boîtes est elle aussi de l’ordre de 80-90 nm, et la

technique de lecture employée nécessite typiquement des taux tunnel de plusieurs dizaines de MHz

[80, 149]. De façon plus quantitative, la réalisation d’une double boîte quantique fortement couplée

dans une implémentation Si/SiGe de la structure à grilles d’accumulation séparées (Samkharadze et

collaborateurs) fait également pencher la balance en faveur de forts couplages inter-boîtes possibles

dans une structure simple couche. En effet, la distance inter-boîtes pour le dispositif présenté à

la figure 6.4(e) est estimée à 75 nm, et les voltages utilisés [287] sont très semblables aux voltages

typiques utilisés dans les expériences sur les dispositifs A1 et A2. Les grilles CP et TP sont utilisées

pour contrôler le couplage, et les grilles L et R peuvent aussi être employées pour pousser les boîtes

quantiques l’une vers l’autre. Tel qu’énoncé au paragraphe précédent, l’adoucissement du profil de

potentiel causé par la distance grilles-G2DE plus élevée dans l’architecture Si/SiGe favorise également

les forts couplages, donc il reste possible qu’un rapprochement plus agressif des grilles soit nécessaire

dans une architecture MOS pour atteindre les mêmes couplages. Le dispositif simple couche Si/SiGe

ayant été fabriqué dans un contexte universitaire, et non dans une fonderie industrielle de pointe,

cet objectif semble raisonnable.
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6.1.3 Dispositif à 5 boîtes quantiques

Dans l’éventualité où il serait difficile d’atteindre un couplage tunnel suffisant dans le régime à

faible nombre d’électrons dans une architecture MOS simple couche, des alternatives existent pour

augmenter le couplage entre deux boîtes quantiques. Une approche reposant sur l’utilisation d’une

boîte quantique médiatrice contenant un grand nombre d’électrons pourrait être envisagée [289] 1.

L’interaction d’échange entre deux électrons sur des boîtes distinctes peut ainsi être médiée par cette

boîte quantique intermédiraire multi-électrons, avec une force de couplage limitée par le couplage

tunnel entre chaque boîte et la médiatrice. Cependant, le couplage, autant tunnel que capacitif, tend à

augmenter avec le nombre d’électrons contenu dans la boîte, tel qu’observé dans les mesures ci-haut

(ECm = 340 µeV dans le régime multi-électrons, contre seulement 280 µeV dans le régime à faible

nombre d’électrons), et en accord avec les observations de la littérature [291].

Pour tester le potentiel de cette approche avec la structure à grilles d’accumulation séparées, un

dispositif à 5 boîtes quantiques a été développé. Les mesures expérimentales n’ont pas permis de

former des boîtes quantiques en raison de problèmes de fuites liés à la fabrication, mais on présente

tout de même ici l’approche puisque de futurs travaux pourraient se pencher sur cette architecture

une fois les problèmes de fabrication résolus.

La figure 6.5(a) montre une image SEM du dispositif en question, offrant la possibilité de for-

mer 5 boîtes quantiques (en bas) avec leurs réservoirs (en haut) et deux détecteurs de charge de

part et d’autre du réseau linéaire. La forme des SETs est une modification de la structure à grille

d’accumulation continue utilisée pour les dispositifs A1 et A2. Pour permettre le confinement des

boîtes quantiques, mais aussi le contrôle EDSR des spins confinés dans les boîtes quantiques, des

micro-aimants de cobalt (schématisés en mauve) sont déposés par-dessus les grilles de poly-silicium.

Le concept repose sur la possibilité que les aimants puissent être aimantés pour produire le gradient

de champ magnétique requis pour l’EDSR, et qu’ils servent aussi de grille de contrôle lorsqu’on leur

applique un voltage. Pour plus de détails sur les techniques d’intégration de l’aimant et l’optimisation

de sa position, on réfère à la thèse de Julien Camirand Lemyre [275], qui a réalisé les simulations

numériques pour l’EDSR et développé les recettes d’électrolithographie et de dépôt pour le cobalt.

Des simulations numériques à l’aide du logiciel Silvaco (non illustrées) ont été effectuées pour

vérifier que l’application de voltages raisonnables sur les aimants permette d’envisager la formation

de réservoirs et de boîtes quantiques sous l’extrémité des grilles de polysilicium. Ces simulations,

très sommaires du point de vue des modèles de physique des semiconducteurs qui y ont été intégrés,

montrent malgré tout qu’en choisissant adéquatement le positionnement et l’espacement entre les

aimants, il est possible de créer un profil électrostatique potentiellement suffisant pour créer des

boîtes quantiques et leurs réservoirs. Ces paramètres permettent également de produire en théorie

les profils de champs magnétique requis pour l’EDSR, avec une tolérance respectant les limitations

de résolution et de précision de la fabrication par électrolithographie [275].

1. Des approches basées sur l’occupation virtuelle des états d’une boîte quantique médiatrice vide ont aussi été proposées
pour permettre un couplage tunnel à longue distance [290, 277]
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Figure 6.5 – (a) Image SEM du dispositif à 5 boîtes quantiques MOS basé sur la structure à grilles
d’accumulation séparées. Les 5 grilles inférieures servent à former les boîtes quantiques (représentées
par les spins en vert), et les 5 grilles supérieures les réservoirs (ces dernières surplombent des contacts
ohmiques). Des SETs de chaque côté du dispositif peuvent servir à la détection de charge. La position
approximative des aimants de cobalt (Co) est illustrée en mauve. Une mince couche de nitrure de
silicium (non visible) recouvre les grilles de polysilicium (poly-Si), et permet théoriquement de
déposer le cobalt par-dessus celles-ci sans créer de courts-circuits. (b) Schématisation du champ de
vue éloigné utilisé pour l’étape d’électrolithographie pour le dispositif à 5 boîtes quantiques. On
distingue en mauve les aimants de cobalt, en jaune clair les grilles de poly-Si, et en violet/orangé les
régions de poly-Si gravé, dévoilant l’oxyde de grille SiO

2
.
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La figure 6.5(b) montre un schéma des grilles et des aimants avec un plus grand champ de vue.

On note que dans les designs finaux, un contact a été rajouté aux aimants de cobalt (non représenté

ici) pour permettre l’application de voltages à ceux-ci. La figure 6.5(c) montre schématiquement les

connexions entre les grilles de poly-silicium (gris), tracées par électrolithographie, et les contacts

métalliques (gris clair) à l’extérieur du champ d’oxyde (100 x 100 µm), dessinées en photolithographie,

pour le design précédent (dispositifs A1 et A2). On y distingue également les zones de recouvrement

avec les contacts ohmiques (bleu). Le masque de photolithographie utilisé pour les contacts métal-

liques aux grilles et les contacts ohmiques ne pouvant pas être modifié rapidement, le schéma de

connexion a dû être modifié drastiquement (et non trivialement) pour assurer le bon positionnement

des grilles par rapport aux contacts ohmiques et aux accès disponibles. À la figure 6.5(d), le nouvel

arrangement pour ces connexions est présenté, avec les régions ouvertes représentant la présence de

polysilicium, et les régions fermées représentant les endroits où le polysilicium est gravé.

Dans l’esprit habituel de collaboration entre l’équipe des Sandia National Laboratories et celle

de Sherbrooke, le design des grilles de contrôle du dispositif à 5 boîtes quantiques a donc été conçu à

Sherbrooke, les dispositifs fabriqués aux Sandia National Laboratories, et les micro-aimants rajoutés

subséquemment à Sherbrooke.

6.1.4 Conclusion sur le couplage inter-boîtes quantique dans la structure à grilles d’ac-

cumulation séparées

C’est ici que se conclut notre exploration des résultats liés au couplage entre boîtes quantiques

avec les dispositifs simple couche à grilles d’accumulation séparées. Ceux-ci démontrent qu’il reste

plusieurs preuves de concepts à réaliser pour confirmer le potentiel de mise à l’échelle de cette

structure dans les architectures MOS. Notamment, les recettes de fabrication doivent être optimisées

pour augmenter le rendement lors de la réduction des dimensions des grilles et de l’espacement

inter-grilles. Cependant la démonstration d’un couplage inter-boîtes fort dans une structure Si/SiGe

simple couche à grilles séparées [61] indique que les obstacles rencontrés jusqu’à maintenant dans les

dispositifs MOS sont de nature technique seulement. Il ne semble pas y avoir de barrière conceptuelle

fondamentale à l’obtention de forts couplages tunnels entre des boîtes quantiques dans une structure

à couche unique.
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6.2 Implémentation via un procédé industriel commercial silicium-sur-isolant

Un des avantages principaux de la structure à grilles d’accumulation séparées est sa simplicité

relative de fabrication. Puisque toutes les grilles se trouvent dans un seul plan, elle ne nécessite

pas de fabriquer des couches distinctes de grilles successives isolées par des étapes intermédiaires

d’oxydation. Cet attribut rend la structure particulièrement intéressante pour l’implémenter dans un

procédé industriel et rapidement tester sa viabilité.

Grâce à une collaboration internationale entre l’Université de Sherbrooke et STMicroelectronics,

une compagnie franco-italienne de développement et fabrication de technologies semiconductrices

issue d’une filiale à vocation industrielle du LETI (Laboratoire d’électronique et de technologie

de l’information), il a été possible dans le cadre de cette thèse de réaliser une preuve de concept

pour l’implémentation industrielle de la structure à grilles d’accumulation séparées. La technologie

choisie pour cette implémentation est le silicium-sur-isolant complétement appauvri (Fully depleted

silicon on insulator, ou FD-SOI) [292], et plus particulièrement le noeud de technologie 28 nm à active

et oxyde enfoui très minces (ultra-thin body and buried oxide, ou UTBB). Le FD-SOI a de nombreuses

applications en microélectronique classique et est fabriqué par diverses fonderies à travers le monde

[293]. Plusieurs de ses avantages pour les dispositifs classiques sont également pertinents pour les

dispositifs quantiques [294, 295]. Parmi eux-ci, on note en particulier un fonctionnement démontré à

des températures cryogéniques [296, 297, 195] et une faible puissance dissipée [196]. Le FD-SOI a

d’ailleurs déjà été utilisée pour réaliser des opérations sur des qubits, notamment la première réali-

sation d’un qubit de spin à base de trous d’électrons [298, 29], et pour étudier des boîtes quantiques

en parallèle [299] ainsi que des donneurs couplés [300].

L’approche UTBB de la technologie FD-SOI, en particulier, offre des avantages substantiels en

terme de contrôle électrostatique et de modulation de la tension de seuil par rapport à la version

avec oxyde enfoui plus épais [301]. Ces particularités mènent à des possibilités d’utilisation à très

basse puissance, une caractéristique prometteuse pour l’intégration à large échelle dans un contexte

d’opération à des températures sous 1 K.

Dans les prochaines sous-sections, la technologie FD-SOI est brièvement présentée, et les dis-

positifs à grilles d’accumulation séparées fabriqués avec l’approche UTBB sont décrits. Ensuite, la

caractérisation de la première ronde de dispositifs est présentée, suivie de l’analyse des mesures

réalisées sur des réseaux linéaires et matriciels de boîtes quantiques.

Cette deuxième partie du chapitre se veut une présentation sommaire des résultats obtenus dans

les dispositifs FD-SOI, puisque des analyses beaucoup plus complètes ont déjà été réalisées par Julien

Camirand Lemyre [275] et Claude Rohrbacher[96], en particulier. Le niveau de détail utilisé sera

minimal, mais, on l’espère, suffisant pour comprendre l’impact des résultats sur la démonstration

du potentiel de la structure à grilles d’accumulation séparées.
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Figure 6.6 – (a) Schéma de la structure FD-SOI employée pour les dispositifs à grilles d’accumulation
séparées et à grille continue. Figure adaptée de [195]. (b) Schéma du dispositif à grille d’accumulation
continue. (c) Schéma du dispositif à grilles d’accumulation séparées.

6.2.1 Technologie FD-SOI et dispositifs sous étude

Une coupe transversale de l’architecture FD-SOI UTBB est schématisée à la figure 6.6(a). La

structure est un peu plus complexe que dans le cas des MOSFETs traditionnels. La gaufre de base est

formée d’un substrat de silicium dopé n sur lequel repose un oxyde enfoui (buried oxide, ou BOX).

Au-dessus de la BOX, on retrouve la région active, en silicium, qui abrite le canal de conduction. Pour

les dispositifs silicium-sur-isolant ocmplètement appauvri, cette active fait typiquement entre 5 et 20

nm d’épaisseur [302]. Les régions dopées n+ forment les contacts source et drain. Un oxyde de grille

recouvre l’active, et des grilles de contrôle en poly-silicium y sont ajoutées. Celles-ci sont dites en

face avant (front gate, FG). Une particularité de la technologie FD-SOI est la présence additionnelle

d’une grille de contrôle en face arrière. L’influence de cette grille se transmet via le substrat dopé

en première couche. Dans une utilisation dite en face avant, la polarisation de la grille permet la

formation de la couche d’inversion dans l’active et la création d’un canal de conduction entre la

source et le drain. Dans la technologie complètement appauvrie avec active ultra-mince (quelques

nanomètres), la profondeur de déplétion est plus grande que l’épaisseur du silicium, faisant en sorte

qu’aucune région d’appauvrissement ne puisse être présente. Cela mène à un couplage entre la grille

en face avant et celle en face arrière [303]. La présence de la grille de contrôle en face arrière (back

gate, BG) permet donc une modulation de la tension de seuil en face avant, d’autant plus efficace

que la BOX est mince. Cette possibilité de moduler la tension d’opération du transistor permet ainsi

d’optimiser la performance et la puissance dissipée [304].

La fabrication industrielle des dispositifs FD-SOI se fait typiquement de façon optique (lumière

ultra-violette ou ultra-violette lointaine), sans processus d’électrolithographie. Cela permet d’éviter

les dommages causés au substrat par les électrons de haute énergie [305, 306]. Pour atteindre les

dimensions de quelques dizaines de nanomètres nécessaires pour continuer de suivre la loi de

Moore, des techniques astucieuses ont été développées depuis une quarantaine d’années, telles que

la lithographie par immersion [307], la correction optique de proximité et les masques à décalage de

phase [308], l’exposition multiple [309], et plus récemment, l’EUV (extreme ultra-violet)[310].
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Une étude précédente [195] réalisée à Sherbrooke en collaboration avec STMicro a permis de cibler

les premiers choix à faire et ajustements à apporter aux règles de dessin du procédé de fabrication

standard FD-SOI pour pouvoir implémenter la structure à grilles d’accumulation séparées avec succès.

Entre autres, le choix de l’oxyde de grille, le dopage du substrat pour améliorer le temps de réponse

de la grille arrière, et l’arrangement et la disposition des contacts pour faciliter les microsoudures en

contexte universitaire ont été révisés suite à cette première étude. Des détails supplémentaires sur

cette analyse se trouvent dans la thèse de Julien Camirand Lemyre [275].

Les figures 6.6(a) et 6.6(b) illustrent les structures fabriquées à l’aide de la technologie FD-SOI

pour étudier la structure à grilles d’accumulation séparées. Le dispositif de gauche présente une grille

d’accumulation continue (FG, en rose), surplombant l’active (en vert). Les contacts ohmiques (en

bleu) permettent d’accéder à chaque extrémité de l’active pour l’application d’un biais source-drain

et la mesure du courant. L’accès à la grille arrière (BG, en jaune) est illustré latéralement, mais on

comprendra que le champ électrique résultant est appliqué à travers le substrat et l’oxyde enfoui

(non illustrés) et donc verticalement, sous l’active. L’oxyde de grille n’est pas illustré également par

souci de clarté, mais il se trouve entre l’active et la FG. Les trois grilles en rouge, G1, G2, et G3,

s’arrêtent juste à la limite de l’active, sans la recouvrir, et reposent directement sur l’oxyde enfoui.

Ainsi, un canal de conduction peut être formé sous la FG lorsqu’elle est polarisée suffisamment

positivement, ou à l’interface active/BOX, si c’est la BG qui est polarisée. Cette structure à grille

continue est importante pour caractériser les paramètres de transistor standards de la structure, et

ainsi distinguer les caractéristiques dues à l’utilisation de grilles d’accumulation séparées (dans le

deuxième dispositif), et celles dues aux déviations des dimensions et des paramètres de fabrication

FD-SOI standard.

Le dispositif de droite (figure 6.6(c) est conçu selon le concept à grilles d’accumulation séparées.

Ainsi, la grille en face avant est séparée en deux, FGT et FGB, et la grille G2 est étendue par-dessus

l’active, entre FGT et FGB. L’idée derrière cet arrangement est que des réservoirs puissent être formés

sous FGT et FGB, et une boîte quantique dans l’active sous G2, de façon similaire au design MOS

à deux réservoirs (dispositif B), étudié au chapitre 3. Les dopages, matériaux exacts et dimensions

précises des dispositifs étant confidentiels, on n’entrera pas davantage dans les détails de fabrication.

Certains détails supplémentaires sont disponibles dans la thèse de Julien Camirand Lemyre [275].

Les deux dispositifs, avec grille continue et grilles séparées, sont conçus pour des mesures

en transport seulement, puisqu’il n’y a pas de détecteur de charge intégré. Chaque échantillon

contient un exemplaire de chaque dispositif, construits sur le même substrat, et avec une grille arrière

commune. Ainsi les résultats de caractérisation préliminaire sur le dispositif à grille continue, dans

une certaine mesure, sont directement applicables au dispositif à grilles séparées.
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6.2.2 Caractérisation des dispositifs

La caractérisation des dispositifs a été effectuée dans le cryostat Janis et dans le BlueFors, avec les

montages présentés à la figure 2.10 au chapitre 2. Ainsi, seule une amplification à température pièce

du signal est réalisée, et des filtres RC ou à poudre, en combinaison avec des câbles thermocoaxiaux,

sont utilisés, dépendant des cas, pour atténuer le bruit arrivant à l’échantillon.

Activation en face avant, en face arrière, et en mode combiné

On débute l’étude par une comparaison de l’activation du transport en mode face avant pour les

dispositifs à grille continue et à grilles séparées. À la figure 6.7(a), les grilles FGT, FGB, et G2 sont

balayées, et le courant entre la source et le drain est mesuré, pour une température de 1.5 K, et un biais

source-drain de 10 mV. Dans l’encart, le courant obtenu en balayant la grille FG dans le dispositif à

grille continue est présenté. On remarque la différence significative dans le voltage seuil entre les

deux mesures (3.2 V versus seulement 688 mV pour la grille continue). Ici le rôle des séparations

entre les grilles et des barrières tunnel résultantes sont évidentes. Ce résultat est problématique

pour l’utilisation du dispositif selon les principes de la structure à grilles d’accumulation séparées,

parce que l’application de voltages trop élevés sur les grilles recouvrant l’oxyde de grille (ici FGT,

FGB et G2) est proscrit. En effet, cela peut à la longue endommager l’oxyde de grille et rendre le

dispositif bruyant et non-fonctionnel. Ce déplacement significatif de la tension de seuil en face avant

est attribué aux trop grandes séparations entre les grilles FGT-G2 et G2-FGB. En fait, une étude

plus approfondie de ce courant d’activation révèle qu’il s’agit principalement d’un courant de fuite

circulant entre les contacts ohmiques et les grilles d’accumulation en face avant.

La figure 6.7(b) montre l’activation, en face arrière cette fois, du dispositif à grilles séparées, et du

dispositif à grille continue en encart. Encore une fois, on remarque un déplacement du voltage seuil

vers les tensions plus élevées pour le dispositif à grilles séparées (3.47 V versus 1.8 V avec la grille

continue). Même si la grille arrière est la même pour les deux dispositifs, il semblerait que la présence

des séparations en face avant soit suffisante, même lorsque les grilles FGT, FGB, et G2 sont inactivées,

pour former des barrières de potentiel et retarder la formation du canal de conduction en face arrière.

Une hypothèse envisagée pour expliquer cet effet est la formation de contraintes dues au désaccord

de maille entre les grilles et l’oxyde de grilles, ce qui crée des déformations locales du potentiel de

chaque côté de la grille G2 (voir [275]). La faible épaisseur de l’active fait également en sorte que

même si le canal de conduction en face arrière est formé plus près de l’interface active/BOX que le

canal en face avant, il demeure assez près de l’interface avant pour ressentir l’effet des irrégularités

dues aux séparations des grilles avant. On note que la limite de voltage à appliquer sur BG est

beaucoup plus élevée que pour les FGs. En effet, l’épaisseur de l’oxyde enfouie est beaucoup plus

grande que celle de l’oxyde de grille, et les courants de fuite surviennent donc à des tensions plus

élevées.

À la figure 6.7(c), les grilles d’accumulation avant sont balayées pour différentes valeurs de la

grille arrière. Cela a pour effet de diminuer la tension de seuil en face avant. On peut donc imaginer
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un régime d’opération pour lequel le dispositif serait utilisé en face avant, mais supporté par la grille

arrière pour éviter de pousser les grilles avant au-delà de leur voltage critique 2. La figure 6.7(c)

suggère qu’il faudra pour cela employer une tension VBG d’environ 1.5 V ou plus. À la figure 6.7(d),

la grille G2 est balayée et les grilles FGT et FGB sont incrémentées, pour VBG = 2.5 V. On remarque

que dans ce régime, les grilles FGT et FGB ont très peu d’effet sur les motifs du courant. Les pics de

courant pour faible VG2 sont verticaux, et sont présents même pour VFGT,FGB = 0 V, suggérant que

les réservoirs ne sont pas contrôlés par les grilles avant dans ce régime. Ces grilles semblent toutefois

avoir un petit effet sur les résonances des barrières, comme on peut le voir avec les motifs diagonaux

à droite du graphique. Cependant, il est clair que l’on ne se trouve pas dans le régime standard

d’opération à grilles séparées qui nous intéresse, qui présenterait une courbure caractéristique en

fonction des tensions VFGT,FGB, et une augmentation graduelle, exponentielle, du taux tunnel. Ici, le

courant est entièrement dominé par BG et G2.

Le seul régime permettant d’observer des pics de courant sous les tensions critiques en face

avant, et un effet des grilles FGT et FGB, est pour des tensions sur BG entre 1.5 et 2 V. Cependant, tel

qu’expliqué dans la thèse de Julien Camirand Lemyre [275], les boîtes quantiques formées dans ce

régime sont très désordonnées, et associées au désordre à l’interface entre la région active et l’oxyde

enfoui (BOX). Leurs caractéristiques et couplages aux différentes grilles sont donc extrêmement

sensibles à de très petites variations de voltages, et peu reproductibles d’un dispositif à l’autre [275].

Ces résultats suggèrent que les séparations entre les grilles en face avant doivent impérativement

être réduites pour espérer pouvoir utiliser les dispositifs à grilles séparées dans un régime semblable

à celui obtenu dans les dispositifs MOS.

Barrières tunnel surmontées en face avant grâce aux grilles latérales

Partant de l’hypothèse que les séparations entre les grilles en face avant sont trop larges, on

étudie la possibilité d’abaisser les barrières tunnel à l’aide des grilles de côté, G1 et G3. D’ailleurs, ces

grilles se trouvant sur l’oxyde enfoui, il est possible de leur appliquer plusieurs dizaines de volts sans

problème. On choisit donc comme point de départ un régime intermédiaire face avant, avec VBG = 0

V, VFGT,FGB = 850 mV, légèrement au dessus de la tension de seuil pour le dispositif à grille continue,

et la grille G2 activée légèrement sous sa tension critique. À la figure 6.8(a), le courant source-drain

est mesuré dans ce régime en fonction des tensions de grilles appliquées sur G1 et G3 simultanément,

jusqu’à 12 V. À partir d’environ 8 V, un signal apparaît, et des oscillations périodiques se présentent,

tel que mis en évidence à la figure 6.8(b), une vue rapprochée de l’encadré en (a). Il semblerait donc

que de forts voltages appliqués sur les grilles latérales G1 et G3, qui ne surplombent pas l’active,

permettent de surmonter en partie les barrières tunnel créées par les séparations de grilles trop

importantes.

Pour déterminer l’origine de ces oscillations avec plus de certitude, des diagrammes de stabilité

VG1 versus VG3 sont tracés. Les figures 6.8(c), (d), et (e) montrent les diagrammes obtenus pour

différentes plages de voltages. Lorsque VG1 est significativement plus grand que VG3, on observe

2. Le voltage critique exact ne peut être révélé pour des questions de secret industriel
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Figure 6.8 – (a) Activation du transport ISD en fonction du voltage des grilles G1 et G3, poussées
au-delà de 10 V, avec les grilles en face avant activées, et la BG inactivée. L’encadré à droite met
en évidence des oscillations de Coulomb régulières. (b) Vue rapprochée de l’encadré de la figure
(a), montrant des oscillations de Coulomb régulières en fonction de VG1 et VG3. (c) Diagramme
de stabilité VG1 versus VG3 pour VG1>VG3. Les droites pointillées noires mettent en évidence les
transitions associées à une boîte quantique située en bas, entre G2 et FGB. (d) Diagramme de stabilité
VG1 versus VG3 pour VG1 ∼ VG3. Les droites pointillées noires mettent en évidence les transitions
associées à une boîte quantique située en bas, entre G2 et FGB, et les droites pointillées magenta
mettent en évidence les transitions associées à une boîte quantique située en haut, entre G2 et FGT.
(e) Diagramme de stabilité VG1 versus VG3 pour VG1<VG3. Les droites pointillées magenta mettent
en évidence les transitions associées à une boîte quantique située en haut, entre G2 et FGT. (f), (g), et
(h) : Schémas représentant la localisation des boîtes quantiques pour les diagrammes de stabilité
(c), (d), et (e), respectivement. Les rectangles blancs pointillés en transparence représentent les ilôts
de charge. Un quasi-réservoir de charge est formé sous G2, et il se fond aux réservoirs sous FGT ou
FGB, selon les voltages appliqués sur G1 et G3.
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des lignes quasi horizontales dans le courant (mises en évidence par les droites pointillées en noir

à la figure 6.8(c). Alternativement, lorsque c’est VG3 qui est significativement plus grand que VG1,

les lignes sont quasi verticales (mises en évidence par les droites pointillées en rose à la figure

6.8(e). Pour des voltages similaires, on obtient plutôt le diagramme présenté à la figure 6.8(d). On y

distingue les deux types de lignes, horizontales et verticales, suggérant la formation d’une double

boîte quantique. Les schémas présentés aux figures 6.8(f), (g), et (h) illustrent l’interprétation suggérée

pour ces résultats. Les forts voltages appliqués sur G1 et G3 permettent de passer d’un régime avec

une boîte quantique entre FGB et G2 à un régime avec une boîte quantique entre FGT et G2, en

passant par un régime intermédiaire de double boîte quantique. La visibilité des transitions verticales

et horizontales (et non seulement de points triples) dans le régime de double boîte quantique suggère

qu’une large boîte quantique est formée sous G2 et agit à titre de réservoir intermédiaire. Ainsi, par

exemple, lorsque G1 est fortement biaisée, le réservoir sous FGT se combine à la boîte quantique

multi-électrons sous G2, créant un seul réservoir effectif. La formation de boîtes quantiques est

supposée être due aux contraintes créées par les séparations de grilles, une interprétation supportée

par le haut niveau de symétrie haut/bas et le fait que ces résultats ont été reproduits au moins 3 fois

dans différents dispositifs, avec des paramètres très similaires. Encore une fois, plus de détails sur

cette analyse et son interprétation sont disponibles dans la thèse de Julien Camirand Lemyre [275].

Ces démonstrations viennent rajouter du poids à l’idée que les mesures en transport devraient

être possibles dans ces dispositifs si les espaces inter-grilles sont réduits. Considérant la très faible

épaisseur d’oxyde effectif, et d’après les résultats dans les dispositifs à grilles d’accumulation séparées

MOS, la cible à atteindre est une séparation de 30 nm au maximum. Des simulations numériques du

fonctionnement des dispositifs pourraient permettre de confirmer cette estimation.

En l’absence de mesures de transport, et de structure pour la détection de charge standard, des

expériences de détection de charge capacitive à l’aide d’un circuit de pont capacitif ont été menées

sur des dispositifs à grille continue et à grilles séparées [96, 311]. Cependant, le faible signal résultant

de la capacité limitée entre la grille G2 et la couche d’inversion s’est avéré un obstacle à la détection

de transfert de charges uniques par cette technique. La technique a cependant pu être améliorée

grâce à des tests sur une deuxième ronde de dispositifs à grilles d’accumulation séparées, que nous

présentons dans la sous-section suivante.

6.2.3 Réseaux 1D et 2D

Les dispositifs à grilles d’accumulation séparées présentés dans la sous-section précédente ont

un design qui pose des limitations pour la mise à l’échelle sous forme de réseau de boîtes quantiques.

En effet, on peut imaginer un réseau linéaire en série avec un réservoir source et un réservoir drain,

chaque boîte quantique étant formée par une grille comme G2. Par contre, pour une plus grande

versatilité, il serait pertinent que chaque boîte quantique possède son propre réservoir, et puisse

ainsi être initialisée et lue indépendamment des autres. En exploitant les options technologiques

pour la connexion électrique des grilles dans le FD-SOI, il est possible de multiplier le nombre de
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Figure 6.9 – (a) Schéma du réseau linéaire (1D) à 10 boîtes quantiques. Les grilles d’accumulation
en face avant pour les réservoirs drain (GAD0 à GAD9), pour les réservoir source (GAS0 à GAS9)
et pour les boîtes quantiques (DOT0 à DOT9), sont principalement composées de polysilicium (en
rose). Ces grilles reposent sur l’oxyde de grille de type GO2 (non-visible) surplombant l’active de
silicium intrinsèque (en vert). Les contacts ohmiques (DRA0 à DRA9 et SOUR) sont dopés n+ (en
bleu). La grille de contrôle arrière, BG, fait toute l’active. (b) Schéma du réseau matriciel (2D) à 9
boîtes quantiques. Les grilles d’accumulation face avant pour les réservoirs sont disposées sur chaque
côté du réseau 3 × 3 (GAW1-2-3, GAS1-2-3, GAE1-2-3, GAN1-2-3), et recouvrent partiellement les
contacts ohmiques (DRW1-2-3, DRS1-2-3, et SOUR). (d) Diagramme de stabilité d’une quasi double
boîte quantique dans un réseau linéaire, formée sous les grilles DOT5 et DOT6, avec un réservoir
sous GAD5 et un autre sous GAS6.

boîtes quantiques efficacement, et de créer des réseaux 1D et 2D.

Présentation des dispositifs

La figure 6.9(a) présente un schéma des réseaux linéaires à grilles séparées qui ont été fabriquées

dans le cadre de la deuxième ronde de dispositifs de boîtes quantiques. Chaque dispositif peut

contenir 10 boîtes quantiques dans un réseau linéaire, avec chacune son réservoir source et son

réservoir drain. Les contacts ohmiques dopés sont illustrés en bleu (DRA0 à DRA9 et SOUR), avec

des contacts drains indépendants du côté gauche, et un contact source commun à droite. En effet,

l’indépendance des sources a due être sacrifiée pour réduire le nombre de contacts à la surface

du dispositif et faciliter les microsoudures en augmentant les dimensions de chaque contact. Les

grilles de contrôle sont illustrées en rose, avec GAD0 à GAD9 pour la formation des réservoirs drains,

GAS0 à GAS9 pour former les réservoirs source, et DOT0 à DOT9 pour former les boîtes quantiques.

L’active de silicium est représentée en vert, et fait toute la surface du dispositif, c’est-à-dire qu’elle ne

contribue pas à confiner le canal de conduction dans les directions x et y, contrairement au cas des

dispositifs de première génération présentés ci-haut. La grille arrière, BG, fait également toute la

surface arrière. L’oxyde de grille isole l’active de silicium intrinsèque des grilles de polysilicium.

Un deuxième type de dispositif a été fabriqué, implémentant cette fois un réseau bi-dimensionnel

de 9 boîtes quantiques, tel qu’illustré à la figure 6.9(b). Les grilles d’accumulation des réservoirs en

face avant sont cette fois situées sur chaque arête du réseau 3×3. Bien que ce design ne permette pas
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que chaque boîte quantique soit directement couplée à son propre réservoir, il offre plus de versatilité

pour l’implémentation possible d’opérations à deux qubits en autorisant le couplage de chaque boîte

quantique à 2, 3, ou 4 plus proches voisines [312, 64]. Ici les 6 contacts source (SOUR) sont communs,

et les contacts drains DRW1 à 3 et DRS1 à 3 sont indépendants. Il existe donc des limitations aux

types de mesures disponibles.

Une limitation majeure de ces dispositifs de réseaux 1D et 2D est la largeur des séparations entre

les grilles, qui est encore plus grande que dans le cas des dispositifs à une seule boîte quantique

présentés plus haut. Ce choix a été fait pour maximiser le rendement de fabrication, étant donné le

grand nombre de paramètres modifiés d’un coup par rapport à la génération précédente. Dans le

futur, à mesure que les recettes à utiliser se précisent, les dimensions pourront être réduites pour

permettre des mesures en transport en face avant seulement. En effet, les mêmes limitations de

voltage en face avant s’appliquent ici que pour la génération précédente de dispositifs.

Caractérisation des réseaux 1D et 2D

La première étape de caractérisation des dispositifs a consisté à mesurer les courbes standard

d’accumulation en face avant et en face arrière et des courbes de variation du biais source-drain

pour différentes polarisations des grilles. Étant donné les séparations de grilles problématiques, et

connaissant les limitations explorées avec la génération précédente de dispositifs, les possibilités de

caractérisation sont limitées avec cette édition des réseaux 1D et 2D. Au-delà des performances de

transistor de base (fuites, accumulations en face avant et arrière, comportement en fonction du biais

source-drain), une démonstration pertinente du fonctionnement des dispositifs consiste à vérifier

la formation d’un canal de conduction modifiable par les voltages des grilles avant. À la figure

6.9(d), on présente un diagramme de stabilité obtenu en balayant les grilles DOT5 et DOT6, pendant

que les grilles GAD5 et GAS6 sont activées à 750 mV, tel qu’illustré dans le schéma de l’encart. La

grille arrière est également activée près de sa tension seuil, et le biais source-drain est de 1 mV. Ce

diagramme est également mesuré à 8 mK, démontrant une fois de plus la performance des dispositifs

FD-SOI à des températures cryogéniques.

On observe des motifs de courant avec deux pentes caractéristiques, diagonales, l’une étant plus

horizontale et l’autre plus verticale. On associe ces motifs à la formation d’une quasi double boîte

quantique, l’une plus fortement influencée par la grille DOT5, et l’autre par la grille DOT6. Pour être

plus exact, les motifs observés sont plus consistants avec un contrôle localisé des barrières tunnel

et des modulations dans la transparence de celles-ci. Le courant n’étant pas confiné à des points

triples indique qu’un transport parallèle est également présent. C’est un phénomène attendu étant

donné l’active pleine grandeur. Des canaux de conduction parallèles entre le réservoir sous GAD5 et

la boîte quantique sous DOT6, et entre la boîte quantique sous DOT6 et le réservoir sous GAS6 se

forment, menant à la levée du blocage de Coulomb en dehors des points triples. Le voltage positif

appliqué sur la grille arrière contribue également à favoriser la formation de ces canaux parallèles. Ce

type de diagramme a pu être réalisé de façon équivalente dans le dispositif à réseau 2D également,

démontrant l’influence de chaque grille de boîte quantique sur le courant mesuré.
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Tel qu’énoncé plus haut, ces dispositifs à plusieurs boîtes quantiques ont permis de tester un

circuit de détection de charge capacitive en procurant un signal de changement de capacité accru

comparé aux dispositif à une seule boîte quantique. En utilisant plusieurs grilles de boîtes quantiques,

la surface totale et donc la capacité totale est augmentée, menant à un signal enfin suffisant pour

caractériser le circuit [96].

6.2.4 Discussion sur l’intégration de la structure à grilles d’accumulation séparées dans

le FD-SOI

En résumé, l’étude approfondie de la première génération de dispositifs de boîtes quantiques

à grilles d’accumulation séparées réalisée dans la technologie FD-SOI a permis de faire plusieurs

constats. En particulier, les démonstrations suivantes ont été faites :

1. Implémentation relativement rapide d’une architecture à simple couche de grilles de contrôle

(en face avant) dans un procédé industriel ;

2. Rendement élevé (près de 100% des dispositifs sont fonctionnels) ;

3. Fonctionnement des dispositifs à des températures cryogéniques appropriées pour les appli-

cations quantiques ;

4. Reproductibilité des caractéristiques tels que tensions de seuil et plages de voltages permettant

l’observation des différents régimes d’opération [96, 275].

5. Obtention d’oscillations de Coulomb régulières et associées à des boîtes quantiques formées

électrostatiquement dans des régimes d’opération bien précis ;

6. Identification d’une recette fonctionnelle (modulo les restrictions de dimensions) pour la

fabrication de réseaux linéaires et 2D;

7. Contrôle arbitraire de la position approximative du canal de conduction avec les grilles

d’accumulation dans des réseaux 1D et 2D.

Les problématiques suivantes ont également pu être identifiées :

1. Trop grandes séparations entre les grilles de réservoir en face avant (FGT et FGB) et la grille

de formation de la boîte quantique (G2) ;

2. Restrictions dans les procédés actuels de fabrication posant des limitations au niveau des

espacements de grilles ;

3. Présence de fuites entre les grilles face avant et l’active prévenant l’utilisation de voltages

suffisants pour une utilisation en face avant permettant de surmonter les barrières tunnel

source et drain.

On retient également de cette étude l’importance de développer une plateforme de simulation

accessible aux étudiants de physique pour guider les itérations des designs basées sur une inter-

prétation physique des résultats. De plus, la poursuite du développement des circuits de détection
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de charge capacitive est d’une importance capitale, en particulier les efforts actuels pour intégrer

directement un tel circuit on-chip, à même la puce contenant les boîtes quantiques.

Mis à part les démonstrations et les problématiques énumérées ci-haut, l’architecture FD-SOI

présente plusieurs avantages pour la réalisation de dispositifs quantiques, et mérite donc de continuer

à être explorée. En particulier, la faible puissance dissipée dans cette architecture permet d’envisager

une multiplication rapide du nombre de dispositifs dans un même processeur. Cette croissance est

généralement accompagnée d’une augmentation du nombre de lignes de contrôle et donc la chaleur

dissipée doit être maintenue au minimum pour garder la température à un niveau cryogénique

nécessaire à des qubits de qualité [312]. De plus, la technologie FD-SOI permet des opérations rapides.

Elle est souvent utilisée pour des applications hautes fréquences, et serait donc prometteuse pour

l’application de signaux RF sur les qubits, tels que les impulsions ESR ou EDSR. On peut égale-

ment s’attendre à une alternance rapide des modes ON et OFF pour les réservoirs et les couplages,

permettant de réaliser des algorithmes rapidement, avant que les qubits ne perdent leur cohérence.

6.3 Discussion : impacts et perspectives

En résumé, ce chapitre a couvert une étude préliminaire du couplage entre deux boîtes quantiques

dans des dispositifs MOS à grilles d’accumulation séparées simple couche. Une comparaison avec

les couplages rapportés dans la littérature a permis de conclure que la structure simple couche est

prometteuse pour le couplage inter-boîtes. En effet, un fort couplage tunnel a déjà été démontré dans

une telle structure implémentée dans le Si/SiGe [61], et les obstacles à franchir pour étendre cette

performance à d’autres architectures comme le MOS semblent principalement techniques, et non

fondamentales. Ce chapitre a aussi présenté une preuve de concept de l’intégration de la structure à

grilles d’accumulation séparées à un procédé industriel FD-SOI ayant permis une évaluation rapide

du potentiel de la technologie, et la réalisation de réseaux de boîtes quantiques linéaires et matriciels.

Le principal obstacle à surmonter concerne la réduction de la distance entre les grilles pour permettre

une utilisation en face avant seulement, et le développement des techniques de détection de charge

capacitive à l’aide des grilles déjà utilisées pour la formation des boîtes quantiques et des réservoirs,

ainsi que l’intégration on-chip de ces circuits de détection.

L’impact majeur des travaux présentés dans ce chapitre est la première preuve de concept de

l’application de la structure à grilles d’accumulation séparées dans un procédé entièrement industriel.

Cette étude préliminaire a permis de cerner les obstacles les plus pressants à surmonter pour faire

progresser la technologie, notamment la réduction des espacements inter-grilles, et le développement

des techniques de détection de charge capacitives. Tel que supposé au début de cette thèse, la

simplicité de l’approche simple couche de la structure à grilles d’accumulation séparées a permis de

développer rapidement une plateforme pour tester de nombreux aspects importants pour la mise à

l’échelle, tels que la détection de charge capacitive et les options technologiques de connexions de

grilles pour la réalisation de réseaux. La mise en place de la collaboration nécessaire pour y arriver a
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également permis de développer une expertise unique au Département de physique de l’Université

de Sherbrooke en ce qui a trait aux contraintes et aux avantages liés aux approches industrielles.

Enfin, ce projet a joué un rôle de catalyseur qui a permis de tisser des liens privilégiés entre les

domaines de la physique, de l’information quantique, et du génie.

Les résultats présentés dans ce chapitre ont fait l’objet d’une sélection pour présentation orale lors

du Silicon Quantum Electronics Workshop 2018, tenu à Sydney en novembre 2018, intitulée «Quantum

dots in ultra-thin body and buried oxide 28 nm FD-SOI». Les résultats sur les réseaux 1D et 2D sont

quant à eux retenus pour une présentation lors de la 29ième conférence Materials for advanced me-

tallization, qui est prévue pour novembre 2020. La présentation, intitulée «New 2D/3D integration for

device/design applications, preliminary results in 28 nm UTBB FD-SOI at room and cryogenic temperature»,

sera présentée par Philippe Galy, collaborateur principal chez STMicroelectronics.

Les futurs travaux en lien avec l’implémentation FD-SOI devront tenter de mesurer le paramètre β

et analyser l’impact sur l’orthogonalité de contrôle de l’empilement différent des matériaux dans cette

technologie. Il est fort probable que le choix de matériaux, les épaisseurs d’oxyde, et les dimensions

générales puissent avoir un effet majeur sur les orthogonalités de contrôle atteignables.

En plus du développement des techniques de détection de charge capacitives, les méthodes

de contrôle du spin devront être élaborées. Les approches basées sur les micro-aimants sont pré-

sentement parmi les plus performantes et avantageuses, en ce qui a trait à l’adressabilité et à la

compatibilité avec d’autres architectures. Les moyens d’y arriver sont discutés dans la thèse de Julien

Camirand Lemyre [275]. En résumé, l’intégration de matériaux ferromagnétiques comme le cobalt

à même les grilles de contrôle fait déjà partie des procédés standards pour la technologie FD-SOI,

mais plusieurs défis techniques et d’ingénierie devront être surmontés pour optimiser à la fois les

gradients de champ magnétiques nécessaires à l’EDSR et la disposition des grilles faisant la force de

la structure à grilles séparées.



Conclusion

Cette thèse a permis de mettre en évidence le potentiel de mise à l’échelle de la structure à grilles

d’accumulation séparées pour la réalisation de processeurs quantiques composés de multiples boîtes

quantiques.

L’atteinte de critères importants pour la mise à l’échelle a été confirmée dans cette structure. Tout

d’abord, la qualité du confinement, le contrôle de la séparation de vallée, et l’ajustement du taux

tunnel ont été démontrés et comparés aux dispositifs multi-couches les plus performants à l’heure

actuelle. En effet, le régime à un seul électron a été atteint dans trois implémentations différentes,

avec un confinement suffisant pour créer des boîtes de diamètres similaires à certains dispositifs

multi-couches. Le contrôle de la séparation de vallée a également été démontré avec une efficacité

semblable aux dispositifs multi-couches MOS. De plus le contrôle du taux tunnel à l’aide de la

grille d’accumulation du réservoir plutôt que d’une grille de contrôle dédiée a été illustré, avec

un ajustement exponentiel en fonction du voltage de grille. Enfin, un paramètre permettant de

comparer l’orthogonalité de contrôle entre différents dispositifs a été défini. Le dispositif à grilles

d’accumulation séparées présente une orthogonalité de contrôle du même ordre de grandeur qu’un

dispositif multi-couches traditionnel.

Les particularités de la structure à grilles d’accumulation séparées et leur importance ont aussi

été identifiées. En particulier, le phénomène de courbure des transitions de charge qui lui est propre

a été étudié en détail. Cela a permis de construire un modèle empirique pour la capacité entre la

grille du réservoir et la boîte quantique et d’expliquer l’origine de la courbure. Ce modèle empirique

a notamment des applications pour l’entraînement d’algorithmes d’apprentissage automatique pour

l’initialisation des boîtes quantiques. Il a ainsi été révélé que l’augmentation de la densité d’électrons

dans le réservoir en fonction du voltage de grille joue un rôle dans la courbure des transitions de

charge dans le diagramme de stabilité, et dans l’orthogonalité de contrôle du taux tunnel vis-à-vis

l’occupation de la boîte quantique observée. Également, la reproductibilité des caractéristiques de la

structure a été établie à travers plusieurs variantes, démontrant sa versatilité.

La thèse a aussi permis d’établir concrètement les capacités de mise à l’échelle de la structure à

grilles d’accumulation séparées, en étudiant des dispositifs réalisées dans une architecture industrielle

FDSOI, y compris sous la forme de réseaux linéaires et matriciels. Les prochaines étapes pour
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améliorer la performance de dispositifs multi-boîtes quantiques au sein d’un procédé entièrement

industriel ont ainsi pu être éclaircies.

La simplicité de l’approche simple couche permise par la structure à grilles d’accumulation

séparées a ouvert la voie au développement rapide d’une plateforme industrielle de test pour les

nombreux aspects essentiels à la mise à l’échelle. La flexibilité, la reproductibilité et la performance

des dispositifs à grilles séparées étudiés en font une alternative prometteuse aux dispositifs multi-

couches formant l’état de l’art des boîtes quantiques en silicium. Les travaux futurs se concentreront

d’abord sur l’amélioration des performances de la plateforme industrielle. Ils viseront également

à étudier plus en profondeur les caractéristiques du couplage inter-boîtes quantiques dans ces

dispositifs, et à intégrer des habiletés de détection de charge et de contrôle du spin. La vérification

de l’orthogonalité de contrôle dans différentes architectures utilisant la structure à grilles séparées

sera particulièrement intéressante pour vérifier sa versatilité. Enfin, les modèles pour la courbure

des transitions de charge seront utiles aux prochaines étapes de développement d’algorithmes

d’apprentissage machine pour l’automatisation des procédures d’initialisation de boîtes quantiques.

Les travaux présentés ici, combinés aux avancées rapides dans le domaine des boîtes quantiques

en silicium et du contrôle des qubits de spin, promettent ainsi de contribuer au développement

des premiers processeurs quantiques semiconducteurs, et à l’essor des qubits de spin pour le calcul

quantique.



Annexe A

Quantum dots with split enhancement gate

tunnel barrier control

Cette annexe présente l’article «Quantum dots with split enhancement gate control», par S. Rochette,

M. Rudolph, A.-M. Roy, M. J. Curry, G. A. Ten Eyck, R. P. Manginell, J. R. Wendt, T. Pluym, S. M.

Carr, D. R. Ward, M. P. Lilly, M. S. Carroll, et M. Pioro-Ladrière, publié le 26 février 2019 dans

Applied Physics Letters (Appl. Phys. Lett. 114, 083101 (2019) ; https://doi.org/10.1063/1.5091111).

Le matériel supplémentaire se trouve à la suite du texte principal.
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We introduce a silicon metal-oxide-semiconductor quantum dot architecture based on a single polysilicon gate stack.

The elementary structure consists of two enhancement gates separated spatially by a gap, one gate forming a reservoir

and the other a quantum dot. We demonstrate, in three devices based on two different versions of this elementary

structure, that a wide range of tunnel rates is attainable while maintaining single-electron occupation. A characteristic

change in slope of the charge transitions as a function of the reservoir gate voltage, attributed to screening from charges

in the reservoir, is observed in all devices, and is expected to play a role in the sizable tuning orthogonality of the

split enhancement gate structure. The all-silicon process is expected to minimize strain gradients from electrode ther-

mal mismatch, while the single gate layer should avoid issues related to overlayers (e.g., additional dielectric charge

noise) and help improve yield. Finally, reservoir gate control of the tunnel barrier has implications for initialization,

manipulation and readout schemes in multi-quantum dot architectures.

Silicon (Si) quantum dots (QDs) are strong con-

tenders for the realization of spin qubits.1,2 Silicon ger-

manium heterostructure (Si/SiGe) platforms with integrated

micromagnets3 have produced the highest performance

qubits,4–6 with fidelities over 99.9%,7 while metal-oxide-

semiconductor (MOS) platforms have also achieved fault tol-

erant fidelities.8

Most of the high performance systems mentioned above are

enhancement mode devices comprising at least two layers of

control gates. The overlapping gates ensure strong confine-

ment and the highest electrostatic control over regions sur-

rounding the QDs. These current multi-stack devices have

therefore achieved excellent tunability, thanks in part to an

independant control of reservoirs, dots and tunnel barriers

through respectively dedicated gates. On the other hand,

single-layer enhancement mode devices are being explored

for ease of fabrication and potentially higher yield, in both

Si/SiGe and MOS systems.9–13 In particular, all-silicon MOS

single-layer devices are expected to avoid thermal mismatch

and additional dielectric charge noise from overlayers.14,15

These single-layer devices generally use a single gate to form

a source-dot-drain channel, relying on constrictions and lat-

eral depletion gates to shape the confinement potential.9,16

Reservoir filling, dot charge occupation and tunnel rates are

therefore controlled differently than in multi-gate stack archi-

tectures. Various architectures and methods of tunnel barrier

control impact tunability differently, and understanding those

differences will influence choices of multi-QDs initialization,

manipulation and readout schemes, including automatic tun-

ing procedures,17,18 as well as reproducibility, versatility and

scalability of devices.19

a)S. Rochette and M. Rudolph contributed equally to this work.

Here we explore a single gate stack structure featuring a

split gate for dot and reservoir formation. The tunnel barrier is

simply formed by the gap between the dot and reservoir gates.

We investigate, in all-silicon MOS devices based on this ele-

mentary structure, how tunnel barrier control can be achieved

by modulation of the reservoir gate voltage. The operation

principle is studied in two variations of the layout, emphasiz-

ing some intrinsic effects brought by the use of a reservoir gate

for tunnel control, in contrast with the more frequent method

of control using a dedicated barrier gate directly on top of the

barrier. We also define a control orthogonality metric with sig-

nificance for tunability and versatility of quantum dot devices

and use it to compare a split gate QD device to a multi-stack

device from the literature. Finally, we conclude by examin-

ing single-electron regime characteristics and valley splitting

tuning in the split gate devices.

The elementary single-gate stack structure we explore con-

sists of a quantum dot enhancement gate, AD, and a reser-

voir enhancement gate, AR, separated by a gap, as shown in

Fig. 1(a). We refer to this base unit of design as the split en-

hancement gate structure. Devices are fabricated using the

Sandia National Laboratories MOS quantum dot process,20,21

which is described in detail in the Supplementary Material.

The gate stack consists of a 10 000 Ω-cm n-type silicon float

zone substrate, a 35 nm SiO2 gate oxide and a degenerately

As-doped 100 nm thick polysilicon gate (shown in Fig. 1(a)).

The polysilicon nanostructure is defined by a single electron-

beam lithography and dry etching step. The gate oxide prop-

erties have been characterized in Hall bars fabricated on the

same starting gate stack as the nanostructures. Peak mobil-

ity, percolation density,20,22 scattering charge density,20,23 in-

terface roughness and interface correlation length24 were ex-

tracted for the wafers used for each of the devices and are

described in the Supplementary Material.
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FIG. 1. (a) Schematic transverse cut of the split enhancement gate

tunnel barrier devices. AR is the reservoir enhancement gate, and

AD is the dot enhancement gate. (b) False-color scanning electron

micrograph (SEM) of single-lead split-enhancement gate device A1.

C1, C2, C3, and C4 are confinement gates. The gate TSET forms the

SET channel, and U and L help define its source and drain barriers.

A mirror structure, on the left side of the dotted red line, not shown

for clarity, includes gates AD′, AR′, C2′, C3′, TSET′, U′, and L′.(c)

Simulated electron density, representing approximately 20 electrons

in the dot. (d) Simulated conduction band edge profile (smoothed

traces) along the green arrow A-B from (a), (b), (c) and (d), for VAR

varying from 3 to 4 V with 0.25 V increments, with other parameters

kept constant. Small amplitude modulations in the potential result

from the mesh resolution used for those particular simulations and

the associated sub-optimal interpolation routine.

In this study, we look at two different layouts of split en-

hancement gate devices. We examine a single-lead layout

(devices A1 and A2), where a single reservoir is connected

to a dot, and a double-lead layout (device B), where the dot

is connected in series to reservoirs to enable transport mea-

surements, in addition to charge sensing. Devices A1 and A2

present the same layout, with only differences in scale and

spacing (see Table I in the Supplementary Material). For all

devices, measurements are performed using a proximal SET

as a charge sensor with standard lock-in or RF reflectome-

try techniques.25 Details on the measurements and a list of all

voltages employed are given in the Supplementary Material.

To illustrate the split enhancement gate tunnel barrier struc-

ture and its operation, we have performed Thomas-Fermi nu-

merical simulations26 of device A1, as shown in Fig. 1(b), us-

ing the corresponding MOS structure and operating gate volt-

ages as input parameters. Figure 1(c) shows the simulated

electron density at the Si/SiO2 interface when the device is

experimentally set in a ∼20 electrons regime. As expected,
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FIG. 2. (a) Stability diagram of AD vs AR in the few-electron

regime for the single-lead device A2. The data was processed

through a 5th order Butterworth digital filter and a Hilbert transform

to extract the phase φ(SET) of the signal and minimize the appear-

ance of the background’s SET’s Coulomb oscillations (darker, more

horizontal features). Charge occupation N in the dot is indicated

for each region between the transitions (thin white and more verti-

cal features). Bottom left inset: capacitance ratio CAR-dot/CAD-dot

as a function of VAR extracted from the N = 2 → 3 charge tran-

sition’s slope. (b) Reservoir-dot tunnel rate as a function of VAR

for the N = 0 → 1 transition in device A1. The green (dia-

monds) data points are obtained via full counting statistics of single-

shot traces28 while the orange (circles) data points are extracted from

pulse spectroscopy.29 Hollow orange circles are the orange filled cir-

cle data points translated by ≈ 1.5 decades. The dotted line is an

exponential fit to green and hollow orange data points, yielding a

slope ∆Γ. Top left inset: zoom on the region of the stability diagram

corresponding to the orange data points, with the left dot accumula-

tion gate AD′ at 512.7 mV. Bottom right inset: Zoom on the region

of the stability diagram corresponding to the green data points, with

VAD
′ = 980 mV.

a reservoir is formed under gate AR, and a quantum dot un-

der the tip of gate AD, separated by the tunnel barrier region.

Some form of tunnel barrier control using the reservoir gate

voltage, VAR, is suggested by variations of the potential along

the dot-reservoir axis (Fig. 1(d)). Indeed, as a function of

VAR, the tunnel barrier potential height and width are modi-

fied, while the QD conduction band edge stays fairly constant

relative to the Fermi level of the reservoir, indicating some

form of tuning orthogonality between charge occupation of

the QD and tunnel rate to the reservoir (similar quantities are

evoqued in Ref.19). A sufficient tuning orthogonality would

allow simultaneously for a wide range of tunnel rates Γ and

the ability to regularly tune these devices to the single elec-

tron regime. We therefore investigate this characteristic for

a QD based on a split enhancement gate structure employing

the reservoir gate as a knob.27

Figure 2(a) shows how the QD occupancy can be tuned

down to the single electron regime in device A2 (similar to

device A1 except for scale, see Supplementary Material). The

single electron occupation was confirmed with spin filling

from magnetospectroscopy, and yields an 8 meV charging en-

ergy for the last electron. The effect of VAR on the tunnel
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rate is qualitatively visible from the charge transitions, which

go from a “smooth” appearance at high VAR, when Γ is high

compared to the measurement rate, to a speckled appearance

at low VAR, when Γ is of the order of the measurement rate

or lower.30

We observe a gradual decrease of the AR gate capacitance

to the dot, CAR-dot, as the reservoir fills up with electrons,

as shown in the inset of Fig. 2(a) (assuming CAD-dot, the ca-

pacitance of the AD gate to the dot, stays constant) . The ca-

pacitance ratio CAR-dot/CAD-dot= −1/m is extracted from

the slope m of the transition N = 2 → 3 in the stability

diagram.31 A similar dependence of the capacitance ratio is

also observed in numerical simulations, but the agreement is

only qualitative, due in part to the limitations of the semi-

classical simulation. We attribute this visible curvature in the

dot transitions to a screening effect of the reservoir gate po-

tential, induced by the accumulated charges in the reservoir.

This specific effect therefore seems to be caused by the use of

an enhancement gate connected to a ohmic contact as a tuning

knob.

Device A1 also exhibits a comparable behavior as a func-

tion of the AR and AD gate voltages (see Supplementary Ma-

terial). We measured the dot-reservoir tunnel rate as a function

of the voltage on gate AR for device A1, along the N = 0 → 1

charge transition, as VAR was compensated with VAD to pre-

serve the charge state, as shown in Fig. 2(b). Two data sets

(diamond and filled circles) were taken at different voltages

on a surrounding gate, VAD′ . The 467 mV difference results

in a 1.5 decades global offset in tunnel rates. We subtract this

offset (hollow circles) to extract a single exponential depen-

dence of Γ with VAR.32,33

From the slope of the exponential fit, we extract a gate re-

sponse of ∆Γ = 5.9± 0.7 decades/VAR, defined as the varia-

tion in dot-reservoir tunnel rate induced by a change of 1 V on

gate AR, when compensated by gate AD to keep the dot chem-

ical potential fixed. More useful for comparison between de-

vices is when we remove the device geometry specific capac-

itance by converting to change in chemical potential, ∆µdot.

We define the following metric:

βAR,AD = ∆ΓAR,AD/∆µdot, (1)

where ∆ΓAR,AD is the change in tunnel rate induced by the

change in voltage on AR (and compensated by AD), ∆µdot is

the change in chemical potential caused by gate AR (equal to

the chemical potential compensated by gate AD), and we call

βAR,AD the tuning orthogonality. For device A1, the above

analysis leads to βAR,AD = 0.9± 0.3 decade/meV, using the

gate lever arm αAR ∼ 0.007 meV/mV (from αAD ∼ 0.22
meV/mV). We note that the chemical potential of the QD does

not actually shift for a given tunnel rate variation here, since

there is a second gate compensating the chemical potential

shift from the first. Therefore, care must be taken in interpret-

ing this ratio: it does not represent the effect of a single gate

on the tunnel rate, but rather the interplay of two gates act-

ing in opposite direction on the two quantities, with unequal

contributions.

Taken individually, more positive voltages on gates AD and

AR would both tend to decrease the barrier height and width,
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FIG. 3. (a) SEM of a two-lead single quantum dot device, device

B. C1, C2, C3 and C4 are confinement gates, AD is the dot accu-

mulation gate, and AR1 and AR2 are the source and drain reservoir

accumulation gates, respectively. A mirror structure above is oper-

ated as a SET for charge sensing.(b) Stability diagram in transport of

AD vs AR1. (c) Stability diagram in charge sensing corresponding

to the transport diagram in (b). (d) Coulomb diamond measurement

corresponding to a stability diagram of AD vs AR1 and AR2. The

small diamond after electron #6 is due to a donor ionization36 (see

fabrication details in the Supplementary Material).

as one would expect and as shown in the conduction band

edge simulations of Fig.1(d). But if one wants to keep the

dot occupation fixed, and shift from high to low tunnel rates,

gates AD and AR have to be swept in opposite directions. Our

measurements indicate that in this case the lever of gate AR

on the tunnel barrier still overcomes the opposite effect of gate

AD. Furthermore, we speculate that the screening effect from

charges under AR contributes to this efficiency, as it reduces

the lever of gate AR on the dot occupation, but on the tunnel

barrier, such that less compensation on AD is necessary to

maintain charge occupation than if no screening effect was

present.

The quantity β1,2 can be estimated for other designs in the

literature, for any pair of gates 1 and 2 used to tune the tunnel

rate and compensate for changes in the dot occupation, re-

spectively. For comparison, we estimate βBG,AD = 1.4± 0.5
decades/meV for the case of a dedicated barrier gate BG com-

pensated by the dot accumulation gate AD equivalent in a

Si/SiGe device.34 This indicates a tuning orthogonality that

can reach the same order of magnitude as dedicated barrier

gate devices in multi-stack architectures. The single-layer

split enhancement gate layout could therefore provide a wide

operation range35 for single-electron QD devices. Details on

the calculations as well as assumptions leading to the metric β
and its limitations are provided in the Supplementary material.

The double-lead layout also supports transport down to the

last electron and exhibits a typical split enhancement gate be-
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havior. Figure 3(a) shows device B, where transport is through

a QD under gate AD with source and drain reservoirs under

gates AR1 and AR2. A mirrored structure can be operated

as a SET charge sensor, correlating the transport transitions

(Fig. 3(b)) with charge sensed measurements (Fig. 3(c)).

In Fig. 3(b), the tunnel rate ranges from the life-time broad-

ened regime at high VAR, corresponding to a ∼3 GHz tun-

nel rate34,37 to slower than can be detected by the charge sen-

sor, ∼8 Hz. The slight curvature in the dot and SET transi-

tions of Fig. 3(d) is ascribed to a similar screening effect as

in the single lead devices, although it is not as pronounced.

This demonstrates that two neighboring barriers in series can

be tuned relatively orthogonally (i.e., crosstalk is not a pro-

hibitive issue), and that the split enhancement gate concept

can be applied in several layouts.

In Fig.3(d), VAR1
and VAR2

are adjusted simultaneously

to symmetrize the tunnel barriers on the source and drain side

of the QD, giving rise to Coulomb diamonds.38 The notable

difference in voltage ranges applied on AR1 and AR2 is at-

tributed mainly to asymmetry in the voltages applied on the

neighboring gates on the left and right side of the device, al-

though small variations in width of the dot-reservoir gap could

also contribute to the difference. The precise effect of the dot-

reservoir gap width on the tuning orthogonality and general

efficiency remains to be studied in detail.

The addition energy of the last electron and the first orbital

energy are extracted from the Coulomb diamonds of Fig. 3(d),

yielding approximately Eadd = 11 meV and ∆E = 3 meV,

respectively. A classical capacitance between the QD and the

AD gate of 2.9 aF is estimated (e.g., CAD = e/∆VAD with

∆VAD = 56 meV the voltage applied on gate AD to go from

the N = 0 → 1 charge transition to the N = 1 → 2 transition

in Fig. 3(b)). The classical capacitance can be associated with

a circular 2D QD below the gate and is used to estimate a QD

radius of ∼30 nm, using ǫr = 3.9 for the SiO2 and neglecting

small errors due to the electron offset from the SiO2 inter-

face and depletion of the polysilicon. The orbital energy also

provides an estimate of QD size. Following Ref.,34 we can

extract an effective length of a confining 2D box (πr2 = L2)

and using ∆E =
3~

2π2

2m∗L2 =3 meV, we obtain a similar dot

size, r ∼25 nm, using m∗ = 0.19 me. These estimated dot

sizes and energies are similar to the ones obtained in multi-

stack accumulation mode quantum dot devices.34,39

Finally, an investigation of the spin filling and

singlet-triplet energy splitting in our silicon QDs using

magnetospectroscopy34,40,41 indicates that the valley split-

ting is linearly tunable with the vertical electric field

(8.1 ± 0.6 µeVm/MV in the double-lead device) and is tun-

able over a range of ∼ 75-250 µeV (see the Supplementary

Material for details).

In conclusion, we explored a split enhancement gate archi-

tecture implemented in single-lead and double-lead layouts

of polysilicon MOS QD devices. The single-electron regime

was reliably achieved in three different devices. Using the

reservoir enhancement gate to modulate the tunnel rate and

compensating with the dot enhancement gate, we found a tun-

ing orthogonality βAR,AD ≈ 0.9 decade/meV in one of the

single-lead devices. We argue that the notable tuning orthog-

onality, which is comparable to what can be achieved in de-

vices with a dedicated barrier gate in multi-stack architectures,

is boosted by the screening effect arising from the use of an

enhancement gate as a tuning knob. In addition, a strongly

confined quantum dot with charging energies up to 11 meV

and orbital energy of 3 meV was observed in the device with

smallest features, corresponding to a ∼ 30 nm radius QD. Lin-

ear tunability of the QD’s valley splitting was also observed up

to 250 µeV.

SUPPLEMENTARY MATERIAL

Section I of the Supplementary Material provides details

on the samples fabrication. Section II describes experimental

details and devices characteristics. Section III presents a dis-

cussion on the tuning orthogonality metric, and Section IV is

dedicated to the study of the valley splitting tuning in the split

enhancement gate devices.
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I. SAMPLES FABRICATION

The fabrication is composed of two phases. The first phase
is run in a 0.35 micron CMOS silicon foundry, and the second
phase is performed in another fabrication area that provides
more flexibility in processing, particularly the e-beam lithog-
raphy used for the nanofabrication. Three different devices
are presented in this work. We describe the process flow for
devices A1 and A2. Significant differences in the structure are
noted for device B.

Phase 1 (silicon foundry): The initial material stack is fab-
ricated using a 0.35 micron silicon foundry process at Sandia
National Laboratories. The starting material is a 150 mm di-
ameter float zone <100> n-type silicon wafer with a room tem-
perature resistivity of 10 000 Ω-cm. Device B used a p-type
float zone substrate with a 99.95% Si28 enriched epitaxy layer
instead. A 35 nm thermal silicon oxide is grown at 900°C
with dichloroethene (DCE) followed by a 30 min, 900°C N2

anneal. The next layer deposited is a 100 nm amorphous sili-
con layer followed by a 5×1015cm−2, 10 keV arsenic implant
at 0° tilt. Device B used a 200 nm layer and the implant en-
ergy was 35 keV with the same dose. The amorphous layers
are crystallized later in the process flow to form a degenerately
doped poly-silicon electrode. In the silicon foundry, the poly-
Si is patterned and etched into large scale region, a “construc-
tion zone” around 100 µm× 100 µm in size, that will later be
patterned using e-beam lithography to form the nanostructure.

After etching, Ohmic implants are formed using optical
lithography and implantation of As at 3 × 1015cm−2 den-
sity at 100 keV. An oxidation anneal of 900°C for 13 min
and an N2 soak at 900°C for 30 min follows the implant step
and serves the multiple purposes of crystallizing, activating
and uniformly diffusing the dopants in the poly-Si while also
forming a SiO2 layer (10-25 nm) on the surface of the poly-
Si. This SiO2 layer, forms the first part of the hard mask
layer used for the nanostructure etch in the construction zone.
The second part of the hard mask is a 20 nm Si3N4 layer
(35 nm for device B). An 800 nm thick field oxide is subse-
quently deposited using low pressure chemical vapor deposi-
tion (CVD), tetraethoxysilane (TEOS) or high density plasma

a)S. Rochette and M. Rudolph contributed equally to this work.

CVD for device B. The field oxide is planarized using chem-
ical mechanical polishing (CMP) leaving approximately 500
nm over the silicon and 300 nm over the poly-Si. Vias are
etched to the conducting poly-Si and n+ Ohmics at the silicon
surface. The vias are filled with Ti/TiN/W/TiN. The tungsten
is a high contrast alignment marker for subsequent e-beam
lithography steps. Large, approximately 100 µm × 100 µm
windows aligned to the construction zones are then etched in
the field oxide to expose the underlying hardmask and poly-Si
construction zone for nanostructure patterning. The last pro-
cessing step for the devices in the silicon foundry is a 450°C
forming gas anneal for 90 min.

Phase 2 (separate nano-micro fabrication facility): The
wafers are removed from the silicon foundry and subsequently
diced into smaller parts, leading to 10 mm × 11 mm dies, con-
taining each 4 complete QD devices. The nanostructure are
patterned using electron beam lithography and a thinned ZEP
resist. The pattern is transferred with a two-step etch process.
First, the SiN and SiO2 hard mask layers are etched with a
CF4 dry etch, and O2 clean then strips the resist in-situ. The
second etch step is to form the poly-Si electrodes, which is
done with an HBr dry etch in the same chamber. The poly-Si
etch is monitored using end-point detection in a large scale
etch feature away from the active regions of the device. Wet
acetone and dry O2 cleans are used to strip the residual re-
sist after the poly-silicon nanostructure formation. After the
wet strips of the tungsten vias, a lift-off process is used for
aluminum formation of bond pads to contact the Ohmics and
poly-silicon electrodes.

The last step is a 400°C, 30 minute forming gas anneal. For
device B, after polysilicon etch, a second e-beam lithography
and implant step was done to place donors near the QD re-
gion. The device was sent out for implant, 4 × 1011cm−2

Phosphorus at 45 keV. After the implant step, the photore-
sist was stripped with acetone and then the metal and residual
organics were stripped from the surface using peroxide and
RCA cleans. The device was subsequently metallized using
an Al lift-off process similar to devices A1 and A2.
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II. DEVICES AND EXPERIMENTAL PARAMETERS

This appendix provides supplementary information on the
devices and experiment’s parameters presented in the main
text.

Experiments are performed in two distinct laboratories,
Université de Sherbrooke (devices A1 and A2) and Sandia
National Laboratories (device B), in dilution refrigerators sus-
taining electronic temperature of 125 mK and 160 mK, re-
spectively. In the limited testing of standard measurements,
the samples are found to be robust to thermal cycles (i.e., lit-
tle threshold shift) and no devices were visually altered by the
long-distance shipping (e.g., damage from electrostatic dis-
charge was not observed). The devices are also electrically
stable, with the drift of the quantum dot chemical potential in
device B characterized as approximately 5.3 ± 0.5 µeV stan-
dard deviation over a 150 hour period.

Table I compares the characteristic of devices A1, A2, and
B. Table II exposes the experimental parameters for all mea-
surements shown or mentionned in the main text for devices
A1 and A2 (single-lead devices), while Table III does the
same for device B.

A statement concerning device A1 is helpful to the full
comprehension. The full range AD vs AR stability diagram
for device A1 is not shown in the main text for the sake of clar-
ity. Indeed, features not related to the split enhancement gate
operation principles, and attributed to an irregularly shaped
confinement potential under gate AD, were presents in the
full-range stability diagrams of device A1 (see Fig. 1(b) of the
Supp. Mat.). This effect could be mitigated, but only up to a
certain point, by applying more negative voltages on gates C1
and C2. The stability diagram of device A2 however is much
cleaner owing to its smaller features compared to A1, but ex-
perimental setup constraints at that time prevented us to repeat
the tunnel rate measurements on device A2, hence why we
rely on qualitative analysis only for this device. We empha-
size that with the appropriate confinement, both devices qual-
itatively exhibit the same tunnel rate modulation and bending
of the charge transitions, which, as stated in the main text, we
believe is intrinsic to the split enhancement gate tunnel barrier.

Figure 1(b) of the Supp. Mat. illustrates the effect of an
insufficient and irregular confinement of the dot in device A1.
Figures 1 (c)-(f) show how the smaller features of device A2,
combined to an increasingly more negative voltage on gate
C1, lead to more regular dot transitions, and the clean diagram
shown in Fig. ?? (a) of the main text. This observation is in
agreement with the clean and regular transitions witnessed for
device B (Fig. ??(d)), which possesses even smaller features
than device A2 (see Table I).

III. TUNING ORTHOGONALITY

When designing a QD device, it is of interest to provide
local control of important device properties, with the surface
gate voltages often serving as the control knobs. One oft used
parameter is gate lever arm α, which describes the efficacy of
a gate voltage on the QD chemical potential level µ. The lever

arm is defined as

∆µi = αi∆Vi (1)

where there is a unique αi for each gate i. In a similar spirit,
a parameter describing the controllability of the QD-reservoir
tunnel rate can be defined as

∆Γi = β′

i∆Vi (2)

While α is always positive by definition, β′ can be positive
or negative, depending on if gate i increases or decreases the
reservoir-QD tunnel rate with a positive voltage change. For
example, for a QD under gate AD, gate AR increases the tun-
nel rate with increasing voltage, while gate AD′ decreases the
tunnel rate with increasing voltage (Fig. 2(b) of the main text).
Geometric arguments can typically be made to estimate the
sign of β′ by considering whether a positive voltage change
on a gate is pulling the dot towards or away from the reser-
voir.

Of particular interest for designing QDs is the ability to
tune the tunnel rates to the QD while only imparting a min-
imal change in the QD chemical potential, which denotes a
high degree of tuning orthogonality between the two proper-
ties. Good orthogonality facilitates emptying the QD (fewer
gate compensations are required to obtain N = 1) and tuning
the reservoir coupling with minimal effect on the shift in the
charge stability diagram (quicker optimization of relaxation
and coherence times). For a single gate, the orthogonality be-
tween the tunnel rate and the chemical potential tunability is
optimized by maximizing the ratio ∆Γi

∆µi
=

β′

i

αi
≡ βi. We

rewrite this in an analogous form to the lever arm:

∆Γi = βi∆µi (3)

To obtain βi, one must measure the change in both tunnel rate
and chemical potential for a change on the gate voltage ∆Vi.
In practice, this is impossible because a change in a single
voltage moves the QD level out of resonance with the Fermi
level, and a change in tunnel rate cannot be determined. Thus,
one must consider the effect of two gate voltages changing and
compensating each other such that the QD chemical potential
is always in resonance with the Fermi level. Continuing the
analogy with the lever arm, we assume that the total change in
tunnel rate is simply the sum of the contributions of each gate
that has changed. For two gates 1 and 2, this results in

∆Γ1,2 = ∆Γ1 +∆Γ2 = β1α1∆V1 + β2α2∆V2 (4)

As the chemical potential has not changed, we have the addi-
tional constraint

∆µ1,2 = ∆µ1 +∆µ2 = α1∆V1 + α2∆V2 = 0 (5)

Combining Eq. 4 and Eq. 5, we can define the two-gate tunnel
rate orthogonality parameter as

β1,2 ≡ β1 − β2 =
∆Γ1,2

∆µ1

(6)

which is directly attainable from the measurements in Fig-
ure 2 (b) of the main text. From the data, we extract a
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TABLE I. Measured devices characteristics. Devices A1 and A2 present the same layout, differing only in the spacing between the gates and
the width of the gates (A2 gates are more closely packed than A1 gates). For comparison, we label the devices by the distance between gates
AD and C2, and the distance between AD and AR tips (see Fig 1(c) /hlof the main text).

Device A1 A2 B

Reservoirs Single lead Single lead Double lead

Device dimensions
AD-C2: 60 nm,

AD-AR: 100 nm,
AD width: 100 nm

AD-C2: 25 nm,
AD-AR: 30 nm,

AD width: 75 nm

AD-C2: 30 nm,
AD-AR: 20 nm,

AD width: 50 nm

Mobility 4560 cm
2/V/s 4560 cm

2/V/s 11600 cm
2/V/s

Interface roughness 2.4 Å 2.4 Å 1.8 Å

Percolation density 6.0× 10
11
cm

−2
6.0× 10

11
cm

−2
1.6× 10

11
cm

−2

Scattering charge density 7.6× 10
10
cm

−2
7.6× 10

10
cm

−2
5.2× 10

10
cm

−2

Interface correlation length 26 Å 26 Å 22 Å

Wafer type 10 000 Ω-cm, n 10 000 Ω-cm, n 10 000 Ω-cm, p*

Polysilicon gate stack thickness 100 nm 100 nm 200 nm

Silicon gate oxide thickness 35 nm 35 nm 35 nm

*Device B contains a 99.95% Si28 enriched epitaxy layer.

TABLE II. Experimental parameters for various data sets of the main text, for devices A1 and A2.

Data Fig 1d Fig 2a Fig 2b, top inset Fig 2b, bottom inset Fig 4b

Device A1 A2 A1 A1 A2

AD 1.75 V 1.25 to 1.65 V 0.840 to 0.870 V 0.790 to 0.820 V 1.25 to 1.40 V

AR 3.0 to 6.0 V 3.0 to 6.0 V 4.4 to 4.9 V 4.2 to 4.5 V 6.5 V

C1 -1.0 V -3.0 V -1.0 V -1.0 V -1.0 V

C2 -3.0 V -1.4 V -3.0 V -3.0 V -3.0 V

C3 -1.0 V -1.4 V -1.0 V -1.0 V -1.0 V

C4 -1.0 V -1.0 V -1.0 V -1.0 V -1.0 V

TSET 2.59 V 2.0 V 2.45V 2.59 V 2.0 V

U -1.32V -1.4 V -3.19 V -2.32V -1.4 V

L -2.06 V -1.4 V -1.75V -2.06V -1.4V

AD’ 0.980V 0V 0.5127 V 0.980 V 0V

AR’ 7.0 V 0 V 7.0 V 7.0 V 0V

C2’ -3.0 V 0 V -1.0 V -1.0 V 0 V

C3’ -1.0 V 0 V -1.0 V -1.0 V 0 V

TSET’ 0 V 0 V 0 V 0 V 0 V

U’ 0V 0 V 0 V 0 V 0 V

L’ 0 V 0 V 0 V 0 V 0 V

Details
Thomas-Fermi

numerical
simulations.

Charge sensing,
fLI = 16.4 Hz (lock-in

frequency),
VSD = 100 µV

(source-drain voltage).

Pulse spectroscopy,
measured by charge

sensing,
fLI = 19 Hz,

VSD = 100 µV.

Single-shot measured by RF
reflectometry, carrier wave
f = 180 MHz, bandwidth

of 326 kHz.

Charge sensing,
fLI = 16.4 Hz,
VSD = 100 µV.

slope of ∆ΓAR,AD

∆VAR
= 5.9 ± 0.7 decades/VAR, describing the

change in tunnel rate induced by a change in both VAR and
VAD. With a lever arm αAR ∼ 0.007 eV/V, we determine
βAR,AD = 0.9± 0.3 decades/meV.

For comparison, we extract β1,2 for a multilayer enhance-
ment mode Si/SiGe device which uses a dedicated barrier gate

located directly on top of the tunnel barrier, sandwiched be-
tween the reservoir and QD gates (Zajac et al.1). Information
on the tunnel rates are determined from the stability diagram
of the tunnel barrier gate LB1 and the QD gate L1 (Fig. 2a
of Zajac et al.1). To more easily compare this data to our de-
vice, we relabel LB1→BG and L1→AD. The voltage ranges
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TABLE III. Experimental parameters for various data sets of the main text, for device B. All measurements are made with a Lock-In frequency
of 492.6 Hz and a source drain bias of 50 µ V rms.

Data Fig 3b and 3c Fig 3d Fig 4a Fig 4b

Device B B B B

AD 1.2 to 1.8 V 0.9 to 1.6 V 1.8 V 1.21 to 1.8 V

AR1 3.0 to 7.0 V 5.15 to 8.0 V 5.0 V 5.0 V

AR2 3.5 V 3.15 to 4.75 V 3.0 V 3 to 3.1 V

C1 -2.7 V -1.5 V -6.7 to -5.3 V -6.7 to -0.76 V

C2 -4.0 V -3.0 V -3.0 V -3.0 V

C3 -0.26 V 0 V -0.26 V -0.26 V

C4 -4.2 V -4.2 V -4.2 V -4.2 V

TSET 2.61 V 0 V 2.53 V 2.53 V

SETR1 2.5 V 0 V 2.5 V 2.5 V

SETR2 2.5 V 0 V 2.5 V 2.5 V

U -1.5 V 0 V -4.8 V -4.8 V

L -4.8V 0V -0.92V -0.92 to -1.26 V

Dev A2
C1=0V

V
A

R
 (
V

)

VAD (V)

0.8

5.0

4.0

0.9 1.0

(c)

Dev A2
C1=-1V

V
A

R
 (
V

)

VAD (V)
0.9 1.1

5.5

4.0

1.0 1.2

(d)

Dev A2
C1=-2.0V

V
A

R
 (
V

)

VAD (V)
1.2 1.4

5.0

3.5

1.3 1.5

(e)

V
A

R
 (
V

)

VAD (V)
1.4 1.6

5.0

3.5

1.5 1.7

Dev A2
C1=-3.0V

(f)

V
A

R
 (
V

)

VAD (V)
0.8

5.0

3.5

0.9

(b)Dev A2

100 nm

TSET

U

L

C3

C2

C4

C1

AD

AR

C2’

C3’
AR’

AD’

TSET’

U’

L’

Symmetry axis

(a) dlog(Φ(ISET ))/dVAD -1 (a.u.)1.5

Dev A1
C1=-1.0V

dlog(Φ(ISET ))/dVAD -1 (a.u.)1

dlog(Φ(ISET ))/dVAD -1 (a.u.)1dlog(Φ(ISET ))/dVAD -1 (a.u.)1dlog(Φ(ISET ))/dVAD -1 (a.u.)1

FIG. 1. (a) SEM of single-lead device A2. The device has a symmetry axis between the two quantum dots. Experiments on device A2
involved the formation of a single quantum dot, on the left side of the device only (under AD).(b) Wide range stability diagram for device A1
corresponding to bottom right inset of Fig. 2(a) in the main text. The pale charge transitions on the left-hand side are transitions in the left QD,
which was activated for this measurement serie. The large features of device A1 and the small negative voltage on C1 are responsible for the
irregularities in the right dot transitions (right hand side). (c), (d), (e), (f) Stability diagrams for device A2, with all parameters kept the same
except for C1 gate voltage. A more negative voltage on C1 leads to more regular quantum dots, as expected.

studied show transition rates ranging from the measurement
sample rate (assumed to be at least 10 Hz) to the lifetime
broadened regime (kBTe

h
= 800 MHz for a reported electron

temperature of Te = 40 mK). This provides two coordinates
(Γ,VBG) to estimate the tunnel rate orthogonality, for which

we find ∆ΓBG,AD = 7.9decades
0.4VBG

= 19.8 decades/VBG. From
the reported lever arms and capacitance ratio for the QD and
barrier gates, we determine αBG = 0.022 eV/V, and thus
βBG,AD = 1.4± 0.5 decades/meV.

The definition of β1,2 lends itself to compare other devices
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and geometries as well, as β1,2 is independent of geometry
specific information like capacitances. The concept of β1,2

can also be extended to optimize QD devices for other char-
acteristics which may be useful for qubit operation. For ex-
ample, on can similarly define a parameter that describes the
orthogonality between a double-QD coupling and the double-
QD detuning, or a double-QD coupling and the valley split-
ting.

IV. VALLEY SPLITTING TUNING

In this section, we examine the spin filling and
singlet-triplet energy splitting in our silicon QDs using
magnetospectroscopy.1–3

The first 4 charge transitions from device B are shown as
a function of transverse magnetic field, at VAD=1.8 V, in
2(a). The first transition shows a shift in chemical poten-
tial consistent with a lowering of energy due to increasing
Zeeman splitting. The inflection point at B = BST in the
N = 1 → 2 charge transition indicates the magnetic field at
which the singlet-triplet (ST) transition occurs in the quantum
dot.4,5 The magnetospectroscopy for the N = 2 → 3 transi-
tion has an inflection at the same B-field as the N = 1 → 2
transition. This is consistent with a simple model for which
there are two valleys and the 2nd valley is loaded with a 3rd

electron as spin down. The inflection point again marks the
crossing of the spin up of the lower valley with the spin down
of the upper valley. The 4th electron then loads always spin
up, also suggesting that the next orbital energy is well offset
from this lower manifold, which is indeed consistent with the
order of 3 meV estimate from the Coulomb diamonds. This
spin filling also indicates a relatively small Coulomb repulsion
relative to orbital energy spacing.6

The magnetospectroscopy measurements are repeated for
different VAD, compensating with the confinement gate C1
to maintain charge occupation. We estimate the single parti-
cle valley splitting from EV S = gµBBST , assuming g = 2,
for devices A2 and B (2(b)). For device B, we extract a lin-
ear tunability of EV S with the accumulation gate voltage of
231±15 µ eV/V, the error range corresponding to a 95% con-
fidence interval on the fit. Roughly approximating the ver-
tical electric field as ∆FZ = ∆VAD/tox, where tox is the
gate oxide thickness, 35 nm here, we convert this tunability to
8.1± 0.6 µeV m/MV. The linear trend is qualitatively consis-
tent with theory and recent observations in MOS QDs.4,8

For device A2, although the measurements were too noisy
to extract a convincing tunability fit, all data points are lo-
cated into the confidence interval for device B’s tunability.
We note that differences in valley splittings between devices
A2 and B would be expected from variations in electrostatic

environments (e.g., gate layout and dimensions, distribution
of voltages to reach single electron occupation and threshold
voltages) and in interface roughness, approximately 20% dif-
ferent between the two samples.8

1D. M. Zajac, T. M. Hazard, X. Mi, K. Wang, and J. R. Petta, Applied Physics
Letters 106, 223507 (2015).
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FIG. 2. (a) In-plane magnetospectroscopy measurements for device
B, for transitions N = 0 →1, 1 → 2, 2 → 3, and 3 → 4, from a
stability diagram similar to Fig. 3(c) of the main text, at VAD=1.8
V. A lever arm of 31± 4 µ eV/mV is inferred assuming g=2, within
15% of the lever arm extracted from Coulomb peak width temper-
ature dependence.7 BST indicates the magnetic field at which the
singlet-triplet transition occurs. (b) Extracted valley splitting EV S

as a function of the dot accumulation gate voltage VAD. The dia-
monds (blue) data points are for device A2 (single-lead, Fig. 1), and
the circles (red) data points are for device B (two-leads, Fig. 3(a) of
the main manuscript). Dashed red line indicates the fit for the valley
splitting tunability of device B, and the 95% confidence range (CI) is
indicated by the red filled region.
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Annexe B

Circuit électronique pour la commande ou le

couplage de charges ou de spins simples et

procédés associés

Cette annexe présente la publication d’application du brevet intitulé «Circuit électronique pour la

commande ou le couplage de charges ou de spins simples et procédés associés/ Electronic circuit for control or

coupling of single charges or spins and methods therefor», dont les inventeurs sont Michel Pioro-Ladrière,

Sophie Rochette, John King Gamble, Gregory A. Ten Eyck, Martin Rudolph, et Malcolm Carroll.

L’application provisoire a été faite le 8 juin 2016, et l’application PCT (Patent Cooperation Treaty)

le 8 juin 2017.
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ELECTRONIC CIRCUIT FOR CONTROL OR 
COUPLING OF SINGLE CHARGES OR 
SPINS AND METHODS THEREFOR 

[ 0001 ] This application claims priority to U . S . provisional 
patent application Ser . No . 62 / 347 , 346 filed 8 Jun . 2016 . 

STATEMENT REGARDING 
FEDERALLY - FUNDED RESEARCH 

[ 0002 ] This invention was supported , in part , under Con 
tract DE - AC04 - 94AL85000 between Sandia Corporation 
and the U . S . Department of Energy . The U . S . Government 
has certain rights in this invention . 

TECHNICAL FIELD 
[ 0003 ] This invention relates to quantum computing , and 
in particular to a micro - electronic circuit for control or 
coupling of single charges or spins , quantum computing 
systems incorporating the circuit and methods therefor . 

[ 0010 ) Once spins are initialized , the actual computation 
can begin . A computation can be executed by an adequate 
combination of single spin rotations ( R ) and exchange 
coupling between neighboring spins ( I ) ( FIG . 21 ) . Arbitrary 
single spin rotations are generally realized with the appli 
cation of electron spin resonance ( ESR ) pulses ( FIG . 2d ) . 
Being a very short range interaction , the exchange coupling 
is turned on and off by modulating the tunnel barrier 
between adjacent quantum dots ( FIG . 2e ) . 
[ 0011 ] Finally , the ability to readout some or preferably all 
of the qubits is necessary to determine the result of a 
quantum calculation . In some implementations , this can be 
obtained by spin dependant tunneling to the reservoir , where 
the electron occupation in the dot remains one if the spin is 
up , and becomes zero if the spin is down . The change in 
occupation is detected by charge sensing ( FIG . 2g ) . 
[ 0012 ] . In some attempts , control of coherent electron spin 
states in quantum dots is limited by short coherence times 
( very short stability of the superposition state ) . In this sense 
qubits are very fragile entities . The challenge is to protect the 
state of a qubit from the surrounding environment long 
enough to achieve a sufficient number of logic operations on 
the quantum state for useful calculations . In order to achieve 
this feat , the surrounding environment has to be controlled 
to the fullest extent possible . It has been demonstrated that 
isotopically enriched 28Si substrates offers sufficiently long 
coherence times for robust quantum computing with spin 
qubits in quantum dots . 

Quantum Dots 

BACKGROUND 
[ 0004 ] In quantum computing , there is a need for means 
for controlling and coupling of single charges and spins . 
[ 0005 ] In accordance with one approach for the encoding 
and manipulation of quantum information , what is required 
is confinement of single electrons . The spin degree of 
freedom of the electron provides a natural two - level quan 
tum system to encode the information in the form of a 
quantum bit ( qubit ) , the fundamental unit of quantum infor 
mation . In this case , the qubit includes a spin up state ( state 
0 ) , a spin down state ( state 1 ) , and interim states that are a 
superposition of both the spin up and spin down states at the 
same time . The states of a qubit can be represented as points 
on the surface of a sphere ( the Bloch sphere ) , as depicted in 
FIG . 1 . 
[ 0006 ] Of the variety of approaches to confining electron 
spins , confinement of a single electron spin in solid - state is 
sought with the goal of integration with solid - state ( micro - ) 
electronics . Quantum Dots ( CDs ) provide such confinement 
by using , in some implementations , electric control gates on 
a semiconductor substrate . Frequently used substrates 
include silicon ( Si ) , aluminum gallium arsenide heterostruc 
tures ( AIGaAs / GaAs ) , silicon germanium heterostructures 
( Si / SiGe ) , and indium arsenide ( InAs ) . 
Quantum Computation with Spin Qubits in Quantum Dots 
[ 0007 ] Quantum computation is generally represented as a 
sequence of operations requiring precise functionalities 
from a physical circuit . A typical sequence is represented in 
FIG . 2 for a circuit constituted of single electron spin qubits 
with quantum dots . 
[ 0008 ] What is required first is an array of quantum dots 
( QDs ) and , in some implementations , their reservoir ( R ) , 
like in FIG . 2a . Then each quantum dot is initialized with 
one electron from its reservoir , as illustrated in FIG . 2b . A 
means for detecting the charge occupation of the QD is thus 
necessary . This is usually achieved by counting electrons 
with proximal charge sensors , e . g . quantum point contacts , 
single electron transistors ( SET ) , or capacitively coupled 
electrodes . 
[ 0009 ] The next requirement is the ability to initialize all 
the qubits to a known state . It is performed in some 
implementations by applying an external magnetic field to 
polarize the spins , as depicted in FIG . 2c . 

[ 0013 ] Many architectures for quantum dots have been 
proposed . Prior art comes in two forms : arena designs and 
local accumulation designs . Both forms have been success 
ful in demonstrating several functionalities necessary to 
quantum computation . 
[ 0014 ] Arena designs rely on electrostatic gates to deplete 
regions of a two - dimensional electron gas ( 2DEG ) , formed 
by an heterostructure and / or by a global accumulation gate . 
FIG . 3A is a typical implementation published in the litera 
ture . The electrostatic gates ( dashed structures ) define two 
quantum dots , QD1 and QD2 , tunnel coupled to each other 
and to reservoirs R1 and R2 . A nearby single electron 
transistor ( SET ) formed by reservoir R3 , QD3 and reservoir 
R4 is used as a charge sensor of the Double - Quantum - Dot 
( DOD ) . Barrier gates 341 , 342 and 343 control the tunnel 
barriers between the reservoirs and the dots , represented by 
the double arrows . Barrier gates 342 and 331 control the 
tunnel barrier between the dots , also represented by arrows . 
Confinement gates 351 to 354 define the size of quantum 
dots . Plunger gates 352 and 353 set QD1 and QD2 charge 
states . Gate 371 sets the tunnel barriers and the charge state 
of the SET . The region labeled 2DEG represents electrons 
not confined by the gates . The scale bar indicates typical 
structure dimension in GaAs devices . 
[ 0015 ] . FIG . 3B shows a cross section of the arena device 
in FIG . 3A , following a section along the points A and B in 
FIG . 3A . The 2DEG is formed in the quantum well layer 393 
of the heterostructure 392 . The depletion gates , such as 371 , 
351 , and 354 , deplete regions of the 2DEG to form the 
quantum dots QD3 , QD1 and QD2 . FIG . 3C shows a cross 
section of a device employing a global top gate ( 395 ) to 
create the 2DEG . The depletion gate layout is similar to the 
one of the device in FIG . 3A . A dielectric layer 394 isolates 
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the depletion gates such as 371 , 351 , and 354 , from the 
global top gate . Layer 391 is the gate oxide that isolates the 
2DEG from the gates . 
[ 0016 ] In local accumulation designs , dots and / or reser 
voirs can be formed directly by local accumulation gates 
instead of a combination of a global accumulation gate and 
electrostatic gate areas . Additional gates increase the con 
finement of accumulated regions and control the tunnel 
barriers . For example , in the article by Teck Seng Koh , John 
King Gamble , Mark Friesen , M . A . Eriksson , and S . N . 
Coppersmith titled Pulse - Gated Quantum - Dot Hybrid Qubit 
published in Physics Review Letters , PRL 109 , 250503 
( 2012 ) , there is disclosed a device geometry for a top - gated 
Si / SiGe heterostructure as illustrated in FIG . 4A . The Koh et 
al . article is also related to US patent application publication 
2015 / 0279981 published on Oct . 1 , 2015 . The quantum dot 
well is provided using an accumulation gate , while the 
reservoir is provided using a depletion mode tunnel barrier 
gate and confinement in the well is enhanced using various 
depletion mode gates . FIG . 4B is a further state of the art 
implementation published in the literature . Two quantum 
dots , QD1 and QD2 , are connected in series to reservoir R2 . 
A proximal single electron transistor formed by reservoir 
R3 , QD3 and reservoir R4 is used as a charge sensor of the 
double quantum dot DQD . The quantum dots and reservoirs 
are defined by accumulating electrons under electrostatic 
gates 401 , 402 , 412 , and 421 . Gate 451 ensures lateral 
confinement of the double quantum dot . Gates 431 , 442 , 
473 , and 474 control tunnel barriers between accumulated 
regions . The scale bar indicates typical structure dimension 
in Si devices . 
[ 0017 ] FIG . 4C shows a cross section of the local accu 
mulation device in FIG . 4B , following a section along the 
points A and B in FIG . 4B . While it is not apparent in FIG . 
4A for clarity , the different gates are stacked one on the other 
as depicted in FIG . 4C . Athin oxide ( not shown ) covers each 
gate to insulate it from the others . Gates 401 , 402 , 412 and 
421 accumulate locally the QDs and reservoirs , while gate 
451 laterally confines QD1 and QD2 . Gate 431 control the 
tunnel barrier between QD1 and QD2 , and gate 442 controls 
the tunnel barrier between QD2 and R2 . 

technology , thus harnessing the full potential of the semi 
conductor industry for large scale integration and manufac 
turing . 
[ 0020 ] It has been discovered that tunneling control 
between reservoirs and quantum dots can be simplified both 
in terms of water level fabrication and in terms of methods 
of control . 
[ 0021 ] A quantum dot architecture having a split accumu 
lation gate geometry is provided . The architecture includes 
a reservoir gate , a quantum dot gate , and a spatial gap 
between the two gates . The gates are placed on top of a 
semiconductor substrate , with or without an intermediate 
insulating or oxide layer . The reservoir gate is used to 
accumulate electrons in the substrate underneath , forming a 
reservoir . The electrons can originate from doped regions in 
the substrate , far from the quantum dot . The quantum dot 
gate is used to attract underneath one or more electrons from 
the reservoir in a controlled fashion , forming a quantum dot 
with a tunable discrete number of electrons . The gap 
between the two gates creates a natural tunnel barrier 
between the reservoir and the quantum dot . The split gate 
geometry allows tuning of this tunnel barrier , and thus 
control of the electron tunneling rate between the dot and the 
reservoir , with no need for an additional dedicated barrier 
gate , such as 442 in FIGS . 4B and 4C . 
[ 0022 ] Various configurations of the split accumulation 
gate geometry are provided for incorporation into a quantum 
dot array . Such an array can be used to form a quantum 
processing unit . Various embodiments of quantum process 
ing units based on the split gate geometry are also provided . 
Examples are provided on how quantum computing require 
ments such as single qubit and two qubits control , readout , 
and initialization can be integrated to those quantum pro 
cessing units . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0023 ] The proposed solution will be better understood by 
way of the following detailed description of embodiments of 
the invention with reference to the appended drawings , in 
which : 
[ 0024 ] FIG . 1 is an illustration of the Bloch sphere show 
ing the possible states of a qubit as points on its surface . The 
arrow pointing to a cross on the surface of the sphere 
represents an arbitrary superposition of the basis states 0 and 

SUMMARY 

10018 ] . The transistor is the basis of information technol 
ogy , the elementary unit of supercomputers predicting 
weather and the basis of portable computing providing 
access to knowledge to the whole world . The efficiency of 
transistors to process information resides in their integration 
by the millions into integrated circuits enabled by Comple 
mentary Metal - Oxide - Semiconductor ( CMOS ) technology , 
a class of integrated circuits . CMOS technology has enabled 
the era of information technology . The present invention 
facilitates a second information technology revolution using 
CMOS , by simplifying information processing in a quantum 
computer . Quantum computing seeks to exploit the proper 
ties unique to the world of the very small ” to solve complex 
problems . But the full potential of quantum computers has 
not been yet imagined . 
[ 0019 ] Spin qubits in quantum dots are a promising plat 
form for quantum information processing . The present 
invention allows to simplify the implementation and control 
of spin qubits in a scalable fashion using CMOS compatible 

[ 0025 ] FIG . 2A is a schematic diagram illustrating a 
quantum dot array of a quantum processing unit before 
initialization in accordance with a standard sequence for 
quantum computation ; 
[ 0026 ] FIG . 2B is a schematic diagram of charge initial 
ization of a quantum dot array of a quantum processing unit 
in accordance with a standard sequence for quantum com 
putation ; 
[ 0027 ] FIG . 2C is a schematic diagram of spin initializa 
tion of a quantum dot array of a quantum processing unit in 
accordance with a standard sequence for quantum compu 
tation ; 
[ 0028 ] FIG . 2D is a schematic diagram illustrating elec 
tron spin rotation R of an electron trapped in a quantum dot 
of a quantum processing unit with an ESR pulse , in accor 
dance with a standard sequence for quantum computation ; 
[ 0029 ] FIG . 2E is a schematic diagram illustrating 
exchange coupling J of two electron spins by exchange 
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interaction in two adjacents quantum dots of a quantum 
processing unit in accordance with a standard sequence for 
quantum computation ; 
0030 ] FIG . 2F is a schematic diagram illustrating a quan 
tum computation decomposed into a specific sequence of 
electron spin rotations R and exchange coupling J acting on 
an array of qubits , represented as horizontal wires labeled i ; 
[ 0031 ] FIG . 2G is a schematic diagram illustrating elec 
tron spin readout using spin - dependant tunneling . The top 
panel corresponds to the case where the spin orientation of 
the electron does allow tunneling to the reservoir , and the 
bottom panel corresponds to the case where the spin orien 
tation of the electron does not allow tunneling to the 
reservoir ; 
[ 0032 ] FIG . 3A is a schematic diagram showing a prior art 
implementation of an arena dual quantum dot ; 
[ 0033 ] FIG . 3B is a schematic diagram showing a cross 
sectional view through the layer structure of the prior art 
dual quantum dot implementation shown in FIG . 3A ; 
[ 0034 ] FIG . 3C is a schematic diagram showing a cross 
sectional view through the layer structure of another prior art 
implementation of an arena design dual quantum using a 
global accumulation gate ; 
[ 0035 ] FIG . 4A is a schematic diagram of a device geom 
etry for a top - gated Si / SiGe heterostructure in which the 
quantum dot well is provided using an accumulation gate , 
while the reservoir is provided using a depletion mode 
tunnel barrier gate and confinement in the well is enhanced 
using various depletion mode gates ; 
[ 0036 ] FIG . 4B is a schematic diagram showing a prior art 
implementation of a local accumulation design dual quan 
tum dot ; 
[ 0037 ] FIG . 4C is a schematic diagram showing a cross 
sectional view through the layer structure of the prior art 
dual quantum dot implementation shown in FIG . 4B ; 
[ 0038 ] FIG . 5A is a schematic diagram illustrating an 
embodiment of the split gate structure ; 
[ 0039 ] FIG . 5B is a schematic diagram illustrating a 
cross - sectional view of the embodiment of the proposed 
solution of FIG . 5A ; 
[ 0040 ] FIG . 5C is a schematic diagram illustrating the 
energy position of the conduction band minima in the 
semiconductor substrate , as defined by the electric potential 
of the gates and the spatial gap composing the embodiment 
of the proposed solution of FIG . 5A ; 
[ 0041 ] FIG . 6A is a schematic diagram illustrating a split 
gate quantum dot array structure in accordance with an 
implementation of the embodiment of the proposed solution ; 
[ 0042 ] FIG . 6B is another schematic diagram illustrating a 
split gate quantum dot array structure in accordance with 
another implementation of the embodiment of the proposed 
solution ; 
[ 0043 ] FIG . 6C is another schematic diagram illustrating a 
split gate quantum dot array structure in accordance with 
another implementation of the embodiment of the proposed 
solution ; 
[ 0044 FIG . 6D is another schematic diagram illustrating 
a split gate quantum dot array structure in accordance with 
another implementation of the embodiment of the proposed 
solution ; 
[ 0045 ] FIG . 6E is another schematic diagram illustrating a 
split gate quantum dot array structure in accordance with 
another implementation of the embodiment of the proposed 
solution . 

[ 0046 ] FIG . 6F is another schematic diagram illustrating a 
split gate quantum dot array structure in accordance with 
another implementation of the embodiment of the proposed 
solution . 
100471 FIG . 7A is a scanning electron microscope image 
showing plan view of a wafer level implementation of a 
prototype quantum dot device in accordance with the pro 
posed solution ; 
[ 0048 ] FIG . 7B is a schematic plot showing experimental 
data obtained in operating the quantum dot prototype in 
accordance with the proposed solution ; 
[ 0049 ] FIG . 7C is a schematic plot showing experimental 
data obtained in operating the quantum dot prototype in 
accordance with the proposed solution ; 
[ 0050 ] FIG . 7D is a schematic plot showing numerical 
simulations data obtained in simulating the operation of the 
quantum dot prototype in accordance with the proposed 
solution . 
[ 0051 ] FIG . 7E is a schematic plot showing experimental 
data obtained in operating the quantum dot prototype in 
accordance with the proposed solution ; 
[ 0052 ] FIG . 8 is a schematic diagram illustrating an imple 
mentation of capacitive charge sensing in the split gate 
quantum dot array structure illustrated in FIG . 6B ; 
[ 0053 ] FIG . 9A is a schematic diagram illustrating elec 
tron spin rotation of electrons trapped in the quantum dot 
array in accordance with an implementation of the embodi 
ment of the proposed solution illustrated in FIG . 6B , by the 
ESR method ; 
[ 0054 ] FIG . 9B is a schematic diagram illustrating elec 
tron spin rotation of electrons trapped in the quantum dot 
array in accordance with an implementation of the embodi 
ment of the proposed solution illustrated in FIG . 6B , by the 
EDSR method ; 
[ 0055 ] FIG . 10A is a schematic diagram illustrating cou 
pling by exchange interaction of electrons trapped in the 
quantum dot array in accordance with an implementation of 
the embodiment of the proposed solution illustrated in FIG . 
6B , using tuning of the barrier ; 
[ 0056 ] FIG . 10B is a schematic diagram illustrating cou 
pling by exchange interaction of electrons trapped in the 
quantum dot array in accordance with a modification of the 
implementation of the embodiment of the proposed solution 
illustrated in FIG . 6B , using detuning between the dots ; 
[ 0057 ] FIG . 10C is a schematic diagram illustrating cou 
pling by exchange interaction of electrons trapped in the 
quantum dot array in accordance with a modification of the 
implementation of the embodiment of the proposed solution 
illustrated in FIG . 6E , using a dot as a coupler ; 
[ 0058 ] wherein similar features bear similar labels 
throughout the drawings . While the layer sequence 
described is of significance , reference to " top " , " bottom " , 
" left ” and “ right " qualifiers in the present specification is 
made solely with reference to the orientation of the drawings 
as presented in the application and do not imply any absolute 
spatial orientation 

DETAILED DESCRIPTION 
[ 0059 ] In some embodiments , there is provided a method 
of forming a quantum dot and a reservoir and controlling the 
rate of transfer of charges , namely electrons or holes , 
between them in a semiconductor device for use in a 
quantum computer . The method can comprise using a split 
gate geometry for the accumulation gates of the quantum 



US 2019 / 0130298 A1 May 2 , 2019 

semiconductor device , where a distinct gate is used to form 
a quantum dot , and another distinct gate is used to form the 
reservoir for the quantum dot , with a spatial gap between the 
two gates . 
[ 0060 ] The split gate geometry is illustrated in FIG . 5A . A 
positive voltage applied on gate 511 defines the reservoir R 
in the semiconductor substrate underneath . A positive volt 
age applied on gate 501 defines the quantum dot QD in the 
semiconductor substrate underneath . The spatial gap 
between the two gates is labeled S , and it defines a tunnel 
barrier T in the semiconductor substrate underneath . Scale 
bar indicates typical dimensions in a silicon device . FIG . 5B 
shows a schematic cross - sectional view of the quantum 
semiconductor device including a split gate geometry and 
the regions it defines in a semiconductor substrate . Region 
590 is the accumulation gate layer , with 501 the QD accu 
mulation gate , 511 the reservoir accumulation gate , and S 
the spatial gap . Region 591 is the dielectric layer isolating 
the gates from the substrate ( 592 ) . The reservoir R , the 
quantum dot QD , and the tunnel barrier T are formed at the 
interface between regions 591 and 592 . 
10061 ] FIG . 5C shows the energy of the conduction band 
following the axis reservoir - dot in the device illustrated in 
FIGS . 5A and 5B when positive voltages are applied on 
gates 501 and 511 . The reservoir R is filled with electrons 
occupying a continuum of energies , and the quantum dot QD 
presents discrete energy levels , indicated by horizontal lines . 
Between the dot and the reservoir , the tunnel barrier T sets 
the tunneling rate T of electrons . The barrier is often 
characterized by its height h and width w . Tuning of the 
barrier involves modifying h and / or w and can affect I . 
[ 0062 ] The method for controlling the rate of transfer of 
electrons between an electron reservoir and a quantum dot in 
a semiconductor device presenting a split gate geometry as 
described above can comprise adjusting the potential of the 
reservoir accumulation gate to adjust the transfer rate of 
electrons between the reservoir and its corresponding dot 
and compensating accordingly the voltage on the dot accu 
mulation gate to maintain the dot occupation number con 
stant . The split gate geometry , using only two gates and a 
spatial gap between them , can perform reservoir formation , 
quantum dot formation , and tunnel rate control . With prior 
art implementations of local accumulation devices , those 
three functionalities are performed with accumulation gates 
for reservoirs and quantum dots formation , and one or more 
barrier gates for tunnel rate control . 
[ 0063 ] The invention as described could be used to sim 
plify design and control of local accumulation quantum dots 
in silicon , silicon germanium heterostructures , gallium 
arsenide heterostructures , or any other standard semicon 
ductor substrates . 
[ 0064 ] FIG . 6A is an implementation of a quantum dot 
array using the invention . The proposed geometry illustrated 
in FIG . 5A can be used to form a QD array . The elementary 
unit 600a of the architecture illustrated in FIG . 6A , is 
composed of the reservoir gate 611 , QD charge gate 601 , 
spatial gap S , QD confinement gate 651 , reservoir confine 
ment gate 661 and coupling gate 631 . A positive voltage 
applied on gates 611 and 601 will form the reservoir R and 
the quantum dot QD , as well as the tunnel barrier T 
separating them . Confinement gates 651 and 661 help con 
fining the regions associated with the quantum dots and the 
reservoirs , respectively , when a negative voltage is applied 
to them . Modifying the voltage applied to coupling gate 631 

will control the tunnel barrier between two adjacent quan 
tum dots , which is important for two - qubit operations . This 
arrayed chain is illustrated as having 3 quantum dots with 
more on each side . The elementary unit 600a can be repeated 
as much as needed to provide an arrayed chain of quantum 
dots of any desired length . As illustrated in FIG . 6A , gates 
601 influence ( are connected to ) the QDs from the top using 
3D wafer level fabrication techniques . 
10065 ] . It will be appreciated that the embodiment of FIG . 
6A provides control for the reservoir accumulation mainly 
via gate 611 and the QD charge occupation mainly via gate 
601 , and provides a simplified control over the tunnel 
properties in terms of number of required gates over prior art 
implementations , such as the one illustrated in FIG . 4A in 
which an additional depletion mode gate is used to control 
the tunnel rate , by using only gates 611 and 601 and no 
dedicated barrier gate to control the tunnel rate . 
[ 006 ] The split gate geometry can be adapted for 2D 
wafer level fabrication techniques for example as illustrated 
schematically in FIG . 6B . In accordance with this imple 
mentation of the embodiment of the invention , two confine 
ment gates 651 and 653 can be employed instead of one , to 
deplete the region under the arm of gate 601 when a positive 
voltage is applied to it . Alternatively , in accordance with 
another embodiment of the invention , illustrated in FIG . 6C , 
a single confinement gate 651 could be used . Scale bars in 
FIGS . 6A , 6B and 6C illustrate typical dimensions needed 
for the implementation of every function of a scalable 
quantum information processing device in a silicon sub 
strate . 
[ 0067 ] The arrangement of the reservoirs R need not be on 
one side of the device . Alternatively , reservoirs can be 
arranged as desired , for example alternatingly on different 
sides as illustrated in FIGS . 6D and 6E . It will be appreciated 
that the quantum dots and reservoirs need not be arranged in 
a straight line but can follow different arrangements that 
permit controlled coupling between the qubits , whether a 
curved line or a staggered pattern . 
[ 0068 ] Coupling gates between the quantum dots QD need 
not be present , as illustrated in FIG . 6E . 
[ 0069 ] A second reservoir R can be added in series with 
the first reservoir and the quantum dot to perform transport 
measurements . This is illustrated in FIG . 6E , where the QD 
gate 601 is placed in between the reservoir gates 611 and 612 
so that a current can flow across the reservoir under 611 
through the QD under 601 and across the reservoir under 
612 . The reservoirs need not be arranged in front of one 
another to perform transport measurement . The arrangement 
of FIGS . 6A , 6B , 6C , 6D and 6E also allow transport from 
one reservoir to another through QDs in series with them , 
such as from the reservoir under 611a to the reservoir under 
611b through QDs under gates 601a and 601b successively . 
[ 0070 ] FIG . 7A illustrates a plan view of a QD structure 
implemented in accordance with the proposed solution dem 
onstrating tunnel rate control , dot formation and reservoir 
formation with the split gate geometry . All gates are 2D 
wafer level manufactured of polycrystalline silicon . A posi 
tive voltage is applied on gate 711 to form the reservoirs R1 
at the interface between the substrate and the dielectric layer 
( like layer 592 in FIG . 5B ) . A positive voltage is applied on 
gate 701 to form the quantum dot QD1 at the interface 
between the substrate and the dielectric layer . A positive 
voltage is applied to gate 722 to form the reservoirs R2 and 
R3 and the dot QD2 of the SET , to be used as a charge 
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[ 0074 ] FIG . 7E shows an experimental data plot obtained 
from mathematical treatment of the stability diagram of FIG . 
7C . Data points correspond to the calculated gate to dot 
capacitance ratio of gates 711 and 701 , as a function of the 
voltage applied to gate 711 , for the transition between 
regions 2 and 3 of FIG . 7C . The curve is a fit to the data 
points , and is approximately exponential . FIG . ZE shows 
that the gate to dot capacitance ratio for gates 711 and 701 
diminishes with increased gate 711 voltage . This indicates 
that the gate 711 becomes less and less efficient at displacing 
the dot energy level as its voltage is increased . 
[ 0075 ] In accordance with the proposed solution , forma 
tion of a reservoir and a quantum dot and control of 
tunneling rate between them is provided with a minimal gate 
count and a single gate stack . This simplification in gate 
architecture is advantageous for scalability . From an opera 
tional perspective , the proposed solution facilitates the con 
trol , readout and initialization of multiple quantum dots 
charge states , since it ' s possible to attach a reservoir to each 
dot in a 1D quantum dot array . Furthermore , the proposed 
solution was demonstrated in a device fabricated by an 
entirely CMOS compatible process , using a single stack of 
polysilicon gates and substractive lithography processes . 

sensor . Gates 773 and 774 help to control the tunnel barriers 
of the SET , and are operated with negative voltages . Gates 
743 and 752 enhance confinement of the SET and are 
operated with a negative voltage . The voltage applied on 
gates 731 and 742 helps confine the quantum dot QD1 . The 
current through the SET is measured to obtain the charge 
state of QD1 . A gap exists between gates 701 and 711 . This 
spatial separation forms the tunnel barrier T between QD1 
and R1 . The axis along the arrow between points A and B is 
the axis of measurement for FIG . 7D . 
[ 0071 ] FIG . 7B illustrates experimental data plots showing 
the effect of reservoir gate 711 and dot gate 701 on the tunnel 
rate between the reservoir R1 and the dot QD1 . In this 
stability diagram , gates 701 and 711 are swept through 
control potentials to navigate the charge states of QD1 , and 
the current through the SET is measured . Charge states are 
indicated as ( N ) , where N is the number of electrons in QD1 . 
Taking the derivative of the SET current as a function of gate 
701 voltage , transitions become visible . Those transitions 
are designated by arrows and correspond to transitions in the 
number of electrons in QD1 . Inset shows the measured 
tunnel rate as a function of gate 711 voltage for the colored 
points on the transition in the background stability diagram . 
The voltage on gate 701 is also slightly different for each 
data point , as increasing the voltage on gate 711 moves the 
dot energy states , and this must be compensated with a 
diminution of the voltage on gate 701 to keep the number of 
electrons constant in the quantum dot . Data in the inset 
indicates an increase in tunnel rate as a function of gate 711 
control voltage . 
[ 0072 ] FIG . 7C illustrates an experimental data plot dem 
onstrating a technique for efficient charge initialization in a 
quantum dot using the proposed solution . In this stability 
diagram , gates 701 and 711 are swept through control 
potentials to navigate the charge states of QD1 , and the 
current through the SET is measured . Charge states are 
indicated as ( N ) , where N is the number of electrons in QD1 . 
Transitions corresponding to transitions in the number of 
electrons in QD1 are designated by arrows . The region N = 0 
is identified by the absence of further transitions in the 
signal . In prior art implementations , where a split gate 
geometry is not used to control the tunnel rate between the 
dot and the reservoir , the identification of the N = 0 region is 
complicated by the fact that further transitions might not be 
visible because of a too low tunnel rate . In accordance with 
the proposed solution , sweeping only gates 701 and 711 
allows to scan the entire parameter space , going from a 
lower tunnel rate region to a higher tunnel rate region in a 
single scan . This principle is demonstrated experimentally in 
FIG . 7B . This technique is useful to detect the last transition 
with a single stability diagram , as even if it is not visible in 
a lower tunnel rate region , it will become apparent in the 
higher tunnel rate region of the stability diagram . 
[ 0073 ] FIG . 7D illustrates numerical simulation data 
obtained in simulating the operation of the quantum dot 
prototype in accordance with the proposed solution . The 
conduction band edge along the AB axis shown in FIG . 7A 
is obtained at increasing reservoir gate 711 voltages , from 3 
to 4 V , with 0 . 25 V increments . The simulations show that 
increase of the gate 711 voltage lowers the tunnel barrier 
height and reduces its width . This is consistent with the 
observed associated increase in tunnel rate for experimental 
data as in FIG . 7C . 

Quantum Processing Unit 
[ 0076 ] Multiple Quantum Dot ( QD ) structures proposed 
herein can be used in providing algorithmic and / or logical 
calculations in a quantum computing unit of a central 
processing unit . Examples of integration of essential func 
tionalities for quantum computation to QD array structures 
implemented with the split gate geometry are provided . 
Those functionalities include ( i ) charge sensing , ( ii ) charge 
initialization , ( iii ) single spin rotations , and ( iv ) exchange 
coupling . 
[ 0077 ] For simplicity , ancillary electronic components 
providing : memory storage such as random access memory 
storage , input data registers , input address registers , output 
data registers , output address registers , latches , etc . are not 
illustrated 
[ 0078 ] In accordance with the proposed solution , FIG . 8 
illustrates the architecture of an implementation in which 
capacitive charge sensing is employed in a QD array struc 
ture illustrated in FIG . 6B . In this implementation , confine 
ment gate 853a from unit cell 800a is connected to an 
inductance L and to a radio - frequency source RF - in . 
Changes in the occupation number of the associated QD 
modify the capacitance between 853a gate and the QD . This 
affects the resonance frequency of the RLC resonator , and 
thus the reflected signal RF - out . Each QD in the array can 
employ a corresponding charge detection circuit for 
improved sensitivity . Without limiting the invention , in 
alternate variant implementations the charge detection cir 
cuit could also be integrated to gate 811 or 851 . Other 
implementations could include different readout circuits 
sensitive to the change in the occupation number of the QDs 
through their capacitance to field - effect - transistors ( FET ) or 
capacitive bridges ( see U . S . Pat . Nos . 5 , 889 , 288 and 7 , 830 , 
695 ) . Alternatively , other proximal charge sensors such as 
single electron transistors can also be included in a quantum 
dot array in accordance with the proposed solution , as 
evident with the prototype presented in FIG . 7A . 
[ 0079 ] In accordance with the proposed solution , charge 
initialization of a quantum dot is obtained by sweeping 
through control potentials for the reservoir accumulation 
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gate ( like gate 811a in FIG . 8 ) and the quantum dot 
accumulation gate ( like gate 801a in FIG . 8 ) . The transition 
indicative of the last electron leaving / entering the quantum 
dot in the resulting stability diagram is straigthforward to 
identify with the split gate geometry . This is due to the 
tuning of the tunnel rate , dot occupation , and reservoir 
density as the two accumulation gates are swept . The last 
transition will inevitably become apparent when the tunnel 
rate is high enough , event if it is not visible in a given 
regime . In an arrayed chain of quantum dots in accordance 
with the proposed solution , such a procedure is available to 
each quantum dot in the array . 
[ 0080 ] In accordance with the proposed solution , FIG . 9A 
schematically illustrates functional details of an implemen 
tation employing ESR for addressable single electron spin 
rotations employed in a QD array structure illustrated in 
FIG . 6B . An oscillating current loc is forced through a 
high - frequency antenna , producing an oscillating magnetic 
field Bac having a frequency fac . A property referred to as the 
Zeeman energy Ez of the electron spin in the QD under gate 
901a is initially off - resonance with Bor . The transverse 
electric field Ex can be controlled by applying a pulse of 
voltage V on the accumulation gate 901a , which affects the 
g - factor g of the electron , bringing Ez into resonance with 
fac . Other QDs in the array will not be brought into reso 
nance by this procedure applied to the gate 901a . The 
duration At of the pulse determines the amplitude of the spin 
rotation , while its phase determines the angle of rotation on 
the Bloch sphere . Every qubit in the chain ( QD array ) can be 
individually addressed by connecting each 901 gate to a 
corresponding pulsing circuit . 
[ 0081 ] In accordance with the proposed solution , FIG . 9B 
schematically illustrates functional details of another imple 
mentation employing Electron Dipole Spin Resonance 
( EDSR ) for addressable single electron spin rotations 
employed in a QD array structure illustrated in FIG . 6B . An 
asymmetrical strip of ferromagnetic material with magneti 
zation M , positioned on top of gate 911 for each qubit cell , 
provides an inhomogeneous transverse magnetic field B , for 
each QD . The external magnetic field component B , sets the 
Zeeman energies Ez of the QDs . An AC pulse of voltage V 
and frequency fac , in resonance with Ez of the addressed 
electron is applied to gate 951 and / or 953 of the correspond 
ing unit cell to oscillate the electron ' s position in the QD . In 
combination with the transverse magnetic field produced by 
the ferromagnetic strip which also has an inhomogeneous 
component Bx , applying the AC pulse produces an effective 
oscillating magnetic field Bac in resonance with Ez . The 
g - factor of each trapped electron in the chain can be indi 
vidually tuned using its gate 901 , which ensures a dot 
specific Zeeman energy . Consequently , other QDs in the 
array will not be brought into resonance by the pulse applied 
to the confinement gates of the addressed electron . The 
duration At of the pulse determines the amplitude of the spin 
rotation , while its phase determines the angle of rotation on 
the Bloch . 
10082 ] While not explicitly illustrated in FIGS . 8 , 9A and 
9B , the person skilled in the art will understand that the 
semiconductor device further comprises control circuitry 
connected to the reservoir accumulation gate and the quan 
tum dot accumulation gate for applying to the reservoir gate 
and the quantum dot gate a common polarity electrical 
potential to defines the tunnel barrier height , width and 
charge tunneling rate between the quantum dot well and the 

electric charge reservoir without relying on any barrier gate 
to control the charge tunneling rate . Such circuitry can also 
control voltages applied to the gates for setting charges in 
the quantum dot reservoirs , control charge movements , 
and / or control spin state setting and readout . 
[ 0083 ] The control circuitry can comprise but is not lim 
ited to : voltage sources , current monitors , voltage - to - current 
converters , attenuators , amplifiers , bias - tee to combine AC 
and DC signals , high frequency ( radio - frequency and micro 
wave ) sources , pulse generators , lock - in amplifiers , RLC 
circuits , filters . The control circuitry can either be connected 
externally to the quantum dot device , in a similar fashion to 
what is described in the article titled “ An addressable 
quantum dot qubit with fault - tolerant control fidelity ” by 
Veldhorst et al . and published in Nature Nanotechnology 9 , 
981 ( 2014 ) , or it could be integrated , in parts or in its 
entirety , directly to the quantum dot structure to form a 
single device , following proposals in the article titled “ Sili 
con CMOS architecture for a spin - based quantum computer " 
by M . Veldhorst et al . , arXiv : 1609 . 09700 ( 2016 ) and in the 
article titled “ Interfacing spin qubits in quantum dots and 
donors — hot , dense and coherent ” by L . M . K . Vandersypen 
et al . , arXiv : 1612 . 05936 ( 2016 ) . 
[ 0084 ] In accordance with the proposed solution , FIG . 
10A illustrates the architecture of an implementation in 
which exchange coupling is employed in a QD array struc 
ture illustrated in FIG . 6B . The coupling between two 
neighboring electrons formed under gates 1001a and 1001b 
is provided by switching on the exchange interaction J by 
increasing the voltage V applied on barrier gate 1031a . 
Increasing the voltage V on gate 1031a lowers the tunnel 
barrier between the two dots QDa and QDb , as illustrated in 
the schematic associated with the J > O region of the V versus 
t graph . The schematic shows the energy minima of the 
conduction band along the two adjacent quantum dots when 
the dot accumulation gates 1001a and 1001b are activated 
with a positive voltage . The horizontal dimension is spatial 
while the vertical dimension is representative of the con 
duction band energy . Both quantum dots contain a single 
electron occupying the discrete energy levels represented by 
horizontal lines . The arrows indicate the direction of the 
spin . By increasing the voltage on barrier gate 1031a during 
a finite time interval , the tunnel barrier is lowered , allowing 
for coupling to occur . As illustrated in the schematic asso 
ciated with the J = 0 region of the V versus t graph , the 
exchange coupling is turned off by increasing the tunnel 
barrier energy , which is done by lowering the voltage V 
applied on gate 1031a . Alternately , the exchange interaction 
J could be turned on and off by modulating the energy 
difference between Qda and QDb ( the detuning ) with volt 
ages applied to gates 1001a and 1001b , as represented in 
FIG . 10B . In this implementation , tunnel barrier gate 1031a 
is removed , since by setting the spatial gap between gates 
1001a and 1001b to a determined value , exchange coupling 
can be realized only via detuning with gates 1001a and 
1001b . In another version , the exchange interaction J could 
be modulated by the number of electrons present in a 
coupling quantum dot between the two quantum dots of 
interest , as represented in FIG . 10B . In this implementation , 
there is no need for tunnel barrier gates between the quantum 
dots . The exchange interaction J between QDa and QDc is 
turned on and off by the presence or absence of electrons in 
QDb , respectively . The number of electrons in QDb is tuned 
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by the voltage on gate 1001b . Electrons can be loaded or 
unloaded to QDb directly through reservoir Rb under gate 
1011b . 
[ 0085 ] The proposed solution can be applied to : solving 
problems intractable to solve via classical computing such as 
simulation of physical models ( weather prediction , molecu 
lar structures , etc . ) ; cryptography ; secure communications ; 
etc . Such application would be of interest at least to : 
scientific research ; pharmaceutics ; banking ; space explora 
tion ; government agencies ( agricultural , security , emergency 
response , population planning , etc . ) 
[ 0086 ] For certainty , process steps presented herein are 
understood to be employed in either in sequence or in 
parallel and not limited to the sequence described above . 
[ 0087 ) . While the invention has been shown and described 
with reference to preferred embodiments thereof , it will be 
recognized by those skilled in the art that various changes in 
form and detail may be made therein without departing from 
the spirit and scope of the invention as defined by the 
appended claims . 

1 . A semiconductor device for use in a quantum computer , 
the device comprising : 

a reservoir accumulation gate defining an electric charge 
reservoir in a semiconductor substrate ; 

a quantum dot accumulation gate defining a quantum dot 
well in the semiconductor substrate ; 

a gap between said reservoir accumulation gate and said 
quantum dot accumulation gate ; 

wherein said gap provides a tunnel barrier between said 
electric charge reservoir and said quantum dot well , and 
a common polarity electrical potential applied to said 
reservoir gate and said quantum dot gate defines a 
tunnel barrier height , width and charge tunneling rate 
between said quantum dot well and said electric charge 
reservoir without relying on any barrier gate to control 
the charge tunneling rate . 

2 . A semiconductor device for use in a quantum computer , 
the device comprising an arrangement of quantum dots and 
their related control structures , the device comprising : 

an array of reservoir accumulation gates defining electric 
charge reservoirs ; 

an array of quantum dot accumulation gates defining 
quantum dot wells with each one of said quantum dot 
gates arranged next to one end of a corresponding one 
of said reservoir gates with a gap therebetween to 
provide a tunnel barrier , a common polarity electrical 
potential applied to said reservoir gates and said quan 
tum dot gates defining a tunnel barrier height , width 
and charge tunneling rate between a respective one of 
said quantum dot wells and said electric charge reser 
voirs without relying on any barrier gate to control the 
charge tunneling rate ; and an array of barrier gates , an 
electrical potential applied to said barrier gates able to 
control charge spin coupling between charges trapped 
in said quantum dot wells . 

3 . The device as defined in claim 1 , further comprising : 
an array of control gates arranged near said reservoir gates 

and said quantum dot gates , an electrical potential 

applied to said control gates able to confine electrons 
within said quantum dot wells and said electron reser 
voirs ; 

4 . The device as defined in claim 2 , wherein said array of 
quantum dot gates provides a straight row of said quantum 
dot wells 

5 . The device as defined in claim 1 , wherein said device 
is a Complementary Metal - Oxide - Semiconductor ( CMOS ) 
device . 

6 . The device as defined in claim 5 , wherein said devices 
is made using 3D wafer level fabrication techniques . 

7 . The device as defined in claim 5 , wherein said devices 
is made using 2D wafer level fabrication techniques . 

8 . The device as defined in claim 5 , wherein said device 
comprises silicon 28 isotope enriched silicon substrate mate 
rial . 

9 . The device as defined in claim 1 , further comprising 
control circuitry connected to said reservoir accumulation 
gate and said quantum dot accumulation gate for applying to 
said reservoir gate and said quantum dot gate a common 
polarity electrical potential to defines said tunnel barrier 
height , width and charge tunneling rate between said quan 
tum dot well and said electric charge reservoir without 
relying on any barrier gate to control the charge tunneling 
rate . 

10 . A method of transferring charges between an electric 
charge reservoir and a quantum dot in a semiconductor 
device for use in a quantum computer , the method compris 
ing : 

providing a gap between a reservoir accumulation gate 
and a quantum dot accumulation gate in a semiconduc 
tor substrate ; 

applying a common polarity electrical potential to each of 
said reservoir gate and said quantum dot gate to create 
a tunnel barrier between a quantum dot well and an 
electric charge reservoir in said semiconductor sub 
strate 

adjusting the electrical potential to at least one of said 
reservoir gate and said quantum dot gate to adjust a 
tunnel barrier height , width and charge tunneling rate 
between said quantum dot well and said electric charge 
reservoir without relying on any barrier gate to control 
the charge tunneling rate ; 

said adjusting being done while detecting a number of 
charges in the quantum dot well or charge flow between 
the quantum dot well and the electric charge reservoir 
in said semiconductor substrate so as to provide in said 
quantum dot well a predetermined number of electric 
charges . 

11 . The method as defined in claim 10 , wherein a positive 
electrical potential is applied to each of said reservoir gate 
and said quantum dot gate , said predetermined number of 
electric charges being a number of electrons . 

12 . The method as defined in claim 11 , wherein said 
number of electrons is a single electron . 

13 . The method as defined in claim 10 , wherein said 
semiconductor device is as defined in claim 1 . 

14 . ( canceled ) 
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