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Abstract

We report on the search for top quark production in pp collisions at ..jS = 1.8 TeV

using the CDF detector at the Fermilab TeVatron. We assume Standard Model cou­

plings and search for an excess of events consistent with the decay tt --+ W+bW-1j.

We utilize the excellent resolution of the SVX silicon vertex detector to identify the

presence of b quarks via their secondary displaced vertex. We observe 32 candidate

events in which 40 jets are identified as b-quark jets. The background is estimated

to be 10.0 ± 2.8 tagged jets. The probability that a background fluctuation can ac­

count for the observed excess is 2.8 x 10-6 , which corresponds to 4.50' on a Gaussian

distribution. These data firmly establish the existence of the top quark.

We use a kinematic fitting procedure to directly determine the top quark mass.

We measure M t = 175 ± 11 GeV/ c2 . Assuming t he measured mass we calculate the

tt production cross section to be O'tt = 6.2 ± 1.9 pb. Both the measured mass and

the cross section are consistent with Standard Model expectations.
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Chapter 1

Introduction

Over the past two decades the Standard Model (SM) has enjoyed outstanding suc­

cess [1J - [5J. It is arguably one of the most comprehensive and predictive scientific

theories ever postulated. Elementary particle physicists use the SM to describe the

elementary constituents of matter (ie. those particles out of which all other mat­

ter is made) and the forces with which those constituents interact. The Standard

Model is described in considerable detail elsewhere [6J [7J [8J. Below, we include a

brief description of those aspects salient to this work.

1.1 Standard Model

The Standard Model postulates two types of elementary constituent matter, leptons

and quarks, which interact through the four forces known as the strong, electro­

magnetic, weak, and gravitational forces. Each force, in turn, is "mediated",

or carried, by a particle known as a boson. The strong, electromagnetic, weak, and

gravitational forces are mediated by a gluon (g), photon (-y), intermediate vector

boson (W± or ZO), and graviton, respectively. The strength of each force is char­

acterized by a coupling constant, Qi, where the subscript, i, denotes the particular

force with which the coupling constant is associated. Table 1.1 lists the four ele­

mentary forces and their associated mediating boson(s) and coupling constants. For

1



2 CHAPTER 1. INTRODUCTION

force boson coupling constant

gluons (g) QF{ ::::: 1, for large distances
strong

< 1, for small distances

electromagnetic photon ('Y) a: - .1
- 137

weak intermediate bosons a:w = 10-5

(W±, ZO)

gravitational graviton a:G = 10-38

Table 1.1: The elementary forces postulated by the Standard Model.

the physics discussed here, the gravitational force is too weak to play an important

role, and so is discussed no further. An example of a process mediated by each of

the weak, electromagnetic, and strong forces is given in Figure 1.1.

All observable matter in the universe is composed of the elementary particles

known, in the SM, as leptons and quarks. The most commonly known lepton (l)

is the electron (e). There also exist leptons known as the muon (JL) [9] and the tau

(T) [10]. The electron, muon, and tau all carry integral electric charges, -llel and

are spin ~h particles obeying Fermi-Dirac statistics. Each of these has an electrically

neutral partner particle known as a neutrino (ve , vI" or V'T) [11]. Table 1.2 lists the

three lepton "families". The e, JL, and T participate in interactions involving the

electromagnetic and weak forces, while neutrino interactions are mediated by only

the weak force. Each lepton has an anti-particle of equal mass but opposite charge.

Analogously, the 8M postulates 3 families of quarks (q). These are shown in

Table 1.2. The existence of the down (d), up (u), strange (s), charm (c), and
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u u
n d d P

d

~
u

=e--
II.

(0)

e- e-

e- e-

d d

P u u ,,0
u s

- u s K"1T' d d

(C)

3

Figure 1.1: Feynman diagrams of interactions mediated by the (a) weak force, (b)

the electromagnetic force, and (c) the strong force.
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(:)
The 3 lepton fa.milies of the Standard Model

(
Up ) (charm) (top)

down strange bottom

The 3 quark fa.milies of the Standard Model

Table 1.2: The elementary particles postulated by the Standard Model.

bottom (b) quarks has been experimentally verified [12] - [15]. The existence of

the top quark (t) has not previously been experimentally verified and is the subject

of this work. Quarks have fractional electric charge, +~ lei for the u and c, and

- ~ lei for the d, s, and b, and are spin iii particles obeying Fermi-Dirac statistics.

Quarks also have a "color charge", the strong force analog to the electric charge

of the electromagnetic force. There are three color charges somewhat whimsically

called "red", "green", and "blue"·. Quarks participate in interactions involving the

strong, electromagnetic, and weak forces. Each quark has an anti-particle (q) of

equal mass but opposite charge.

Through the strong interaction, quarks form bound states known as hadrons,

which are categorized according to whether they are triple-quark bound states (qqq),

known as baryons, or quark-anti-quark bound states (qq), known as mesons. The

most fa.miliar baryons are the proton and neutron, which are composed of the triple-

°Note that there is one electric charge, called "minus" (-), which has an anticharge, "plus" (+).
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quark bound states, uud and udd, repectively.

It is important to note that the mediating bosons of the strong force, gluons, also

carry color charge. This is in contrast to photons, which mediate the electromagnetic

force, but do not carry an electric charge. This has the important consequence that

gluons can interact directly with themselves. This difference between the photon

and the gluon accounts for the differences in the behavior (for lack of a better word)

of the electromagnetic and strong forces.

The electromagetic-interaction potential is of the form -air. Thus, it decreases

as the participating particles move farther apart - as r get larger, the strength

of the electromagnetic interaction gets smaller. On the other hand, the strong­

interaction potential has an additional term and is of the form -as Ir + kr. Thus, as

the participating quarks move farther apart, the strength of the strong-interaction

increases. This has the important consequence that quarks are not observed as

free particles, but are confined to only exist as constituent members of hadronic

bound states, as discussed above. This means that as a qq pair is pulled apart,

the strong-interaction coupling increases and therefore the energy density of the

color field between the quarks will increase. Eventually, the energy density will be

large enough to produce a new qq pair. Thus, instead of splitting the initial hadron

into its constituent quarks, an additional hadron is produced. At the high energy

colliders used by elementary particle physicists, this has the effect that the quarks

participating in the initial collision fragment into "jets" of hadrons [16]. Figure 1.2

shows a two jet event recorded with the CDF detector at Fermilab. Because gluons

also carry color charge, they too will produce jets. Experimental evidence for the

existence of gluons was first provided by the observation of three jet events in e+ e­

collisions [17].

Although quarks have not been observed as free particles t , their existence is

inferred from scattering experiments [12] which reveal that the proton has struc­

ture. In fact, from these experiments we can extract the proton structure func-

tWith the possible exception given in Reference [18].
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Figure 1.2: A picture of a CDP two jet event in the plane transverse to the pp beam

line.
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tion, Fp ( i, Xii Qp), which gives the probability that the constituent parton (quark or

gluon) i carries a fraction, Xi, of the total proton momentum, Qp [19]. Scattering

experiments also verify that quarks are "point-like", which implies that they are

structureless, elementary particles. The idea that hadronic structure is described

by point-like spin !1i constituents is known as the parton model [20], which factor­

izes a hadronic interaction cross section calculation into two pieces. We pictorially

represent a process involving the interaction of two hadrons' as shown in Figure 1.3.

We mathematically express this cross section as

(1.1 )

The first piece of Equation 1.1 involves the structure functions of the incoming

hadrons of Figure 1.3. It describes the probability that within the incoming hadron

p CpL there is a parton, i (j), carrying momentum fraction Xi (Xj). The sum is

over all partons, i, j, within each of the incoming hadrons p and p, respectively.

The second piece of Equation 1.1 is the short distance cross section for the process

ij ---t ab, where i and j are constituent partons of the incoming hadron and a and

b are the resulting outgoing partons, again, as shown in Figure 1.3. In this work,

we are interested in the specific case of pp ---t ttX, where X generically refers to the

rest of the partons in the event - that is, everything else except the tt pair.

1.2 Top Quark Production at the TeVatron

Ever since the discovery of the b quark in 1977 [15], high energy physicists have

been searching for its partner known as the top quark. It is required in the Standard

Model as the weak isospin partner of the b quark. Indeed, experiments confirm that

the b quark is a member of a weak iso-doublet [21], thus requiring the top quark to

exist if the SM is to remain viable. The mass of the top quark is not predicted within

the framework of the SM, but direct searches at the TeVatron collider at Fermilab

have placed a lower limit on its mass of 131 GeV/ c2 [22] at the 95% confidence level.
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Figure 1.3: Pictorial representation of a pp interaction as understood in the parton

model. The proton (anti-proton) structure function is given by F(i, Xi) ( F(j, Xi) ).

The short distance cross section for the reaction ij -+ ab is given by O"i,-+ob.
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Recently, CDF has reported direct evidence for top quark production and measured

a top quark mass of Mt = 174 ± lO~g GeVJc2 [23] [24]. Precision electroweak

measurements favor a top quark mass of M t = 177 ± ll~i~ [25].

In pp collisions top quarks are expected to be produced in pairs by both gluon­

gluon fusion,

and qq annihilation

99 -4 tt

qq -4 tI.

(1.2)

(1.3)

Each of these subprocesses is of order o~ ((') (o~)) and is calculated in Refer­

ences [26]. Cross sections have been calculated to next-to-leading order (NLO),

(') (01), in References [27]. As discussed in Reference [28], the (') (o~) and (] (01)

corrections are large, predominantly due to initial state gluon brehmsstrahlung, and

are approximately 10% (70%) for the qq (99) channel. Figure 1.4 shows the relative

contribution of the 99 and qq channels to the NLO production cross section for a.

top mass in the range 90 < M t < 200 GeVJc2 [28]. For a top mass of 175 GeVJc2,

qq annihilation is the dominant production mechanism at ..;s = 1.8 TeV, having a

cross section almost an order of magnitude larger than the gg channel. A more ac­

curate estimate of the NLO cross section is calculated using a resummation method

and yields cross sections ranging from 16.9 pb at a top quark mass of 140 GeVJc2

to 2.26 pb at a top quark mass of 200 GeV Jc 2 [28]. More recently, the NLO re­

summation calculation has been repeated using the Principle Value Resummation

technique [29] and yields consistent results with improved uncertainties.

In pp collisions at ..;s = 1.8 TeV, there are a variety of production mechanisms

which yield single top quarks. The dominant one is the W -gluon fusion process,

which produces single top quarks via

qg(W+9) -4 q'tb, (1.4)

where an incoming quark, q, radiates the W boson. Since these processes are ex­

pected to have significantly reduced cross sections with respect to the gg and qq
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Figure 1.4: The relative contribution to the total NLO tt production cross section

at the Fermilab TeVatron for the processes 99 -+ t1 (bottom curve) and qq -+ it

(top curve) as a function of top mass.
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processes [30], we do not considered them any further.

1.3 Search Strategy

11

In this search we assume Standard Model couplings so that the top quark pre­

dominantly decays into a W boson and a b quark. For masses greater than about

85 GeV /c2 , both the W boson and the b quark are real.

The tree level production and decay diagram is given in Figure 1.5. The final

event topology is determined by the W decays. Table 1.3 lists the braching ratios

for each of the possible final states. CDF employs a variety of counting experiments

to exploit as many decay channels as possible [31] [32] [33]. Here we consider only

those final states which contain a single high PT electron or muon from a leptonically

decaying W and ~ 3 jets from the hadronization of the two b quarks and the hadronic

decay of the remaining W. This "lepton plus jets" mode has a total branching ratio

of '"oJ 30%, with feed-down from semi-Ieptonic r decays accounting for 'V 5% of this.

Higher order W production, where the W is recoiling against significant jet

activity, as shown in Figure 1.6, is the dominant background source. The background

rate is 2-10 times larger than the event rate from top quark production. This ratio

can be considerably improved by requiring that at least one of the jets in the event

is identified as a B jet. Any jet thus identified is labelled as "B-tagged". The long

lifetime of B hadrons ((eTB) ~ 450 J-Lm) [34] and the boost they receive from the

decay of a heavy top quark allow for the B hadrons to typically travel some distance

from the primary vertex before decaying. As shown in Figure 1.7, the signature

of such a decay is the presence of a secondary vertex, displaced from the primary

vertex, in the event. In the analysis discussed here, we utilize the excellent resolution

of the silicon vertex (SVX) detector to partially reconstruct the secondary displaced

vertex of the decaying B hadron. Our dominant background source is then "W plus

heavy flavor", where one of the gluons in Figure 1.6 splits into a ec or bb pair.

We therefore define as our signal sample those events with a high PT, isolated
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b

Figure 1.5: Tree level diagram for tt production from qq annihilation.
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I decay mode branching ratio I

13

tt ~ (q7j'b)( q7j'b) 36/81

tt ~ (q7j'b)( evb) 12/81

it ~ (q7j'b)(J.1.vb) 12/81

tt ~ (q7j'b)(Tvb) 12/81

tt ~ (evb )(J.1.vb) 2/81

it ~ (evb)(Tvb) 2/81

it ~ (J.1.vb) (Tvb) 2/81

tt ~ (evb)( evb) 1/81

tt -t (J.1.vb)(J.1.vb) 1/81

tt -t (Tvb)(Tvb) 1/81

Table 1.3: Branching ratios for the various it decay modes assuming Standa.rd

Model Couplings. Under this assumption and in the mass region of interest

BR (t -t Wb) ;:::; 100%, with the subsequent decays of the W bosons determining

the final event topology. Here, q is taken to be any light quark - d, u, s, c.
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Figure 1.6: Tree level diagram for dominant background process ("W plus heavy

flavor") in the search for tt production at the Fermilab TeVatron.



1.3. SEARCH STRATEGY 15
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d · ,o ..
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L

Figure 1.7: Schematic of an SVX B-tag. The presence of a long lived particle in

jet 2 is signaled by the presence of a secondary vertex (svtx), whose transverse

displacement, Lxy , is measured in the x - y plane of the detector. We identify

tracks associated with the secondary vertex by requiring a large impact parameter,

do, with respect to the primary vertex (pvtx).
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lepton (electron or muon), missing transverse energy, t T (signalling the neutrino),

and ~ 3 jets (a.k.a. "W + ~ 3 jets"). We take as our top quark candidate events

all such events in which we've identified the presence of a b quark by tagging its

displaced vertex. Since top quarks in the mass range we are interested in tend

towards larger jet multiplicity and since the production cross section for W + n jet

events falls as "-' 1/as, we define as our control sample those events with a high PT,

isolated lepton, missing transverse energy, and ~ 2 jets (a.k.a. "W + 1 or 2 jets").

We expect the control region to be dominated by background and so can use this

sample to verify our background estimates.

1.4 Dissertation Outline

This dissertation proceeds as follows. In Chapter 2 we discuss the Fermilab accelera­

tor complex, which produces the necessary pp collisions, and the CDF detector used

to study these collisions. Chapter 3 describes the analysis. We begin with a detailed

study of b quark decays in top quark events and proceed with a detailed study of

signal formation in the SVX detector. With these things in hand, we next develop

and optimize a B-tag algorithm. The probability that a Standard Model top quark

event passes all the event selection criteria and is tagged by the B-tag algorithm is

then calculated as the total a detection efficiency. We conclude the chapter with a

discussion of our observations and their significance, and a measurement of the top

quark mass and production cross section.



Chapter 2

Experimental Apparatus

2.1 The Fermilab TeVatron

The CDF detector operates in a high luminosity hadron environment at the Fermilab

TeVatron Accelerator. The TeVatron layout is diagrammed in Figure 2.1. The

accelerator employs conterrotating beams of protons and anti-protons with energies

of 900 GeVeach to achieve a center of mass energy equal to 1.8 TeV. Due to various

accelerator limitations, the protons must go through several accelerator stages before

reaching the maximum energy.

The accelerator string is shown in Figure 2.2. The protons are first extracted

from a hydrogen gas bottle and accelerated to 750 keVin a Cockcroft-Walton ac­

celerator as H- atoms. The electrons are then stripped off and the protons are

accelerated to a kinetic energy of 200 MeV in a Linac 150 meters in length. They

are next transferred to the Booster ring, a synchrotron with a circumference of 475

meters, where they reach an energy of 8 GeV. Mterwards, they are injected into

the Main Ring, a synchrotron with a circumference of 6300 meters, where they are

boosted to an energy of 150 GeV. FinaJIy, the protons are injected into the TeVa­

tron, which lays just below the Main Ring, where they reach their peak energy of

900 GeV. This whole process takes about one minute, with the typical yield being

17
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approximately 1012 protons divided into 6 equally spaced "bunches".

Not all of the protons extraced from the gas bottle continue through the entire ac­

celeration process. Some are used to create anti-protons. The protons used in mak­

ing anti-protons are taken through the Linac, Booster, and Main Ring components

of the accelerator string exactly as described above except that in the Main Ring

they are only accelerated to 120 GeV. The protons are then extracted from the Main

Ring and focussed onto a copper foil to produce anti-protons. Only anti-protons with

an energy near 8 GeV are collected and sent to the Debuncher/Accumulator where

they are stochasticly cooled to reduce their momentum spread and "stacked". This

process continues until there are about "J 6.0 X lOll anti-protons in the ((sta.ck",

enough to begin injection into the Main Ring and eventually into the TeVatron.

The TeVatron operates with 6 anti-proton bunches, each containing approxima.tely

7.0 X 1010 anti-protons.

The instantanious luminosity ofthe TeVatron [35] is given in equation 2.1 as

£. _ 3'YfBNpNpF
\rut - P(Ep +€;i)

where the parameters are given as

'Y == relativistic factor of the proton (1066 at 1 TeV)

f == frequency of revolution (47.7 kHz)

B == number of proton and anti-proton bunches (6)

Np == number of protons per bunch ("J lOll)

Nii == number of anti-protons per bunch ("J 7.0 X 1010)

(2.1)

P == a single valued function of the azimuth position, related to the emittence,

evaluated at the interaction point

Ep (Ii) == 95% normalized transverse emittence ofthe proton (anti-proton) beam

F == form factor related to the bunch length at the interaction point and to p.
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Booster

Anti-proton Source
Debuncher
Accumulator

BO Interaction Region
(CDF detector)

DO Interaction Region
(DO dectector)

Figure 2.1: Layout of the Fermilab TeVatron Accelerator Complex.
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Figure 2.2: A flow chart describing each of the steps involved in accelerating protons

to 900 GeV at the Fermilab TeVatron.
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Assuming the emittences of the protons and anti-protons to be equal in equation

2.1 gives a luminosity that is proportional to two distinct quantities:

1. !!.2. == the phase space density of the protons
£1'

2. BNp == the availability of anti-protons.

It is these quantities and the accelerator effects that determine them that limit the

luminosity. Fermilab has begun a five year program to improve the luminosity of the

TeVatron by improving these quantites [35]. For a more detailed discussion of the

relevant accelerator characteristics and the Fermilab upgrade, the reader is referred

to [36], [37].

2.2 Run lA and Run IB

In this analysis we use 100 pb- 1 of data collected with the CDF detector at the

Fermilab Tevatron. The data is collected during two distinct periods of TeVatron

operation. The 1992-93 run is generally known as "Run 1A" while the 1994-95 run

is generally known as "Run 1B". The average instantaneous luminosity of a run 1A

(run 1B) store is 3 X 1030 (7 X 1030) cm-2 /s. The CDF detector is largely the same

for the two runs. The difference most affecting this analysis is the replacement of the

SVX detector with the SVX' detector. This is discussed more fully in Section 2.3.
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2.3 The Collider Detector at Fermilab

The Collider Detector at Fermilab (CDF) is a general purpose 1.4 Tesla solenoid

detector built to analyze proton anti-proton collisions at a center of mass energy

of 1.8 TeV. It employs several tracking systems within a magnetic field for momen­

tum analysis and various calorimeter systems to sample the energy of the outgoing

particles and jets. The detector is symmetric about the interaction point and in

the azimuth angle, and consists of three main sub-systems: the central detector,

the endplug detectors, and the forward detectors. A cross-sectional view of one

quadrant of the CDF detector is depicted in Figure 2.3. We define a coordinate

system that has the positive z-axis pointing along the beamline in the direction of

the protons. The positive y-axis is normal to the plane of the accelerator while the

x-axis is defined to lie in the plane of the accelerator and has its positive direction

defined to yield a right-handed coordinate system. The azimuth angle, <P, and the

polar angle, 0, are the traditionally defined spherical coordinates. We additionally

define the psuedorapidity, "I = -In (tan (0/2)).

A four level trigger system is employed to reduce the event acceptance rate to 1-2

Hertz (a factor of rv 105 in reduction). The first 3 levels (0-2) are hardware triggers

employed within the frontend readout electronics and reduce the event rate by a

factor of rv 104 while incurring a minimal deadtime. The Level 0 trigger requires a

coincidence crossing of the proton anti-proton bunches. The Level 1 trigger decision

is based on calorimeter and muon chamber information. It is set true is there are a

pair of contiguous calorimerter towers over threshold, or if there exists a candidate

muon stub in one of the central muon chambers (CMU, CMP, or CMX). The Level 2

decision is based on calorimeter, tracking, and muon information. The tracking

information is obtained from the Central Fast Tracker (CFT) [38], which relies on

the fact that, due to the Loretz angle of the CTC superlayers (cf. Figure 2.4),

tracks with a transverse momentum, PT, greater than 1 GeV/e have ionization drift

times of < 40 nsec. The CFT uses lookup tables of hit patterns to determine the
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Figure 2.3: A cross-sectional view of the CDF detector from the side. The interaction

region is in the lower right hand corner of the figure. The detector is forward­

backward symmetric about the interaction region.
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PT of a candidate track in bins of 2.2, 2.7, 3.4, 4.7, 7.5, 12.0, 18.0, 27.0 GeVle

(these are the 90% efficiency points). The CFT has a nominal PT resolution given

by 5PTIPi = 0.035 (GeVIe). The CFT tracks are then used in conjuction with

calorimeter and muon information to identify electron and muon candidates. Jet

clustering is also done at Level 2. An event is accepted at Level 2 if there exists

an electron or muon candidate, or if there exists significant jet activity. A Level 2

accept initiates a full detector readout. The scan time is on the order of 30 msec

and incurrs 10% deadtime. The final trigger Level 3 is a VAX ALPHA based filter

algorithm. The event rate out of the Level 3 is 1 - 2 Hertz. Events accepted at

- Level" 3 are written to tape. The 145k channels of the detector are read out, digitized,

and recorded by the CDF Data AcQuisition (DAQ) sytem. Signals from the various

detector components are read out on the front end by either a custom-made, crate­

based analog system known as RABBIT, or the standard commercial crate-based

FASTBUS.

The central detector consists of a solenoid magnet, a steel yoke, tracking cham­

bers, a pre-radiator, electromagnetic calorimetry, hadronic calorimetry, and muon

chambers. It covers the region -1.3 < TJ < 1.3, is symmetric in azimuth, and extends

7.3 meters along the beamline.

The central detector tracking system utilizes a large cylindrical axial wire drift

chamber (CTC), with an outer radius of 1.32 meters and a length of 3.21 meters,

in combination with a primary event vertex tagging device (VTX), both immersed

in a 1.4 Tesla magnetic field, to obtain charged particle tracking information with a

momentum resolution of 5PTIPi- = 0.002 (GeVIe). In addition, a silicon microstrip

detector (SVX) placed near the interaction region allows for the tagging of decay

vertices of long lived particles. A superconducting coil 3 meters in diameter and

5 meters in length generates the 1.4 Tesla magnetic field.

The CTC is segmented into 9 "superlayers" as shown In Figure 2.4. There

are 5 superlayers consisting of 12 sense wires aligned parallel with the z-axis (the

axial layers). These alternate with 4 superlayers consisting of 6 sense wires tilted
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30 relative to the z-axis (the stereo layers). Together these superlayers allow 3-D

tracking. The resolution of the CTC averaged over all layers is '" 400 p.m. For

tracks with 1771 < 1.0, the track finding efficiency is greater than 95%.

The SVX figures prominently into this analysis and merits a more thorough dis­

cussion. The geometry and layout of the SVX are shown in Figure 2.5. Table 2.1

is a comparative summary of the features of SVX and SVX' . The two detectors

are very similar. Differences will be noted below parenthetically. The SVX con­

sists of two barrels aligned along the beam direction with a gap of 2.15 cm between

them at z = O. Each barrel consists of four concentric layers of silicon strip detec­

tors segmented into twelve 300 wedges. Each layer is composed of 12 ladders (d.

Figure 2.6) 25.5 cm long. There are 12 X 4 X 2 = 96 ladders on the complete de­

tector. Each ladder contains three 8.5 cm long single sided silicon wafers. The

readout strips of the silicon are aligned parallel with the barrel axis. This pro­

vides ·2-D tracking information in the T - 4J plane. The front end readout circuit

provides sparse mode readout, so that only strips significantly over threshhold are

read out. Additionally, the readout circuit allows for a hardware subtraction of the

leakage current strip by strip. Typical gains are '" 15(21) mVIfC. The SVX(') has

a signal to noise ratio of 10 (15), a resolution of 15(13) p.m and a hit efficiency of

98(99)% per layer. Figure 2.7 shows the residual distribution for the SVX' detector.

Utilizing SVX and CTC information yields impact parameter resolutions asymptoti­

cally approaching 15 (13) p.m. The PT resolution of the combined SVX-CTC system

is 6P-r1 Pr = J(0.0009PT)2 + (0.0066)2, where PT is measured in units of GeV Ie.
The central electromagnetic calorimetry (CEM) utilizes alternating layers oflead

and scintillator arranged in a projective tower geometry with 6.'1 X 6.,p = 0.1 X 150

The towers extend 18 radiation lengths and have an energy resolution of uEIE =

13.5%IVE where E is measured in units of GeV. In each CEM tower, wire propor­

tional strip chambers (CES and CEW) located at shower maximum provide shower

shape information. The central hadronic calorimetry (CHA) utilizes alternating lay­

ers of iron and scintillator. It is located immediately behind, and shares the same
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554.00 mm tD.

2760.00 mm 0.0.

Figure 2.4: Transverse view of the CTC endplate demonstrating the 9 superlayer

geometry. The wire planes are titled 45° relative to the radial to account for the

Lorentz angle of the ionization drift velocity.
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Figure 2.5: An isometric projection of a single SVX barrel. Some ladders of the

outer layers have been left off to allow for a view of the inner layers. The SVX

detector is composed of two such barrels laid end to end, with their readout ends

facing one another at z = o.
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Figure 2.6: An SVX ladder used in barrel construction. Each barrel is made up of

48 ladders-12 ladders per layer over 4 layers.
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Figure 2.7: The (biased) residual distribution for the SVX1 detector.
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Figure 2.8: Schematic of a single CDF central calorimeter wedge. Each wedge is

composed of 10 towers. A single tower spans 6.'7 x 6.rjJ =0.1 x 150
• Wire proportional

strip chambers are located at shower maximum.
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geometry and segmentation as, the the electromagnetic calorimetry. The resolution

of the CHA is uEIE == 70%/../E. A single central calorimeter wedge is represented

in Figure 2.8.

The central muon chambers (CMU, CMP, CMX) use drift chambers operating in

streamer mode to measure the transverse momentum of muons. The CMU chambers

are situated at the end of the CHA and are segmented as A'7 X AtjJ = 0.1 x 12.6°.

The CMP chambers are situated behind an additional 0.6 meters of steel. The

additional steel reduces the rate of hadronic punchthrough by a factor of 30. Ap­

proximately 84% of the solid angle for 1'71 < 0.6 is covered by the CMU system, 63%

by the CMP system, and 53% by both. The CMX chambers cover 71% of the solid

angle in the region 0.6 < /'71 < 1.0 and increase the muon acceptance by 25% relative

to the CMU + CMP systems only. The CMU, CMP and CMX chambers have a

momentum resolution of 13% for muons with a transverse momentum greater than

8 GeV/c.

The endplug detectors consist of electromagnetic and hadronic calorimeters (the

PEM and PHA respectively) and cover the region 10° < (J < 30°. The endplug

detectors rest flush against the central detector to extend the total coverage in the

central region to -2.4 < '7 < 2.4. The PEM has a resolution of UBI E = 28%1v'E

and the PHA has a resolution of uEIE = 140%1.JE.

The forward detectors cover the small angle region from 1.7° < (J < 10° and con­

sist of electromagnetic calorimeters (FEM), hadronic calorimeters (FHA), and steel

toroid muon spectrometers (FMU). The energy resolutions of the FEM, FHA, and FMU

are similar to those of the PEM, PHA, and CMU respectively.

The luminosity of the accelerator is monitored by a plane of scintillators mounted

immediately in front of the FMU. These are known as the beam-beam counters

(BBC) and they cover the region 0.32° < () < 4.47°. The instantaneous luminosity

is calculated as

L(t) = Rssc(t)
usse

(2.2)
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where
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--

RBBC == the BBC hit rate a.t time t

CTBBC == the BBC total cross section.

The integra.ted luminosity is found by integrating both sides of Equa.tion 2.2 over

time. The integrated luminosity for the 1992 run is estimated to be 20 pb- l , while

the integrated luminosity for the 1993 run is estima.ted to be 80 pb- l . The overall

uncertainty in the integra.ted luminosity is 3.3% [39] for the 1992 run and 10% for

the 1993 run.

The CDF detector is described in more detail in reference (40].
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Feature SVX SVX'

channels

z coverage

gap at z=O

radius LO

radius Ll

radius L2

radius L3

overlap LO

overlap Ll

overlap L2

overlap L3

silicon

46080

51.1 em

2.15 em

3.0049 em 2.8612 em

4.2560 em

5.6872 cm

7.8658 em

-1.26 deg (gap) 0.17 deg (0.24 strip)

0.32 deg (4 strip)

0.30 deg (4 strip)

0.04 deg (0 strip)

one-sided

DC AC, FOXFET bias

passivation

atmosphere

readout chip

sampling

noise

gain

reset /integrate

readout time

rad limit

bad channels

occupancy typical

occupancy max

none

Ar/Ethane+H20

SVX IC Rev.D

quadruple

2200 electrons

15 mv/fc

2.7 J-Ls

15-20 KRad

2.93%

7%-10%

12%-20%

polyimide

dry nitrogen

SVX IC Rev.H3

double

1300 electrons

21 mv/fe

3.5 J-LS

2.1 J-La

> 1 MRad

1.73%

5%

25%

Table 2.1: Comparison of SVX and SVX'
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Chapter 3

Analysis

3.1 Sample Selection

In this sea.rch we a.ssume Sta.ndard Model couplings so that the top quark predom­

inantly decays into a. W boson a.nd a. b qua.rk. As discussed in Section 1.3, in this

analysis we consider only those final sta.tes which contain a. single high I'T electron

or muon from a. leptonica.lly decaying W, a.nd 2: 3 jets from the hadronization of the

two b quarks a.nd the hadronic deca.y of the remaining W. This "lepton plus jets"

mode has a. total branching ratio of I'V 30%. We require that we identify a.t lea.st one

b quark in the event using the SVX detector. Our domina.nt ba.ckground source is

then leW plus hea.vy fla.vor", where the W is recoiling against significa.nt jet a.ctivity.

We define as our signal sa.mple those events with a high I'T, isolated lepton

(electron or muon), missing transverse energy, tT (signa.lling the neutrino), and

2: 3 jets (a.k.a. "w + 2: 3 jets"). We take as our top qua.rk ca.ndidate events

a.ll such events in which we've identified the presence of a. b quark by tagging its

displaced vertex. We define as our control sample those events with "W + 1 or 2

jets". We expect the control region to be dominated by background and so can use

this sample to verify our background estimates.

34
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3.1. SAMPLE SELECTION

3.1.1 Identification of the Primary Event Vertex

35

--

Our analysis strategy relies on our ability to identify the displaced vertices character­

istic of the long-lived b quarks in top quark decay. This identification is dependent

on the resolution with which we can measure the position of the primary inter­

action vertex of the event. At the CDF interaction region, primary vertices are

Gaussian distributed para.llel to the beam axis with 0'11 '" 30 cm and perpendicular

to the beam axis with 0'.1 '" 35 p.m. The beam axis and the CDF detector axis

are not para.llel and have a relative slope of '" 5 p.m/cm in the horizontal plane

and '" -3 p.m/cm in the vertical plane. The beam axis, at the nominal interaction

point, Z = 0, is displaced from the detector axis by 200 - 1200 p.m (400 - 1000 p.m)

in the horizontal (vertical) plane. Due to changing TeVatron conditions both the

slopes and displacements drifted during the course of data taking, but are measured

on an run-by-run basis to accuracies of '" 4 p.m/em for the slope and '" 10 p.m for

the displacement..

We determine the primary vertex on an event-by-event basis using a weighted fit

of SVX tracks and the event vertex Z position as determined using VTX information.

Corrections for the beam offset and slope are accounted for. Tracks with large

impact parameters are removed from the fit using an iterative procedure. The

impact parameter, do, is defined as the distrance of closest approach to the candidate

vertex in the r - 4> plane. This procedure yields uncertainties of 6 - 36 p.m in the

transverse components of the primary vertex.

Because of the high luminosity conditions, about 50% of events contain multiple

interaction vertices separated along the beam axis. In these events, we calculate for

each vertex the scalar sum of the transverse momentum of a.ll tracks associated to it.

The vertex with which the greatest total transverse momentum is associated is used

as the interaction vertex. All tracks used in the vertex fit and subsequent analysis

are required to extrapolate to within 5 cm of this vertex along the beam axis ­

JZtrk - Zvtzl < 5 em. The primary lepton in the events, selected as described below,
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are associated with the chosen vertex 99.9% of the time. Using CTC information, a

track's extrapolated z coordinate is determined with a resolution of 6 mm for tracks

with PT > 2 GeVIe.

3.1.2 Muon Selection

A high PT, inclusive, central muon data sample is collected using the multilevel

trigger system described in Section 2.3. The Level 1 trigger simply requires a track

segment in one ofthe central muon chambers. The Level 2 trigger requires that this

track segment be matched to a track with PT > 7.5 GeVI e reconstructed in the CTC

by the CFT. The combined Level 1 and Level 2 trigger efficiency is measured using

Z.-. J1-J1- events and is found to be fCMU/CMP =0.863~g:g~i and fCMX = 0.696~g:g::

for the CMUI CMP and CMX systems respectively. The software Level 3 trigger

requires that a track with PT > 18 GeVIe extrapolate to the track segment in the

CMU ICMP (CMX) muon chambersto within 6.z = r6.ljJ < 5(10) cm and that

the energy deposited in the eRA tower traversed by the track be consistent with

expectations for minimum ionizing particles, ECHA < 6 GeV. Using 100 pb-1 of

integrated luminosity yields a sample of 745k events. Starting from the inclusive

sample we make additional cuts to reduce backgrounds from cosmic rays, decays

in flight, and hadronic punchthrough. These cuts are given in Table 3.1. Using

Z .-. J1-/L events we measure the efficiency of these cuts to be 0.959 ± 0.007.

3.1.3 Electron Selection

High PT, inclusive, central electrons are collected online by requiring at Level 1

a CEM cluster with ET > 6 GeV and at Level 2 that a track reconstructed in

the CTC by the CFT, with PT > 7.5 GeVIe, be matched to a CEM cluster with

ET > 9 GeV and ECHAI ECEM < 0.125. The combined Levelland Level 2 trigger

efficiency is measured to be 0.919 ±0.004 using Z .-. ee events. The software trigger

at Level 3 requires that the reconstructed CEM cluster have ET > 18 GeV and that

a reconstructed track with PT > 18 GeVIe be matched to it. Using 100 pb-1 of
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Selection cuts to identify W ---+ IlII sample:

cut description selection criteria

transverse momentum of the muon

track as measured in CTC: PT > 20.0 GeV Ie

energy deposited in CEM tower

traversed by muon: ECEM(JL - tower) < 2.0 GeV

energy deposited in CHA tower

traversed by muon: ECHA(Il- tower) < 6.0 GeV

sum of energy deposited in CEM+CHA ECEM(1l - tower)+

tower traversed by muon: ECHA(Il- tower) > 0.1 GeV

impact parameter with respect to

the primary event vertex: do < 0.3 em

distance between the primary event vertex

and the muon track along the z axis: IZp.vertez - z#1 < 5.0 cm

matching between the track segment

in the muon chamber and the

extrapolated CTC track: jxlcMu < 2.0 em,

IxlcMP,CMX < 5.0 cm

total event selection efficiency: E# = 0.959 ± 0.007

37

Table 3.1: Cuts used to select the high PT, inclusive central muon sample. The

total event selection efficiency is measured using a sample of Z ---+ JLIl events.
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integrated luminosity yields a sample of 570k events.

Offline we make addtional cuts to reduce backgrounds from charged hadrons.

These cuts are given in Table 3.2. We measure the efficiency of these cuts to be

0.84 ± 0.02 using Z -+ ee events.

3.1.4. Final Event Selection

We identify our final event sample by requiring a high PT, isolated electron or muon
I

and missing trartsverse energy, tT , greater than 20 GeV. High PT muons and

electrons are id tified as described above. If a particular event has more than one

, we take as the primary lepton in the event the lepton with the

largest PT. We ake a cut on the isolation of the primary lepton since we expect it

to originate pre ominantly from the leptonically decaying W. The isolation variable

used, fall, is de ed as the transverse energy in a cone of R = ';(/:::.4»2 + (A'7)2 = 0.4

centered on the epton but excluding the energy in the calorimeter tower traversed by

the lepton. We require that feat! E7!ectron < 0.1 and fait! P!f'UDn < 0.1 for electrons

and muons res ectively. This cut reduces our tt acceptance by 13% and 19% in the

electron and m on channels respectively. The leptonic decay of a W also includes

a neutrino, wh ch will pass undetected through the CDF volume resulting in an

imbalance of e ergy in the transverse plane of the detector. We calculate the t T by

subtracting fro zero the vector sum of all transverse energies in calorimeter towers
. i

with 1'71 '< 3.. Only towers with a total energy, E = ET/sin(J, above detector
i

specific thresh Ids are included in the sum. The thresholds range from 100 MeV

for the CEM nd CHA, to 800 MeV for the FHA. The t-r resolution is given

approximately as 0.7yT:ET GeV1!2, where ~ET is the scalar sum of the transverse
I

energies inclu ed in the tT calculation measured in units of GeV. If there is a

primary muon in the event, we correct the tT calculation by vectorially adding the

ET of th~ cal rimeter tower traversed by the muon and vectorially subtracting the

PT of th~ mu n as measured in the CTC.

Fin4Y' w remove Z candidate, photon conversion candidate, and dilepton can-
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Selection cuts to identify W - ev sample:

cut description selection criteria

transverse energy deposited in CEM

tower traversed by electron: ET > 20 GeV

ratio of energy deposited in CRA

to CEM in tower traversed by electron: Eh4dl Eem < 0.05

ratio of CEM energy to total

momentum as measured in the CTC: EIP> 1.8

the distance between the CES shower position

and the extrapolated CTC track in r4J: IxlcES < 1.5 cm

the distance between the CES shower position

and the extrapolated CTC track in r4J: IzlcEs < 3.0 cm

a X2 comparison of CES shower profile and

expectations from test beam data: XbES < 10

a comparison of lateral shower profile

in CEM and expectations from test beam data: L.h.r < 0.2

the distance between the primary event vertex

and the electron track along the z axis: IZp.t1ef'te:l: - ZeI < 5.0 cm

total event selection efficiency: ~e = 0.84 ± 0.02

39

Table 3.2: Cuts used to select the high PT, inclusive central electron sample. The

total event selection efficiency is measured using a sample of Z _ ee events.
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didate events. The cuts used to identify Z candidate and photon conversion candi­

date events are discussed below. To keep the two analyses orthogonal, we remove by

hand any event passing all of the dilepton cuts described in references [24J [23] [31].

Table 3.3 gives the final event yields as a function of the jet multiplicity. The jet

clustering algorithm uses a cone size of R = J(6.~)2 + (~'7)2 = 0.4 and is described

in detail in reference [41]. The jet multiplicity of the event is calculated as the

number of jets in the event with ET > 15 GeV and 1'71 < 2.0. Figure 3.1 shows

the transverse mass distributions of the final sample for events with at least one jet.

The Jacobian peak characteristic of W decay is evident.

After the initial sample selection described above, we identify the second leg of

candidate Z -. ee and Z - J.l.J.l. events using the following cuts.

In the electron sample:

ET> 10 GeV

EjP<2.0·

ECHAj ECEM < 0.12

leal < 0.2

75 GeV jc2 < M ee < 105 GeV jc2

In the muon sample:

PT > 10 GeVjc

ECHA < 10.0(6.0) GeV

ECEM < 5.0(2.0) GeV

leal < 0.2

IxlcMU,CMF,CMX < 5.0 cm

75 GeVjc2 < M~ < 105 GeVjc2

The second electron leg is allowed to be in the CEM, PEM, or FEM detectors. The

second muon leg is allowed to be in the CMU, CMP, or CMX detectors. Additionally,

any track traversing a fiducial volume absent of muon coverage is a candidate second
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leg if 1771 < 1.1 and it passes the above cuts. For such candidates, known as Central

Minimum IOnizing particles (CMIO), the cuts on ECHA and ECEM are tighter and

are given above paranthetically.

In the electron sample, we identify the primary electron as having originated

from a .., -+ ee conversion if there exists an oppositely charged partner track passing

these cuts

distance between track pairs in

r - </> plane at tangent point:

difference in polar angle at

tangent point:

conversion radius:

ILl(r</»1 < 0.30 cm

ILlcot81 < 0.06

- 20cm. < R CDfttl < 50 cm

To identify those conversion events in which the partner track remains undetected,

we removed events in which the primary electron satisfies the cuts

number of expected VTX hits:

occupancy of VTX:

Ntix ~ 3
no. of hits found

no. of hits expected < 0.2.

The removal algorithm is over-efficient so that some electrons are mistakenly iden­

tified as having originated from a photon conversion. We meaaure this removal

over-efficiency to be E01Ier = 0.022 ± 0.004 using a sample of Z -+ ee events. Using

an idependently identified sample of conversions, we measure the real conversion

removal efficiency to be Econtl =0.907± 0.038. Neither of these efficiencies exhibit a

dependence on the ET of the candidate electron.

3.1.5 Control Samples

In order to develop and understand a Btag algorithm it is necessary to quantify

both the algorithm efficiency and backgrounds. This is done using both data and
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Mr distributions for the W+~ 1 jet samples

w~ ev

500

400

300

------------, "'u
~.,
C>

~500.,
.;;:

c:.,
400

300

w ~ f.Lv

Figure 3.1: Transverse mass distribution for W + ~ 1 jet sample after all selection

cuts for the electron and muon samples separately.
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jet multiplicity electrons muons total

1jet 5640 3891 9531

2jets 846 623 1469

~ 3jets 159 137 296

43

Table 3.3: The event yields after application of all selection criteria including Z, 1

conversion, and dilepton candidate removal. Figure 3.1 shows the resulting trans­

verse mass distributions for the electron and muon samples separately.

Monte Carlo samples. Additionally, we use several control samples to help verify

our understanding of the backgrounds to the search. Below, these control samples

are briefly described and their selection given.

The B-enriched low PT inclusive electron sample is used to measure the efficiency

of the Btag algorithm. The sample selection begins at the trigger level by requiring

at Levell a CEM cluster with ET > 8 GeV and at Level 2 a CEM cluster with

ET > 9 GeV matched to a track with PT > 9.2 GeV/c and ECHA/EcEM < 0.125.

To further enhance the fraction of events containing a B hadron decay we select

only those events passing the cuts listed in Table 3.4. Using'" 60 pb-1 of run 1B

data yields approximately I71k events passing all selection criteria.

The inclusive jet samples provide B depleted samples in which we derive and

systematically verify our background estimates for the Btag algorithm. These sam­

ples require a single tower over threshold at trigger Levelland a localized cluster

of energy at trigger Level 2. The trigger thresholds used are 20, 50, 70, 100, and

140 GeV. A sixth inclusive jet trigger requires that the scalar sum ET, ~ET, of the

event be greater than 300 GeV.

Since the dominant production mechanisms for W and ZO bosons in association

with jets are very similar, we expect the heavy flavor content of these two samples to

be very similar. The liZ plus jets" sample thus provides a natural place in which to
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Cuts used to identify B -4 eX enriched sample

Icut description: Iselection criteria.: I
transverse energy deposited in CEM

tower traversed by electron: ET > 1Q GeV

ratio of CEM energy to total

momentum as measured in CTC:

distance between CES shower position

and the extrapolated CTC track in rtj> :

distance between CES shower position

and the extrapolated CTC track in r(J :

comparison of lateral shower profile

in CEM and expectations from test beam data

isolation of candidate electron track:

missing transverse energy:

E/P> 1.8

I~:z:l < 1.5 cm

I~zl < 3.0 cm

L."r < 0.2

leal > 0.1

t T < 20 GeV

Table 3.4: Cuts used to select a B-enriched sample for measuring efficiency of Btag

algorithm. Conversion candidate events are removed using the cuts discussed in

Section 3.1.4. We require the presence of another jet in the event with 1'71 < 2.0,

ET > 15 GeV and separated from the electron by ~ 2.5 units in '7 - c/> spa.ce.
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look for any anomolous source of background tags not considered in the background

estimate. The sample is selected by requiring the primary lepton in the events to

pass the cuts described in Sections 3.1.2 and 3.1.3. The second leg is identified using

the cuts

In the electron sample:

ET> 10 GeV

E/P < 2.0

ECHA/ ECEM < 0.10

leal < 0.1

75 GeV/c2 < Mee < 105 GeV/c2

In the muon sample:

PT> 10 GeV/c

ECHA < 6.0 GeV

ECEM < 2.0 GeV

lC41 < 0.1

/z/CMU,CMP,CMX < 5.0 cm

75 GeV/c2 < M~~ < 105 GeV/c2

The second electron leg is allowed to be in the CEM, PEM, or FEM detectors. Both

muon legs are allowed to be in the CMU, CMP, or CMX detectors. For muons, the

second leg is also allowed to be a CMIO if 1111 < 1.1 and it passes the above muon

cuts. The invariant mass distribution for the electron and muon samples together

is shown in Figure 3.2.

3.1.6 Monte Carlo Samples

Our analysis employs a variety of Monte Carlo event generators. In determining

the tt acceptances and efficiencies as discussed in Section 3.5, the B-tag efficiency

discussed in Section 3.5.4, and some of the background estimates discussed in Sec-
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< M,,,,, > = 91 . 1 ± O. 1 GeV/ c2

~ = 6.6 ± 0.1 GeV/c2

800
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110 130 140 150

Figure 3.2: Invariant mass distribution for Z -+ ee and Z -+ JlP, events selected as

discussed in Section 3.1.5.
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tion 3.7, we use the PYTHIA Monte Carlo [42] version 5.6. PYTHIA is a parton-shower

Monte Carlo program and is based on leading-order QCD matrix elements for the

hard-scattering process, approximately coherent gluon emission, and independent

string-fragmentation of the outgoing partons as modeled by JETSET [43] [44]. The

effects of minimum bias and underlying events are also included [45] and are tuned

to the data. In generated samples of tt and bb events, we use the CLEO Monte

Carlo program [46] to model the decay of B-hadrons.

The HERWIG Monte Carlo generator [47] is used to help determine the mass of

the top quark, as discussed in Section 3.10, to estimate some of the backgrounds

discussed in Section 3.7, and to assign several systematic errors by comparison

to PYTHIA. The HERWIG generator is based on leading order QCD matrix ele­

ments for the hard scattering process, followed by coherent parton shower evolution,

hadronization, and an underlying event model based on data.

The ISAJET Monte Carlo generator [48] is used to assign systematic errors by

comparison to PYTHIA as dIscussed in Section 3.2.l.

All Monte Carlo samples are processed through a full detector simulation, which

models detector responses, efficiencies, and resolutions. Finally, these samples are

subjected to the same analysis path as the data, including event reconstruction and

selection.
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3.2 Development the SVX B-tag Algorithm

As discussed in Section 1.3, after sample selection we expect the signal to noise ratio

to be SIN '" 1/5 for events with ~ 3 jets. To improve this ratio we require that

we identify at least one b quark in the event. We employ the excellent position

resolution of the SVX detector to "tag" the displaced vertices from b quark decay.

In'this Section we discuss the development and optimization of the SVX B-tag

algorithm. Figure 3.3 is a schematic representation of an SVX B-tag. Since the

SVX has only r - rP readout, we are sensitive only to displacements in the plane

transverse to the beam axis. We define the transverse decay length as

(3.1)

where

XJNtz (YJNtz) == the x (y) coordinate of the primary interaction vertex in the event

relative to the nominal interaction point (0,0,0)

X.vtz (Y6VtZ) == the x (y) coordinate of the displaced secondary vertex in the event

relative to the nominal interaction point (0,0,0).

We sign L:ry by taking the vector dot product of the unit vector L:V, which points

along the vector connecting the primary interaction vertex and the displaced sec­

ondary vertex, with the unit vector 3, which points along the axis of the jet with

which the secondary vertex is associated.

Some of the tracks originating from the B decay are displaced from the primary

pP interaction vertex as evidenced by their large impact parameters. Tracks not

originating from the B decay extrapolate back to the primary vertex. The primary

goal in developing the SVX B-tag algorithm is to identify the decay tracks while

discriminating against tracks not associated with the B hadron decay. Obviously

we want to maximize the efficiency for identifying B jets while minimizing the fake

tag or "mistag" rate. Due to detector resolutions and tracking errors, we do not
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always discrimnate against tracks not associated with the B decay. Mistags arise

when such tracks intersect far enough away from the primary vertex to construct

a false displaced vertex. These false vertices are not physical and so have an L z '//

distribution that is symmetric about zero. The vertices from B-decay are real, and

should have only +Lz '// displacements. However, due to detector effects, there is

a small -Lz '// contribution even for B-decays. As discussed more thoroughly in

Section 3.7, mistags constitute a major source of background.

The development of the B-tag algorithm takes place in four parts. In Sec­

tion 3.2.1 we begin with a generator level study of B hadrons from top quark decay.

In Section 3.2.2 we develop an accurate simulation of the SVX' detector. In Sec­

tion 3.3.1 we develop several sets of cuts to identify high quality tracks. Finally, in

Section 3.3.2 we choose the final algorithm based on "discovery probability".

3.2.1 Generator Level Study of B Hadron Decay in Top Quark

Events

We begin our development of a B-tag algorithm by characterizing the decay of B

hadrons in top quark decay. We use as our default generator PYTHIA [42] with

a top quark mass of 160 GeV/e2 . We use the CLEO Monte Carlo [46] to model

the decay of the B jets and the Peterson parameterization [49] [50] to model the

fragmentation and hadronization of the b quark. We begin at the generator level

in order to isolate the decay kinematics of the B hadrons from detector effects. We

additionally investigate any systematic effects due to uncertainties in initial state

radiation, fragmentation parameters, and B hadron decay tables. Figure 3.4 shows

several kinematic distributions for B hadrons from the decay of 160 GeVle2 top

quarks. The B hadrons are well boosted with an average PT of 40 GeV Ie and 80%

of them lie in the region 1111 < 1.0. The combination of the long B lifetime and

the boost from a heavy top quark decay results in a mean transverse displacement

of < L z '// >= 0.34 cm from the primary interaction vertex. The mean transverse

displacement of the sequentially decaying charmed hadron is 0.18 cm from the B
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L

Figure 3.3: Schematic of an SVX B-tag. The presence of a long lived particle in

jet 2 is signaled by the presence of a secondary vertex (svtx), whose transverse

displacement, L zlJ , is measured in the :z: - '!I plane of the detector. We identify

tracks associated with the secondary vertex by requiring a large impact parameter,

do, with respect to the primary vertex (pvtx).
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Figure 3.4: Properties of B jets in heavy top quark decay (Mtop = 160 GeV jc2 ).

The PT and TJ distributions of the B jet are shown in (a) and (b). The transverse

decay length, Lz'll' of the B hadron from the primary vertex is shown in (c) and

the L:r:v distribution of the charmed hadron with respect to the B decay vertex is

shown in (d). For each plot both the differential and the integrated distributions

are shown.
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decay vertex. Displacements as large as this are readily resolvable using the SVX,

which has a vertex resolution on the order of 30 J.Lm.

In studying the structure of B jets we consider only those particles which are

readily detectable and easily associated with the B jet experimentally. We consider

the stable charged particles ?r±, K±, p±, e±, and J.L± and require that they lie

within a cone of t1R = ../t1t/>2 + t1TJ2 < 0.4 around the B jet axis. In practice,

tracks with PT < 0.4 GeV/e curl in the CDF magnetic field and tend to be poorly

measured. Therefore, we only consider tracks with PT > 0.5 GeV/e. Tracks are

classified according to whether they're associated with 1) the fragmentation and

hadronization of the b quark, "prompt tracks", 2) the B decay vertex, liB tracks",

or with 3) the sequential charm decay vertex, "BC tracks".

The kinematic distributions considered are cone size, PT, impact parameter,

impact parameter significance (Sdo = do/ado), and minimum Tt/> separation of &

given track at each layer of the SVX. The distribution means are summarized in

Table 3.5, where the effects of various systematic changes are also summarized. The

cone size is defined as the distance between a given track and the B jet axis in TJ - t/>

space and is plotted in Figure 3.5. A cone size of t1R < 0.4 retains 90% of tracks

from B decay, while rejecting 65% of prompt tracks.

Figure 3.6 shows the PT distributions. Tracks from B decay have a mean PT of

5.4 GeV /c, while the prompt tracks have a much softer distribution with a mean 17

of < 3.0 GeV/c. As demonstrated in Figures 3.7 and 3.8 the tracks from B decays

have impact parameter distributions with long tails. In Figure 3.8 we parameter­

ize the impact parameter measurement error as ado = ../102 + 132 + (60/17)2J.Lm,

where the first, second, and third terms correspond to the error on the position

of the primary interaction vertex, the intrinsic SVX resolution, and the multiple

scattering contribution respectively.

As illustrated in Figure 3.9, in the SVX, tracks whose charge clusters are very

near one another (t1Tt/> ~ 240 J.Lm) will have those clusters merged or "shared". As a

result, the cluster centroid is systematically shifted so that tracks with many shared
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MC PYTHIA ISAJET HERWIG

quantity source default softer harder no-ISR default default

l'T of B hadron 41 37 43 41 43 37

prompt 2.94 3.30 2.50 3.20 3.07 3.64

no. of tracks B vertex 2.50 2.49 2.54 2.53 2.50 2.51

in cone 0.4 c vertex 2.42 2.36 2.42 2.48 2.34 2.41

PT prompt 2.97 3.13 2.91 2.97 2.43 2.81

(GeVIe) B vertex 5.43 5.24 5.73 5.56 5.93 5.15

in cone 0.4 c vertex 5.39 5.04 5.58 5.37 5.55 4.90

minimum prompt 0.12 0.12 0.12 0.12 0.11 0.11

6.r4> B vertex 0.12 0.11 0.11 0.11 0.10 0.10

(em.) c vertex 0.11 0.11 0.11 0.11 0.10 0.10

Eff:PT > 2 GeVle,Sdo > 3. 0.55 0.53 0.56 0.55 0.54 0.54

Table 3.5: Summary of B jet decay properties (mean values) from the various Monte

Carlo conditions for tt events (Mtop = 160 GeVle2
). Our default configuration is

given in the first column.
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clusters are poorly measured. To better understand the effects of cluster sharing in

B jets from top quark decay, we calculate, for each track, the distance in the r - if>

plane to the nearest other track at the inner (LO) and outer (L3) layers of the SVX.

These distributions are shown in Figures 3.10 and 3.11 respectively. At layer 0,

clusters from decay tracks lie within 240/-Lm of some other cluster 35% of the time.

It is interesting to note that the nearest cluster is as likely to be associated with

a fragmentation track as it is with a decay track. The average separation at layer

o is about 0.6 mm and scales linearly with the detector radius. We quantify the

effects of sharing multiple clusters by defining for each track a minimum search road,

centered on that track, in which N clusters from some other track(s) are found. We

consider N == 2,3,4. The integral distributions are given in Figure 3.12. We find

that 15% of tracks have 2 clusters within 240/-Lm of some other track - i.e. have 2

shared clusters - and 5% share all 4 clusters.

We conduct a generator level B-tag optimization by calculating the acceptance

for several sets of kinematic cuts. We measure the fraction of B jets passing various

track multiplicity, PT, and impact parameter significance cuts. The strategy is to

loosen the kinematic cuts as' much as possible, but to require that at least three

tracks pass all the cuts. Mistagged vertices tend to have low track multiplicity.

By requiring more tracks in the vertex we hope to keep the mistag rate low. We

tally a B jet as "tagged" if at least three tracks survive a "first pass" set of loose

cuts to yield a 3 track vertex (3tk vtx), or if two tracks survive a "second pass"

set of tight cuts (PT > 2.0 GeV Ie and Srio > 3.0) to yield a 2 track vertex (2tk

vtx). We require the tracks to be within a cone of /).R < 0.4 about the B jet axis

and consider for the "first pass" the cut combinations PT > 0.5, 1.0, 1.5,2.0 GeVIe
and Srio > 2.0,2.5,3.0. For a given set of pass 1 - pass 2 cuts we calculate the

acceptance as the fraction of B jets which are tagged. The resulting acceptances are

given in' Table 3.6. In order to quantify the effects of cluster sharing, we repeat the

acceptance determinations with the added requirement that tracks have a minimum

/).r~ separation of > 240 /-Lm from the nearest other track. Comparing the best



3.2. DEVELOPMENT THE SVX B-TAG ALGORITHM

track 1 track 2

J1\ '1\

r r
I I

L3

59

clusters separated:
!::J.npl_Z !ir= 240 IJ-m

clusters merged:
!::J.npl-Z < 240 IJ-m

,. • r •
I I, I

r T •
• I ,

r -= : LO

L1

L2

primary
X vertex

Figure 3.9: A schematic showing the merging, or "sharing", of clusters. When two

tracks intersect a layer of the SVX within < 240j.Lm of each other, their individual

charge clusters will be merged. This is demonstrated in layers 0 and 1 above. At

the outer layers the clusters are far enough apart to be individually resolved.
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Figure 3.10: The minimum separation in !:i.rrJ> at the innermost layer of the SVX

(LO) for fragmentation (a), B decay (b), and sequential charm decay (c) tracks. Both

the integral (solid) and differential (dashed) distributions are shown. The dotted

line corresponds to !:i.rrJ> = 120 p.m - a 2 strip separation.
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and worst acceptances, we find a difference of 20% (relative) in acceptance and

a substantial increase in the fraction of 3 track vertices as the PT requirement is

loosened. In addition, we find the minimum separation requirement reduces the

acceptance by 17% relative. The effects of individual PT (Sdo) cuts can be drawn

from Figure 3.13 (3.14), which shows the PT (Sdo) distributions for the three highest

PT (Sdo) tracks. The tracks with highest PT each have similar Sdo distributions and

vice versa as demonstrated in Figures 3.15 and 3.16.

PT? Sdo ? t1r¢ ? O. t1r¢ ? 0.024 cm

total 3tk vtx total 3tk vtx

0.5 2.0 0.64 0.56 0.55 0.45

GeV/c 2.5 0.60 0.50 0.52 0.39

3.0 0.58 0.46 0.50 0.35

1.0 2.0 0.61 0.52 0.52 0.40

GeV/c 2.5 0.58 0.46 0.49 0.35

3.0 0.57 0.43 0.48 0.32

1.5 2.0 0.58 0.45 0.49 0.33

GeV/c 2.5 0.56 0.41 0.48 0.29

3.0 0.56 0.37 0.47 0.27

2.0 2.0 0.56 0.39 0.47 0.28

GeV/c 2.5 0.55 0.35 0.46 0.25

3.0 0.55 0.32 0.46 0.23

Table 3.6: The acceptance as a function of PT and Sdo cuts for B jets in tt events

(Mtop = 160 GeV/c2)per B jet.
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Figure 3.14: The integral (solid) and differential (dashed) Sdo distributions for the

three most significantly displaced tracks. Only tracks from B and sequential charm

decay are considered.
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The final states of B jets depend on the fragmentation and decay of the B hadron.

Below we briefly describe the variations made to our default settings to systemat­

ically quantify the effects of changing the fragmentation and decay properties of

the B hadron. The results are summarized in Table 3.5, where we observe that the

overall B jet tagging efficiency (for a given set of cuts from Table 3.6) is only very

marginally affected by these changes - varying by less than 5% relative.

As our default fragmentation model, we use the Peterson parameterization [49]

with fb = 0.006, which is determined by fitting LEP data [50]. To investigate what

effect varying the fragmentation paramertrization has on the B jet kinematics we

vary the Peterson parameter by ±3u about the LEP measured value. We consider

the cases

softer fragmentation fb = 0.015, X(Eb) = 0.66

default fragmentation fb = 0.006, X(Eb) = 0.70

harder fragmentation fb = 0.001, X(Eb) = 0.75.

We additionally investigate the effect of disabling initial state radiation (ISR). All

these results are summarized in Table 3.5, where we find that they marginally affect

the B jet kinematics.

As our default B hadron decay table we use the CLEO Monte Carlo [46]. We

compare the B jet kinematics when we use the default PYTHIA decay table, JETSET.

We find that the decay track multiplicity and mean PT are affected at the 10% level,

while the remaining distributions are unchanged. The effect of the decay tables is

concluded to be small.

Lastly, we compare the kinematics of B jets using various Monte Carlo gener­

ators, which differ in their underlying event generation, fragmentation parameter­

ization, and B hadron decay tables. We use PYTHIA as our default generator and

compare to HERWIG [47] andIsAJET [48]. With each generator we make a tt sample
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with a mass of 160 GeV/ c2• Again, the results are summarized in Table 3.5. The

differences are small.
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3.2.2 Monte Carlo Simulation of the SVX' Detector

The prominent role played by the SVX in this analysis necessitates a faithful detector

simulation. In this section, we develop an accurate simulation of charge deposition

from a study of unbiased clusters on tracks. For our purposes, a cluster is any

set of contiguous microstrips over charge threshold taken to signal the passage of a

charged particle through the silicon. The distribution of char~ among the strips

included in the cluster is called the cluster profile. The purpose of this study is

then the characterization of cluster charge and profile. Our assumption is that an

accurate simulation of the detector at this fundamental level will naturally result in

an accurate reproduction of the data at a more sophisticated level. As will be seen,

this is born out. The importance of understanding cluster formation is underscored

when we recall the results of our generator level study of B-tag efficiencies (d.

Table 3.6). We found that cluster sharing can reduce the B-tag efficiency by as

much as 15%. Since we will ultimately have to trust a Monte Carlo to "measure"

the B-tag efficiency in Top quark events, it is necessary that we trust that simulation

at all levels.

We use the data to parameterize the fundamental characteristics of cluster forma­

tion. Cluster charge and profile are understood in terms of the microstrip geometry,

ionization energy loss (dE/ dx), particle pathlength, and secondary ionization pro­

cesses (ie. a-rays) [53]. To account for noise and threshold variations across the

detector, we use the CDF database to obtain real noise and threshold values from

calibrations of the SVX' detector.

Figure 3.17 depicts the passage of a charged track through a silicon wafer. The

wafer is 300 J.Lm thick with a strip pitch of 60 (55) J.Lm on layers 0,1, and 2 (3). For

each track we define the point at which the track intersects the silicon as Xint (the

local r¢ position on the ladder calculated at the center of the silicon wafer). We

use an unbiased fitting procedure to estimate Xint with a resolution on the order of

8 J.Lm. The two strips bounding the intersection point are called the "core strips".
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The "left" core strip is that strip for which Xatrip - Xint < 0, while the "right" core

strip is that strip for which Xatrip - Xint > o. While it is always possible to define

the core strips, a cluster does not necessarily include both these strips since a strip's

charge need not exceed the charge threshold required for inclusion in the cluster.

Thus, clusters are divided into two classes according to whether one or both of the

core strips are above threshold.

Tracks at normal incidence tend to yield one or two strip clusters. The mecha­

nisms for lengthening the cluster to include more than two strips are

• pathlength: particles traversing the silicon far from normal incidence deposit

charge across more strips

• cross-talk: neighboring strips are capacitively 'coupled through the bulk silicon

• noise fluctuations: a strip can be added to a cluster if its noise fluctuates above

threshold

• long range a-rays: a small fraction of the time secondary ionization is pro­

duced which is energetic enough to travel across multiple strips, which are

then included in the cluster.

• cluster sharing: when two tracks are within 240 p.m of each other, their clusters

may merge to form a single, long cluster

For the purposes of this study, we assume that clusters shared by multiple tracks

will be well modeled by the superposition of each individual track cluster. The total

cluster charge distribution, QTOT, for shared clusters is compared in Figure 3.18 to

the QTOT distribution of isolated clusters. As evidenced by the multiple peaks this

assumption is a reasonable one. We then include in our study only those clusters

associated with well isolated tracks. The cluster length and total cluster charge

distributions are shown in Figure 3.19 for the tracks used in this study. To minimize

the uncertainty in Xint, we study only layer 1 clusters associated to tracks with hits

on all 4 silicon layers. The other 3 hits (layers 0, 2, and 3) are required to have
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Figure 3.17: Schematic of a charged particle pa.ssing through one layer of the SVX.

The silicon wafers used in the SVX are 300 J.Lm thick with a strip pitch of 60 Jl.m.

The intersection point, Xint, of the track is measured at the wafer's center in the

r - cP plane. We define the "core" strips as those bounding the intersection point.

The "left" ("right") core strip has XL(XR) - Xint < (»0.
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~ 2 strips (for which the hit resolution is smallest) and QTOT < 300 ADC counts

(an implicit isolation requirement). We use layer 1 clusters for two reasons:

• the errors on interpolating Xint into layers 1 and 2 are smaller than the errors

on extrapolating Xint out to layers 0 and 3

• layer 1 is less affected by multiple scattering than layer 2.

To reduce further the effects of multiple scattering we require PT > 1 GeV/ c. To

enhance further the track quality, we require that. the SVX track stub match to a

high quality CTC track stub. More stringent isolation requirements do not affect

the cluster charge distributions or profiles. These requirements yield a sample of

150,000 layer 1 clusters.

From Figure 3.19(top) we observe that more than 85% of clusters have less than

or equal to 2 strips. This can be readily understood by considering that:

(a) tracks generally intersect the silicon near normal incidence - ~t/J < 15° for

90% of the tracks (this corresponds to a pathlength difference of >../ >"0 = 1.04)

(b) the intrinsic interstrip coupling capacitance is < 1/10 of the effective readout

capacitance so that cross talk is a small effect

(c) the high signal to noise of the SVX allows a threshold of > 20'noi.e so that noise

fluctuations are infrequently included in the cluster

(d) the probability of emitting a long range 8-ray is < 5% [54J.

We then divide a cluster into two parts, alluded to earlier as, 1) the core strips

and 2) the additional strips. The parameterization of each of these parts and their

correlations with track parameters and with each other will be discussed separately

in the following sections.

The Core Cluster.

We begin with the sample of 150,000 layer 1 clusters selected as described in Sec­

tion 3.2.2. We divide the sample into bins according to the incidence angles of the
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Figure 3.18: The total cluster charge, QTOT, corrected for the track pathlength

through the silicon for shared clusters (solid) and for unshared clusters (dotted).

The peaks in the shared cluster distribution occur every "J 150 ADC counts, which

is the median charge deposition for a single track.
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integral (dotted) and differential (solid) distibutions are shown. The total cluster

charge corrected for pathlength, QTOT, for all clusters (bottom).
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-
track. The angles are measured relative to the silicon wafer normal in the rc/J (6.c/J)

and rz (6.8) planes. We divide the t1c/J (6.8) distribution into 4° (15°) bins. Note

that 6.c/J rarely exceeds 15°, while values of t18 > 45° are not uncommon. We divide

the core strip cluster formation into three pieces

Qcore: the total charge included on the core strips

'Pie: the probability that only one of the core strips is included in the cluster

FL : the distribution of Qcore among the 2 core strips; given that both core strips are

included in the cluster, we arbitrarily decide to parameterize the fraction of

Qcore on the left core strip.

We discuss the parameterization of each of these pieces below.

To study the total charge included in the core strips, Qcore, in each (6.c/J, 6.8) bin,

we divide the clusters into four groups according to whether there are 1 or 2 core

strips and whether or not there are additional strips appended to the core strips. The

Qcore distributions for normal incidence are shown in Figure 3.20. We parameteriz.e

the shapes of the distributions using the sum of a Gaussian plus exponential for the

body and tail of the distribution respectively. The resulting shapes are also shown

in Figure 3.20. Already, the effects of a-rays are made obvious. A priori we expect

a-rays to have the following effects

• to increase the charge deposited on the core strips due to the secondary ion­

ization they produce;

• when energetic enough to traverse across multiple strip widths, to

append additional strips to the core strips.

A long range a-ray will generate a secondary ionization path with a component

perpendicular to the track trajectory so that we further expect the additional strips

to appear only to one side of the core strips. This in turn has the effect that the

mean charge deposited on the core strip nearest the additional strips (ie. that core
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Figure 3.20: Core charge distributions for clusters where one core strip (top) or

both core strips (bottom) are included in the cluster and where additional strips are

absent (left) or present (right). The histograms are the data and the smooth curves

are fits.
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-
strip across whose boundaries the a-ray traveled) ought increase, while the charge

distribution of the core strip farthest from the additional strips to ought remain

unaffected. Our observations support these hypotheses.

For both 1 and 2 strip clusters, when additional strips are present, the tail of the

core charge distribution is larger than when no additional strips are present. This

is consistent with having a a-ray traverse multiple strip boundaries. We also find

that additional strips are almost always appended to only one side of the cluster

at a time. Finally, we observe that the additional charge appears only on that

core strip near the additional strips. This is demonstrated in Figures 3.21 and 3.22.

In the top (bottom) plot of Figure 3.21 we compare the charge distribution of

the core strip nearest (farthest) the track intersection point for the case in which

additional strips are adjacent (points) to the case in which there are no additional

strips (histogram). The enhanced tail, indicative of secondary ionization, is evident.

In the top (bottom) of Figure 3.22 we compare the charge distribution of the core

strip farthest (nearest) the track intersection point for the case in which additional

strips are adjecent to the other core strip (points) to the case in which there are

no additional strips (histogram). As expected, the charge on a core strip does not

depend upon the presence of additional strips adjacent to the other core strip.

Fits to the four Q cure distributions of Figure 3.20 are made for all 16 (!:i.c/J, t!l(J)

bins. As expected, the Gaussian means are found to scale linearly with the path­

length of the track trajectory through the silicon. The exponential slope of the tail

is observed to be constant as a function of incident angle, but the relative normal­

ization is found to increase with pathlength. In light of our a-ray hypothesis, we

understand this to mean that it is the probability that a a-ray is present, and not

the a-ray energy spectrum, that varies with pathlength.

As mentioned above, both core strips are not always included in the cluster.

We parameterize the probability that only one core strip is included in the cluster

formation, Pfore, as a function of Zint and Qcore in each (!:i.c/J, !:i.(J) bin. Figure 3.23

plots pl"e versus Zint for tracks near normal incidence. The three curves correspond
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to different ranges of Qcore. For tracks passing very near the center of a readout

strip, Pie is largest. As the track intersection point, Zint, moves towards the middle

of the core strips, Pie is smallest. We additionally observe an inverse correlation

between Qcore and Pie - for a given track incident angle and intersection point

as Qcore increases, Pfore decreases. This correlation can be qualitatively understood

by postulating the presence of short range 6-rays not energetic enough to traverse

multiple strip boundaries, but which nevertheless, increase both the total charge

deposition and the lateral distance over which that charge depostion takes place.

The parameterization of Pie is repeated in each of the (t::..rP, t::..O) bins.

The final piece of the core cluster formation is the distribution of Qcore among

the core strips. In the case that Neore = I, the distribution is trivial. When both

core strips are included in the cluster, we must understand how to distribute the

charge between them. We arbitrarily choose to parameterize the fraction of core

charge deposited on the left core strip, FL. We parameterize FL as a function of

Zint and Qcore' Figure 3.24 shows the Qcore distribution (upper left), and the FL

profile distributions versus Zint for three different ranges of Qcore' For comparison,

the distribution of the upper right plot is reproduced (dotted points) in the lower

two plots.

We have now parameterized Qcore as a function of incident angle, Pie as a

function of Qcore, Zint, and incident angle, and, when both core strips are included in

the cluster, FL as a function of Qcore and Xint. This completes our parameterization

of the core cluster charges, we now consider the parameterization of the additional

strips.
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Figure 3.23: Probability for having only one core strip in a cluster as a function of

the track's intersection point between the core strips for three different ranges of

core charge, (from top to bottom) Qcore ::::: 150 ADC, 150 < Qcore < 250 ADC, and

Qcore ~ 250 ADC. We take :tint = 0 to be centered on the left core strip and to

increase in the direction of the right core strip.
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and the fraction of that charge deposited on the left core strips, FL, as a function of
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ranges Qcore. The FL profile distribution from the upper right plot is reproduced in

the bottom plot (dotted) for comparison. The error bars correspond to the RMS of

the FL distribution in each bin.
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To complete our simulation of cluster formation we need to parameterize that part

of the cluster that is in addition to the core strips. This parameterization is divided

into two pieces:

. • the frequency with which additiona.l strips are included in the cluster',

• the charge distribution of the additiona.l strips when present.

Before discussing each of these pieces, we consider the principle mechanisms for

including addtiona.l strips in the cluster. These mechanisms are 1) noise fluctuations

and 2) long range a-rays. We assume that our modeling of the noise and thresholds

using the CDF ca.librations database, as discussed in Section 3.2.2, properly accounts

for the contribution from noise fluctuations. We then concentrate on the modeling

of the a-ray contribution. To do so, we require for clusters with only one additiona.l

strip that the charge on the additiona.l strip be Ql > 50 ADC counts, where Qi.

denotes the charge deposited on the ith additiona.l strip. Typica.l mean va.lues of

the strip noise are 9 - 15 ADC counts, so this cut effectively removes the noise

contribution. Since our threshold for inclusion in a cluster is 2unoi..e, the probablility

is very small that more than one additiona.l strip is included in the cluster due to

noise. Thus, clusters with more than one additiona.l strip are due almost wholly to

long range a-rays. (Recall that we are only using isolated tracks for this study).

The multiplicity of additiona.l strips to the right (solid) and left (dotted) of the

core strips is plotted in Figure 3.25. We can use this distribution to determine the

frequency with which additional strips are added to the cluster. However, we first

investigate some correlations.

In Figure 3.26 we investigate any correltations between the number of additiona.l

strips included to the left, NL, and right, NR, of the core cluster strips. No correla­

tion is observed. Next, we investigate correlations between the number of additiona.l

strips included to the right or left of the core strips, N RIL, and the charge on the
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Figure 3.25: The multiplicity of additional strips to the right (solid) and left (dotted)

of the core strips.
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- core strip adjacent to the additional strips, QR/L. Figure 3.27 shows the mean num­

ber of additional strips observed for all clusters versus the charge of the adjacent

core strip. The correlation suggested in Figures 3.20 - 3.22 is made explicit. The

presence of a-rays, as suggested by the presence of additional strips, is accompa­

nied by an increase in the mean charge deposited on the core strip adjacent to the

additional strips. Figure 3.28 is a similar plot but only includes clusters for which

there is at least one additional strip. Here, no correlation between the number of

additional strips, NR/L, and the charge of the adjacent strip, QR/L, is observed.

From these last two plots we conclude that while presence of a-rays is correlated

with the charge of the core strips, the range of the a-rays is not.

Lastly, we investigate the charge distributions of the additional strips. The

charge distribution of the first additional strip (Ql), is plotted in Figure 3.29 for

the case when Nadd = N L / R = 1 (top) and when N L / R > 1 (bottom). The turn-on

in the top plot is due to the contribution from noise :fluctuations. We find that

beyond 100 ADC counts, the slopes of the two distributions are the same. By

normalizing the two distributions in the region Q > 100 ADC counts, we measure,

for the NL / R = 1 case, the excess in the region Q < 50 ADC counts. We then

use this excess and estimate the probability for including a noise fluctuation as

an additional strip in a cluster to be proi1e = 3%. Assuming a Gaussian noise

distribution, a 20"noile threshold, and recalling that we're interested in the one sided

probability, we calculate p;am,e '" 2.5%. Since the probability that two contiguous

strips will fluctuate above threshold for inclusion in a cluster is negligible, we use

the bottom distribution of Figure 3.29 to parameterize the charge distribution of

the additional strips. In more detailed studies we find that this distribution is the

same for all additional strips given that N L/R ~ 2 strips. We find no correlation

between the charge distributions of adjacent additional strips.

This completes our studies of the additional strips. We have characterized the

frequency with which additional strips are added, N L/ R > 0, as a function of Qcore'

Given that N L/R ~ 1 we use Figure 3.25 to determine the number of additional strips
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core strip, QR/L, for data (solid) and Me (dotted). The correlation is evident.
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and Figure 3.29 to distribute charge among those strips. With the characterization

of both the core cluster strips and the additional cluster strips in hand, we turn to

a comparison of Me and data.

Description of Simulation Algorithm

Using the above studies, we develop a quasi-phenomenological model for simulating

the clusters of the SVX' . All correlations are incorporated. As in the studies

described in the previous sections, we divide the cluster simulation into two pieces

1) simulation of the core cluster strips and 2) simulation of the additional cluster

strips. The simulation is summarized below.

We simulate a cluster at each layer of the SVX for each charged track fiducial to

the SVX. We first construct the core of the cluster. We then allow for the addition

of strips to the core strips. Finally, we account for noise and threshold fluctuations,

and for dead strips. The core of the cluster is simulated as the sum of a Gaussian

distributed piece (QGauu) and an exponentially distributed piece (6Q). The former

is ascribed to the energy loss of the primary particle track. Thus the Gaussian

used to generate this charge is scaled according to pathlength through the silicon,

the velocity of the charged particle, and the particle type. These last two scalings

account for the relativistic rise and density effects of dE / dx in silicon [55] [56] [57].

The exponential piece is assumed to be the result of low energy secondary ionizing

particles and is not always present. The probability for this piece to be added is

measured to be 40% for normally incident tracks. We assume that this probability

scales linearly with pathlength through the silicon.

Once a total core charge is obtained, we determine the number of core strips. We

use the 'Pl distributions as a function of incident angle, Qcore, and Xint. For those

clusters in which both core strips are included, we distribute the charge using the

FL distributions as a function of Qcore and Xint. This completes the construction of

the core cluster strips.

With the core cluster strips in hand, we construct the additional cluster strips.
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The probability of additional strips is correlated with the core charge and, in par­

ticular, the amount of charge on the nearest core strip. These correlations are ac­

counted for using Figure 3.27. The multiplicity of additional strips and the charge

distributions of those strips are then modelled using the data.

Comparison of the SVX' Simulation and Data

In order to verify that the final cluster simulation is correct, we compare the simu­

lated Monte Carlo (MC) clusters to those in data for a large number of distributions.

In this section we present some of the more important comparisons. In particular,

a number of clusters from tracks with the same track parameter distributions as

the data are generated and analysed in exactly the same manner as the data. No

attempt is made to normalize the Monte Carlo distributions beyond the intial gener­

ation of an equal number of tracks. For the majority of comparisons shown, tracks

with !:i.¢ < 4° are used. Checks are done using tracks spanning the entire range

of incident angles. The agreement is uniform across all (!:i.¢, !:i.8) bins and is well

represented by the plots shown here.

In Figure 3.30 we compare data (solid) and MC (dotted) core charge distributions

for clusters with ~ 2 strips( top) and for all clusters (bottom). Figure 3.31 compares

the charge distributions on the individual core strips closest to additional strips when

the latter are present. In both cases agreement is excellent and gives us confidence

in the MC modelling of the core cluster charge.

Figure 3.32 shows the fraction of charge on the left core strip, FL, as a function

of Xint for two different ranges of the total core charge, Qcore' The data (solid) and

MC (dotted) distributions are in agreement so that we also trust the MC modelling

of charge distribution among the core strips.

Finally we compare the simulation of clusters with additional strips to data.

The additional strip multiplicity distributions for data (solid) and MC (dotted) are

shown in Figure 3.33 and are found to agree. The MC correlation between the

number of strips to the left (NL) and right (NR) of the core strips also agrees
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- with the data as demonstrated in Figure 3.26. Figures 3.27 and 3.28 show MC

(dotted) as well as data (solid) distributions for the correlation between NL1R and

the core charge and are observed to be in good agreement. Figure 3.29 compares

the charge distribution of the first additional strip when Nadd = NLIR = 1 strip

(top) and NLIR > 1 strip (bottom). Figure 3.34 compares the MC (dotted) and

data (solid) charge distributions for the second through fifth additional strips when

those are present. In all cases we find the distributions are faithfully reproduced in

the MC giving us confidence in our modelling of noise fluctuations and the charge

distributions of the additional strips. The total cluster length distribution for MC

(solid) and data (dotted) is compared over a wide range of incident angles all shown

in Figure 3.35. Again, the MC reproduces the data quite well.

After extensive comparison of the cluster simulation to data we conclude that we

have in hand a Monte Carlo which faithfully reproduces the detector response at the

fundamental level of cluster formation. It will be demonstrated in Section 3.5.4 that

the agreement between the MC and data propogates to more sophisticated levels

of analysis. We continue our development of a B-tag algorithm with a thorough

understanding of signal formation in the SVX detector.
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length) for a variety of incidence angles in the r - 4> plane for data (dashed) and

Me (solid).
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3.3 Algorithm Optimization

As discussed in Section 3.2, the primary goal in developing the SVX B-tag algorithm

is to identify those tracks associated with the B decay vertex while discriminating

against tracks not associated with the decay of a long lived particle. In optimiz­

ing the B-tag algorithm we first concentrate on understanding those characteristics

which discriminate poorly measured tracks from good tracks. With this in hand we

turn our attention to estimating the signal to noise ratio for the 2-pass algorithm

alluded to in Section 3.2.1. We choose the final cuts of our algorithm based on

"discovery potential".

3.3.1 Track Selection Studies

For any track based analysis, it is important to be able to discrimina.te poorly

measured and fake tracks from real tracks. This is particularly true for our B-ta.g

algorithm, for which fake tags are a major source of background. It is reasonable

to assume that fake tracks, in combination with one another or with a single good

track, give rise to fake tags. In order to quantitatively investigate the effect of

various track selection cuts, we use an inclusive jet sample and assume the heavy

flavor content is small. In general then, real tracks should originate at the primary

vertex, while fake tracks should be more randomly distributed. We then define the

track purity, or "pointback probability" as,

P = N(Sdo < 3u)JN(total). (3.2)

By maximizing the pointback probability we identify those track selection criteria

which most readily discriminate real tracks from fake tracks.

It should be noted that real tracks originating from the decay of long lived

particles are expected to have large values of Sdo (cf. Figure 3.8). We estimate

the heavy flavor content of the inclusive jet sample to be < 7%. This is sufficiently

small that we expect to introduce no bias by using pointback probability as our

discriminator.
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We find in Table 3.7 that the pointback probability is strongly correlated with

the number of SVX hits associated with the track. Tracks with 4 SVX hits have

the highest purity, 0.82, while tracks with only 2 SVX hits are most likely to be

fakes, with a purity of 0.16. For this reason, the pointback probability for each

cut is calculated separately for 2, 3, and 4 SVX hit tracks. The selection criteria

considered are

PT: the transverse momentum of the track

N.hared: the number of shared SVX clusters associated with the track

Nbad: the number of bad (excessively noisy or dead) strips associated with the track

cluster length: the largest number of strips included in a single cluster associated

with the track

Ngood: the nll,mber of "good" clusters associated with the track; a cluster is declared

"good" if it is not shared, not bad, and includes :$ 3 strips

NCTC: the total number of axial and stereo CTC hits for the CTC track segment

associated with the track

NSL: the number of axial and stereo CTC superlayers traversed (Nr:ru / sLG~ol ~
4 N·~ereo/SL·tereo > 2) by the CTC segment associated with the track, hat -

Qf,.~: the isolation of the track in the SVX, defined as the number of SVX clusters

within 40' of the SVX track segment.

For all cases we include the cuts XJit per degree of freedom < 6 and lzo - Zpvt~1 <

60'%. We find that the pointback probability is most affected by the number of

SVX hits associated, the number of CTC hits associated, and the qua.lity of clusters

associated. We observe little dependence on the PT of the track for tracks with

PT > 0.5 GeV/c. For 2 SVX hit tracks, we find that additionally requiring the

tracks to satisfy specific fiducial hit patterns the purity increases to > 30%.
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pi

2 18% 4% 16%

3 25% 21% 50%

4 57% 75% 82%

Table 3.7: Breakdown of tracks according to the number of SVX hits associated

with the track. We define P111 as the fraction of all SVX tracks with j SVX hits

associated, P~do <3 as the fraction of all SVX tracks with Srio < 3 with j SVX hits

associated, and pi as the purity of tracks with j SVX hits associated.

We can identify those cut combinations which maximally discriminate good

tracks by optimizing the S2 IB subject to efficiency constraints. The signal, S,

is defined as the number of tracks with Srio < 3, while the background, B, is defined

as the number of tracks with Srio 2: 3. The optimization is performed subject to

the requirement that the fraction of tracks passing all the cuts remains 2: 90%, or

2: 75%, or subject to no additional constraint at all. We consider 576 cut combina­

tions for 2, 3, and 4 hit tracks separately. The optimization is additionally allowed

to ignore 2 or 3 SVX hit tracks completely. Table 3.8 lists the results. The opti­

mization prefers to cut very lightly on 4 SVX hit tracks. For all SVX tracks, the

prefered PT cut is soft, > 0.75 GeVIe. The number of shared SVX hits and the

maximum cluster length counted as a good cluster are also important. The opti­

mizations choose either to ignore 2 hit tracks completely, or to cut harder on them

by requiring they satisfy specific fiducial hit patterns·. The exercise is repeated

using different optimization criteria and found to yield very similar results.

We now use the insights gained from the track selection optimization to help

guide our optimization of the B-tagging algorithm.

'The 2 SVX hit tracks are required to 1) not cross SVX barrels, and 2) have both their hits in

the inner two (hit pattern 0011) or outer two (hit pattern 1100) SVX layers.
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criteria NSVX PT? N.hare ~ eLlen. ~ Qsvx ~ Nazial > N·tereo>hit SL - SL -

(GeV Ic) (hits) (strips) (hits) (hits)

2 0.75 0 4 2 no cut 2

€ > 0.90 3 no cut 1 4 2 no cut 2

4 no cut no cut no cut no cut no cut no cut

2 eliminated

€ > 0.75 3 0.75 1 4 2 3 2

4 no cut 2 no cut no cut no cut 2

2 eliminated

€ > 0.00 3 0.75 1 4 2 3 2

4 no cut 2 no cut no cut no cut 2

Table 3.8: Results of optimizing pointback probability using the criteria 8 21Band

subject to constraints on the efficiency, €, defined as the fraction of all SVX tracks

passing a given set of cuts. We consider the constraints € > 0.90, 0.75, and 0.00 .

that is, no constraint at all. Note that the results for € > 0.75 and 0.00 are identicle

and prefer to ignore all 2 hit tracks.
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3.3.2 Final Algorithm Optimization

In Section 3.2.1 we performed a generator level study of a "two pass" B-tagging

algorithm. In the "first pass" we apply loose track selection criteria and require

at least three tracks in the vertex. If the first pass fails, we initiate a "second

pass" , which allows two track vertices, but requires tracks to satisfy stricter selection

criteria. We use this as our skeleton algorithm and concentrate our optimization

efforts on identifying a set of cuts, within this skeletal framework, which maximize

the B-tagging efficiency while maintaining a small fake tag rate. Two independent

optimizations are performed.

The first optimization concentrates on the track selection cuts and is guided by

the track selection optimizations described in Section 3.3.1. Twenty-four sets of

cuts are considered. For each cut set we calculate the quantity 52f B. The results

are shown in Figure 3.36 for two differen,t optimization criteria. In the top plot

we use an inclusive jet data set and define the signal as 5 = Nf::~. - N~:~.,

also known as the "positive excess". The background, B, is defined as the number

of negative tags, N~~~~., in the same data set. Recall that negative tags are non­

physical and are taken as an estimate of the number of fake tags, which are assumed

to be symmetric about zero, on the positive side. By calculating the positive excess

we are performing a first order background subtraction. In the bottom plot we

define the signal as the positive excess from a Pythia Monte Carlo sample with a

top quark mass of 160 GeV fc 2 , and the background as the number of positive tags

from the inclusive jet data. This criteria more nearly mimics the real signal and

background estimates used in the final analysis. For both sets of criteria we observe

little variation over the wide array of cut sets investigated. The final algorithm is

shown as the solid square. The open circle is the algorithm used in the previous

CDF top search analysis described in references [23] and [24].

The second optimization proceeds in a more general way and, in addition to

track selection criteria, considers cuts on various vertex characteristics.
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Figure 3.36: The optimization criteria, 5 2
/ B, as a function of 24 sets of track

selection cuts. The algorithm is seen to be relatively stable over a wide range of

cuts.
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Figure 3.37 plots the results of 27 different cut sets. Here the signal, 5, is defined

as the number of B-jet tags in a PYTHIA Monte Carlo with a top quark mass of

160 GeV/ c2 and the background, B, is defined as the number of positive tags in an

inclusive jet data sample. In both Figures 3.36 and 3.37 we observe the algorithm

to be relatively stable in 5 2
/ B over a wide range of cut variations. This makes the

final choice of cuts somewhat arbitrary. We base our final decision on the "discovery

potential" .

In making the fina,l choice among the various cut sets we additionally consider

that we expect our top yield to be small. This implies that in addition to consid­

ering the criteria 5 2 / B, the B-tag efficiency, fB-tag, ought also be considered. This

is made more obvious if one considers an algorithm that applies very strict cuts,

resulting in a very small fake tag rate and a correspondingly small B-tag efficiency.

Such an algorithm might very well maximize 5 2 / B, but with a small data sam­

ple such an inefficient algorithm might yield a uselessly small number of top quark

candidate events. Thus, in order to consider both these criteria simultaneously we

calculate the "discovery potential" for a given set of cuts. For this last optimization

we only consider three Ctit sets, known as options I, II, and III. These are those

sets of cuts with highest efficiency and reasonable values of 5 2 / B. We then perform

a statistical study to determine which of the three has the greatest potential for

observing a significant excess of top quark candidate events assuming 50 pb- 1 and

100 pb- 1 data sets. For this optimization we assume a top quark mass of 170 GeV/c2

and the corresponding theoretical production cross section of 6 pb. We employ a

Pythia top quark Monte Carlo sample normalized to the production cross section

and total integrated luminosity assumed. The Monte Carlo sample includes a full

detector simulation and only those events passing the selection criteria described in

Section 3.1 are considered. The mean number of background events is estimated

by scaling the positive tag rate in an inclusive jet sample by the appropriate lu­

minosity. This is analogous to the "method 1" background estimate described in

references [24] and [23]. The results are plotted in Figure 3.38. Also shown are the
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Figure 3.37: The optimization criteria, 5 2 / B, as a function of 27 sets of various

track and vertex selection cuts. Again, the a.lgorithm is seen to be relatively stable

over a wide range of cuts.
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results obtained when using the B-tag efficiencies measured using the B enriched

inclusive electron sample. We observe that option III has a slight edge at smaller

integrated luminosities. This becomes our default B-tagging algorithm. Figure 3.39

is a flow chart of the final algorithm. The final cuts are described in Figure 3.40.

3.4 Algorithm Performance in Control Samples

For any tagged jet we define the "psuedo - cr" as

LZll • M vtz
psuedo - crvtz = p,vtz

T

where

(3.3)

LZll := the transverse displacement of the secondary vertex from the primary inter­

action vertex as shown in Figure 3.3

Mvtz :=. the invariant mass of all tracks used in the vertex

P:;t:z: == the vector sum of the transverse momentum of all tracks used in the vertex.

The prefix "psuedo" recalls the fact that our algorithm does not completely recon­

struct the decay vertex. In Figure 3.41 we compare the psuedo - cr distribution

of tagged electron jets in the B-enriched control sample discussed in Section 3.1.5

to the same distribution as measured in a Monte Carlo sample of B -. eX decays.

The data agree well with the Monte Carlo simulation oLB-decay, which uses the

world average B-hadron lifetime [51), and give us confidence that the algorithm re­

ally identifies B-jets. As discussed more thoroughly in Section 3.5.4, we estimate

that approximately 40% of the electron jets in the B-enriched control sample are

actually associated with the semi-leptonic decay of a B-hadron. The agreement in

Figure 3.41 is curious, unless the algorithm tags B-jets much more efficiently than

it tags charm-jets (D-jet) or non-heavy-:fI.avor-jets (non-hf-jet). From Monte Carlo

we determine that the ratio of tagging efficiencies is fB : fD : f'TlD'n-hj ~ 40 : 10 : 1.

Thus, we expect a sample of tagged jets to have a large contribution from B-jets,
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Figure 3.38: A comparison of the discovery potential for three sets of B-tag algorithm
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Figure 3.39: A flow chart of the final B-tag algorithm. The relevant cuts are given

in Figure 3.40.
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Figure 3.40: The list of cuts used in the final B-tag algorithm.

algorithm is given in Figure 3.39.

A flow chart of the
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-
even if the pre-tagged parent sample has a very small contribution from B-jets. This

is demonstrated in Figure 3.42, in which we plot the effective crt distribution from

a sample of generic jets collected with the 50 GeV trigger threshold. As discussed

in Rerferences [24] and [52], we fit this distribution to a combination of effective

cr distributions from B-, D·, and non-hf-jets. The cr shapes are determined from

Monte Carlo. The fit gives the relative fraction of B:D:non-hf tags in the positive

(negative) LI1:1I region to be approximately 40% : 40% : 20% (20% : 20% : 60%).

tThe effective cr includes a correction factor to account for those decay products which the

algorithm fails to associate with the secondary vertex [24].
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Figure 3.42: The eTeff distribution for a sample of generic jets collected with the

50 GeV trigger threshold (points). We fit the distribution to a combination of heavy

flavor tags (B- and D- jet tags; solid) and background tags (non-hf-jets; dotted).

The fit returns a ratio of heavy flavor to background tags in the positive L~v region

of:::::: 4: 1.
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3.5 Acceptance for a Standard Model Top Quark

We use a combination of data and Monte Carlo to determine our efficiency for

identifying a tt event. The Monte Carlo generator is PYTHIA, and Standard Model

couplings are assumed. We consider the top quark masses M t = 150,170, and

190 GeV Ic2
• We calculate the total event detection efficiency as follows

(3.4)

where

Att == the fraction ofa events within the geometric acceptance ofthe CDF detector

and passing the kinematic requirements of the event selection

€lzp1lc..1== the efficiency of the cut IZpvtxl < 60 cm

€trig == the trigger efficiency for identifying high PT leptons

€lepton id == the efficiency of the lepton identification cuts

€tag == the efficiency for tagging at least one jet in the event.

We discuss each piece separately below.

3.5.1 Determination of Att

The geometric and kinematic acceptance is calculated as follows.

(3.5)

where

€geOTn == the fraction of fiducial tt events, defined as the fraction of all generated tt

events with ~ 1 lepton with PT > 15 GeVic and 1771 < 3.0

€kin == the fraction of fiducial tt events with ~ lone good electron or muon, defined

as an electron (muon) with ET (PT) > 20 GeV/c and 1771 < 2.0 and ~ 3 jets

(ET> 15 GeV, 1771 < 2.0).
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Eh == the fraction of tt events with 2: 1 good electron or muon, 2: 3 jets and with

ET > 20 GeV

Ei60 == the fraction of tt events having 2: 1 good lepton, 2: 3 jets and passing the

ET requirements in which the high PT lepton additionally passes the isolation

requirement, leal < 0.1.

Each of these efficiencies is conditional upon the previous one.

We assign a ±5% and ±2% (relative) systematic error due to uncertainties in

the modelling of initial state (ISR) and final state (FSR) radiation, respectively.

These errors are estimated by taking half the difference in Att between Monte Carlo

samples with the ISR and FSR turned off separately and that obtained using the

default Monte Carlo parameters. We additionally assign a ±2% (relative) error due

to detector resolution effects and a ±7% (relative) error due to uncertainties in the

jet energy scale. Finally, we assign a ±1% (relative) error due to the dependence

of Ei60 on the number of multiple interactions in an event. This last uncertainty is

estimated by measuring the efficiency of the leal < 0.1 cut on a sample of W -+ J1.11

events as a function of the instantaneous luminosity. This is shown in Figure 3.43.

We assume the distributi~n is flat and estimate a systematic by taking half the

difference assuming the ±la slope variations convoluted with the instantaneous

luminosity distribution of events in our signal region. Table 3.9 shows A tt for several

masses ofthe top quark. The first error is statistical and the second is the quadrature

sum of all systematic errors.

3.5.2 Determination of Etrig and Eleptan id

As discussed in Sections 3.1.2 and 3.1.3, we measure the trigger and lepton iden­

tification efficiencies using Z -+ U (l = e or J1.) events. The results are given in

Table 3.10. For Eleptan id we exclude the explicit isolation cut, leal, which is included

as part of the Aa calculation discussed in Section 3.5.1. Taking the average effi­

ciency over all detector components weighted by their relative acceptances yields
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Figure 3.43: The efficiency of the isolation cut, leal < 0.1, as a function of the

instantaneous luminosity in the event. We use W -+ J.L1I events and assume the

distribution is the same for electron events. The result of a fit to a sloped line is

given and displayed (solid line). The ±lu variation on the slope is also displayed

as the dashed lines. The ±lu bounds assuming no dependence are given by the

hatched region.
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150 GeVjc2

0.105 ± 0.003 ± 0.010

170 GeVjc2

0.116 ± 0.002 ± 0.011

190 GeVjc2

0.122 ± 0.003 ± 0.012

Table 3.9: Combined geometric and kinematic acceptances for tt events at various

assumed top quark masses, M t . The first error is statistical, the second is the

quadrature sum of all systematic errors.

€trig = 0.854 ± 0.014 and €lepton id = 0.903 ± 0.008 for leptons with PT> 20 GeV je.

The lepton samples used to measure the above efficiencies have isolation environ­

ments different from leptons in tt events. We measure the dependence of €trig'€id as

a function of the isolation variable, leal, and the number of jets in the event, N;et,

using a sample of W --t iLl! events required to pass all the event selection criteria

of Section 3.1. We fit the resulting distributions, shown in Figure 3.44, to a sloped

line and recalculate the trigger efficiency using the resulting ±lu slope variations

convoluted with the appropriate distribution for leptons in fiducial tt events. We

set the systematic error equal to half the difference between these variations and

the value obtained assuming no dependence on isolation or jet multiplicity. The

resulting systematic error is 5%.

3.5.3 Determination of Elzp"t.,1

An additional fiducial requirement is that the z co-ordinate of the primary event

vertex be within 60 cm of the nominal interaction point, IZpvb:1 < 60 cm. We use

W --t iLl! events passing the lepton identification criteria discussed in Section 3.1.2

to measure the efficiency of this cut. We measure €IZp"t.,1 = 0.949 ± 0.001, where

the error is statistical only. The Zpvt~ distribution for all of run 1B is shown in

Figure 3.45. Since the TeVatron parameters are changing during the course of the

run, we investigate for a possible time dependence by plotting €lzp"t.1 as a function
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(bottom). We assume the shapes of these distributions are the same for all triggers

used in analysis.
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electrons

0871+0
.
061 (CMNP)· -0.091

Etrig 0834+0
.021 (CMUP) 0.928 ± 0.002 (CEM)· -0.023

0696+0.045 (CMX). -0.049

0953+0
.026 (CMNP)· -0.044

Elepton id 0971+0
.008 (CMUP) 0.837 ±0.012 (CEM)· -0.011

o943+0 .016 (CMX). -0.021

Table 3.10: The trigger and lepton identification efficiencies as measured using

Z --t II (l = e or J,L) events. The errors are statistical only.

of the total integrated luminosity as shown in Figure 3.46. It is observed to be fiat

to within 1%. To determine whether or not the distribution is biased by requiring

~ 3 jets (ET > 15 GeV/ c, 1771 < 2.0) we measure Elz"VI..1as a. function ofthe number

of jets in the event, Njet. This is also shown in Figure 3.46 and is fiat to within 2%.

We assign a systematic error of ±0.8% and ±2.3% to our assumptions that E\ZJ11IIIlI

is fiat as a function of total integrated luminosity and the number of jets in the event,

respectively. These are estimated by fitting the appropriate curve in Figure 3.46 to

a sloped line and taking half the maximum difference assuming the ±lu variations

of the fit parameters.

3.5.4 Determination of Etog

We define our efficiency for tagging at least one jet in tt events passing all other

event selection criteria as

. event + event event event
€tag = €B-tog Emi..tog - EB-tog'Emiltog

where

(3.6)
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Figure 3.45: The zpvt:z: distribution for all run IB data. The results of a fit to a

Gaussian are also displayed. The arrows indicate the cut value of ±60 em.
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Figure 3.46: The EI.z:pvto.l as a function of the total integrated luminosity (top) is

flat to within 1% and yields an average efficiency of ElzpVh.l = 0.949 ± 0.001 (shaded

region). The EI.z:pvto.l as a function of the number of jets in the event, N;et, is fit to a

sloped line (bottom). The ±la variations of the slope are shown as dashed lines.
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C.vent - th f . f -
B-tag = e ractIOn 0 tt events passing all event selection criteria with ~ 1 tagged

B-jet

event - th f t' f -
€rni.tag = e rac IOn 0 tt events passing all event selection criteria with ~ 1 tagged

nonB-jet.

We discuss each separately below.

Determination of €ev~tt
rna. ag

We estimate the fraction of tt events in which at least one non-B-jet is tagged

using Monte Carlo. We find €::'~~g = 1 ± 1%, where the error is dominated by the

systematic uncertainty derived by comparing various Monte Carlo simulations.

Determination of €eventB-tag

The efficiency for tagging ~ 1 B-jet in a tt event passing all event selection cri­

teria is calculated using a mixture of data and Monte Carlo. From the data we

measure the efficiency for tagging semileptonic B-decays. We then rely on a Monte

Carlo simulation to extrapolate the measured B-tagging efficiency for semileptonic

B-decays to that expected for the generic B-decays in tt events. This extrapolation

requires that we scale the measured Monte Carlo tagging efficiency by the efficiency

observed in data. We call this the B-tagging scale factor, SF. The determination

of the semileptonic B-decay tagging efficiency and of the data to Monte Carlo scale

factor is described below. The measurements discussed all use run IB data unless

otherwise specified. We consider differences between run lA and run IB data at the

end of this Section.

We use the B-enriched, low PT, inclusive electron data set described in Sec­

tion 3.1.5 to help determine the efficiency per jet of the B-tagging algorithm de­

scribed in Section 3.3.2. Two different methods are employed, and each yields the

B-tagging efficiency for semileptonic B-decays.
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- For each event we define the "electron jet" (or "ejet") as that jet closest to the

electron in T/ - ¢ space and require

E¥et> 10 GeV

IT/ejet I < 2.0

6.Rele- jet = V6. T/~le-jet + 6.¢~le-jet < 0.4.

We define the "away jet" (or "ajet") as that jet opposite the electron jet and require

6.Rejet-ajet > 2.5

E:;jet > 15 GeV

IT/ajetl < 2.4.

We also require that the away jet be "taggable". A taggable jet has associated with

it ? 2 good tracks within the SVX fiducial volume. A good track is defined as any

track passing all "pass I" cuts, excluding the Srio cut, described in Figure 3.40.

The first method employed to measure the B-tagging efficiency uses the expres-

sion

-

where

Emethod 1
B-tag (3.7)

(3.8)

Pejet == the number of positively tagged electron jets (there is no away tag require­

ment)

Nejet == the number of negatively tagged electron jets (there is no away tag require­

ment)

Tejet == the number of taggable electron jets (there is no away tag requirement)
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FB == the fraction of electron jets associated with a real semileptonic B-decay

X Seiet = (Peiet - Neiee) /Tejet == the positive excess tagging rate in the electron

jets.

Since we only consider tags in the electron jets - that is, we require no away jet

tag - we call this the "single tag" method.

In determining the electron jet tagging efficiency, we subtract the negative tagged

electron jets. This is a small background subtraction of order 5% . The positive

excess tagging rate for all electrons jets with E;iet > 10 GeV is X Seiet = 12.0±0.1 %.

The correction factor, FB, is required to account for the B-purity of the pre-tagged

electron jets. We measure FB by looking for a nearby, low PT muon (l::i.R~-eiet < 0.4,

and P~ > 2 GeV/ c) associated with the semileptonic sequential decay of a charmed

hadron, B -+ eDX -+ e±J1.~X. We use the following expression to calculate FB

-
(3.9)

where

OS(SS)e-mu == the number of opposite (same) sign e - J1. pairs

Egoft ~ == the efficiency for finding the muon associated with the sequential charm

decay.

Teiet == the number of taggable electron jets (there is no away tag requirement)

The largest background in the determination of FB is due to fake leptons. The

number of same-sign e - I.L pairs provides a calibration of this background. Gluon

splitting is not expected to contribute significantly to the opposite-sign sample. The

fraction of all bb events which come from gluon splitting is predicted to be '" 25%.

The cone cut of l::i.Rele-iet < 0.4 and the isolation cuts implicit in the electron

identification reduce this to < 10%. Therefore, the excess of opposite-sign over

same-sign events, 0 Se-~ - SSe_I." is a clean signature for sequential semileptonic
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- B-decays. The distribution of the e - II. invariant mass M after b k d
r ,e-~, ac groun

subtraction, is shown in Figure 3.47 for all electron jets with an away jet tag and is

consistent with the Me_~ distribution derived from a B --+ eDX --+ e±J.L~ X Monte

Carlo.

The efficiency for finding the sequential J.L in the electron jet is calculated as

where

Esoft ~ = F(B --+ eDX --+ eJ.LX;P!j. > 2 GeV/c)'E~ find (3.10)

-

F == the fraction of B --+ eDX decays that also have a J.L from the sequential charm

decay with PT > 2.0 GeVIc; the J.L is required to be within a cone of 0.4 from

the electron jet axis in TJ - ¢ space, 6.R~-ejet < 0.4

E~ find == the efficiency for finding a muon with PT > 2.0 GeVI c.

Using a Monte Carlo of bb events, passing all the same event selection criteria used

in the data, we measure F = 0.028 ± 0.002, where the error is statistical only.

The muon finding efficiency, E~ find' is measured separately for each central muon

detector component (CMU, CMP, and CMX) as a function of P!j. using Z --+ J.LJ.L

and J11/J --+ J.LJ.L data events [32]. We then calculate E~ find as the average over all

central muon detector components weighted by their relative acceptance and by the

PT spectrum of the sequentially decaying muons as determined in the Monte Carlo.

We find, within the limited statistics available, E~ find is independent of E;?et and

is given as E~ find = 0.866 ± 0.087. This yields a soft muon finding efficiency of

Esoft ~ = 0.024 ± 0.003, which is also independent of E;?et. We measure for all

electron jets with E;iet > 10 GeV that FB = 39 ± 5 % and E'B':!l:: 1 = 31 ± 4 %,

where the error is dominated by the uncertainty in E~ find'

The second method employed to measure the B-tagging efficiency uses the ex-

pression

Emethod 2
B-tag = (3.11)
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Figure 3.47: The e - J.L invariant mass distribution for all electron jets with an away

side tag required. The data points include a background subtraction.
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(3.12)

--

patag - h
ejet = t e number of positively tagged electron jets with a positively tagged away

jet required on the opposite side (this increases the B-purity by a factor of", 2

on the electron jet side)

Te7e~g == the number of taggable electron jets with a positively tagged away jet re­

quired on the opposite side

Pajet == the number of positively tagged away jets

Najet == the number of positively tagged away jets as predicted using the tag rate

parameterization discussed in Section 3.7.2

FB == the fraction of electron jets from B decay as determined above

R == the electron jet tagging rate

Fncm-B == an estimate of the non-B fraction of electron jets with an away jet tag

required

For all electron jets with E;!et > 10 GeV we measure R = 29 ± 1 %. The factor

Fncm-B is required as a small background subtraction and is of order 15%. Since

an away jet tag is required in both the numerator and denominator of the electron

jet tagging rate, R, we call this the "double tag" method. For all electron jets with

E;iet > 10 GeV we find Ejj':!t:; 2 = 34 ± 2 %, where the error is statistical only.

In Figure 3 48(top) we plot Emethod 1 and Emethod 2 as a function of Eejet They. B-tag B-tag T .

are consistent to within 1.50' of each other in all but the first bin (10 < E;iet <

15 GeV), where they differ by 20'. This difference could be due to simultaneous

statistical fluctuations in the number of both double and single tagged events or due

to an undiscovered dependence on E;iet of some element used in determining the

efficiencies. In particular, in the single tag method one might expect E", find' since it
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depends on the P!J., to likewise depend on the Et~t. As previously mentioned, this

dependence might be masked by the limited statistics of the available Monte Carlo

sample. We should note that in tt events we only consider jets with ET > 15 GeV

for tagging. Our reason for including this lower ET bin in this study becomes more

obvious when we discuss the determination of the scale factor in the next section.

We also note in Figure 3A8( top) that the efficiency as determined using the

single tag method is systematically lower than the efficiency as determined using

the double tag method. We discuss this in the next Section.

Determination of the Scale Factor

We compare the Btag efficiency measured in data with the same efficiency deter­

mined using Monte Carlo. A bb Monte Carlo is used and is required, after a full

detector simulation, to pass all the same event selection criteria as the data. We

calculate the ratio of data toMonte Carlo tagging efficiency for the electron jet as

a function of the electron jet ET,

where

SF= (
~ta )B-tag
~ .Rtaggable
fE-tag

(3.13)

tJ;!..~ag == the efficiency for tagging a B-jet as measured in the data; we take the

weighted average of single and double tag methods

fW~ag == the efficiency for tagging a B-jet as measured in a bb Monte Carlo

Rtaggable == the data to Monte Carlo ratio of the fraction of jets which are taggable

The correction Rtaggable is required since we normalize our tagging efficiencies to

the number of taggable jets (cf. equations 3.12 and 3.8). It is measured to be

0.990 ± 0.002 independent of jet ET. We assume this to be fiat during the course of

the run and assign a 1.2% (relative) systematic derived by fitting the distribution in

Figure 3.51 to a sloped line and taking half the difference assuming the ±lq slope
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Figure 3.48: The B-tag efficiency, as determined using the two methods described

in Section 3.5.4, is plotted versus the E:jet (top). The weighted average scale factor

as a function of E;!et is also plotted (bottom). The result of a fit to a sloped line is

given and is displayed as the solid line. The ±la variations of the slope are given as

dashed lines. The shaded region is the ±la bounds of a fit assuming no dependence

E ejet
on T .
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variations. Figure 3.48(bottom) shows SF as a function of jet ET. The distribution

is consistent with being :flat to within'" 5%. In each ET bin we determine fdata
B-tag

by taking the weighted average of fB-tag as determined using the single and double

tag methods. Averaging over all jet ET > 10 GeV yields SF = 0.98 ± 0.04. We

also find good agreement between the kinematic features of the tags in the data

and bb Monte Carlo as shown in Figures 3.49 and 3.50. We compare the number

of tracks included in the secondary vertex tag, Ntrk, the summed PT and invariant

mass of those tracks (PTb: and Mvtx respectively), and the "psuedo-cr" = L ..~."{\!,,t.
T

of the vertex for both the semileptonic B-decay tags in electron jets (with an away

tag) and for the generic B-decay tags in away jets. The discrepancy in the 2 track

bin of the N trk distribution for away jets is consistent with an expected,.,. 7 - 10%

contribution from mistags. These comparisons give us confidence that the scale

factor is appropriate for arbitrary B-decays.

To determine the appropriate scale factor for tt events, we assume that SF is

independent of Efet and measure for all Efet > 10 GeV that SF = 0.98 ± 0.04,

where the error is statistical. To obtain the systematic error we fit the SF versus

Efd distribution to a sloped line and convolute the fit result, assuming the ±1C1

variations on the slope, with the ET distribution of B-jets in Monte Carlo tt events

passing all event selection criteria. Half the difference between this result and the

result assuming the scale factor is :flat in Efet is taken as the systematic error, which

is of order 13% (relative) for all assumed top masses.

We check for other variations of the SF by measuring the tagging efficiencies as

a function of the instantaneous luminosity, Lind, and total integrated luminosity,

Ltotal. We worry the tagging rate might be affected by the increased track multiplic­

ity of events with high LinlJt - such an affect would manifest itself as a dependence

of the tagging rate on the instantaneous luminosity. Additionally, we worry that

radiation damage to the SVX detector might also affect the tagging rates - this

would manifest itself as a dependence of the tagging rate on the total integrated

luminosity. Figure 3.52 shows f'B':!ta°; 2 as a function Lind and Ltotal. Both distri-
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Figure 3.49: A comparison between tags in electron jets with an away tag required

(points) and bb Monte Carlo (histogram) for various kinematic properties of the

tracks included in the secondary vertex tag.
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Figure 3.51: The fraction of taggable electron jets (with an away tag required) as

a function of the total integrated luminosity. The average is given as a dotted line

and the ±la bounds are given by the shaded band. The results of a fit to a sloped

line are also given and drawn as a solid line.
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butions are consistent with being flat. As a second check, we take advantage of the

large statistics available in the single tag sample and make no corrections for FB,

which has large errors associated with it. Since we use the same selection criteria

independent of Lin6t and Ltotal, we do not expect FB to vary as a function of these

variables. As demonstrated in Figure 3.53, this is indeed the case. In Figure 3.54

we plot X Seiet as a function of Lin6t and Ltotal' Each distribution is fit to a sloped

line. Even if we conservatively assume the ±lu slope parameters, the excess tagging

rate is affected by < 1% over the entire range of both Lin6t and Ltotal. A variation

of this size is wholly accounted for by the assigned systematic error.

As mentioned in the previous section, the efficiencies determined using the single

tag method appear to be systematically lower than those determined using the

double tag method as shown in Figure 3.48(top). As described in Reference [32J, the

background subtraction in Equation 3.9 may be an underestimate, which would, in

turn, lead to an underestimate in the single tag efficiency, fiJ,:!j:t 1. IT we incorporate

the background subtraction as discussed in Reference [32], the method 1 B-tag

efficiency on average changes by +8%. The resulting scale factor is 1.05 ± 0.04. We

take half the difference between this result and the result discussed above as an

additional systematic of 3%.

Differences in Run lA Data

Since the SVX detector used in run 1A is radiation soft, we might expect the tagging

rates in run 1A to be more affected by radiation damage. We investigate this by

looking for a run dependence of the excess tagging rate in electron jets, X Seid' in

a B-enriched sample selected using the same criteria as for the run 1B sample. We

measure the B-fraction of the run 1A sample, FBun lA = 37 ± 8%, to be consistent

with the run 1B fraction, FBun IB = 39 ± 5%. This facilitates a direct comparison

of the run 1A and r~n 1B excess tagging rates. Figure 3.55 shows X S;je~ lA as a

function of run number. The points are normalized to the first bin. There is a clear

run dependence. We determine the average run 1A B-tagging efficiency by taking
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Figure 3.52: The double tag rate, f[j':...tt'ac; 2, is plotted as a function of the in­

stantaneous luminosity (top) and the total integrated luminosity (bottom). Both

distributions are consistent with being flat. The weighted average is displayed as a

dashed line. The shaded region indicates the ±10' bounds.
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Figure 3.53: The estimated fraction of pre-tagged electron jets that are B-jets, Fa, as

a function of the instantaneous luminosity (top) and the total integrated luminosity

(bottom). The hatched bands represent the ±10' bounds of the weighted average

Fa in each plot.
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Figure 3.54: The excess tagging rate, X Sejet, is plotted as a function of the in­

stantaneous luminosity (top) and the total integrated luminosity (bottom). Each

distribution is fit to a sloped line. The fit results are displayed and drawn as a solid

line. The ±1<7 variations of the fit parameters are drawn as dashed lines.
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the luminosity weighted average over all points. We measure

(3.14)

We determine the average run 1A plus run IB B-tagging efficiency by taking the

luminosity weighted average of fBu::'t~: and fB::'t~:. The resulting run averaged

B-tagging efficiency is a factor of 0.971 ± 0.009 smaller that the run lB-only rates

determined above. In calculating the tt detection efficiency, we diminish all tagging

efficiencies by this factor.

Determination of fB:7~g for tt Events

We use the following expression to determine fB:7~g for tt events passing all the

event selection criteria.

(3.15)

where

F2B == the fraction of tt events passing all event selection criteria that contain 2

taggable B-jets

FIB == the fraction of tt events passing all event selection criteria that contain only

1 taggable B-jet

fB-tag == the per jet B-tagging efficiency as determined from the Monte Carlo

SF == the data to Monte Carlo scale factor.

Table 3.11 gives the resulting EB:'~~g for the assumed top masses 150, 170, and

190 GeVI c2 • Our total tt event detection efficiency is given in Table 3.12.
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Figure 3.55: The excess tagging rate for a run 1A B-enriched sample as a function

of run number. A clear run dependence is observed. The dotted line is the average

run 1B excess tagging rate. The hatched band indicates the ±la bounds on the run

1B rate.
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Mt = 150 GeVIc2 Mt = 170 GeV/c2 Mt = 190 GeVIc2

FIB: 0.327 ± 0.017 0.302 ± 0.007 0.279 ± 0.015

F 2B: 0.320 ± 0.017 0.341 ± 0.007 0.378 ± 0.018

f.B-tag : 0.561 ± 0.004 0.561 ± 0.004 0.561 ± 0.004

SF: 0.98 ± 0.15 0.98 ± 0.15 0.98 ± 0.15

fevent • 0.42 ± 0.05 0.43 ± 0.04 0.44 ± 0.040B-tag'

event • 0.010 ± 0.010 0.010 ± 0.010 0.010 ± 0.010fmi,tag •

10tag : 0.43 ± 0.05 0.44 ± 0.04 0.45 ± 0.040

Table 3.11: The fraction oftt events passing all event selection criteria with at least

one tagged B-jet. All uncertainties include statistical and systematic errors added

in quadrature.

Mt = 150 GeVle2 Mt = 170 GeVle2 Mt = 190 GeVle2

Att : 0.105 ± 0.010 0.116 ± 0.011 0.122 ± 0.012

fIZp~t .. 1 : 0.949 ± 0.023 0.949 ± 0.023 0.949 ± 0.023

10trig : 0.854 ± 0.045 0.854 ± 0.045 0.854 ± 0.045

flepton id : 0.903 ± 0.008 0.903 ± 0.008 0.903 ± 0.008

10tag : 0.43 ± 0.05 0.44 ± 0.04 0.45 ± 0.04

fa : 0.033 ± 0.006 0.037 ± 0.006 0.040 ± 0.006

Table 3.12: The total tt event detection efficiency. All uncertainties include statis­

tical and systematic errors added in quadrature.
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W +n jet multiplicity bin

quantity 1 jet 2 jets 3 jets ~ 4 jets

Nevent 9531 1469 231 65

N tag events 61 43 22 18

N tag jets 61 38 17 15

Table 3.13: B-tagging results using 100 pb-1 of data.

-"

3.6 Results

As discussed in Section 3.1, we search for tt pair production and assume the Stan­

dard Model decay tt ~ W+bW-"b. We require one of the W bosons to decay

leptonically, the other hadronically. A candidate top quark event would then have a

high PT lepton (an electron or muon) and lots of missing transverse energy - from

the neutrino of the leptonically decaying W, and ~ 3 jets - from the hadronization

of the two b-quarks and the hadronically decaying W. We further require that at

least one jet in the event is tagged by our B-tagging algorithm. The results from

100 pb-1 of run lA + run IB data is given in Table 3.13. We divide the events

according to their jet multiplicity. For each multiplicity bin we count the number

of events in the sample prior to tagging, Nevent, and the number of events with ~ 1

tagged jet. Since it is possible to tag more than one jet in an event, we also give

the total number of tagged jets. Note that an event with 2 tagged jets, a "double

tagged" event, is much more likely to contain real heavy flavor jets than not. We

observe 40 tagged jets in 32 events. There are 8 double tagged events and no triple

tagged events. The derivation of our background estimate is discussed in detail in

Section 3.7 and the significance of the result is discussed in Section 3.7.6. We com­

pare the kinematic distributions of the tagged events with expectations from a tt

+ background Monte Carlo sample in Section 3.8.
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Even in the absence of any tt events, we still expect tags in the W plus jets data

samples. The primary sources of these "background" tags are W + heavy flavor

events and mistags. Specifically we consider the following backgrounds:

Wbb, W cc == higher order W production in association with heavy quark pair pro­

duction via gluon splitting (d. Figure 1.6)

mistags = false secondary vertex tags due to detector resolution effects in events

containing no heavy flavor

W c == flavor excitation processes yielding a W in association with a charm quark,

primarily 89 -+ We

WW, W Z = diboson production in which one boson decays to real heavy flavor

via W -+ cS or Z -+ bb, cc

Z -+ TT =tauonic decay of a Z boson in which one of the taus generates a tag due

to the tau lifetime

non-W == non-W events which contain heavy flavor, primarily qq -+ bb events,

passing the event selection criteria.

The first 2 sources constitute '" 65% of the total background, while the first 3

make up > 80%. We use Monte Carlo to calculate the relative contribution to

each jet multiplicity bin for the Wbb , W cc , and W c background sources. We

then scale these relative rates according to the number of observed events (prior to

tagging) in each bin. In this manner we do not rely on Monte Carlo for the absolute

normalization of the background rate. The mistag contribution is estimated using a

parameterization of the mistag rate derived from inclusive jet data. The remaining

background estimates utilize a combination of data and Monte Carlo techniques.

We discuss the estimate of each background source separately below.
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3.7.1 Estimate of the Wbb, W cc, and We Contributions

For a given background source, b (= Wbb , Wee, We), we estimate the number of

tags in a given jet multiplicity bin, j, using the following expression

where

Nl = N j. (1 - F~on_w) . Fl . k . ef, .SF (3.16)

b == corresponds to one of the W plus heavy flavor background sources, Wbb, Wee,

or We

Nt == the estimated number of background tags due to background source b in jet

multiplicity bin j

Ni == the number events passing all event selection criteria in jet multiplicity bin j

prior to tagging

F~_w == fraction of events in jet multiplicity bin j originating from non-W sources

(primarily bb )

Ft == the fraction of events with jet multiplicity j originating from background

source b

k == a correction factor discussed more thoroughly below

ef, == the efficiency for tagging 2: 1 jet in events from background source b in jet

multiplicity bin j

SF == the data to Monte Carlo scale factor discussed in Section 3.5.4.

The correction F~on_w is required to account for that fraction of events passing all

selection criteria which are not real W events. It is on the order of 10% for all jet

multiplicity bins and is discussed in Section 3.7.3. Below, we specifically discuss

the determination of Ntvfi,' Unless otherwise noted, the same methods are used to

determine N tvcc and N tvc'
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We use a HERWIG Monte Carlo sample of W + multijet events to determine the

fraction of events with jet multiplicity j containing a bb pair

. Nj ( events with bb pair)
pJ - (3.17)

Wbb - Ni ( all W +j jet events) .

In the 1 jet bin, we compute the inclusive Wbb and Wee production rates and

compare the results to those obtained using the full leading-order matrix element

calculation described in Reference [58]. They are consistent to well within the ±40%

uncertainty assigned to the renormalization scale [58]. To be conservative we choose

the upper bound of this range and require the two methods to yield consistent Wbb

+1 and Wee +1 jet rates. This requires a correction factor, k = 1.4, for the HERWIG

prediction, which is applied to all jet multiplicity bins.

As a check of this method we repeat this study for a sample of generic jets selected

as described in Section 3.1.5. We compare the excess tagging rate as measured in the

data to the tagging rate predicted using a HERWIG Monte Carlo sample of generic

QCD muitijet events. The dominant production diagram for these generic multijet

events is given in Figure 3.56. As with W + heavy flavor events, bb and ee pairs

predominantly result from gluon splitting. We compare the tag rates as a function

of jet multiplicity and require the Monte Carlo tags to be associated with a heavy

flavor jet. Figure 3.57 shows the results. The two rates are consistent and give

us confidence in the heavy quark production rate predicted by HERWIG. We also

verify that the HERWIG rates are consistent with a full next-to-Ieading-order matrix

calculation of the heavy flavor fraction of generic jet events. We assign a 60%

(relative) error to the correction factor, k, which is determined by varing the heavy

flavor fraction in HERWIG until it disagrees by ±la with the observed excess tagging

rate in generic jet data.

For the fraction of W +1 jet events due to We we again use the HERWIG Monte

Carlo program. The dominant production mechanism is shown in Figure 3.58. The

uncertainty in the strange sea content of the proton is estimated by generating

a variety of HERWIG samples utilizing a variety of structure functions [59] and is
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Figure 3.56: Tree level diagram of a generic multijet event. A heavy flavor quark

pair results from a gluon splitting to a bb or cc pair.
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-

'" 30% (relative). To facilitate a large statistics study over a wide range of structure

functions) we use an idealized detector simulation. To account for detector resolution

effects we need to scale the resulting rates by a correction factor. We determined

this factor by performing a full detector simulation on a single Monte Carlo sample

and comparing results to that obtained using the idealized simulation. We require

a correction of kwc = 1.1 ± 0.3.

The tagging rate, ~Wbb' is also determined from Monte Carlo. To avoid double

counting mistags) only tags in B-jets are considered. We use expression 3.15 to

determine the efficiency for tagging ~ 1 B-jet in an event. We do this as a function

of jet multiplicity. When determining the tagging rates for Wee and We events) we

require the tag to be associated with a charm jet. We use the scale factor determined

in Section 3.5.4) SF = 0.98 ± 0.15, and assume it is the same for charm jets.

Table 3.14 gives the values for Ft) k, and 4, for the background sources b =

Wbb) Wee) and We.

3.7.2 Estimate of Mistag Contribution

We use a heavy flavor depleted generic jet sample to parametrize the mistag rate

per jet as a function of the jet ET, \171) number of associated SVX-tracks) and the

event EET ) which is defined as the scalar sum over all jets in the event with

ET > 15 GeV and 1171 < 2.0. The bins used in the parametrization are given in

Table 3.15. We parameterize the mistag rate using a generic jet sample with a

50 GeV threshold because the event kinematics (ie. jet ET and event ~ET ) have

distributions similar to those of the W + ~ 3 jets signal sample. The resulting

mistag rate parameterization is then applied to the jets in the W + multijet sample

to yield an estimate of the mistag contribution to the background. As a check

of this procedure) we compare the number of negative tags predicted using the

parameterization to the number observed in a variety of control samples, including

a variety of generic jet samples requiring different jet thresholds) and a sample of

events with EET > 300 GeV) where the sum is over alljets in the event. The results
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Figure 3.58: Tree level diagram for W c production. This is dominated by the process

sg -+ W c, with a '" 10% contribution from dg -+ W c.
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background jet

source (b) multiplicity (j) p,i k ~"
1 0.005 ± 0.002 1.4 ± 0.8 0.228 ± 0.005

Wbb 2 0.010 ± 0.001 1.4 ± 0.8 0.350 ± 0.015

3 0.021 ± 0.003 1.4 ± 0.8 0.359 ± 0.030

24 0.025 ± 0.012 1.4 ± 0.8 0.359 ± 0.030

1 0.012 ± 0.001 1.4 ± 0.8 0.051 ± 0.004

Wee 2 0.025 ± 0.001 1.4 ± 0.8 0.093 ± 0.012

3 0.035 ± 0.005 1.4 ± 0.8 0.086 ± 0.034

~4 0.027 ± 0.015 1.4 ± 0.8 0.086 ± 0.034

1 0.053 ± 0.013 1.1 ± 0.3 0.048 ± 0.005

We 2 0.075 ± 0.015 1.1 ± 0.3 0.061 ± 0.010

3 0.080 ± 0.015 1.1 ± 0.3 0.078 ± 0.015

~4 0.080 ± 0.015 1.1 ± 0.3 0.078 ± 0.015

-
Table 3.14: Summary of numbers used in estimating the W + heavy flavor back­

ground contribution as a function of jet multiplicity.

parameter bins

ET of the jet (GeV) 15,25,35,45,60,75,90,120,150, > 150

Ntrk, 2, 3, 4, 5, 6-7, 8-9, 10-13, 2 14

event ~ET (GeV) 0, 80, 140, > 140

Table 3.15: The parameters and binning used to parameterize the mistag rate.
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are given in Table 3.16, where we observe discrepancies of 5 10% in all samples. As

a further check, we compare the predicted and observed mistag rates as a function

of variables thought to be correlated with tracking confusion, but not used in the

parameterization. The variables investigated are

NtJt~ == the number of interaction vertices in the event; note that due to the high

luminosity conditions of run IB there are on average'" .2 interactions per event

I~Zlmin == the minimum separation between the primary interaction vertex and

any other interaction vertex in the event

~Rmin == the minimum separation in .,,- ct> space between a given jet and any other

jet in the event

1b.ct>lmin == the minimum azimuth separation between a given jet and any other jet

in the event.

Since the EET of events in the W + ~ 3 jets sample «(EET) '" 150 GeV) is consider­

ably smaller than that of events in the EET > 300 GeV sample «(EET) > 200 GeV),

we take this latter sample as an extreme case in which to make these comparisons.

The results are given in Table 3.17. We observe that the mistag rate is flat as a

function of all variables investigated and that whatever correlations might exist are

acurrately modeled by the mistag parameterization within 10 - 20%. Based on this,

. we assign a systematic error of ±20% (relative) to the mistag prediction.

3.7.3 Estimate of Fnon- w Contribution

We determine the non-W contribution using the data. We assume that the event

ET and lepton isolation leal are independent. We then release the cuts on ET and

isolation in the sample selection and divide the data into four regions as shown in

Figure 3.59. Note that regions A and B are background dominated, while region D

is our signal region. We then estimate the fraction of non-W events in the signal
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data no. of negative tags

sample observed predicted

jets (20 GeV thresh.) 108 120

jets (50 GeV thresh.) 541 564

jets (70 GeV thresh.) 371 365

jets (100 GeV thresh.) 538 500

jets (140 GeV thresh.) 270 272

EET> 300 GeV 434 391

::=.

Table 3.16: Comparison of the number of observed negative tags to the number

predicted using the mistag parameterization in a variety of control samples.

region using the expression

where

Fnon-w = Nc ' (~~)
1

ND
(3.18)

NI == the number of events, prior to tagging, in region 1.

This is done separately for electrons and muons. The results are given in Table 3.18.

We estimate the final background contribution to the signal region by applying the

tagging rate measured in region A to the events in region D and scaling by Fnon- w.

3.7.4 Estimate of WW, W Z and Z ---+ TT Contributions

We estimate the remaining background contributions using the following expression

where

Nt = O"b' (BRh . (total .A~. t{,. SF (3.19)
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bin N~otal Ntaggable Nob~ Npred ratio €-tag(% )Jet Jet -tag -tag

N vh: = 1 35426 20558 189 171 1.11 ± 0.08 0.92 ± 0.07

N vh: = 2 23319 13544 137 114 1.20 ± 0.10 1.01 ± 0.09

N vtx = 3 11034 6432 45 50 0.90 ± 0.13 0.70 ± 0.10

N vtx ~ 4 12446 7115 63 56 1.13 ± 0.14 0.89 ± 0.11

ILlZlmin ::; 5 cm 5362 3045 30 24 1.25 ± 0.23 0.99 ± 0.18

5< I~Zlmin ::;10 6414 3684 40 30 1.33 ± 0.21 1.09 ± 0.17

10< I~Zlmin ::;20 10853 6320 51 53 0.96 ± 0.13 0.81 ± 0.11

20< I~Zlmin ::;30 8001 4512 37 37 1.00 ± 0.16 0.82 ± 0.13

30< ILlZlmin 16169 9530 87 77 1.13 ± 0.12 0.91 ± 0.10

~Rmin ~0.5 1694 1033 8 7 1.14 ± 0.40 0.77 ± 0.27

0.5< ~Rmin SO.7 12334 7736 72 55 1.31 ± 0.16 0.92 ± 0.11

0.7< ~Rmin ::;0.9 9910 . 6059 59 42 1.40 ± 0.18 0.97 ± 0.13

0.9< ~Rmin S1.1 8211 4895 35 34 1.03 ± 0.17 0.72 ± 0.12

1.1< ~Rmin ~ 1.5 13031 7468 57 51 1.12 ± 0.15 0.76 ± 0.10

1.5< ~Rmin ::;2.0 12130 6684 59 49 1.20 ± 0.16 0.88 ± 0.11

2.0< ~Rmin 14653 6994 48 49 0.98 ± 0.14 0.69 ± 0.10

16.<I>lmin ::; 100 9045 4700 46 28 1.64 ± 0.24 0.98 ± 0.14

10< ILl<l>lmin ::;20 8588 4782 40 31 1.29 ± 0.20 0.84 ± 0.13

20< 1~<I>lmin ::;30 9512 5615 54 41 1.32 ± 0.18 0.96 ± 0.13

30< ILl<l>lmin ::;40 9024 5319 46 39 1.18 ± 0.17 0.86 ± 0.13

40< 1~<I>lmi.. ::;50 6814 3975 37 29 1.29 ± 0.021 0.93 ± 0.15

50< ILl4>lmin 28920 16454 114 121 0.94 ± 0.09 0.69 ± 0.06

Table 3.17: A comparison between the number of negative tags observed, N~~g, and

predicted, N~~~, as a function of several variables in the 'J:.ET > 300 GeV sample.

In each bin we calculate the mistag rate, €-tag = N':!'t.~g/N;::gable, and the ratio of

observed to predicted mistags, N~~g/N~~~.
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jet multiplicity

1 2 ~3

e 0.088 ± 0.007 0.102 ± 0.016 0.112 ± 0.036

Fnon-w J.L 0.052 ± 0.004 0.065 ± 0.009 0.091 ± 0.027

ave. 0.073 ± 0.005 0.084 ± 0.012 0.100 ± 0.030

Table 3.18: The fraction of non-W, Fnon- w, events passing all event selection criteria

as a function of jet multiplicity. The errors are statistical only.

-
ba.ckground jet total tagging

source multiplicity acceptance efficiency

1 0.110 ± 0.005 0.040 ± 0.004

WW ----+ eveS 2 0.116 ± 0.005 0.052 ± 0.004

(q·BR = 0.703 ± 0.052 pb) ~3 0.023 ± 0.002 0.071 ± 0.010

1 0.094 ± 0.005 0.24 ± 0.03

WZ ----+ evbb 2 0.099 ± 0.005 0.49 ± 0.06

(q·BR = 0.052 ± 0.008 pb) ~3 0.022 ± 0.002 0.51 ± 0.06

1 0.0029 ± 0.0003 0.08 ± 0.02

Z ----+ TT ----+ evv + 3 prong + X 2 0.0008 ± 0.0001 0.10 ± 0.02

(q·BR = 10.0 ± 1.0 pb) ~3 I 0.001 ± 0.00005 0.12 ± 0.02

Table 3.19: The total event acceptances and per event tagging efficiencies used to

estima.te the WW, W Z, and Z ----+ TT background contributions.
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(D) due to non-W sources such as bb .
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b == specifies a particular background source, WW, W Z, or Z -+ 7"7"

O'b == the production cross section for background source b from References [60J [61J

BRb == the branching ratio for background source b to a final state including a high

PT electron or muon and the heavy flavor decay of one of the bosons

.ctotcl == the total integrated luminosity

A~ == the total event acceptance for jet multiplicity bin j, including trigger, lepton

identification, and event selection efficiencies, for background source b

e1, == the efficiency for tagging ~ 1 heavy flavor jet in an event with jet multiplicity

jj to avoid double counting mistags, we require the tag to be in a B-, D·, or

7"- jet.

SF == the data to Monte Carlo scale factor discussed in Section 3.5.4.

The numbers used in the calculation are given in Table 3.19. We use PYTHIA

Monte Carlo samples to estimate both the acceptance and tagging efficiency. The

Monte Carlo samples included only W -+ ell. In order to account for the W -+ J1.11

contribution we scale the above numbers by the ratio of muon to electron events in

the W+ 1 jet bin, 1 + (N~/N;) = 1.76.

Table 3.20 summarizes the total background estimate as a function of jet muli­

plicity. Figure 3.60 graphically compares the background estimate to the observed

number of tagged jets as a function of jet multiplicity. We observe that in the

control region, W + ~ 2 jets, the data and background estimate are in reasonable

agreement. In the signal region, W + ~ 3 jets, we observe a large excess over the

expected background contribution. The significance of this excess is discussed in

the next section.
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W + multijet sample

background source I W + 1 jet W + 2 jets W + 3 jets W + ~4 jets

(1) Wbb , Wee 20.6 ± 13.8 11.5 ± 7.2 2.9 ± 1.9 0.85 ± 0.68

(2) mistags 20.4 ± 4.1 7.3 ± 1.5 1.9 ± 0.4 0.70 ± 0.14

(3) We 22.9 ± 6.5 6.3 ± 1.7 1.3 ± 0.6 0.38 ± 0.17

(4) non- W (including bb ) 9.3 ± 2.7 3.8 ± 1.3 1.2 ± 0.5 0.37 ± 0.16

(5) WW, WZ, Z -+ rr 1.2 ± 0.2 1.2 ± 0.2 0.33 ± 0.06 0.10 ± 0.03

2.4 ± 0.7I 74.4 ± 16.0 I 30.1 ± 7.7 I 7.6 ± 2.1

Nevent prior to tagging 9531 1469 231 65

N tag events observed 61 38 17 15

N tag jets observed 61 43 22 18

I (6) Total

Table 3.20: The expected number of tagged jets for each background source. Esti­

mates and observations based on 100 pb-1 of CDF data.
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Figure 3.60: B-tagging results using 100 pb- 1 of data. The W + ~ 2 jets bins are

expected to have a very small tt contribution. The W + ~ 3 jets bins are our search

region, where Standard Model tt production might significantly contribute.
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3.7.5 Additional Checks of Background Estimate

As additional checks of the background estimate described above, we place upper

limits on the number of residual tags from the following sources:

• K~ ~ 71"+71"- decays

• AD ~ p7T- decays

• I ~ e+ e- conversions

• an asymmetry of the mistag CT shape.

We discuss these separately below.

For the "V-decays" (K~ ~ 71"+71"- and AD ~ p7T-) we employ the removal algo­

rithm described in Figure 3.40. In short, we forbid the use of a given track in a tag

if it forms, with an oppositely charged track, a vertex with an invariant mass within

10 (6) MeV Ic2 of the K~ (AD) mass. At least one of the tracks must pass the CTC

cuts described in Figure 3.40. Prior to V-removal there are two types of V-decays

which can generate a secondary displaced vertex tag

Type-I: V-decays in which both decay tracks are reconstructed to form a secondary

displaced vertex tag

Type-II: V-decays in which one decay track is lost, while the other intersects a

mis-measured track to form a secondary displaced vertex tag.

Type-I tags will lie within the mass window and are removed with 100% efficiency.

The rate at which Type-II tags occur is strongly correlated to the track finding

efficiency of the CTC. If we very conservatively assume that every unpaired V­

daughter track yields a positive tag, then we can place an upper limit on the number

of residual tags originating from a V-decay. By imbedding Monte Carlo tracks from

K~ ~ 71"+71"- decay into data events we measure the CTC trackfinding efficiency

to be greater than 95% for tracks with PT > 250 MeV Ic and I'll < 1.0 [62J. We
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- use a HERWIG Monte Carlo sample of inclusive jets, with a trigger threshold of

50 GeV, to estimate that 80% of the V-daughter tracks have PT > 250 MeVIc and

1111 < 1.0. If we conservatively assume that the efficiency for finding those tracks not

passing these cuts is zero, then we can place a lower bound on the CTC track finding

efficiency of fCTC > 75%. By turning off V-removal in the B-tagging algorithm an

additional 57 jets are tagged in a generic jet sample, where 30 ± 8 fall within a mass

peak (ie. are Type-I tags). We place an upper bound on the number of residual

V-decay tags by calculating

-

N
re• < Nrc", (1 1)II- II·--

€[[

where

Nr'r == the number of residual Type-II tags

(3.20)

.-

Nrl == the number of Type-II tags removed by the V-removal algorithm; this is

estimated by subtracting from the total number of removed tags the number

within a mass peak; for our sample this yields 50 - (30 ± 8) = 27 ± 8

€[[ == the efficiency for finding the second leg of a V-decay given that the first leg

passes all the CTC quality cuts; this is approximately given by the CTC track

finding efficiency and has a lower bound of 75% .

Since we use the negative tag rate to estimate the number of mistags in the positive

L~II region, we calculate by what fraction we need to increase the mistag estimate

in order to account for this residual contribution. We find that

Ff? < total no. of negative tags

25 ± 8%.

(3.21)

(3.22)

In our signal region this corresponds to increasing the mistag contribution by 0.65

tags. This is negligible compared to the systematic error of 2.8 tags assigned to the

total background.
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-

The problem of'Y -. e+e- conversions yielding false displaced vertices is largely

avoided by requiring the 2-D decay length to be well inside the 1st silicon layer,

L%1I < 2.5 cm, and by cutting harder on the quality of tracks used in 2-track tags (d.

Figure 3.40). Knowing that the K/7f ratio is of order 1/10 and that, averaged over

its fiducial volume, the SVX is less than 1% of a radiation length we estimate that,

even if the track finding efficiency for the electron tracks from photon conversions is

half that for the V-decay tracks discussed above, the number of residual tags which

originate from'Y -. e+e- conversions is less than 1/5 of those originating from V­

decay. Again this is a negligible contribution compared to the assigned systematic

error on the total background in our signal region.

We have assumed that the shape of the L%1I distribution from non-heavy flavor

jets is symmetric about zero. We check this assumption by requiring, in a sample

of generic jet tags, that all tracks used in a tag have X2 > 3 and that at least one

track in each tag have X2 > 5. Since the average X2 of tracks passing the CTC cuts

and having PT> 0.5 GeV/c is less than 2.5, (and less than 10% have X2 > 5) these

tracks are most likely mismeasured tracks and thus yield a sample that is largely

mistags. Note that the tag rate is reduced by more than 2 orders of magnitude.

The ratio of positive tags to negative tags is 1.3 ±0.2. Conservatively assuming that

mistags are asymmetrically distributed requires increasing the mistag estimate of

the background in the signal region by 0.78 tags. This is wholly accounted for by

. the systematic error on the total background estimate.

As a final check of our background predictions, we compare the observed and

predicted number of tags in a Z + multijet sample. Since the production mecha­

nisms for Z+ multijet are very similar to those of W + multijet, and since the top

contribution is expected to be very small, this is an excellent sample in which to

look for an anamolous source of background tags. Table 3.21 shows the results. The

data and background prediction are in excellent agreement over all jet multiplicity

bins.
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Z+ multijet sample
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1 jet 2 jets ;::: 3 jets

Ne1Jent 896 119 19

N ta9 jets observed 6 3 1

N ta9 jets predicted 8.4 ± 0.84 2.3 ± 0.23 0.94 ± 0.09

Table 3.21: B-tagging results from a Z + multijet sample using 100 pb-1 of CDF

data.

3.7.6 Significance of Observed Excess

An excess of tagged events is observed in the search region. To determine the

significance of the excess we employ a toy Monte Carlo in which we assume the

data contains only background (i. e. we assume the "null hypothesis") and compute

the probability of observing ~ 40 tagged jets. This probability is estimated by

performing a large number (100 million) of background-only "experiments" and

counting the number which yield at least 40 tags total. We choose to count tagged

jets, instead of tagged events, in order to account for the double tagged events.

In each experiment we throw for the number of pre-tagged Wbb , W cc , and We

events from a Poisson distribution with a Gaussian smeared mean to account for

the uncertainties. We constrain the total number of events to be what we observe,

296, so that the number of pre-tagged W + non - hi events is given by

NW+non-hf =296 - (NWbb +Nwce + Nwc) (3.23)

The number of single and double tagged events is determined by applying the a.p­

propriate per event tagging efficiency for each background source. The Wbb , W cc ,

and We tagging efficiencies are determined using MC and are calculated from "first

principles" as

fl = it· fjet +2 . 12 . fjet . (1 - fjet) (3.24)
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where

(1 == the efficiency for tagging one heavy flavor jet per event

(2 == the efficiency for tagging two heavy flavor jets per event

163

(3.25)

It == the fraction of events passing all event selection criteria and containing 1 tag­

gable heavy flavor jet

h == the fraction of events passing all event selection criteria and containing 2 tag­

gable heavy flavor jets

(jet == the tagging efficiency per taggable heavy flavor jet.

The tagging efficieny, (jet, is corrected by a data to Monte Carlo scale factor, which is

thrown from a Gaussian distribution with p.±u = 0.98±0.15 (d. Section 3.5.4). Ad­

ditionally, we include a mistag component and allow for each event to be mistagged,

double mistagged, and double tagged with one heavy flavor tag plus one mistag. We

express these per event mistag contributions to the tagging efficiency as

(mtag == the efficiency per event for mistagging a jet

f.hf+mtag == the efficiency per event for heavy flavor tagging one jet and mistagging

another jet to yield a double tagged event

f.2mtag == the efficiency per event for mistagging two jets.

We estimate f.mtag from the data using the mistag parameterization discussed in

Section 3.7.2.

f.mtag =
no. of predicted mistags in search region

total no. of events in search region

3.7 ± 0.7 = 0.013 ± 0.003.
296

(3.26)

(3.27)
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The double tag efficiencies are estimated by assuming for each background source

that f1 is independent of f'mtag. We then take the per event mistag contribution to

the double tags as

f2'mtag

fhf+'mtag ft . f'mtag

(3.28)

(3.29)

The total probability that an event is tagged is then given by

f~1tag = f~ingle tag + fdouble tag

where

f~ingle tag = f1 + f'mtag

fdouble tag = f2 + f2mtag + fhf+'mtag

(3.30)

For each MC experiment, we account for the uncertainties of each component, it,

12, fjet, and fmtag by smearing their mean value with a Gaussian. Table 3.22 lists

the input values for the parameters used in calculating £1 and f2 for each of the

background sources. Table 3.23 compares the mean values yielded from the first

principles calculation of f1 and £2 (as given in equation 3.24) to the values measured

directly from Monte Carlo samples specific to each background source. The excellent

agreement assures us that any unaccounted for correlations are smaller than the

uncertainties assigned to the event tagging efficiencies.

Finally, we include a contribution from WW, WZ, bb, and Z - 'T'T sources

by throwing for the number of tags from a Poisson distribution with a Gaussian

smeared mean. The probability of a pure background sample fluctuating to yield

~ 40 tags is then given by

P~40
no. of experiments with Ntag ~ 40 tags
total no. of MC experiments performed

2.8 X 10-6

(3.31)

(3.32)

This corresponds to '" 4.50" on a Gaussian distribution. Figure 3.61 shows, for all

background Monte Carlo experiments, the distribution of N tag • The arrow indicates
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parameter background source

Wbb Wee We

it 0.410 ± 0.040 0.350 ± 0.044 0.384 ± 0.030

h 0.155 ± 0.022 0.183 ± 0.030 0.014 ± 0.005

fjet 0.450 ± 0.011 0.123 ± 0.008 0.123 ± 0.008

165

Table 3.22: The input parameters used to calculate the per event tagging efficiencies

expressed in equation 3.24. They are measured from Monte Carlo samples specific

to the various background sources. The errors are statistical only.

background

sources fJp fob, fJp d"1 1 2 2

Wbb 0.261 ± 0.026 0.270 ± 0.025 0.031 ± 0.004 0.039 ± 0.012

Wee 0.083 ± 0.009 0.073 ± 0.019 0.0027 ± 0.0004 o0000+0.0076
. -0.0000

We 0.050 ± 0.005 0.052 ± 0.010 0.0002 ± 0.0001 o0000+0.0032. -0.0000

Table 3.23: We compare the per event tagging efficiencies yielded from the "first

principles" calculation from equation 3.24 and the numbers given in Table 3.22, fJp,

to those observed directly from the Monte Carlo, fob,.
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where our da.ta lie. Also shown is the distribution for the number of double tags for

all background experiments. Note that the mean number of tags is 11, which is in

reasonable agreement with the number estimated in Table 3.20 (N::;n.d = 1O.0±2.8).

We interpret the excess in the signa.! region as evidence for tt production. This

hypothesis is strengthened by comparing the kinematic distributions of the data to

those expected from a tt Monte Carlo.

3.8 Kinematic Distributions of Candidate Events

We make severa.! comparisons between the data and a PYTHIA tt + background

Monte Carlo. Before we proceed with the comparisons, we first correct our back­

ground estimate for a top contribution.

Recall that in Section 3.7 all background estimates are calculated assuming no tt

contribution. In particular, the background estimates for W bb , W CC , and W c (the

W + heavy flavor backgrounds) are scaled from the number of pre-tagged events in

the data. If we assume the excess in the signal region is due to tt production, then

the background is overestimated, since some of the pre-tagged events are then t1

events. Note that some portions of the background estimate (WW, W Z, Z -+ TT ,

and non- W) are not affected by our assuming the null hypothesis. We correct for the

tt contribution using the iterative procedure depicted in Figure 3.62. In brief, we

assume the excess in the W + ~ 3 jets region is due solely to tt production, unfold

the efficiency for tagging a tt event - this yields the the number of pre-tagged tt

events - and scale the W + heavy flavor component of the background estimate

to account for this contribution. The procedure quickly converges and yields that

80 ± 7% (75 ± 7%) of the tagged jets (events) are from tt production.

We compare some kinematic properties of the tagged events in the signal re­

gion to expectations from Monte Carlo. The Monte Carlo distributions include a

t1 and background contribution, each normalized to their relative contribution as

determined using the iterative procedure described above. The top mass assumed
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Figure 3.61: The distributions are (A) the total number of tags from 100 million

Monte Carlo background experiments, (B) the total number of double tags from all

experiments, and (C) the total number of double tags in experiments with at least

40 tags total. The arrows indicate where our data. lie.
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NM = no. of pre-tagged events

N"", = no. of pre-tagged top events

e,..,. = eff. for tagging a top event

obs_togs = no. of observed tags

bkg_togs = total no. of bkgnd togs

CHAPTER 3. ANALYSIS

hftogs = no. of hf tags

(Wbb/Wcc/Wc/mistogs)

rest = rest of bkgnd tags

(WW/WZ/Z~ 'T'T/ nonW)

..... bkg _ tags = hftags + rest."

,II

top_tags = obs_tags - bkg_tags

\11

Ntop = top_ tags/~top

,II

Ntop(i) ~ 1.01 *Ntop(i-1) ?.
NO YES

,~

hftags = (1-Ntop/NM )*hftags(i=0)

,II

STOP

Figure 3.62: Flow chart describing the iteration procedure used to correct the back­

ground estimate of Section 3.7 for a it contributions. The procedure yields that

80 ± 7% (75 ± 7%) of the tagged jets (events) are from tt production.
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in the Monte Carlo is 175 GeV/ c2 • The background distributions include contri­

butions from Wbb , Wce , Wc, WW, WZ, and Z -+ 'T'T sources, each normalized

to their relative contribution to the total background. Figure 3.63 compares the a

distribution of the tagged jets, where we've calculated the C'T as

L~" . M"t~ 1
C'T = P."t~ . -F.

T carr
(3.33)

where Fcorr is a correction factor required since the B-decay vertex is not completely

reconstructed. It is on the order of 0.8 for jets with. ET > 50 GeV and rises to'" 0.9

for jets with 15 < ET < 20 GeV. Figure 3.64 compares the jet ET distribution for

the tagged jets. Figure 3.65 compares the number of tracks used in the vertex. Since

this distribution is sensitive to the performance of the SVX, we only use run 1B data

since the SVX Monte Carlo is tuned using run 1B data. Figure 3.66 compares the

transverse mass of the tagged events. For the Monte Carlo shape we require that

the lepton originate from a leptonically decaying W. The data are consistent with

the Monte Carlo and provide qualitative evidence for W production in the tagged

events. Finally, in Figure 3.67, we compare the total event energy as characterized

by the variable

(3.34)

where p!;p is the transverse momentum of the primary lepton in the event. For a

heavy top quark we expect the H distribution to be significantly harder than for the

dominant backgrounds Wbb , W cc , and W c. In all cases the two distributions are

in good agreement. This strengthens our hypothesis that the excess in the signal

region is due to tt production.

In these comparisons we have taken the background shape from Monte Carlo.

This has the disadvantage that the mistag contribution is neglected. This is a very

difficult background to model. As a check, we repeat the above comparisons taking

all background distributions from the W + 1 jet bin. Note that this is not an ideal

solution either since the relative mix between Wbb , W CC , and W c is very different

between the W +1 jet and W + ~ 3 jets regions. We find that while the background
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shapes varied some, the resulting top + background distributions, because they are

so dominated by the tt contribution, change imperceptibly.
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Figure 3.63: The solid histogram is the cr of tagged jets in the signal region for a

tt + background Monte Carlo. The points are the data. The two distributions are

normalized to the same number of events. The hatched histogram is the background

shape normalized to its relative contribution.
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Figure 3.64: The solid histogram is the ET of tagged jets in the signal region for a

tI + background Monte Carlo. The points are the data. The two distributions are

normalized to the same number of events. The hatched histogram is the background

shape normalized to its relative contribution.
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Figure 3.65: The solid histogram is the number of tracks included in the vertex for

tagged jets in the signal region for a tt + background Monte Carlo. The points are

the data. The two distributions are normalized to the same number of events. The

hatched histogram is the background shape normalized to its relative contribution.
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Figure 3.66: The histogram is the transverse mass distribution of the lepton and

neutrino (whose momentum is estimated using the missing ET vector) for a tt
Monte Carlo. The points are the data. The two distributions are normalized to the

same number of events. The last bin includes overflows.
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Figure 3.67: The solid histogram is the H distribution (= 'EEf + 1JT + p;p) for

tagged events in the signal region for a tI + background Monte Carlo. The open

points are the pre-tagged data and the solid points are the tagged data. The two

tagged distributions are normalized to the same number of events. The hatched

histogram is the background shape normalized to its relative contribution.
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3.9 Cross Section Measurement
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(3.35)

Assuming the excess in the W+ 2: 3 jets signal region is due to Standard Model tt

production and using the acceptances and efficiencies discussed in Section 3.5, we

calculate the tt production cross section using the expression

NOO6 - b
a - - -----,:,-----

tt - fti . J£dt

where

NOO6 =the number of observed tagged events in the W + ~ 3 jets signal region (32)

b =the number of estimated tagged background events in the signal region

Eti = the fraction of all tt events surviving all event selection criteria with > 1

tagged jet

J£dt =the total integrated luminosity of the data sample (100 ± 8 pb -1).
It should be noted that our background estimate of Section 3.7 yields the number of

tagged jets assuming the null hypthesis. This requires our making two correc­

tions before proceeding with the cross section calculation. First, we correct for the

tt contribution to the background estimate using the iterative procedure described

in Section 3.8. Second, to get the tagged event background estimate we determine

from Monte Carlo that it is necessary to correct the tagged jet background estimate

by a factor of 0.97±0.01. Note that since the tt per event tagging efficiency changes

asa function of top mass, the number of background events after all corrections, b,

also changes as a function of top mass. We use the tt tagging efficiencies, ftag, and

detection efficiencies, f tt • listed in Table 3.12 as a function of top mass to calculate

the total t1 production cross section for pp collisions at .JS = 1.8 TeV. The results

are given in Table 3.24. The uncertainty on the number of background events in­

cludes a contribution from the iterative procedure due to the uncertainty in the tt
tagging efficiency. For comparison we superimpose our measured results over the

theoretical calculations given in Reference [29]. This is shown in Figure 3.68.
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Figure 3.68: Total tt production cross section for pp collisions at .;; = 1.8 TeV as

a function of top mass as measured (points) and calculated in Reference [29] (solid

curve). Estimates of the theoretical uncertainty are given as dashed lines.
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I [ M t (GeV/c2)

150 170 190

Nob~ : 32 32 32

b: 8.2 ± 2.5 8.3 ± 2.5 8.3 ± 2.5

Etag : 0.43 ± 0.05 0.44 ± 0.04 0.45 ± 0.05

Ett : 0.033 ± 0.006 0.037 ± 0.006 0.040 ± 0.006

U tt : I 7.2 ± 2.2 pb 6.4 ± 2.0 pb 5.9 ± 1.8 pb I

Table 3.24: The total tt production cross section, U tt , as a function of top quark

mass, Mtl for pp collisions at .;s = 1.8 TeV.
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3.10 Direct Determination of the Top Quark Mass

179

Using a constrained-fitting procedure, it is possible to directly determine the top

quark mass, M t , using the events in the W+ ~ 3 jets region. This measurement

is non-trivial and requires a thorough discussion. The author regrets not having

had the opportunity to more fully participate in this measurement and, for the

sake of completeness, summarizes the method and results below. A more complete

discussion can be found in Reference [24J.

The Standard Model decay

(3.36)

is assumed. At least 4 jets in the event are required in order to allow a one-to­

one matching between jets and final state quarks. To increase the acceptance for tt

events in the B-tagged sample of W + ~ 3 jets described in Section 3.1.4 the selection

criteria for the fourth jet is relaxed to ET > 8 GeV and 1"7\ < 2.4. Excluding the

B-tagging requirement, there are 132 events passing the 4 jet criteria. To reduce

combinitorics and help improve the jet-quark assignments, at least one B-tagged

jet is also required. Both SVX-tags, as described in Section 3.2, and "SLT-tags",

as described in References [23] [24] [32] are allowed. The SLT tagging algorithm

searches for an additional soft lepton, e or J.L, with PT > 2 GeV, consistent with

having originated from the semi-leptonic decay of a B hadron. The probability of

finding an additional e or J.L in a tt event passing all the event selection criteria

is 20 ± 2% [23J. In the W + ~ 3 jets signal region there are 40 SLT tags with an

estimated background of 23.8 ± 3.8 (assuming the null hypothesis - to account for

the tt contribution to the pre-tagged event sample, scale this number by '" 0.80).

Table 3.25 lists the final event counts. There are 35 events passing the 4 jet criteria

and containing at least one B-tagged jet. A likelihood function is used to estimate

that the background in this sample is 10.4 ± 3.0 events [24J.

The following is assumed



180
CHAPTER 3. ANALYSIS

Isample Nevent.

W+ ~ 3 jets 296

and with 4th jet 132

and ~ 1 B-tag 35

and SVX-tagged 21

and SLT-tagged 20

double tagged 7

Table 3.25: Number of events surviving various cuts used to isolate a sample from

which to directly determine the top quark mass.

pp --+ t l + t 2 +X

t l --+ WI +bl

t2 --+ W2 +b2

WI --+ Lv

W2 --+ qq'

The measured energy and angle of each of the four jets are used to infer the 4­

momenta of the primary quarks. The W mass is required to be consistent with

Mw = 80.2 GeV jc2 within the uncertainties due to the jet energy resolution and

the W width [63]. The quantity X represents the system recoiling against the tt

pair. The total energy of the pp system is taken to be 1.8 TeV with a net momentum

of zero. This allows for the first two components of X (the i and y components)

to be determined by vectorially subtracting from zero the event t T , the ET of

the four jets used in the fit, and the ET of the primary lepton as measured by the

calorimeter tower through which the lepton passes. The remaining components are

left as unknowns. The v momentum is also left as an unknown in the fit and is

determined from the kinematic constraints. Because the longitudinal component of
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the total event energy is not measured, there are two possible solutions for the i

component of the v momentum.

A fit is made for every possible configuration of the jet-quark assignments. To re­

duce the combinatorics, only the four highest ET jets are considered. A B-tagged jet

is assigned as having originated from one of the final state b quarks in Equation 3.36.

In the absence of any B-tag information, there are then 12 possible configurations,

each with a two-fold ambiguity in the i component of the v 'momentum, for a total

of 24 solutions. If there exists only 1 B-tagged jet in the event, the total number

of solutions is reduced to 12. Double tagged events have only 4 possible solutions.

The solution with the lowest fit X}it is used subject to the constraint that X}it < 10.

Thirty-two of the 35 B-tagged 4 jet events survive this cut and are used to determine

the top quark mass.

A variety of corrections are applied to the jet energies as measured by the

calorimeters. These corrections account for detector non-linearities, reduced calorime-

ter response at detector boundries, detector-dependent energy thresholds, contribu­

tions from multiple interactions, out-of-cone losses, undetected energy carried by J.LS

and vs, and fragmentation effects. There are two sets of corrections, the first being

a standard set of corrections, the other being specific to Standard Model tt pro­

duction and decay according to Equation 3.36. The standard corrections are fully

described in References [41J and [64J and typically increase the jet energy by '" 30%.

As a check of the energy scale set by these corrections, a sample of photon + one

. jet events is used to calculate

( E Photon _ E id )
.6. _ T T

ET - EPhoton
T

where the quantity E~et includes the jet corrections. The candidate photon energy is

required to be fully contained in the CEM, where the energy scale is well understood.

Figure 3.69 plots the resulting .6.ET distribution. The average imbalance is measured

to be 2.7%. The second set of corrections is used to account for energy sharing

between jets and for the presence of B-jets, which require corrections specific for the



decay of B-jets in Standard Model tt events. This latter set of corrections is more

fully described in Reference [24] and is determined from Monte Carlo. It has a loose

dependence on the assumed top quark mass of the Monte Carlo sample. Figure 3.70

demonstrates the improvement in M t after inclusion of the tt specific jet energy

corrections.
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A Monte Carlo sample assuming M t = 170 GeV/ c2 is used to test the proce­

dure. The sample is passed through a full detector simulation and the full analysis

path including all jet energy corrections. The resulting M t distribution is given in

Figure 3.71 and has a mean of 168 GeV/ c2 and a (1 = 23 GeV/ c2• The fitting

method correctly makes all four jet-quark assignments 31 % of the time. In 22% of

the events, the 4 final states quarks fragment into the 4 highest ET jets, but the

lowest X}it solution does not correctly assign the jets. In the remaining 47% of the

events, at least one of the 4 highest ET jets is not readily associated with one of the

4 final state quarks. For comparison, the resulting M t distribution for that subset

of events in which all jet-quark assignments are correctly made is superimposed in

Figure 3.71 and has a (1 = 12 GeV/ c2•

A Monte Carlo sample of W + multijet events, passed through a full detector

simulation and the full analysis path, fit to the tl hypothesis yields the distribution

of Figure 3.72, which is very broad and centered at 140 GeV /c2• This distribution

is used as the background shape of the reconstructed mass distribution.

The observed reconstucted mass distribution is fit to the sum of the expected

mass distributions from tt decay, assuming a given top quark mass, MT, and from

W + multijet background events using the maximum likelihood method discussed in

Reference [24]. The likelihood function, L, is defined as

L = G (Nb' (1bi nb) . P (nt + nb, Nob.)

x If nb,lb (mil +nt·lt (mi, M t )

;==1 (nb+nt)

where

Nob. == the number of observed B-tagged 4 jet events (32)
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Mean =153.7 GeV/c2
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Figure 3.70: The resulting M t distribution from a Monte Carlo sample generated

assuming a top mass of 170 GeVI c2 using the standard jet corrections (top) and

additionally including those jet corrections specific to top deca.y (bottom).
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Figure 3.71: The resulting reconstructed M t distribution using the fitting procedure

described in the text on a Monte Carlo sample of t1. events passing all the event

selection criteria (solid). The subset of events in which the fitting procedure makes

all the correct jet-quark assignments is also shown (dashed). The Monte Carlo

assumes a top mass of 170 GeV/ c2
•
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Figure 3.72: The resulting reconstucted mass distribution for a W + multijet Monte

Carlo sample. This is used as the background shape in the fitting procedure de­

scribed in the text.
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G (Nb, ab; nb) == the Gaussian distributed probablity that the sample really contains

nb background events given that Nb are expected with an uncertainty of ab

(Nb ± ab = 10.4 ± 3.0)

nt == the number of tt events in the data sample

P (nt + nb, Nob.) == the Poisson distributed probablity that Nob. events are observed

if nt + nb are expected on average

mi == the reconstructed mass value of the lowest X~it solution for data event i

Ib (mi) == the normalized W + multijet Monte Carlo reconstucted mass distribution

evaluated at the reconstructed mass value of mi (ef. Figure 3.72)

It (mi, Mt) == the normalized tt Monte Carlo reconstructed mass distribution, as­

suminga top quark mass of M t , evaluated at the reconstructed mass value of

mi (cf. Figure 3.71).

A range of top quark masses is considered and at each assumed value of M t the

likelihood function is maximized with respect to nb and nt. Figure 3.73 shows the

reconstucted mass distribution ofthe B-tagged data events. The inset is the resulting

-In L distribution as a function of assumed M t . The smoothed -In L distribution

has a minimum at 175 GeV/ c2 • The vertical error bars reflect the uncertainty on the

value of L due to the statistics of the Monte Carlo samples used to estimate It and

lb. A more complete discussion of the fitting procedure is given in Reference [24].

The uncertainty in M t is estimated by allowing L to change by 0.5 units and, in

combination with the uncertainty due to Monte Carlo statistics, is 6 GeV/ c2•

A variety of checks on the construction of the likelihood function, fitting pro­

cedure, shape of the background W + multijets reconstructed mass distribution,

assumed number of background events, and biases introduced by B-tags are also

discussed in detail in Reference [24] and are used to assign the systematic errors

given in Table 3.26. Adding all the systematic errors in quadrature yields a final

value for the top quark mass of
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Figure 3.73: The resulting mass distribution of the B-tagged W +4 jet events (solid)

assuming the a hypothesis. The dashed histogram is derived from a tl Monte Carlo

with M t = 170 GeV/c2 . The shaded region is the background distribution, derived

from a W + multijet Monte Carlo. The Monte Carlo distributions are normalized

to their relative contributions as determined in the fit.
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Systematic Uncertainty

a. Jet energy scale (detector effects)

b. Gluon radiation effects on quark energy

c. B-tag bias to tt distribution

d. B-tag bias to background distribution

e. Shape of background distribution

f. Varying likelihood functions

g. Varying fit used to determine minimum -In L

(%)

1.8

4.4

1.3

< 0.1

0.9

0.9

0.7

Table 3.26: Systematic uncertainties investigated in direct determination of top

quark mass using B-tagged W + ~ 4 jet data.

Mt = 175 ± 6 ± 9 GeVJc2
•

Using the acceptances and efficiencies as calculated from a tI Monte Carlo with

a top quark mass of 175 GeVJc2
I we repeat the cross section measurement of Sec­

tion 3.9 to obtain

att = 6.2 ± 1.9 pb.

This result is consistent with the theoretical calculation of Reference [29] as demon­

strated in Figure 3.74.
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Figure 3.74: The total tt production cross section, att, evaluated at the measured

value of the top quark mass, M t = 175 ± 6 ± 9 GeV/c2 (point), and theory curve of

Reference [29]. (solid curve). Estimates of the theoretical uncertainties are drawn as

dashed lines.
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3.11 Conclusion

We search for tI production in pp collisions at VS = 1.8 TeV using the Fermilab

TeVatron collider and the CDF detector. We assume Standard Model decays and

couplings and look for an excess of events consistent with the pp -+ tt -+ W+bW-b

hypothesis. We require a high PT electron or muon, large missing transverse energy,

and at least three high ET jets in the event. We additiona.l;ly require that at least

one jet in the event be identified as a B-jet by identifying within it a secondary

displaced vertex (a B-tag). Using 100 pb-1 of data we observe 40 B·tags in 32

events with 10.0 ± 2.8 tags expected from background. The probability that a

statistical fluctuation of the background can account for the excess is 2.8 X 10-6 ,

which corresponds to 4.50" on a Gaussian distribution. Kinematic distributions of the

B-tagged events are consistent with expectations derived from a tt plus background

Monte Carlo.

These data establish the existence of the top quark. We use B-tagged four jet

events to directly determine the mass of the top quark. Using a maximum likelihood

method we measure Mt = 175 ± 6 ± 9 GeV/ c2 • The tt total production cross section

assuming the measured mass is calculated to be O"ti. = 6.2 ± 1.9 pb. Both the

mass and the cross section measurements are consistent with the Standard Model

expectations [25] [28] [29].
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