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Abstract

Abstract

Run 3 of the Large Hadron Collider (LHC) has recently begun and heralds an era of unprecedented

experimental precision. At the same time, several potential successors, future hadron- but also lepton

colliders, advance in design and scheduling. To maximize the gain from the expected huge increase in

experimental precision, increased precision of theory predictions is indispensable.

Most theory predictions performed in high-energy physics rely on perturbation theory, in which phenomena

are described in a perturbative series. Increasing the precision in this context requires taking more terms

up to higher orders in the expansion parameters, i.e., the coupling constants, into account.

Technically, these calculations are implemented in software frameworks called Monte Carlo (MC) event

generators. These are tools using numerical methods based on sampling random numbers to compute total

cross sections and simulate events. WHIZARD is one of the well-established general-purpose MC generators

able to simulate events for experiments at hadron- as well as lepton colliders.

In the course of this thesis, we completed the automated computation of terms at next-to-leading order (NLO)

in the strong coupling constant of quantum chromodynamics (QCD), using the Frixione–Kunszt–Signer

(FKS) subtraction scheme in WHIZARD. This includes the extension of the previously existing implementation

towards multi-jet final states and hadron collisions featuring emissions from the initial state, generalizing

the possibility to simulate events at fixed NLO, and a thorough validation of the implemented NLO QCD

corrections by comparison of cross sections computed for a large number of different processes with other

MC generators.

Furthermore, we implemented a process-independent version of the POWHEG-matching scheme, which can

be used to match partonic events, generated by taking NLO QCD corrections into account, with parton

showers, while avoiding to double count any emissions. We apply this matching exemplary to the standard

candle of the LHC, the Drell-Yan process and compare our results with data taken at the Compact Muon

Solenoid (CMS) experiment and to top-pair production in association with a jet at a future lepton collider.

The former is the first example of matching NLO QCD corrections in WHIZARD to a parton shower as well

as the first comparison of differential NLO distributions from WHIZARD with experimental data.
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Zusammenfassung

Zusammenfassung

Die dritte Datennahme des Large Hadron Colliders (LHC) hat kürzlich begonnen und eine neue Ära des

Datenreichtums eingeläutet. Zur selben Zeit schreitet die Entwicklung und Planung möglicher nachfolgender

Hadronen- und Leptonenbeschleuniger voran. Um den maximalen Nutzen aus den gewonnenen Daten zu

ziehen, ist es unverzichtbar, die Genauigkeit theoretischer Rechnungen in gleicher Weise zu erhöhen.

Theoretische Rechnungen in der Hochenergiephysik basieren in der Regel auf Störungstheorie. Die Genauigkeit

solcher Rechnungen zu erhöhen, bedeutet weitere Terme mit höheren Potenzen der Entwicklungsparameter,

der Kopplungskonstanten, zu berücksichtigen.

Technisch realisiert sind diese Rechnungen in Monte-Carlo-Ereignisgeneratoren (MC-Generatoren). Diese

Programme verwenden numerische Methoden, basierend auf Zufallszahlen, um Wirkungsquerschnitte zu

berechnen und Ereignisse zu simulieren. WHIZARD ist einer der etablierten Mehrzweck-MC-Generatoren, der

in der Lage ist, Ereignisse in Experimenten sowohl an Hadronen- als auch an Leptonenbeschleunigern zu

simulieren.

Im Laufe der vorliegenden Arbeit haben wir die automatisierte Berücksichtigung von Termen zugehörig

zur nächstführenden Ordnung in der starken Kopplungskonstanten, basierend auf dem Frixione–Kunszt–

Signer-Subtraktionsschema, im MC-Generator WHIZARD komplettiert. Dies beinhaltet die Erweiterung der

zuvor vorhandenen Implementation auf Endzustände mit mehr als zwei Jets sowie Hadronkollisionen mit

Abstrahlungen aus dem Anfangszustand, die Möglichkeit Events zu generieren, die ebenfalls Terme der

nächstführenden Ordnung berücksichtigen und eine ausführliche Validierung der Implementation durch den

Vergleich von Wirkungsquerschnitten einer großen Bandbreite an Prozessen mit anderen MC-Generatoren.

Darüber hinaus haben wir das POWHEG-Matching-Schema prozessunabhängig implementiert. Es kann genutzt

werden, um die generierten partonischen Events mit einem Partonshower zu verknüpfen, ohne dabei Ab-

strahlungen der Korrekturen höherer Ordnung und generiert vom Partonshower doppelt zu zählen. Beispiel-

haft wenden wir das POWHEG-Matching auf den Drell-Yan-Prozess am LHC an und vergleichen unsere Vorher-

sagen mit vom CMS-Experiment gemessenen Daten. Dies stellt die erste Anwendung von NLO-Korrekturen

in WHIZARD in Verbindung mit einem Partonshower sowie den ersten Vergleich von mit WHIZARD berechneten

Vorhersagen, die Korrekturen der nächstführenden Ordnung berücksichtigen, mit gemessenen Daten dar.

Um die Prozessunabhängigkeit unserer Implementierung zu unterstreichen, betrachten wir außerdem die

Produktion eines Top-Quark-Paares begleitet von einem Jet an einem zukünftigen Leptonenbeschleuniger.
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1 Introduction

1 Introduction

The success story of higher-order corrections in perturbative quantum field theories begins with the hydrogen

atom, probably the most favorite toy of physicists during the last century.

The history of the hydrogen atom

Soon after Sir J. J. Thomson discovered the electron in 1897 [11] and came up with the plum pudding

model of the atom in 1904, describing it as "negatively electrified corpuscles enclosed in a sphere of uniform

positive electrification" [12], this idea was proven incorrect by his student Ernest Rutherford, who discovered

the atomic nucleus in his gold foil experiment in 1911 [13], inspiring him to describe the atom as a central

positive charge surrounded by negatively charged electrons, coining the Rutherford model of the atom. Two

years later, Niels Bohr enhanced his model to the (Rutherford-)Bohr model of the atomic nucleus [14, 15],

which explains the discrete energy levels of the electrons around the nucleus by assuming them moving

on quasi-classical circular radiationless trajectories. It was the first model of the atom able to explain the

Rydberg formula for the atomic line spectrum, which was experimentally already known for 25 years [16],

by spontaneous quantum jumps between the discrete energy levels yielding emission energies of

∆E = RE

(

1

n2
f

− 1

n2
i

)

(1.1)

where RE is given by hc times1 the Rydberg constant and ni and nf are the principal quantum numbers

of the initial and final energy levels, respectively. However, it was noticed that the energy levels were only

accurately described up to O
(
10−5

)
, and the model also failed to predict the spectra of larger atoms. Also,

it could not explain the relative intensities of the spectral lines and why some spectral lines were observed

very close to each other.

These shortcomings could be overcome by enhancements to the Bohr model of the atom suggested by

Arnold Sommerfeld [17] in 1916. He introduced two additional degrees of freedom to the electron movement,

allowing elliptic trajectories, which could later be mapped to the electron orbital angular momentum, with

the quantum number ℓ, and its projection on the z axis, with the quantum number mℓ, as well as the fine

structure constant α as the velocity ratio of the electron in the first orbit in units of the speed of light,

which later became known as the electromagnetic coupling constant. While in the Bohr picture, all states

with the same n had the same energy, this degeneracy was lifted by Sommerfeld’s description accounting

for the angular momentum. This is displayed on the left hand side (LHS) of fig. 1.1. Despite its success in

adequately describing a variety of experimental results, it could not treat all systems and exhibited some

mathematical inconsistencies.

In the development of modern quantum mechanics, another, regarding most results empirically equivalent,

description of the hydrogen atom arose from the Schrödinger equation postulated in 1925 and published

one year later by Erwin Schrödinger [18]. It describes the time evolution of the wave function of quantum

mechanical systems. For the hydrogen atom, this equation factorizes into radial, angular and spin part,

making it analytically solvable. Its solutions are the energy eigenstates of the electrons, the orbitals, expressed

using spherical harmonics characterized by four quantum numbers, including the spin.

Schrödinger’s description of the hydrogen atom did not include any relativistic effects. Although it was

possible to enhance Schrödinger’s description with relativistic corrections, the first fully relativistic quantum

mechanical description was achieved by Paul Dirac in 1928 [19]. The analytical solution of the Dirac equation

for the hydrogen atom once more improved the accuracy of the prediction for the energy levels. The fully

1This factor is 2π in natural units.
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1 Introduction

relativistic quantum mechanical description of the hydrogen atom is often called the fine structure of the

hydrogen atom.

In the Dirac picture, states with the same quantum numbers n and j, such as the two states 2S1/2 and

2P1/2, have the same energy level. However, the Lamb-Retherford experiment [20] from 1947 showed that

transitions between the two states can be stimulated with radio frequencies, implying that the two states

indeed have different energies. This energy splitting is displayed on the right hand side (RHS) of fig. 1.1.

The Lamb shift was explained in the same year by Hans Bethe [21]. Bethe described the Lamb shift by

interactions of the hydrogen electron with virtual photons. In his calculation, he encountered divergences due

to the unconstrained photon energy, which he solved by renormalizing the electron mass. In a perturbative

interpretation, the Lamb shift can be seen as the first higher-order correction to the quantum mechanical

approach marking the beginning of modern quantum field theory (QFT), especially quantum electrodynamics

(QED).

Further corrections to the energy levels of the hydrogen atom arise from the multipole interactions of the

atomic nucleus with the electrons. These effects are summarized as the hydrogen hyperfine structure.

❊

−13.6 ❡❱

0 ❡❱

1S
1S1/2

1S1/2

2P

2S

2P3/2

2S1/2

2P1/2

2S1/2

2P1/2

≈ 1 ●❍③

❇♦❤r ✜♥❡ str✉❝t✉r❡ ▲❛♠❜ s❤✐❢t

Fig. 1.1: Fine structure and Lamb shift of the hydrogen atom’s energy levels.

The second huge success of modern QFT was achieved just one year later by Julian Schwinger [22] when

he calculated the electron magnetic moment. It was predicted by Dirac’s theory to exactly equal 2 until

Schwinger computed the first-order correction based on local Green’s functions, further developing the

renormalization theory. His results were almost immediately confirmed experimentally by Polykarp Kusch

and Henry Foley [23]. Today, the electron magnetic moment is known and experimentally confirmed up to

12 digits, being probably the most precisely known and measured fundamental quantity in all of physics.

The Standard Model of particle physics

In the coming decades, many bright minds continued to develop the mathematical groundwork of renormal-

ization theory and QFT, which finally allowed the formulation of the Standard Model of particle physics

(SM). The Standard Model is a QFT describing the particles, fields and interactions of three of the known

four fundamental forces of nature.

The electromagnetism is described by QED, which governs the interactions of all electrically charged parti-

cles, including the charged leptons (electrons, muons and taus), and photons. It is unified with the weak

force in the electroweak (EW) theory, additionally describing the interactions of neutrinos and heavy bosons

such as the W , the Z and the Higgs boson.

The theory of QCD governs the interactions of all color-charged particles, such as the three generations of

quarks and the gluon. The fundamental particles of the Standard Model are organized in generations I-III

as depicted in fig. 1.2.
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Fig. 1.2: Particle content of the Standard Model of particle physics. Quarks are displayed in green, leptons in
turquoise, gauge bosons in red and the scalar Higgs boson in yellow. Provided by ref. [24].

For decades, the SM was very successful in predicting and describing many of these interactions and particles

even long before they were discovered. The latest success was the discovery of the Higgs boson a decade

ago [25, 26], 48 years after its prediction [27–29].

To identify possible shortcomings of the SM, the precision of both, predictions and measurements, has to

increase. Run 3 of the LHC has recently begun and will be followed by the High-Luminosity LHC (HL-

LHC) [30]. During its runtime, each upgrade will yield more data for hadron-hadron collisions than ever

collected before. In the future, high precision lepton collider experiments such as the International Linear

Collider (ILC) [31, 32], the Compact Linear Collider (CLIC) [33], the Future Circular Collider (FCC) [34,

35] or the Circular Electron Positron Collider (CEPC) [36] are forseen and will allow to test the SM at

unmatched precision. These high-precision experiments would be useless if most of the analyses were limited

by theoretical uncertainties [37].

Higher order calculations

The majority of theoretical calculations in the SM are performed in a perturbative approach. Cross sections

and observables are expanded in powers of the strong coupling constant, αS , and the electromagnetic

coupling α. The first non-zero term in the perturbative series is the leading order (LO) term. In general, it

is of the order O (αnS α
m). Subleading terms are at higher order in either αS or α or both. We refer to the

term of the order O
(
αn+1
S αm

)
as the NLO QCD term, while the term of order O

(
αnS α

m+1
)

is referred to

as the NLO EW term. Further terms are part of the next-to-next-to-leading order (NNLO) correction and

so on. At hadron colliders, the NLO QCD correction is the most dominant one as α≪ αS , while the NLO

EW correction is comparable to the NNLO QCD correction with a few exceptions. At lepton colliders, the

EW corrections often exceed the QCD corrections due to the EW nature of the processes studied.

Feynman diagrams have turned out to be an incredibly useful, illustrative and mathematically rigorous tool

to describe this perturbative expansion. In these diagrams, particles are depicted by different types of lines,

their interaction by vertices. Each three-particle vertex is proportional to one of the coupling constants.

Thus, in terms of Feynman diagrams, higher orders generally feature more vertices caused by loops and

additional radiation. The LHS of fig. 1.3a shows the LO Feynman diagram for dijet production at a lepton

collider, e+e− → jj. It represents the mathematical terms for the LO matrix element. As the cross section
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1 Introduction

is computed from squared matrix elements
∣
∣M
∣
∣
2
, the RHS of fig. 1.3a is also shown and represents the

complex conjugate.

e+

e−

Z/γ
q

q

e+

e−
q

q
Z/γ

(a) Born contribution

e+

e−

Z/γ
q

q

e+

e−
q

q

Z/γ

(b) Virtual contribution

e+

e−

Z/γ
q

q

e+

e−
q

q

Z/γ

(c) Real contribution

Fig. 1.3: Diagrammatic representation of the NLO QCD contributions to dijet production at a lepton collider,
e+e− → jj. Created for ref. [38].

In an NLO calculation, the leading term is the Born contribution. It is diagrammatically equivalent to the

LO contribution with the subtle difference that, when computing the Born term, we take the NLO values

for parameters such as widths and parton distribution functions (PDFs), which are accurate to NLO, so the

Born contribution does not necessarily agree numerically with the LO contribution.

The other two diagrams, fig. 1.3c and 1.3b depict the two types of NLO corrections, here for NLO QCD. To

see which terms we need to compute to get the NLO matrix element, we square the infinite series of the

matrix elements, keeping all terms up to order O
(
αn+1
S

)
. This results in

∣
∣MNLO

∣
∣
2

=
∣
∣MBNLO

∣
∣
2

+ 2Re
[
MBNLOMV,∗NLO

]
+
∣
∣MRNLO

∣
∣
2

. (1.2)

In this way, we find that also loop matrix elements become relevant, as displayed in fig. 1.3b. We refer to

this contribution as the virtual contribution as it features a virtual particle in a loop; in the case of fig. 1.3b,

the gluon. The third type of contributing diagrams are real diagrams, shown for e+e− → jj in fig. 1.3c.

Real corrections include additional radiated particles.

In a naive computation, both types of corrections are infinite. The virtual contribution includes integrals over

unconstrained loop momenta, which diverge for infinitely large as well as for infinitesimally small momenta.

In the first case, we call them ultraviolet (UV) divergences and in the second case infrared (IR) divergences.

The UV type of divergences is precisely the same type of problem that Bethe encountered when calculating

the Lamb shift. The solution is analog, too. In any renormalizable QFT, such as the SM, these divergences are

cured by renormalizing fields, couplings and masses. This comes at the price of introducing the dependence

on an artificial energy scale µR, the renormalization scale. If all orders of coupling constants were summed up,

the dependence on µR would vanish entirely. For any finite number of terms, however, it remains. Typically,

variations of such scales like µR by a factor of order 2 are used to estimate the theoretical uncertainties

from higher-order corrections beyond the considered fixed order. The IR divergences cannot be remedied by

renormalization. They are present in both the virtual and the real contribution and are best visualized for

the real emission.

q

q, pi

g, pj
θij

Fig. 1.4: Feynman diagram of a quark radiating a gluon. The resulting momenta are pi and pj . All Feynman
diagrams in this thesis are created with TikZ-Feynman [39].
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A real emission of, e.g., a gluon as depicted in fig. 1.4 adds an additional leg to the Born diagram as well as

an additional propagator from the original leg. For a particle i radiating a massless particle j, the propagator

before the emission will make the squared matrix element proportional to

1

(pi + pj)2 −m2
i

=
1

2EiEj
(
1− βi cos(θij)

) with velocity βi =
|~pi|
Ei

=

√

1− m2
i

E2
i

. (1.3)

From this propagator alone, we can identify the two types of IR divergences2. On the one hand, they include

soft divergences if Ej → 0, due to the emission of a particle with infinitesimal energy3, and on the other

hand they appear for particles j radiated collinear in the same direction as their mother particle i, i.e.,

θij → 0 if the emitter is massless too, implying βi = 1.

There are multiple ways to deal with IR divergences. One could introduce small but non-zero mass parameters,

but this would unnecessarily increase the complexity of the calculation and, in some cases, even violate gauge

invariance, one of the mathematical principles underlying QFT. The most common strategy in analytic

calculations is dimensional regularization [40]. However, as this approach works in non-integer dimensions,

it is hardly portable to numerical computations.

The most successful numerical approach is based on the observation that the IR divergences of the real

emissions turn out to precisely cancel out the IR divergences of the virtual diagrams. This fact was first

observed by Felix Bloch and Arnold Nordsieck [41] for pure QED and almost 30 years later simultaneously

generalized by Toichiro Kinoshita [42] and Tsung–Dao Lee and Michael Nauenberg [43] to the Kinoshita–Lee–

Nauenberg (KLN) theorem. It states that higher-order amplitudes in a theory of massless fields are finite,

order by order, given that degenerate states are summed over. This is the case if all calculated observables

are defined in an IR-safe way, meaning that they are unchanged by additional soft or collinear emissions.

The KLN theorem is the underlying basis of subtraction schemes, which are methods allowing the automated

numerical calculation of higher-order cross sections. There are different subtraction schemes, but the general

idea for all of them is the same. They introduce a subtraction term S to the real contribution rendering

the integral over the difference of both finite. This subtraction term is then integrated over the radiation

degrees of freedom and added to the virtual contribution, rendering also this integral finite so that

σ NLO = σB +

∫

n+1

(dσR − dσS)

︸ ︷︷ ︸

finite by construction

+

∫

n

(

dσV +

∫

rad

dσS
)

︸ ︷︷ ︸

finite by KLN

. (1.4)

There is some freedom in the construction of the subtraction term as long as it cancels out the divergences.

From this freedom, different subtraction schemes arose. One such scheme, the FKS subtraction scheme,

has been implemented in the course of this thesis and its predecessors. We will discuss its mathematical

structure in sec. 2 and show its validation and some applications in sec. 5.

Monte Carlo Generators

Both LO, and higher-order calculations, are made available to other physicists in the form of MC generators,

numerical computer programs predicting integrated cross sections and simulating events from high energetic

interactions, governed by perturbative QFT up to the subsequent parton shower. Fig. 1.5 colorfully illustrates

the different parts of the event simulation on the example of a deep inelastic collision of two hadrons. In

2Other authors might exclude the collinear divergences from the term "IR divergences". Some authors refer to them as
"mass singularities" instead.

3This is the pedagogical explanation. In fact, as the phase-space volume also decreases with the energy of the radiated
particle, both effects could potentially cancel out. We will discuss soft divergences more thoroughly in sec. 2.6.
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to long-lived or stable particles. Although most MC programs are able to simulate both the partonic events

as well as some parton shower, most have special expertise in one of the two areas. We call the latter Shower

Monte Carlos (SMCs) to differentiate the two. The two most commonly employed SMCs are PYTHIA [52]

and HERWIG [53].

In any experiment, most of the long-lived or stable particles will finally end up being detected in one of

the many layers of modern particle detectors. For the simulated predictions to be meaningful, also this

interaction has to be simulated. Often, they also involve MC strategies, but we refer to them as detector

simulations. In this thesis, only the first two kinds of MC generators will be relevant and we will put a

strong focus on the MC generators for the hard process.

There are two complementary approaches considering these MC programs. On the one hand, there are

many programs written specifically to simulate some specific process or a subclass of processes. These are

typically less flexible and harder to use but allow spearhead calculations of the highest-order precisions. On

the other hand, there are general purpose MCs; programs whose intention is to be able to simulate a large

variety of diverse kinds of processes, often also for diverse collider setups. These programs are frequently

developed over multiple decades, growing parallel to the large-scale experiments at which they are employed

as workhorses for signal and background processes alike. Being able to simulate different kinds of processes

with the same tools comes with the advantage of significantly increased useability and comparability of

different analyses required for large-scale experiments. WHIZARD and also MG5_aMC belong to this class of

MC generators. In sec. 4, we will further elaborate on the technical details of the former, WHIZARD.

Realistic studies require the simulation of the hard process performed by one of the MC generators as

well as the parton shower and hadronization, which are taken care of by one of the SMCs programs. In a

LO simulation, both tools can be implemented rather independently and a clear interface such as the Les

Houches Interface for User Processes (LHIUP) [54, 55] can be defined to manage the communication between

the two programs. If the parton shower is to be applied to an NLO calculation, however, the two procedures

have to be more intertwined, as both the real radiation in the NLO description of the hard process and the

parton shower, add additional emissions to the process. In a naive implementation, both programs would

simulate emissions of the same energy scales, spoiling the accuracy by generating too much radiation. In

order to avoid this, parton-shower-matching schemes, algorithms to avoid this double counting, have been

invented and are widely employed. We will discuss one such matching scheme, the POWHEG matching [46, 47,

56] scheme, in great detail in sec. 3 and show applications of it in sec. 6.
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2 The FKS subtraction scheme

2 The Frixione-Kunszt-Signer subtraction scheme

After a general introduction to NLO computations and subtraction schemes, this section will focus on the

technical details of the FKS subtraction scheme as implemented in the MC event generator WHIZARD.

2.1 NLO computations and subtraction schemes

2.1.1 Counting coupling constants

First, we should clarify which terms we aim to compute. Even when computing LO cross sections, there

may be several contributions. Considering for example, the process uu→ uu, there are three contributions,

i.e. uu → g → uu at order O
(
α2
S α

0
)
, uu → γ/Z → uu at order O

(
α0
S α

2
)

and their interference at order

O
(
α1
S α

1
)
.

In general, the orders contributing to the total LO cross section reach from the highest order in the strong

coupling O
(
αNS α

m
)

to the highest order in the EW coupling O
(
αnS α

M
)
, where N ≥ n,M ≥ m with a

constant total power of couplings N + m = n + M . This series of contributions consists of alternating

dominant terms and subleading interference terms. Especially at the LHC, the size of the dominant terms

typically decreases in this order.

Each of these contributions may receive NLO corrections of each type, NLO QCD and NLO EW. This

results in a scheme of possible contributions as shown in fig. 2.1.

O
(

α
n

S
α

M
)

O
(

α
n

S
α

M+
)

✳ ✳ ✳

✳ ✳ ✳O
(

α
N−

S
α

m
)

O
(

α
N−

S
α

m+
)

O
(

α
N

S
α

m+
)

O
(

α
N

S
α

m
)

O
(

α
N+

S
α

m
)

▲❖✿

◆▲❖✿

❊❲❊❲◗❈❉❊❲◗❈❉ ◗❈❉

Fig. 2.1: Contributions to the total mixed QCD-EW NLO cross section. The LO contributions consist of an alter-
nating series of dominant Born terms and subleading interference terms. Each LO term may receive QCD
(olive) and EW (light blue) corrections connecting it to two different NLO terms. The leftmost lower blob
represents the pure QCD correction; the rightmost lower blob the pure EW correction. All inner terms
receive mixed corrections from a dominant and an adjacent subleading Born term.

As we can see, the majority of NLO terms is made up of both NLO QCD as well as NLO EW corrections to

different LO terms. To ensure a full cancellation of all the divergences, it is crucial to consider both types

of corrections simultaneously. Thus, we refer to this type of corrections as mixed corrections.

There are two terms, however, for which mixed corrections are not required. It is the QCD correction to

the LO term of the highest order in αS and the EW correction to the LO term of the highest order in α.

These are the pure NLO QCD and the pure NLO EW terms, respectively.

Throughout this thesis, we will mostly focus on the pure QCD contribution to the total NLO cross section.

It is usually the dominant one as αS ≫ α. However, many results, especially the phase-space construction,

will be entirely applicable for NLO EW and mixed corrections as well.
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2 The FKS subtraction scheme 2.1 NLO computations and subtraction schemes

2.1.2 Contributions to the cross section at next-to-leading order

In NLO computations, we aim to compute the first-order correction to the LO cross section. The LO cross

section is given by the integral of the squared LO matrix element

σLO =

∫
∣
∣M(0)

∣
∣
2
dΦn . (2.1)

To obtain this simple relation, we absorb the flux factor and the δ distribution forcing four-momentum

conservation in the phase-space measure dΦn.

As aforementioned in the introduction, sec. 1, the NLO cross section receives contributions4 from squared

Born matrix elements, B, squared real matrix elements, R, and squared virtual matrix elements, V,

σNLO =

∫

B(Φn) dΦn +

∫

R(Φn+1) dΦn+1 +

∫

V(Φn) dΦn . (2.2)

We then construct a subtraction term, S, for the real contribution such that by virtue of the KLN theorem,

all contributions are separately finite.

σNLO =

∫

B(Φn) dΦn +

∫
(
R(Φn+1)− S(Φn+1)

)
dΦn+1

︸ ︷︷ ︸

finite by construction

+

∫ (

V(Φn)+
(∫

rad

S(Φn+1) dΦrad

)

dΦn

)

︸ ︷︷ ︸

finite by KLN

(2.3)

This is equivalent to but more detailed than eq. (1.4). There is some freedom in the choice of the subtraction

term, which can be used to formulate different subtraction schemes.

2.1.3 Subtraction schemes

The common idea of most subtraction schemes is to subdivide the real phase space into singular regions

such that the divergences in each of these regions are simple enough to construct subtraction terms for each

of the singular regions separately.

Most subtraction schemes can be assigned to one of two classes. The first are the dipole-based subtraction

mechanisms, the most common one being Catani-Seymour (CS) subtraction [57, 58] but also antenna

subtraction [59–61] belongs to this class. The general idea of dipole subtraction schemes is to organize the

singular regions of the real phase space into dipoles, consisting of two partons originating from a splitting

and a spectator, such that each dipole corresponds to one of the n + 1 particle states that are degenerate

with a given n particle Born state. They then construct a subtraction term in each region according to a

universal factorization formula. Summarized, this means that CS subtraction performs a 3 → 2 mapping

from the real to the Born phase space to organize the singular regions.

This is fundamentally different in the FKS subtraction scheme. It was initially applied to three-jet production

at a hadron collider [62] and further generalized two years later [63]. Instead, the FKS subtraction builds on

a given Born configuration constructing the singular regions of the real phase space by parametrizing just

the two particles resulting from the splitting. This corresponds to a 1→ 2 mapping from the Born to the

real phase space.

Because of the reduced number of particles characterizing a divergent phase-space region in FKS compared

to CS, there are, in general, less FKS subtraction terms to be computed, giving the FKS subtraction a

better performance scaling for processes with many potential emitters [64]. In the FKS approach, the

4In sec. 2.7.1, we will encounter a fourth contribution connected to PDFs, the DGLAP remnant. For now, we consider it to
be part of the virtual term.
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2 The FKS subtraction scheme 2.2 Notation

singular regions are distinct and independent, making it straightforwardly parallelizable. However, the

Born to real mapping of FKS requires the real phase space to be parametrized in the same coordinates

as the subtraction terms, which is a disadvantage compared to the CS approach working with any generic

phase-space parametrization.

In terms of event generation, the CS subtraction is better compatible with dipole-based showers because

of the structural similarities in the shower and the subtraction prescription. On the other hand, in the

FKS approach, the fixed Born momentum configuration simplifies the organization of subtraction terms

in generated fixed next-to-leading order (fNLO) events. It is also better suited for matching schemes like

MC@NLO [45, 56] or POWHEG [46, 47] matching for the fact that both matching algorithms also operate on the

identified singular regions which are in a one-to-one correspondence with IR singularities, which, in turn,

are at the core of the shower mechanism.

A third, less often applied subtraction scheme is the Nagy-Soper subtraction scheme [65, 66]. It is based

on splitting functions in an improved parton shower [67–69], promising to facilitate the matching to parton

showers. It scales comparable to FKS while keeping the phase-space parametrization general. However,

this comes at the cost of more complex expressions for the integrated subtraction terms. It has not been

implemented in a general purpose MC generator so far.

The CS subtraction mechanism has been implemented in Sherpa [70] while the FKS subtraction was

preferred for MG5_aMC [64] and the POWHEG-BOX [47, 48]. In WHIZARD, the FKS subtraction scheme has

been implemented in full generality over the course of several doctoral theses [71–73] and the present work.

Its implementation as well as application to a variety of processes at NLO QCD and NLO EW is also

discussed in detail in ref. [7]. For this reason, it is the FKS subtraction scheme as implemented in WHIZARD,

which we will focus on in this section, beginning with some general notational remarks and the phase-space

construction.

2.2 Notation

We will first clarify the notation used in this thesis. It is mostly adapted from refs. [47, 64, 73].

Throughout this thesis, we use natural units such that

~ = c = 1 . (2.4)

Furthermore, we choose the metric signature (+,−,−,−), so that the square of a four-momentum is given

by

p2 =
(
p0
)2 − p2

x − p2
y − p2

z = E2−
(
~p
)2

= m2 , (2.5)

where p0 = E is its energy, ~p its three-momentum and m its mass.

Computing NLO corrections to scattering processes, all momenta will belong to one of two phase spaces.

The Born phase space of the underlying 2→ n process is given by

Φn = {k⊕, k⊖, k3, . . . , kn+2} , (2.6)

where the indices ⊕ and ⊖ denote the initial-state momenta parallel and anti-parallel to the beam axis along

the positive z direction. The final-state particles are numbered from 3 onwards to implicitly leave k1 ≡ k⊕
and k2 ≡ k⊖ for the two initial-state particles. Here, we used barred momenta to stress their connection to

the Born phase space. In some occasions, we will instead decorate quantities of the Born process with an

index B.

The real phase space has to include one more four-momentum for the radiated particle. Also, the emission
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2 The FKS subtraction scheme 2.3 The singular regions

may boost the remaining particles, so we need a different set of four-momenta for the real phase space. We

denote it as

Φn+1 = {k⊕, k⊖, k3, . . . , kn+2, kn+3} , (2.7)

omitting the bars this time. If we want to stress that a quantity belongs to the real phase space, we may

use an index R.

The described physics will be invariant under a reordering of the final-state particles. We can thus always

assume that the radiated momentum is given by the last one in the list, i.e., kn+3. For final-state splittings,

we often assume that kn+2 is the emitter’s momentum after the real splitting.

We require both sets of four-momenta to fulfill energy-momentum conservation, i.e.,

k⊕ + k⊖ =
n+2∑

i=3

ki and k⊕ + k⊖ =
n+3∑

i=3

ki . (2.8)

This momentum conservation is expressed by the δ distribution in the n-body phase-space element

dΦn(k⊕, k⊖, k3, . . . , kn+2) = (2π)4 δ4

(

k⊕ + k⊖ −
n+2∑

i=3

ki

)
n+2∏

i=3

d3ki

(2π)32k
0

i

, (2.9)

in which we will additionally absorb a factor of dxB,⊕dxB,⊖ if emissions from the initial state are possible.

If this is the case, we need to distinguish up to three different center-of-mass energies. The hadronic

center-of-mass energy is the largest one. It will be denoted by S = (K⊕ +K⊖)2 where K⊕ and K⊖ are the

four-momenta of the incoming hadrons beams. The partonic center-of-mass energy of the Born process will

be given by

sB = (k⊕ + k⊖)2 = xB,⊕xB,⊖ S , (2.10)

where xB,± are the energy fractions of the partons relative to the protons, i.e. the Bjorken-x, so that

k± = xB,±K± . (2.11)

In case of an emission from the initial state, it is different from the partonic center-of-mass energy of the

real process, which is given by

sR = (k⊕ + k⊖)2 = xR,⊕xR,⊖ S where k± = xR,±K± . (2.12)

In general, it is sR ≥ sB, which may be interpreted such that in FKS, the energy for the radiation is

"borrowed" from the incoming hadron instead of from the Born system. In the case of equality, we may

simply denote them as s. We will derive the exact relation in sec. 2.4.3.

2.3 The singular regions

As mentioned in sec. 2.1.3, the FKS subtraction mechanism follows a divide and conquer principle by

identifying and organizing divergent phase-space regions into singular regions or alpha regions (ALRs), in

such a way that in each ALR there is no more than a single pair of particles, whose momenta constitute a

soft, a collinear or both types of IR divergences. We call such a pair of partons an FKS pair.

2.3.1 The FKS pairs

Focusing on QCD corrections, there will be three types of FKS pairs [72, 73]:
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2 The FKS subtraction scheme 2.3 The singular regions

(q, g) A(n anti)quark emitting a gluon produces a soft singularity for vanishing gluon energy and/or a

collinear singularity if the gluon is emitted collinear to a massless (anti)quark.

(q, q) Two massless quarks resulting from a g → qq splitting may give rise to a collinear singularity.

(g, g) Two gluons resulting from a g → gg splitting are possibly both collinear and soft divergent.

These pairs are exemplary for a final-state splitting when computing NLO QCD corrections. The FKS pairs

for initial-state splittings and for EW corrections follow the same rules as described in this section.

The pairs are ordered so that the second particle is always massless. If possible, it is the gluon. The

mirrored pairs, e.g., (g, q), give rise to the same divergences but would also describe the same process as

their counterparts. We thus do not need to take them into account explicitly.

To identify these FKS pairs, we need to introduce a notation describing the flavors present in the process.

We will label the Born flavor structure with

fB =
{
f1
B, f

2
B, . . .

}
(2.13)

and equivalently, the real flavor structure fR. We will assume an ordering of the flavors in each flavor

structure. Similar to refs. [64, 72, 73], we define

nI := number of initial-state particles,

n∅ := number of non-strongly interacting final-state particles,

nF := index of the first strongly interacting particle,

nH := number of strongly-interacting massive final-state particles,

nL := number of strongly-interacting massless final-state particles,

nS := total number of strongly-interacting particles,

where more specifically, nF takes the values 1, 2, 3 for hadron-hadron, lepton-hadron and lepton-lepton

collisions, respectively.

Using these definitions, we can impose an ordering of the flavor structures so that each flavor structure

contains

1. the initial-state partons
{
f i | 1 ≤ i ≤ nI

}
followed by

2. all the non-QCD particles
{
f i |nI + 1 ≤ i ≤ nI + n∅

}
,

3. the heavy final-state partons
{
f i |nI + n∅ + 1 ≤ i ≤ nI + n∅ + nH

}
and

4. lastly the light, i.e. massless, final-state partons
{
f i |nI + n∅ + nH + 1 ≤ i ≤ nI + n∅ + nH + nL

}
.

Additionally, we sort the particles within each group so that particles and antiparticles appear pair-wise

with antiparticles first.

On the ordered real flavor structures, we can now formally define the set of FKS pairs as

PFKS(fR) :=
{

(i, j)
∣
∣nF ≤ i ≤ nI (ISR) or nI + n∅ < i < nI + n∅ + nH + nL (FSR),

nI + n∅ + nH + 1 ≤ j ≤ nI + n∅ + nH + nL, j > i,

J(Φn+1)R(Φn+1, fR)→∞ if Ej → 0 and/or ~ki ‖ ~kj
}

. (2.14)

In each FKS pair, we call particle i the emitter and j the radiated particle. The FKS pairs as defined by

eq. (2.14) make sure that the radiated particle is always massless, f jR comes after f iR in the flavor structure
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2 The FKS subtraction scheme 2.3 The singular regions

and we do not double count the symmetric pairs, (i, j) and (j, i).

In eq. (2.14) we have also silently introduced the Jet measurement function J. It is present to ensure the

finiteness of the Born-like partonic short distance cross section. This is necessary as the FKS subtraction

mechanism will only deal with phase-space divergences arising from the real splitting. The most common

method to restrict the n-body phase space to IR finite regions only, is to apply an IR safe jet-clustering

algorithm and require at least nL well-defined reconstructed jets. We will further elaborate on this condition

when discussing the Born contribution in sec. 2.5.

At this point, we want to emphasize that the indices in the FKS pair always refer to the real flavor structure

fR, which contains the external legs of the process. This means that the FKS pairs describing flavor-changing

splittings depicted in fig. 2.2a and fig. 2.2b will be (g, q) and (q, q) respectively. In this case, the "emitter"

will somewhat unintuitively have a different flavor than the splitting particle that was part of the Born flavor

structure.

g

q

qM

(a) Initial-state splitting gq ← q

g

q

q

M

(b) Final-state splitting g → qq

Fig. 2.2: Exemplary flavor-changing splittings.

As a practical example of the labeling defined in this section, tab. 1 shows all the ALRs for the process

e+e− → jjj as generated by WHIZARD. Restricted to just two light quark flavors, this process has only two

different Born flavor structures fB labeled by iB. With three light QCD particles in the Born process, there

are three possible final-state emitters 3, 4 and 5. Each emitter may radiate a gluon. Additionally, the Born

gluon may split into one of both allowed flavors. This makes 5 different singular regions per underlying Born

flavor structure; 10 singular regions in total.

For example, in ALR 1, a gluon present in the Born process splits into two quarks matching the flavor of

the two existing quarks. The matrix element will be invariant under a reordering of the final-state particles.

We thus need to take into account all possible (q, q) pairs in PFKS.

Considering ALRs 2− 4, we see that we keep apart these three ALRs although they have the same flavor

structures. The only difference is the associated emitter. The reason is that different emitters will lead

to different real phase-space points (PSPs) even for the same set of Born momenta, as we will see in

sec. 2.3.2. On the other hand, regions sharing the same emitter index will also share the same phase-space

parametrization.

Also regions 5 and 6 are instructive. A gluon splitting connects the Born and the real process in both regions.

Although only a single gluon is present in the Born flavor structure, two (q, q) FKS pairs must be considered.

The reason is again that the real matrix element does not know about any specific emitter and will thus

diverge if either pair of same-flavored quarks become collinear to each other. Due to the different ordering

of the flavors in the real flavor structure, both ALRs are assigned the same emitter ID em, which, however,

refers to different quark flavors.

Taking into account all relevant FKS pairs is crucial for a subdivision of the real phase space in such a way
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2 The FKS subtraction scheme 2.3 The singular regions

that only a single soft and/or collinear divergence remains in each region and no specific region of the phase

space is double counted by the phase-space integration. This includes correctly defining all the FKS pairs,

especially also taking into account FKS pairs not fitting the same but a different ALR’s underlying Born

flavor structure as in ALR 5 and 6 in tab. 1.

αr fR iR em mul PFKS fB iB
1 [11,-11,-2,2, -2, 2] 1 5 4 {(3, 4), (3, 6), (4, 5), (5, 6)} [11,-11,-2,2,21] 1

2 [11,-11,-2,2,21,21] 2 3 2 {(3, 5), (3, 6), (4, 5), (4, 6), (5, 6)} [11,-11,-2,2,21] 1

3 [11,-11,-2,2,21,21] 2 4 2 {(3, 5), (3, 6), (4, 5), (4, 6), (5, 6)} [11,-11,-2,2,21] 1

4 [11,-11,-2,2,21,21] 2 5 1 {(3, 5), (3, 6), (4, 5), (4, 6), (5, 6)} [11,-11,-2,2,21] 1

5 [11,-11,-2,2, -1, 1] 3 5 1 {(3, 4), (5, 6)} [11,-11,-2,2,21] 1

6 [11,-11,-1,1, -2, 2] 4 5 1 {(3, 4), (5, 6)} [11,-11,-1,1,21] 2

7 [11,-11,-1,1, -1, 1] 5 5 4 {(3, 4), (3, 6), (4, 5), (5, 6)} [11,-11,-1,1,21] 2

8 [11,-11,-1,1,21,21] 6 3 2 {(3, 5), (3, 6), (4, 5), (4, 6), (5, 6)} [11,-11,-1,1,21] 2

9 [11,-11,-1,1,21,21] 6 4 2 {(3, 5), (3, 6), (4, 5), (4, 6), (5, 6)} [11,-11,-1,1,21] 2

10 [11,-11,-1,1,21,21] 6 5 1 {(3, 5), (3, 6), (4, 5), (4, 6), (5, 6)} [11,-11,-1,1,21] 2

Tab. 1: FKS table for the process e+e− → jjj restricted to j ∈ {d, d, u, u, g}. The index αr labels the ALRs, fB

and fR are the Born and the real flavor structure given in terms of PDG IDs [74] labeled by iB and iR,
respectively. PFKS denotes the ALRs set of possible FKS pairs. The index em refers to the real flavor
structure defining the emitter relevant in this ALR, while mul is a multiplicity factor counting the number
of equivalent and thus omitted regions.

2.3.2 Parametrization of the radiation phase-space

The subtraction of divergences in the FKS scheme will be implemented individually per ALR. To construct

subtraction terms, we need a mapping between the n-body Born phase space Φn and the n+ 1-body real

phase space Φn+1. One characteristic of the FKS scheme is the Born-to-real mapping, meaning that the

real phase space will be constructed based on a Born phase space and a generated radiation phase space

Φrad in a factorized approach such that

dΦ(αr)
n+1 = dΦn dΦ(αr)

rad (2.15)

in each ALR labeled by αr. We will discuss this phase-space construction in the following subsections.

The inverse mapping from the real phase space to the Born phase space is straightforward. Given the real

flavor structure, the FKS pair and the real kinematics, i.e., the set of real momenta, we can map the real

phase space to the underlying Born phase space by replacing the FKS pair with a single particle. In the

case of a singular region with a soft divergence, we can simply delete the particle becoming soft. In the case

of a singular region with a collinear divergence and final-state radiation (FSR), the substituting particle will

carry the sum of the FKS pair’s momenta. For collinear divergences in ISR, we remove both the radiated

parton and the emitter so that only the momentum fraction of the parton after the radiation remains [64,

73]. In all three cases, momentum conservation is ensured.

After determining the set of momenta, the inserted particle’s flavor can be determined from the existing

vertices. With a subsequent relabeling of the momenta according to the procedure described close to

eq. (2.13), we can determine dΦn. This mapping is unique given the real kinematics, flavors and the FKS

pair. The same is not true for the opposite mapping, as the real phase space features three degrees of

freedom more than the underlying Born phase space.
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2 The FKS subtraction scheme 2.3 The singular regions

We parametrize the radiation phase space in the three FKS variables (ξ, y, φ) such that

dΦ(αr)
rad = J (αr)(ξ, y, φ) dξdydφ , (2.16)

where J is the Jacobian (determinant) for this parametrization. We will deduce it for three different cases

in sec. 2.4. If not explicitly specified by their indices, they always refer to the FKS pair (i, j) in PFKS where

i coincides with the ALR’s emitter, i.e.

ξ ≡ ξj , y ≡







yij for FSR

yj for ISR
and φ ≡ φj . (2.17)

They parametrize

• the energy of the radiated particle

ξ :=
2Ej√
sR

(2.18)

rescaled to half the available total energy
√
sR

2 . For FSR off a massless emitter, it is limited by the

total energy of the emitting particle before the splitting such that

0 < ξ < ξmax :=
2k

0

i√
sR
≤ 1 . (2.19)

where we find ξmax = 1 only if the recoil system is massless, as in, e.g., e+e− → qq.

The upper energy limit will be more complicated for massive emitters and ISR. We will derive them

explicitly in secs. 2.4.2 and 2.4.3.

• the polar separation of the radiated particle with respect to the emitter direction after the emission,

in case of FSR, or the beam axis in positive z direction, in case of ISR, in form of a cosine such that

(−1, 1) ∋ y :=







cos(θi,j) =
~ki·~kj

|~ki| |~kj |
for FSR

cos(θ⊕,j) =
~k⊕·~kj

|~k⊕| |~kj |
for ISR

. (2.20)

This implies that for ISR, the sampled phase-space points will be independent of the emitter reducing

the number of different PSPs to compute. Again, we refer the derivation for massive emitters to

sec. 2.4.2.

• the azimuthal angle between the radiated particle and the same reference direction as in the definition

of y

φ ∈ (0, 2π) . (2.21)

Although it is one of the three FKS parameters, φ will not play an important role, as for incoming beams

along the z axis, we can always assume φ = 0 and rotate the phase-space point by an angle φ at the end.

The divergence structure instead manifests in ξ and y. For ξ → 0, the energy of the radiation vanishes, re-

sulting in a soft divergence, while for y → 1 the angle between the emitter and the radiated particle vanishes,

leading to a collinear divergence. For ISR, we additionally have to take into account that both initial-state

partons are separated by exactly 180◦ in the polar angle5. This implies that an emission anti-collinear to

5In reality, initial-state partons may have intrinsic transverse momentum, violating this statement. In simulations, however,
this effect is only added at a later stage, often by the SMC.
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2 The FKS subtraction scheme 2.3 The singular regions

one initial-state parton is collinear to the other. We thus have to take into account both collinear limits,

y → ±1 for emissions from the initial state to describe all collinear divergences.

Technically, we use the same set of FKS parameters (ξ, y, φ) for all ALRs. Due to the fact that the meaning

of y depends on the emitter direction, this set of parameters does not refer to geometrically identical PSPs

for every single set of parameters. However, as the MC integration covers the whole fiducial phase space,

they are merely mirrored mappings of the same total real phase space so that in the end, the terms of all

ALRs will be integrated over the same total real phase space6.

2.3.3 The S functions

General requirements

At this point, we have introduced particle labels to identify pairs of particles responsible for divergent regions

of the real phase space. We also chose a parametrization so that a region is collinear divergent if y → ±1 and

soft divergent if ξ → 0. Consequently, the next step in the FKS approach is to define a set of functions able

to subdivide the real phase space in such a way that in each ALR, a single collinear and/or soft divergent

region remains. In the FKS literature [47, 62, 64, 72, 73], they are in general called S functions, Sαr
ij .

The S functions will be weights between 0 and 1 defined for each FKS pair (i, j) ∈ Pαr

FKS in each ALR across

the entire phase space reducing the contributions from PSPs in which a pair other than (i, j) become soft

or collinear. Effectively, we can absorb these weights into the real matrix element

Rij := Sαr
ij R , (2.22)

where i is the emitter of the ALR αr allowing to directly integrate the product of both over the phase space.

For ease of notation, we keep the dependence of S and R on fR and Φn+1 implicit.

There is some freedom in the choice of the S functions. In the original FKS publication [62] they were

defined as a product of Heaviside step functions so that Sαr
ij ∈ {0, 1}, effectively slicing the phase space into

disjunct regions. It was later recognized [75] that smooth functions improve the numerical behavior.

There are some general conditions these functions must fulfill. Following ref. [47], we obviously require that

the S functions are a partition of unity7,

∑

(i,j)∈Pαr
FKS

Rij = R =⇒
∑

(i,j)∈Pαr
FKS

Sαr
ij = 1 (2.23)

at each PSP in Φn+1.

Also, only a single divergence should remain in each ALR. We achieve this by requiring that they vanish in

regions where any other FKS pair becomes collinear or soft, i.e.

lim
~kk‖~kl

Sαr
ij = 0 ∀Pαr

FKS ∋ (k, l) 6= (i, j) and mfi
R

= 0 (2.24)

as well as lim
Ek→0

Sαr
ij = 0 ∀ k /∈ {i, j} | fkR ∈ {g, γ} ∧ ∃ (l, k) ∈ Pαr

FKS (2.25)

6This is true if we consider pure NLO QCD or NLO EW corrections. When computing mixed corrections, however, some
ALRs will feature the radiation of a QCD parton while others will feature photon radiation. In this case, if jet clustering as
well as photon recombination (c.f. sec. 2.5) are applied, even the total phase spaces may be different.

7 It is important here that the S functions sum up to unity if summed over (i, j) in a single fixed ALR αr, not if summed
over all ALRs as different ALRs are not always evaluated at the same real PSPs as mentioned earlier. We will come back to
this in sec. 5.1.
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2 The FKS subtraction scheme 2.3 The singular regions

taking values between 0 and 1 anywhere else.

On the other hand, in regions where the particles i and j become collinear, we require

lim
~ki‖~kj

Sαr
ij = hij :=







2Ei

Ei+Ej
∀(i, j) ∈ Pαr

FKS | (f iR, f
j
R) = (g, g) if nI < i, j

1 else
. (2.26)

We need to special case (f iR, f
j
R) = (g, g) as in these regions, also a soft emitter would give rise to a

divergence. We already desymmetrized PFKS in eq. (2.27) to avoid counting this region twice. To these

regions, we apply the so-called double FSR factor [48] hij . This removes the divergence for a soft gluon at

position i compensating the left out half of the phase space by a factor of 2 for the rest.

In regions where the particles i and j become soft, we require

lim
Ej→0

Sαr
ij = cij ∀Pαr

FKS ∋ (i, j) | f jR ∈ {g, γ} , (2.27)

where the cij ∈ R are constrained by

0 < cij ≤ 1 and
∑

i
(i,j)∈Pαr

FKS

cij = 1 . (2.28)

It is not always cij ≡ 1 because a single radiated soft gluon may constitute a soft divergent FKS pair with

more than a single emitter.

Explicit choice of S functions

Explicitly, we implemented S functions recommended by refs. [47, 64] as

Sαr
ij :=

hij
D dij

(2.29)

with normalization

D :=
∑

(k,l)∈PFKS

hkl
dkl

(2.30)

and phase-space weights for FSR

dij := 2ki · kj
EiEj

(Ei + Ej)2

mi→0
=

mj→0
2

(

EiEj
Ei + Ej

)2

(1− y) (2.31)

such that

dij = 0 iff Ei = 0 ∨ Ej = 0 ∨ ~ki ‖ ~kj . (2.32)

This choice fulfills all conditions imposed in the previous subsection. Additionally, if the radiated particle

becomes soft, the dij correspond to the square of the transverse momentum kT . A phase-space subdivision

based on kT will prove to be beneficial for implementing a kT -based matching to a kT -ordered parton

shower [47] like the POWHEG-matching algorithm which we will discuss in sec. 3.

To describe ISR, we do not have to consider vanishing emitter energies. Therefore, we can assume Ei ≫ Ej

to define

dij := 2E2
j

(
1 + (−1)iyj

)
for i ∈ {1, 2} . (2.33)
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2 The FKS subtraction scheme 2.4 The real phase-space construction

We remember from the definition of y in eq. (2.20) that y is independent of the emitter in case of ISR which

means that the same PSPs are sampled in regions with emitter 1 and emitter 2. So if there are two ALRs

with emitter 1 and emitter 2 and the same flavor structures, it is possible to merge both regions into a single

one which we will assign emitter 0 to remember that they have been merged. Specifically, this is possible

if a gluon is radiated and both initial-state partons are color charged or if a photon is radiated and both

initial-state partons are electrically charged. For the ALRs with emitter 0, we define

d0j :=
1

1
d1j

+ 1
d2j

= E2
j

(
1− y2

j

)
. (2.34)

The S functions in the soft limit

The S functions we have defined so far may become ill-defined in the soft limit. We can see this by rewriting

the reciprocal of eq. (2.29) to

(

Sαr
ij

)−1

= D dij
hij

= 1 +
∑

k | (k,j)∈PFKS

k 6=i

dij hkj
dkj hij

+
∑

(k,l)∈PFKS

l 6=j

dij hkl
dkl hij

(2.35)

and examining the second term. It contains the ratio of phase-space weights for different emitters radiating

the same particle at position j. In the soft limit, Ej → 0, the ratio of the h factors becomes constant and

both dij and dkj approach zero. However, computing the limit analytically using eq. (2.31) for FSR we find

lim
Ej→0

dij
dkl

= lim
Ej→0

2
(
ki · k̂j

)
EiE

2
j (Ek + Ej)2

2
(
kk · k̂j

)
EkE2

j (Ei + Ej)2
=

2
(
ki · k̂j

)
Ek

2
(
kk · k̂j

)
Ei

. (2.36)

Here we split kj = Ej k̂j such that k̂j is a unit vector in the direction of the radiated particle, which, according

to our definition of PFKS in eq. (2.14), is massless. So we can instead define

dsoft
ij :=

2 ki · k̂j
Ei

(2.37)

for the soft limit without altering the ratio in eq. (2.29). Moreover, a soft emission also leaves the emitter

momentum unchanged. We can thus implement eq. (2.37) using the Born momenta ki.

We can derive a similarly simplified form of the phase-space weights in the case of ISR by using dij as defined

in eq. (2.33) and eq. (2.34) instead of eq. (2.31). In this case, we arrive at

dsoft
ij := 2

(
1 + (−1)iyj

)
for i ∈ {1, 2}

dsoft
0j := 1− y2

j for i = 0 . (2.38)

2.4 The real phase-space construction

In sec. 2.3.2, we stated that we construct the real (n+1)-body phase space in a factorized approach according

to eq. (2.15). However, we still need to derive the explicit construction.

In this discussion, we will assume the Born phase space Φn to be given as a regular n-body phase space by the

MC event generator. The remaining task is to construct the radiation phase-space element dΦrad given by

eq. (2.16) in such a way that the divergent regions are explicit. Having already defined the FKS parameters

(ξ, y, φ) for the simple cases, we have to determine the Jacobian for this phase-space parametrization.
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2 The FKS subtraction scheme 2.4 The real phase-space construction

We divide three different cases

1. massless FSR emitters,

2. massive FSR emitters,

3. massless ISR emitters.

The fourth possibility, massive ISR emitters, may be relevant when describing, e.g., muon colliders [1]. In

this thesis, the initial-state partons will always be massless. We refer to ref. [76] for the construction of the

phase space in this case.

For the derivations, we follow ref. [47] in both cases of massless emitters. The case of massive emitters in

the final state has been derived in ref. [77] on the example of NLO EW corrections to single-W production

but is applicable to general NLO corrections as the phase-space construction is independent of the flavor

structures. This also implies that the discussion here will cover the kinematic constructions to compute

NLO EW corrections as well. In the framework of the WHIZARD MC generator, all three cases have also been

mentioned in refs. [72, 73] and are reviewed in detail in ref. [7].

We will discuss the phase-space generation for a fixed generic ALR. As before, the radiated particle is the last

in the real flavor structure. Furthermore, to simplify the notation, especially when summing up momenta

throughout this subsection, we assume, without loss of generality, that the emitter is directly before the

radiated particle in the ordering, such that for FSR the momenta of the emitter and the radiated particle

are given by kn+2 and kn+3 respectively.

2.4.1 Radiation off a massless final-state emitter

We will start by sampling the FKS variables, then construct the real phase space and afterwards compute

the Jacobian determining dΦrad.

Sampling the FKS variables

The radiation phase space has three degrees of freedom that we choose to parametrize using (ξ, y, φ) in sec. 2.2.

However, the actual MC integration will always cover the unit hypercube, so we first need to determine the

FKS variables (ξ, y, φ) from the underlying sampled random numbers rξ, ry, rφ ∈ (0, 1), respectively.

We determine ξ using a rescaled

ξ̃ := ξ/ξmax = ξmin + rξ(1− ξmin) =⇒ Jξ = ξmax(1− ξmin) , (2.39)

where ξmax is the upper bound given by eq. (2.19) and ξmin is the lower bound. We typically choose a tiny

but non-zero value for ξmin just to prevent numerical instabilities. It can be adjusted with the parameter

fks_xi_min. Its default value is ξmin = 10−7.

y is sampled using

y = 1− 2ry followed by y ← 3

2

(

y − y3

3

)

=⇒ Jy = 3
(
1− y2

)
. (2.40)

Here, the reassignment of y performs an importance sampling favoring (anti-)collinear values.

Finally, φ is trivially sampled according to

φ = 2πrφ =⇒ Jφ = 2π . (2.41)
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2 The FKS subtraction scheme 2.4 The real phase-space construction

This variable transformation in total requires an additional Jacobian factor

Jrand = Jξ Jy Jφ (2.42)

to be taken into account.

Having sampled the FKS variables, we can continue to construct the phase space.

Phase-space construction

Continuing the discussion we started in sec. 2.2, we notice that for FSR, the initial-state momenta are

unaffected by the additional radiation,

xR,± = xB,± =⇒ k± = k± , (2.43)

so that the center-of-mass (CM) frame will be the same in both systems allowing us to work in this frame.

Extending eq. (2.8) we require four-momentum conservation between the Born and the real particle set such

that

q := k⊕ + k⊖ =
n+2∑

i=3

ki = k⊕ + k⊖ =
n+3∑

i=3

ki , (2.44)

where we also defined q as the system’s four-momentum, which in the CM frame explicitly reads

q0 =
√
s and ~q = ~0 . (2.45)

For the subsequent discussion, dividing the momenta into two sets will prove helpful. We will refer to the

momenta {kn+2, kn+3} as the emitter-radiated system while the remaining momenta {k3, . . . , kn+1} form

the recoil system. In the construction of the (n+ 1)-body phase space, we impose a conservation of the recoil

system’s invariant mass,

M2
rec := k2

rec :=

(
n+1∑

i=3

ki

)2

=

(
n+1∑

i=3

ki

)2

=: k
2

rec . (2.46)

Imposing the same invariant mass implies that the two sets of recoiling momenta are related by a Lorentz-

boost Λ along the common recoil direction, i.e., the direction of the emitter before radiation in the Born

system, in such a way that the difference between the initial-state momenta and the recoiling system is

light-like, i.e.
(
q − Λkrec

)2
= 0 . (2.47)

For a generic Lorentz boost, this implies the condition

q0 − γk0
rec − γβ|~krec| !

= γβk0
rec + γ|~krec| (2.48)

which we can solve for q0, square and rearrange again to find that the boost velocity is given by

β =
q2−

(
k0

rec + |~krec|
)2

q2+
(
k0

rec + |~krec|
)2 . (2.49)

Defining the four-momentum for the emitter-radiated system

k := kn+2 + kn+3 = q − krec so that ~k = −~krec , (2.50)
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we find that

k2 ≥ 0 =⇒ k0 ≥ |~k| = |~krec| . (2.51)

Together with q0 = k0 +k0
rec from eq. (2.44), we conclude that β is positive and smaller than 1, so this boost

always exists.

Using the boost, we can explicitly formulate the relations

ki = Λki ∀ i ∈ {3, . . . , n+ 1} (2.52)

and kn+2 = q − Λkrec (2.53)

between the sets of Born and real momenta such that by construction, the momentum conservation imposed

in eq. (2.44) holds.

From our definition of ξ, eq. (2.18), we can quickly determine the radiated energy to be given by

En+3 = |~kn+3| = ξ

√
s

2
. (2.54)

To determine the energy of the emitter in the real phase space, we reformulate the energy-momentum

conservation from eq. (2.44) to

q0 = Erec + En+2 + En+3 =
√

|~k|2 +M2
rec + |~kn+2|+ |~kn+3| , (2.55)

where we used the definition in eq. (2.50) from which we also get

|~k|2 = |~kn+2|2 + |~kn+3|2 + 2|~kn+2||~kn+3| y (2.56)

using the definition of y (c.f. eq. (2.20)). From eqs. (2.46), (2.47) and (2.53) we find for the recoil mass

M2
rec = k2

rec = (Λkrec)2 = (q − kn+2)2 . (2.57)

Together with the condition that the radiated energy is less than the emitter energy before the emission,

which we can derive from eq. (2.57),

En+3 ≤ |~kn+2| =
q2 −M2

rec

2q0
, (2.58)

we find only one solution for the emitter energy:

En+2 = |~kn+2| =
q2 −M2

rec − 2q0|~kn+3|
2
(
q0 − |~kn+3|(1− y)

) . (2.59)

From eq. (2.58) and eq. (2.57) we can also derive the upper limit

ξ ≤ q2 −M2
rec

q2
=

2k
0

n+2

q0
= ξmax (2.60)

which we already stated in eq. (2.19).

After that, we construct the angles and thus the vectors ~kn+2 and ~kn+3 such that their sum ~k = ~kn+2 +~kn+3

is parallel to the emitter direction before the emission, ~kn+2, and the azimuth between ~kn+3 and ~k is φ.

22



2 The FKS subtraction scheme 2.4 The real phase-space construction

Together, they determine the four-momentum k according to eq. (2.50) which also allows us to compute krec.

Using krec we can compute the boost velocity β by eq. (2.49). This, in turn, makes it possible to compute

all real momenta of the recoil system’s constituents by inverting eq. (2.52). This concludes the phase-space

parametrization up to the Jacobians.

Determining the Jacobian

In order to express the radiation phase space in terms of the FKS variables, we need to determine the

Jacobian of this transformation. We start with the (n+ 1)-body phase-space element in analogy to eq. (2.9),

dΦn+1 = (2π)4 δ4

(

q −
n+3∑

i=3

ki

)
n+3∏

i=3

d3ki
2Ei(2π)3

= (2π)4 δ4

(

q − k −
n+1∑

i=3

ki

)

d3kn+3

2En+3(2π)3

d3k

2En+2(2π)3

n+1∏

i=3

d3ki
2Ei(2π)3

, (2.61)

using k instead of kn+2 as integration variable. We now want to determine the Jacobian J according to

eq. (2.15) and eq. (2.16), i.e., such that

dΦn+1 =

[

J (ξ, y, φ) dξdydφ

][

(2π)4 δ4

(

q −
n+2∑

i=3

ki

)
n+2∏

i=3

d3ki

2Ei (2π)3

]

, (2.62)

repeating eq. (2.9), by equating these two expressions.

Now, we make a few observations:

• By construction, ~k is parallel to ~kn+2 which implies

d3k = dΩ2|~k|2d|~k| and d3kn+2 = dΩ2|~kn+2|2d|~kn+2| (2.63)

allowing us to cancel the solid angle measures dΩ2.

• The first n− 1 momenta are connected by just a Lorentz boost (c.f. eq. (2.52)). Furthermore, using

eq. (2.53) we find q − kn+2 = Λ(q − k) so these terms are also connected by just a boost.

Now the phase-space elements and four-dimensional delta distributions in eqs. (2.61) and (2.62) are

Lorentz invariant implying

(2π)4 δ4

(

q − k −
n+1∑

i=3

ki

)
n+1∏

i=3

d3ki
2Ei(2π)3

= (2π)4 δ4

(

q − kn+2 −
n+1∑

i=3

ki

)
n+1∏

i=3

d3ki

2Ei (2π)3
. (2.64)

• Using the definition of the FKS variables, the phase-space measure for spherical coordinates and
d|~kn+3|
dξ = q0

2 we can infer

d3kn+3

2En+3(2π)3
=

q2

(4π)3
ξ dξdcos(ψ)dφ , (2.65)

where we defined ψ as the angle between ~kn+3 and ~k or, equivalently, ~kn.

Putting the above three points together, we find that the Jacobian has to fulfill

q2

(4π)3
ξ dcos(ψ)

|~k|2d|~k|
En+2

= J |~kn+2| dy d|~kn+2| . (2.66)
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2 The FKS subtraction scheme 2.4 The real phase-space construction

To solve this further we thus have to express
(
y, |~kn+2|

)
in terms of

(
cos(ψ), |~k|

)
for a fixed value of ξ. We

can achieve this by squaring ~kn+2 and ~k (c.f. eq. (2.56)), remembering the upper limit of the radiated energy,

eq. (2.58), and expanding M2
rec = (q − kn+2 − kn+3)2 to get the relations

~k2
n+2 = ~k2 + ~k2

n+3 − 2|~k| |~kn+3| cos(ψ) , y =
|~k|2 − |~kn+2|2 − |~kn+3|2

2 |~kn+2| |~kn+3|
,

|~kn+2| =
q2 −M2

rec

2q0
and M2

rec =
(
q0 − |~kn+3| − |~kn+2|

)2 − ~k2 . (2.67)

Using these to compute the partial derivatives, we can compute the determinant

det





∂|~kn+2|
∂|~k|

∂y

∂|~k|
∂|~kn+2|
∂ cos(ψ)

∂y
∂ cos(ψ)



 =
|~k|2
|~kn+2|3

(

|~kn+2| −
κ2

2q0

)

. (2.68)

We define

κ2 := 2|~kn+2| |~kn+3|(1− y) (2.69)

to finally conclude from eq. (2.66)

J =
q2ξ

(4π)3

|~kn+2|2

|~kn+2|

(

|~kn+2| −
κ2

2q0

)−1

so that dΦrad = J dξ dy dφ . (2.70)

The Jacobian in the soft limit

We will also need the Jacobian in the limit of a soft or a collinear emission, so we will quickly derive it here.

In the soft limit, no energy is radiated so that

|~kn+3| = En+3 → 0 =⇒ κ→ 0 and |~kn+2| → |~kn+2| . (2.71)

This leads to

Jsoft =
q2ξ

(4π)3
. (2.72)

The Jacobian in the collinear limit

In the collinear limit, we find similarly

y → 1 =⇒ κ→ 0 and lim
y→1
|~kn+2| =

q2 −M2
rec

q0
− |~kn+3| = |~kn+2| − ξ

q2

2
, (2.73)

so that the Jacobian is given by

Jcoll =
q2ξ

(4π)3

(

1− q0ξ

2k
0

n+2

)

. (2.74)

Example: The Jacobian for e+e− → qq

Exemplary, we also want to discuss the specific form of the Jacobian for a 2→ 2 process such as e+e− → qq.

In such a process, both particles are back-to-back and take an equal share of the available energy. As one

particle recoils against the other, the recoil system will be massless, i.e., Mrec = 0. So we find, based on
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2 The FKS subtraction scheme 2.4 The real phase-space construction

eqs. (2.58), (2.18) and eq. (2.59)

|~kn+2| =
q0

2
, |~kn+3| =

q0

2
ξ (2.75)

|~kn+2| =
q2 −M2

rec − 2q0|~kn+3|
2q0 − 2|~kn+3|(1− y)

=
q0

2

1− ξ
1− ξ

2 (1− y)
. (2.76)

With these, the Jacobian given by eq. (2.70) simplifies to

J =
q2

(4π)3

ξ(1− ξ)
[1− ξ

2 (1− y)]2
. (2.77)

2.4.2 Radiation off a massive final-state emitter

Sampling the FKS variables

In the case of a massive emitter, we will sample φ as usual and ξ as in the massless case according to

eq. (2.39). However, we choose to parametrize y according to

y =
1

βem

(

1− (1 + βem) exp

[

ry log

[
1− βem

1 + βem

]])

with βem =

√

1− m2

E
2

n+2

(2.78)

so that we will use

Jy =
1− βemy

βem
log

[
1 + βem

1− βem

]

(2.79)

as the Jacobian factor instead of the one given in eq. (2.40).

Phase-space construction

To a large extent, the phase-space construction for the emission of a massless particle from a massive emitter

is equivalent to the massless case we just discussed in sec. 2.4.1. However, due to the emitter with mass

m > 0, the kinematic bounds and the construction of the emitter momentum after the emission, kn+2, have

to be adjusted.

We will again work in the CM frame of both systems and define the recoil system according to eq. (2.46).

Thus, we find

M2
rec =

[
q − kn+2

]2
= q2 + k

2

n+2 − 2 q0 En+2 ⇔ En+2 =
q2 +m2 −M2

rec

2q0

m2 =
[
q − krec

]2
= q2 + k

2

rec − 2q0Erec ⇔ Erec =
q2 −m2 +M2

rec

2q0
(2.80)

for the energies of the emitter and the recoil system in the Born phase space, respectively.

The construction of the four-momenta in the emitter-radiated system {kn+2, kn+3} is more involved. It is

based on the observation [77] that the energies En+2, En+3 and Erec fill a convex Dalitz domain [78, 79]. It

is thus possible to choose the parametrization

En+2 = En+2 − z En+3 , (2.81)

where z is the slope of the Dalitz plot.

For each value of z, there is a maximum value of En+3 such that the point lies within the Dalitz domain.

25



2 The FKS subtraction scheme 2.4 The real phase-space construction

All points fulfilling

|~kn+3| ± |~kn+2| ± |~krec| = 0 (2.82)

for at least one combination of signs are at the domain’s boundary. We can now isolate |~krec|, square, isolate

2|~kn+3||~kn+2| and square again to get rid of the ambiguous signs and arrive at

(
|~kn+3|2 + |~kn+2|2 − |~krec|2

)2
= 4 |~kn+3|2|~kn+2|2 . (2.83)

Using eqs. (2.80), (2.81) as well as

~k2
n+2 = E2

n+2 −m2 and ~k2
rec =

(
q0 − En+2 − En+3

)2 −M2
rec (2.84)

we can transform eq. (2.83) equation into

4 |~kn+3|2
(

2 |~kn+3| q0z(1− z) + q2z2 − 2q0zErec +M2
rec

)

= 0 . (2.85)

Solving this quadratic equation for |~kn+3| = En+3 yields the boundaries of the radiated energy

0 ≤ En+3 ≤
2q0|~krec|z − q2z2 −M2

rec

2q0 z(1− z) , (2.86)

from which we can immediately determine the maximum of ξ to be given by

ξmax =
2 q0 |~krec| z − q2z2 −M2

rec

q2 z(1− z) . (2.87)

There are two values of z for which the allowed maximum of the radiated energy vanishes

z1/2 :=
k

0

rec ±
√

E
2

rec −M2
rec

q0
. (2.88)

These are the boundaries of the allowed z values so that z ∈ [z2, z1]. We can use this to parametrize z using

y according to

z = z2−
(
z2 − z1

)1 + y

2
(2.89)

so that we can use z instead of y as third FKS variable to parametrize the radiation phase space Φrad.

With eqs. (2.81), (2.87) and (2.89), we have all the ingredients to compute the momenta of the emitter-

radiated system from given values of (ξ, y, φ) using an angular construction similar to the massless case.

Finally, we can determine the momenta of the recoil system k3, . . . , kn+1 via boosting the Born momenta

k3, . . . , kn+1 parallel to −~krec = ~k as in eq. (2.52) using an inverse boost Λ−1(β) with [72]

β =
1− α2

1 + α2
with α =

Erec + |~krec|
Erec − |~krec|

(2.90)

concluding this phase-space construction up to the Jacobian.

Determining the Jacobian

To determine the Jacobian, we will again compare the full phase-space element of the (n+ 1)-body phase
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2 The FKS subtraction scheme 2.4 The real phase-space construction

space with one factorized as (n⊗ 1)-body phase space

dΦn+1 = J̃ dEn+3 dEn+2 dφ dΦn (2.91)

similar to eqs. (2.61) and (2.62) for the massless case. We will factorize both phase spaces further by

separating the phase space of the recoil system. For the real phase space, the remainder is a 3-body phase

space with the emitter, the radiated particle and the recoil system dΦrec such that

dΦn+1 = dΦ3 dΦrec with

dΦ3 =
dM2

rec

2π

d3kn+3

2En+3 (2π)3

d3kn+2

2En+2 (2π)3

d3krec

2Erec (2π)3
(2π)4 δ4(q − kn+3 − kn+2 − krec) . (2.92)

In the Born phase space, just a 2-body phase space of kn+2 and krec remains such that we can write

dΦn =
dM2

rec

2π

d3kn+2

2En+2(2π)3

d3krec

2Erec(2π)3
(2π)4δ4(q − kn+2 − krec) dΦrec . (2.93)

We again make a few observations:

• The two recoil phase spaces Φrec and Φrec are connected by a Lorentz boost such that their phase-space

elements are identical and can be canceled on both sides.

• We can simplify the real 3-body phase-space element by integrating out the recoil momentum d3krec

and then using the Dalitz variables En+3 and En+2 to find

dΦ3 =
d3kn+3

2En+3 (2π)3

d3kn+2

2En+2 (2π)3
(2π) δ

(
(q − kn+3 − kn+2)2 −M2

rec

)

=
dΩn+1

4(2π)6
kn+3 kn+2 dEn+3 dEn+2 dcos(θ) dφ (2π) δ

(
(q − kn+2 − kn+2)2 −M2

rec

)
(2.94)

In the next step, we can rewrite the argument of the δ distribution according to

(q−kn+3−kn+2)2−M2
rec = q2+m2−M2

rec−2q0(En+3+En+2)+2En+3En+2+2 cos(θ)kn+3kn+2 (2.95)

to execute the polar integral, which yields

dΦ3 =
dΩn+3

8(2π)5
dEn+3 dEn+2 dφ =

dΩ

8(2π)5
dEn+3 dEn+2 dφ , (2.96)

where we chose to denote just Ω as the angular orientation can be chosen relative to any of the three

bodies.

• Repeating the analogous steps, we can also get rid of the δ distribution in the Born phase-space element

finding

d3kn+2

2En+2(2π)3

d3krec

2Erec(2π)3
(2π)4δ4(q−kn+2−krec) =

d3kn+2

2En+2(2π)3
2π δ

(
(q−kn+2)2−M2

rec

)
=

dΩ

8(2π)2

2|~kn+2|
q0

.
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We can use these observations to simplify the phase-space elements of eq. (2.92) and (2.93). Plugging them

together into eq. (2.91) and canceling all the common factors, we find that the Jacobian has to fulfill

1

(2π)3
= J̃ 2|~kn+2|

q0
(2.97)

so that we can conclude

J̃ =
q0

(2π)3

1

2|~kn+2|
with dΦrad = J̃ dEn+3 dEn+2 dφ . (2.98)

We now perform one more transformation to the actual FKS variables in the massive case using eqs. (2.18)

and (2.81) for the derivatives of En+3 and En+2, respectively, to finally determine the Jacobian

J =
q2

(2π)3

En+3

4|~kn+2|
with dΦrad = J dξ dz dφ . (2.99)

2.4.3 Radiation off a massless initial-state emitter

Phase-space construction

For initial-state emissions, we always assume here that the emitter is massless. We can thus use the same

forumlae to sample the FKS variables (ξ, y, φ) that we used in the case of FSR emissions off a massless

emitter in sec. 2.4.1.

The phase-space construction, however, has some notable differences. Most notably, as already mentioned

in sec. 2.2, the CM of the Born and the real momenta will differ. Consequently, the center-of-mass energies

of the Born and the real system will be different, i.e., sR ≥ sB. We choose to work in the real CM frame,

such that (xR,⊕K⊕ + xR,⊖K⊖) = (
√
s,~0).

Following ref. [47], we parametrize the radiated momentum as

kn+3 =
√
sR
2

ξ

(

1, sin(θ) sin(φ), sin(θ) cos(φ), cos(θ)

)

. (2.100)

with y = cos(θ) as usual in the case of a massless emitter.

We use kn+3 to define

ktot :=
n+2∑

i=3

ki = xR,⊕K⊕ + xR,⊖K⊖ − kn+3 (2.101)

as the total momentum available after the initial-state radiation.

For the Born system, we can similarly define the total momentum of the partonic system

ktot :=
n+2∑

i=3

ki = xB,⊕K⊕ + xB,⊖K⊖ . (2.102)

Next, we want to determine the boost that connects both systems. We define it in such a way that both ktot

and ktot have the same invariant mass and rapidity. This is achieved by concatenating three different boosts.

The first boost, ΛL, boosts into a system with zero longitudinal momentum, i.e., such that the rapidity of
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2 The FKS subtraction scheme 2.4 The real phase-space construction

both ΛLktot and ΛLktot vanishes. This is achieved with a boost velocity of [72]

~βL =
~ktot

k
0

tot

=
~k⊕ + ~k⊖

k
0

⊕ + k
0

⊖
. (2.103)

Secondly, we apply a transversal boost ΛT such that the transversal momentum of the system ΛTΛLktot

vanishes. The boost velocity, in this case, is given by [72]

βT =
1

√

1 + sB

k2
T,n+3

. (2.104)

Finally, we restore the original rapidity by applying the inverse longitudinal boost Λ−1
L .

Summarizing, the two systems are connected by the boosts

ktot = Λ−1
L ΛTΛLktot , (2.105)

which implies that we can construct the remaining (n− 1) real momenta using the inverse operation

ki = Λ−1
L Λ−1

T ΛLki for i ∈ {3, . . . , n+ 2} . (2.106)

Based on the above construction, we can also determine the relation of the Bjorken-x values of both systems.

First of all, we observe that the invariant mass of ktot is given by

k2
tot = (xR,⊕K⊕+xR,⊖K⊖)2+k2

n+3−2 kn+3·(xR,⊕K⊕+xR,⊖K⊖) = sR+0−2
√
sR

√
sR
2

= sR(1−ξ) (2.107)

and for its rapidity, we find

y(ktot) =
1

2
ln

[
k0

tot + kztot

k0
tot − kztot

]

= ln

[√

2− ξ(1 + y)

2− ξ(1− y)

]

(2.108)

using eqs. (2.100) and (2.101) in the last step.

We also find for the CM energies of both systems

sR = (xR,⊕K⊕ + xR,⊖K⊖)2 = 2xR,⊕xR,⊖(K⊕K⊖) (2.109)

sB = (xB,⊕K⊕ + xB,⊖K⊖)2 = 2xB,⊕xB,⊖(K⊕K⊖) = sR(1− ξ) , (2.110)

where we used eq. (2.107) and the fact that ktot and ktot have the same invariant mass in the last step. By

division, we get
xB,⊕
xR,⊕

=
xR,⊖
xB,⊖

(1− ξ) . (2.111)

Furthermore, we notice that the incoming hadrons are light-like so that in the rest frame of the incoming

partons,

K0
± = ±Kz

± =⇒ xR,⊕K
0
⊕ = xR,⊖K

0
⊖ . (2.112)

Also, the fact that by definition, ktot has the same rapidity as (xB,⊕K⊕+xB,⊖K⊖) together with eq. (2.108)

implies
xB,⊕K0

⊕
xB,⊖K0

⊖
=

2− ξ(1 + y)

2− ξ(1− y)
=
xB,⊕xR,⊖
xR,⊕xB,⊖

(2.113)
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so that, together with eq. (2.111), we can find the relations

xR,± =
xB,±√
1− ξ

√

2− ξ(1∓ y)

2− ξ(1± y)
. (2.114)

ξ must not take values such that any xR,± exceeds unity. This condition allows us to derive the maximum

value, ξmax, that ξ may take for ISR.

We can square and rearrange eq. (2.114) to find

1
!
≥ x2

R,⊕ =
x2
B,⊕

1− ξ
(1 + y) + (1− ξ)(1− y)

(1− y) + (1− ξ)(1− y)
(2.115)

which we can again rearrange to

0
!
≥ (1− ξ)2 + (1− ξ)

(1− y)(1− x2
B,⊕)

1 + y
− x2
B,⊕ , (2.116)

an equation quadratic in (1− ξ). With the condition ξ ≤ 1 we find the only solution

(1− ξ) =
2(1 + y)x2

B,⊕

(1− y)(1− x2
B,⊕) +

√

(1 + x2
B,⊕)2(1− y)2 + 16yx2

B,⊕

. (2.117)

We can get the analog solution for xB,⊖ by y → −y. In this way, we determined that

ξmax = 1−max

{

2(1 + y)x2
B,⊕

(1− y)(1− x2
B,⊕) +

√

(1 + x2
B,⊕)2(1− y)2 + 16yx2

B,⊕

,

2(1− y)x2
B,⊖

(1 + y)(1− x2
B,⊖) +

√

(1 + x2
B,⊖)2(1 + y)2 − 16yx2

B,⊖

}

(2.118)

is the maximum value that ξ may take.

Determining the Jacobian

Determining the Jacobian for the parametrization of Φrad with (ξ, y, φ) will be straightforward in this case.

• From the definition of kn+3, eq. (2.100), we can immediately derive

d3kn+3

2En+3 (2π)3
=

sR
(4π)3

ξ dξ dy dφ . (2.119)

• Next, from eq. (2.114) we can compute

dxR,⊕ dxR,⊖ =
dxB,⊕ dxB,⊖

1− ξ . (2.120)
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Using both observations and the Lorentz invariance of the integration measure, we can rewrite the (n+ 1)-

body phase-space element as

dΦrad = dxR,⊕dxR,⊖(2π)4δ4

(

xR,⊕K⊕ + xR,⊖K⊖ −
n+3∑

i=3

ki

) n+3∏

i=3

d3ki
2Ei (2π)3

= dxB,⊕dxB,⊖
sR

(4π)3

ξ

1− ξ dξ dy dφ (2π)4δ4

(

xR,⊕K⊕ + xR,⊖K⊖ − kn+3 −
n+2∑

i=3

ki

) n+2∏

i=3

d3ki
2Ei (2π)3

= dxB,⊕dxB,⊖
sR

(4π)3

ξ

1− ξ dξ dy dφ (2π)4δ4

(

xB,⊕K⊕ + xB,⊖K⊖ −
n+2∑

i=3

ki

) n+2∏

i=3

d3ki

2Ei (2π)3

=
sR

(4π)3

ξ

1− ξ dξ dy dφ dΦn (2.121)

We can immediately read off the Jacobian

J =
sR

(4π)3

ξ

1− ξ with dΦrad = J dξ dy dφ . (2.122)

Having this final piece, we concluded the construction of the (n+ 1)-body phase space from the Born n-body

phase space for all relevant types of emitters.

2.5 The Born contribution

Having the recipes for generating the phase spaces at hand, we will turn our attention to the integrands, i.e.,

the matrix elements and subtraction terms, next. As explained in sec. 2.1.2, we will compute the total NLO

cross section as the sum of separate contributions. Typically the largest contribution to the cross section

comes from the Born term.

Computing the Born contribution to the cross section is almost as straightforward as computing a LO cross

section, a problem already solved in all modern MC generators. In contrast to the computation of the LO

cross section, however, we use input parameters such as particle widths and also PDFs with (at least) NLO

accuracy for the Born term.

In general, also the Born configuration may be divergent in some degenerate regions of the phase space.

This is especially the case for processes featuring light partons (leptons and photons included) in the final

state. These divergences will not be treated by the subtraction mechanism, so they have to be taken care of

in advance.

Just as in a LO computation, these regions are excluded by imposing kinematic constraints on the final-state

momenta of the partons known as cuts. Similar to ref. [64], we will denote this condition symbolically via

the jet measurement function J(Φn) which we already used in sec. 2.3. This condition is always implicitly

present, but we will write it explicitly only when relevant.

Obviously, we have to apply the same cuts to all components of the NLO cross section to compute a physically

meaningful quantity. To avoid spoiling the subtraction mechanism, the imposed cuts have to be IR safe, i.e.,

not affected by soft or collinear radiation. Usually, this condition is met by requiring nBL or nRL = nBL + 1

jets reconstructed with an IR-safe jet algorithm [80] and/or photon recombination of radiated photons.

For the NLO cross section to be finite, it is in general not sufficient to just require a finite Born cross section

and a suitable subtraction mechanism. The kinematic conditions rendering the Born cross section finite also

need to be radiation proof, as the subtraction will only remedy divergences related to the radiated particle.

One of the simplest examples is given by the process pp → e+e− computed at NLO QCD with massless
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electrons and the condition that pT > 20 GeV holds for each of the leptons. In the Born phase space, the

leptons are back-to-back, so no collinear divergence is possible. Hard initial-state radiation, however, may

boost the e+e− system, so that a collinear divergence of both non-QCD particles becomes problematic.

Requiring nBL = 0 or nRL = 1 reconstructed jets is indeed not sufficient.

Given an adequate jet measurement function J, we can formulate the Born contribution in more detail than

before as

σB(fB) =

∫
J(Φn)

N (fB)
B(Φn) dΦn , (2.123)

also making explicit a symmetry factor N (fB) to account for identical particles in the final state.

2.6 The real contribution and subtraction terms

From the perspective of the MC integration, computing the real contribution is probably the most demanding

part of the NLO calculation. On the one hand, due to the factorized construction of the phase space, which

we already discussed and on the other hand, because it is this part of the computation which requires the

meticulous construction of subtraction terms to yield a finite result.

As discussed in sec. 2.3, we divide the real phase space into singular regions, ALRs, such that we can use

eq. (2.23) to write

σR(fR) =

∫
J(Φn+1)

N (fR)
R(fR) dΦn+1

=
∑

αr∈PFKS

∫
J(Φn+1)

N (fR)
Rαr

(fR) dΦ(αr)
rad dΦn . (2.124)

We explicitly included the jet measurement function J and the symmetry factor N (fR) just as for the Born

contribution in eq. (2.123). Eq. (2.124) describes the non-subtracted real cross section as we left out the

subtraction term S compared to eq. (2.3). We will dedicate this subsection to the real contribution and the

construction of these subtraction terms, following the procedure described in refs. [47, 73] and also ref. [64].

In this discussion, we will representatively concentrate on one single ALR.

In order to construct the subtraction terms, we first make the divergences in eq. (2.124) explicit by using

dimensional regularization in d = 4 − 2ǫ dimensions. We can use the FKS variables (ξ, y) we defined in

sec. 2.3.2 to rewrite the phase-space element as [47, 62]

dΦn+1 = (2π)d δd
(

k⊕ + k⊖ −
n+3∑

l=3

kl

)[
n+3∏

l=3
l 6=j

dd−1kl
(2π)d−1 2El

]

︸ ︷︷ ︸

dΦn

(

s1−ǫ

(4π)d−1
ξ1−2ǫ(1− y2)−ǫ dξ dy dΩd−2

)

︸ ︷︷ ︸

dΦ
(αr)

rad

,

(2.125)

where the indices i and j are reserved for the emitter and the radiated particle, as usual. For y and dΩ, they

are yi and dΩi for ISR and yij and dΩij for FSR. In both cases, the azimuthal integral yields the area of a

(d− 3)-dimensional sphere
∫

dΩd−2 =
2π1−ǫ

Γ(1− ǫ) . (2.126)

In the first part, we will focus on the subtraction terms for final-state radiation, returning to the subtraction

terms for initial-state radiation in sec. 2.6.2.
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2 The FKS subtraction scheme 2.6 The real contribution and subtraction terms

2.6.1 Final-state subtraction terms

Due to divergent propagators in the matrix element, final-state divergences will occur for ξ → 0 or y → 1.

We can use this knowledge to define the finite regularized squared real amplitude

R̃αr (ξ, y) := ξ2(1− y)Rαr such that Rαr =
1

ξ2

1

1− y R̃αr (ξ, y) . (2.127)

Here, both factors come from the propagator. The factor 1/ξ enters squared in the squared amplitude while

one factor of (1− y) is canceled by the sum over the radiated polarization states [7].

Together with eq. (2.125) we find that we can express the integral over the radiation phase space as

∫

Rαr (fR) dΦ(αr)
rad =

s1−ǫ

(4π)d−1

∫ ξmax

0

1

ξ1+2ǫ

∫ 1

−1

1

(1 + y)ǫ(1− y)1+ǫ

∫

R̃αr (ξ, y) dΩd−2 dy dξ . (2.128)

Now that the divergences are isolated, we can deal with them in terms of modified plus distributions. They

are defined such that they regularize the appearing divergent terms:

∫ ξmax

0

(
1

ξ

)

ξcut

f(ξ, y) dξ =

∫ ξmax

0

f(ξ, y)− f(0, y)Θ(ξcut − ξ)
ξ

dξ (2.129)

∫ ξmax

0

(
log(ξ)

ξ

)

ξcut

f(ξ, y) dξ =

∫ ξmax

0

f(ξ, y)− f(0, y)Θ(ξcut − ξ)
ξ

log(ξ) dξ (2.130)

∫ 1

−1

(
1

1∓ y

)

δO/I

f(ξ, y) dy =

∫ 1

−1

f(ξ, y)− f(ξ,±1)Θ(±y − 1 + δO/I)

1∓ y dy . (2.131)

Here, we introduced three parameters ξcut, δI and δO. While ξcut allows to shift the soft contribution

between the subtracted real and the integrated subtraction terms (c.f. eq. (2.3)), δO does the same for the

collinear contributions to the FSR subtraction terms. We also used the opportunity to introduce δI , the

analogon to δO for ISR. They can be chosen in the ranges 0 < ξcut ≤ 1 and 0 < δO/I ≤ 2, but the total

summed result should be independent of the explicit choice. By default, we choose ξcut = 1 and δO/I = 2

restoring the unmodified plus distributions bar the integration ranges, i.e.

(
1

ξ

)

ξcut=1

=

(
1

ξ

)

+

and

(
1

1∓ y

)

δO/I =2

=

(
1

1∓ y

)

+

. (2.132)

We can use these plus distributions and a Laurent expansion of the integrands to rewrite the divergent parts

of eq. (2.128) as

1

ξ1+2ǫ
= −ξ

−2ǫ
cut

2ǫ
δ(ξ) +

(
1

ξ

)

ξcut

− 2ǫ

(
log(ξ)

ξ

)

ξcut

+O
(
ǫ2
)

and (2.133)

1

(1− y)1+ǫ
= −δ

−ǫ
O

ǫ
δ(1− y) +

(
1

1− y

)

δO

− ǫ
(

log(1− y)

1− y

)

δO

+O
(
ǫ2
)

. (2.134)
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With these insights we can continue from eq. (2.128) to find

∫

Rαr
(fR) dΦ(αr)

rad =
s1−ǫ

(4π)d−1

[
∫
ξ−2ǫ

cut (2δO)−ǫ

2ǫ2
R̃αr

(0, 1) dΩd−2

−
∫ ∫ 1

−1

(1 + y)−ǫ
ξ−2ǫ

cut

2ǫ

[(
1

1− y

)

δO

− ǫ
(

log(1− y)

1− y

)

δO

]

R̃αr
(0, y) dy dΩd−2

−
∫ ∫ ξmax

0

(2δO)−ǫ

ǫ

[(
1

ξ

)

ξcut

− 2ǫ

(
log(ξ)

ξ

)

ξcut

]

R̃αr
(ξ, 1) dξ dΩd−2

]

+

∫ ∫ ξmax

0

∫ 1

−1

(
1

ξ

)

ξcut

(
1

1− y

)

δO

J (αr)

ξ
R̃(ξ, y) dy dξ dφ+O (ǫ)

≡ IFSR
sc,αr

+ IFSR
s+,αr

+ IFSR
+c,αr

+ IFSR
++,αr

+O (ǫ) (2.135)

where we get a factor of 2−ǫ in the first and third row due to δ(1− y) acting on (1 + y)−ǫ.

We also labeled the remaining integrals in the last step using ’s’ and ’c’ for soft and collinear divergent

terms, respectively, and + for the part regularized by the plus distributions. We can see that the first three

terms of eq. (2.135) are soft-collinear, soft and collinear divergent, respectively. These terms are guaranteed

by the KLN theorem to cancel with corresponding terms in the one-loop virtual amplitude and thus can be

used to construct the integrated subtraction terms for the virtual contribution. We will return to them in

sec. 2.7.

For the real contribution, we will focus on the last integral, IFSR
++,αr

. It is a finite contribution to the real

cross section, so we can safely compute it in d = 4 dimensions, i.e., with ǫ = 0. In this case, the angular

measure dΩd−2 reduces to dφ. We have also already derived the Jacobians for four dimensions in sec. 2.4.

They already include a factor of ξ which is also present in eq. (2.125). Thus, we can include the Jacobian

factor in the real squared matrix element by defining

R̂αr (ξ, y) :=
J (αr)(ξ, y, φ)

ξ
R̃αr (ξ, y) (2.136)

taking out one factor of ξ.

Using this definition and the modified plus distributions, we can again split the remaining finite part

according to

I++,α =

∫ 2π

0

dφ

∫ ξmax

0

dξ

ξ

∫ 1

−1

dy

1− y

[

R̂αr (ξ, y)

− R̂αr
(0, y)Θ(ξcut − ξ)− R̂αr

(ξ, 1)Θ(y − 1 + δO) + R̂αr
(0, 1)Θ(ξcut − ξ)Θ(y − 1 + δO)

]

. (2.137)

This is the master formula for the real-emission subtraction terms. It states that the finite real matrix

element is obtained by subtracting the soft and collinear limits, R̂αr
(ξ, 1) and R̂αr

(0, y) and adding the

soft-collinear limit to compensate subtracting this limit with each of the other two terms once, similar

to eq. (2.135). Although this is not surprising, only the parametrization using ξ and y ensures that the

divergences are separated consistently.

We can now proceed to separately construct the subtraction terms, R̃αr
(ξ, 1) for the collinear, R̃αr

(0, y) for

the soft and R̃αr
(0, 1) for the soft-collinear limit, respectively. In every divergent limit, the real configuration

becomes degenerate, i.e., Born-like. We use this fact to construct the counterterms: we approximate the
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limit of the squared real matrix element as the squared Born matrix element times a kinematic factor. The

construction of the counterterms is explained in refs. [48, 73]. We will summarize the results in the following.

The collinear counterterms

In the collinear limit, we can write

k
µ

i =
kµj
z

+ kµ⊥ −
ηµzk2

⊥
2(1− z)kj · η

, (2.138)

parametrizing the momentum of the Born emitter using the energy fraction

z :=
Erad

Eem

=
ξ
√
s

2Eem

⇔ 1− z =
Eem

Eem

. (2.139)

k⊥ is defined such that it is transverse to the collinear FKS pair (i, j) and satisfies k⊥ · kj = 0 and an

additional vector η is defined such that k⊥ · η = 0 and η2 = 0. This construction preserves the emitter as a

light-like vector k2
i = (k

µ

i − kµj )2 = 0, which we assume here, as there are no collinear divergent regions with

massive emitters.

The construction of the collinear counterterms is then based on the observation that the squared real

amplitude can be factorized as a splitting function times the Born amplitude, i.e.

Rf
i
B→fi

Rf
j
R

αr ≃ 8παS

k
2

i

P̂λ
fi

B
→fi

R
fj

R

(z, k⊥)B(i)
λ , (2.140)

where the splitting functions P̂λ
fi

B
→fi

R
fj

R

(z, k⊥) are QCD splitting functions derived by Altarelli and Parisi [81].

Here, we used their spin-dependent form in d = 4 dimensions with λ representing either two spinor or two

vector indices and ǫ = 0. We refer to app. A.1 for their formal definition. The Born matrix element in

eq. (2.140) is the spin-correlated squared Born matrix element obtained by leaving the spin indices of the

emitting particle uncontracted, which is non-trivial only for gluonic emitters.

In this setup, we can derive the regularized real collinear counterterms for each of the final-state splittings

depicted in fig. 2.3 as [73]

R̃q→qgαr
(ξ, 1) = R̃q→qgαr

(ξ, 1) = Sαr
ij

16παSCF
s(1− z)

[

1 + (1− z)2

]

B (2.141)

R̃g→qqαr
(ξ, 1) = Sαr

ij

16παSTF
s(1− z)

[

− zgµν − 4z2(1− z)k
µ
⊥k

ν
⊥

k2
⊥

]

Bµν (2.142)

R̃g→ggαr
(ξ, 1) = Sαr

ij

16παSCA
s(1− z)

[

− 2
( z2

1− z + (1− z)
)

gµν + 4z2(1− z)k
µ
⊥k

ν
⊥

k2
⊥

]

Bµν (2.143)

where the constants CF = 4/3, TF = 1/2 and CA = 3 are the usual SU(3) constants. The counterterms are

evaluated in the collinear kinematic limit. In this limit, only the S function in eq. (2.143) is non-trivial (c.f.

eq. (2.26)) while in the other cases, they reduce to 1 and are included for uniformity.
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q

g

q

M

(a) q → qg

g

q

q

M

(b) g → qq

g

g

g

M

(c) g → gg

Fig. 2.3: Diagrams of all possible FSR QCD splittings.

The soft-collinear counterterms

The soft-collinear limit is characterized by y → 1 and z → 0. It is sufficient not to consider the mirror soft

singularity 1− z → 0 since we desymmetrized PFKS and introduced the double FSR factor in eq. (2.26).

This limit is still collinear, so the discussion of the collinear counterterms still applies. In fact, we can take

the limit z → 0 in eqs. (2.141-2.143) and use the relation

gµνBµν = −B (2.144)

to find

R̃q→qgαr
(0, 1) = R̃q→qgαr

(0, 1) = Sαr
ij

32παSCF
s

B and R̃g→ggαr
(0, 1) = Sαr

ij

32παSCA
s

B (2.145)

while R̃g→qqαr
(0, 1) vanishes as the splitting g → qq is not soft divergent. We see that also all the terms

involving spin-correlations vanish as in the soft-collinear limit, there is no kinematic freedom left. Technically,

we do not use eq. (2.145) but instead use eqs. (2.141) and (2.143) implemented in a soft-finite way.

The soft counterterms

The soft counterterms will also only be relevant for gluon emissions. In the soft but not collinear limit,

the gluon still takes away no momentum from the emitter, so there are no spin interactions. However, the

gluon still carries a color charge. Moreover, the soft gluon has a large wavelength leading to non-local color-

correlations [82] with the whole system of external colored partons. These can be described by expressing

the real matrix element in the eikonal approximation [83, 84] summing over all external momenta and color

charges8,

Mn+1
αr

(Φn+1) ≃ ǫ∗sj ,µ(kj)
gs
Ej

(
n+2∑

k=1

T̂ ack,c′
k

k
µ

k

kk · k̂j

)

Mn(Φn) (2.146)

where ε∗sj ,µ(kj) denotes the gluon polarization vector with spin sj , we introduced k̂j such that kj = Ej · k̂j
for the radiated massless particle and we used the fact that in the soft limit, the Born and real momenta

are equivalent kk = kk ∀ k ∈ {3, . . . , n+ 2}.
We can now square eq. (2.146), sum over final-state spins and colors to derive the regularized real soft

counterterms [48, 73]

R̃αr (0, y) = δgfj
R

Sαr
ij

16παS
s

(1− y)

[
n+2∑

k>l

2 kk · kl
(kk · k̂j)(kl · k̂j)

Bkl −
n+2∑

k=1

k
2

k

(kk · k̂j)2
C(fkB)B

]

. (2.147)

8Colorless particles in the sum will drop out because of their vanishing color operator.
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Here, Bkl denotes the color-correlated squared Born matrix element Bkl = − |Mn
kl|

2. It is symmetric and

obeys
n+2∑

k 6=l
Bkl = C(f lB)B (2.148)

where C(f lB) are the Casimir constants for the flavor f lB. We used these conditions to split off the second

term in the brackets of eq. (2.147) from the first.

Finally, we remind ourselves that for the S functions appearing in the soft counterterms, we have to use the

S functions in the soft limit, taking into account the findings in sec. 2.3.3.

In the counterterms derived so far, we have explicitly not included the symmetry factor for identical final-

state particles. Although we use the Born matrix elements to construct the counterterms, it is important

that the counterterms are equipped with the real symmetry factor N (fR) for the (n+ 1)-body final state

for the counterterms to match the divergent real terms.

The counterterms also have to be multiplied by the appropriate jet measurement function J, i.e., they must

obey the phase-space cuts. Contrary to the symmetry factor, however, their jet measurement function

is evaluated using the underlying Born kinematics as the real kinematic degenerates in any divergent

limit. Moreover, we need to add the same term to the real component that we subtract from the virtual

component for the subtraction approach to be valid. If different jet measurement functions were applied to

the subtraction terms in both contributions, the result would depend on details of the subtraction scheme,

e.g., the explicit values of δI and δO.

2.6.2 Initial-state subtraction terms

So far, we have only treated emissions from the final-state partons. However, emissions from the initial-state

partons also exhibit a divergent structure and thus require careful construction of subtraction terms.

Contrary to FSR, the initial state real and virtual divergences do not entirely cancel each other and instead

leave uncancelled initial state collinear divergences. These remaining divergences are only properly canceled

by also taking renormalized NLO PDFs into account, which themselves contain collinear divergences in the

NLO PDF evolution kernels. This is explained, e.g., in ref. [73].

Fortunately, we can derive the subtraction terms for both the initial-state emissions in the partonic cross

section as well as the PDF divergences analogous to our derivation of the final-state subtraction terms in

sec. 2.6.1. We start by defining the regularized squared real amplitude in this case as

R̃αr
(ξ, y) := ξ2(1− y2)Rαr

such that Rαr
=

1

ξ2

1

1− y2
R̃αr

(ξ, y) , (2.149)

where this time, we account for divergent regions for both, y → +1 and y → −1. Following the steps we

took in sec. 2.6.1, we use the expansion for the y-dependent factor

1

(1− y2)1+ǫ
=− (2δI)−ǫ

2ǫ

[

δ(1− y) + δ(1 + y)

]

+
1

2

[(
1

1− y

)

δI

+

(
1

1 + y

)

δI

− ǫ
(

log(1− y)

1− y

)

δI

− ǫ
(

log(1 + y)

1 + y

)

δI

]

+O
(
ǫ2
)

(2.150)
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and eq. (2.133) for the ξ-dependent factor to find

∫

Rαr
(fR) dΦ(αr)

rad =
s1−ǫ
R

(4π)d−1

[
∫
ξ−2ǫ

cut (2δI)−ǫ

4ǫ2

[

R̃αr
(0, 1) + R̃αr

(0,−1)
]

dΩd−2

−
∫ ∫ 1

−1

ξ−2ǫ
cut

4ǫ

[(
1

1− y

)

δI

− ǫ
(

log(1− y)

1− y

)

δI

+

(
1

1 + y

)

δI

− ǫ
(

log(1 + y)

1 + y

)

δI

]

R̃αr
(0, y) dy dΩd−2

−
∫ ∫ ξmax

0

(2δI)−ǫ

2ǫ

[(
1

ξ

)

ξcut

− 2ǫ

(
log(ξ)

ξ

)

ξcut

][

R̃αr
(ξ, 1) + R̃αr

(ξ,−1)
]

dξ dΩd−2

]

+

∫ ∫ ξmax

0

∫ 1

−1

(
1

ξ

)

ξcut

1

2

[(
1

1− y

)

δI

+

(
1

1 + y

)

δI

]J (αr)

ξ
R̃αr

(ξ, y) dy dξ dφ+O (ǫ)

≡ IISR
sc,αr

+ IISR
s+,αr

+ IISR
+c,αr

+ IISR
++,αr

+O (ǫ) . (2.151)

We see a number of additional terms arising compared to eq. (2.135). The first two terms are soft divergent

and will subtract similar terms of the virtual contribution. The third term IISR
+c,αr

is collinear divergent and

will cancel with virtual terms and the divergences of the NLO PDFs. We will discuss these cancellations in

sec. 2.7.1. The last term IISR
++,αr

is finite in ǫ so we took the limit ǫ→ 0 and used eq. (2.119) to reintroduce

the Jacobian J (α). It is the analogon to eq. (2.137) featuring additional (soft-)collinear counterterms for

y → −1 which we will review in the remainder of this section.

The collinear counterterms

Before explicitly constructing the subtraction terms, we have to elaborate on the kinematic structure of

the initial-state splittings, especially the collinear ones. Fig. 2.4 depicts all possible initial-state splittings

diagrammatically. We notice that, compared to fig. 2.3, there is one more splitting type depicted for the

fact that for initial-state splittings, the partons not connected to the rest of the matrix element are not

interchangeable. We denote the different initial-state splittings using the backwards-evolution interpretation.

If we consider, e.g., fig. 2.4b, the splitting describing the transformation from the Born to the real matrix

element is the splitting of a gluon into quarks instead of a quark radiating a gluon. Thus we write qq ← g or,

in general, f iRf
j
R ← f iB in such a way that the real external particles are on the LHS and the Born particles

are on the RHS to stress the fact that we are describing an initial-state splitting. Doing this, we keep the

convention of writing the radiated particle last on the LHS and using the external particle flavors, which

results in notations such as gq ← q for the splitting depicted in fig. 2.4c which at first glance may seem

unintuitive.

q

g

qM

(a) qg ← q

q

q

gM

(b) qq ← g

g

q

qM

(c) gq ← q

g

g

gM

(d) gg ← g

Fig. 2.4: Diagrams of all possible ISR QCD splittings. The notation is explained in the text.
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As in the case of FSR, we compute the collinear counterterms in the strictly collinear limit. In the case of

ISR, this means that the radiated parton is strictly collinear to either of the beams. Contrary to FSR, the

collinear ISR configuration is left with an additional degree of freedom, the energy of the radiated parton,

linearly parametrized by z such that

k
µ

i = zkµi + kµ⊥ +
ηµk2
⊥

2(1− z)ki · η
(2.152)

where we defined k⊥ and η analogous to eq. (2.138).

We also find that in the collinear limit, the relation z = 1 − ξ connects both parameters. Using this, the

collinear phase space directly follows as the collinear case of the discussion in sec. 2.4.3.

With this definition, we can derive the collinear counterterms again as a product of splitting functions and

Born amplitudes. For the regularized real collinear counterterms we find [48, 73]

R̃gq←qαr
(ξ,±1) = R̃gq←qαr

(ξ,±1) =
8παSTF
E2

em

(1− z)
[
z2 + (1− z)2

]
B (2.153)

R̃qg←qαr
(ξ,±1) = R̃qg←qαr

(ξ,±1) =
8παSCF
E2

em

(1 + z)2B (2.154)

R̃qq←gαr
(ξ,±1) =

8παSCF
E2

em

[

− z(1− z)gµν + 4
(1− z)2

z

kµ⊥k
ν
⊥

k2
⊥

]

Bµν (2.155)

R̃gg←gαr
(ξ,±1) =

8παSCA
E2

em

[

− 2
(
z + z(1− z)2

)
gµν + 4

(1− z)2

z

kµ⊥k
ν
⊥

k2
⊥

]

Bµν (2.156)

for all ISR QCD splittings. We did not include any explicit S function in eq. (2.153f) as they are equivalent

to unity in all cases.

Finally, we note again that in the Born amplitudes, we have to use the real symmetry factor N (fR).

Moreover, we have to use the real PDFs with the rescaled xR,± =
xB,±

z , which is the collinear limit of

eq. (2.114) and also the PDF with the real flavor f iR for the emitting parton which is different than the

Born flavor for the splittings depicted in figs. 2.4b and 2.4c.

The soft-collinear counterterms

Just as for the FSR case, the ISR soft-collinear counterterms simply follow from eqs. (2.153-2.156) with

z = 1 ⇔ ξ = 0 which can directly be applied as the regularized counterterms are already formulated in a

soft finite way.

The soft counterterms

Only the splittings featuring an additional gluon in the final-state feature soft divergences, i.e. the ones

shown in fig. 2.4a and 2.4d. The emission of a soft gluon neither changes the emitter momentum nor the

flavor, so the real and Born PDFs will coincide in this case. The eikonal approximation also holds for ISR so

the subtraction terms are equivalent to the ones given in eq. (2.147) with the replacements (1−y)→ (1−y2)

in the equations and using the soft S functions whose dsoft
ij are given in eq. (2.38).
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2 The FKS subtraction scheme 2.6 The real contribution and subtraction terms

2.6.3 Partitioning the real contribution

The general idea

In sec. 2.3, we have identified all regions in which the real contribution diverges. These insights can be used

to split off a finite piece of the real contribution dividing the real contribution into a singular, diverging part

and a finite part without any singularities so that the finite part can be handled almost like an ordinary LO

contribution. This was first mentioned in ref. [46] and first implemented in the course of ref. [85].

This partition is performed per ALR so that

Rαr = Rαr
sin +Rαr

fin . (2.157)

In general, the partition may be achieved by defining a function F (Φn+1) taking values between 0 and 1

and assigning

Rαr
sin = RαrF (Φn+1) (2.158)

Rαr

fin = Rαr
[
1− F (Φn+1)

]
(2.159)

with the condition that F → 1 in the phase-space region, which is singular in the given ALR. For the whole

FKS subtraction mechanism, it is then sufficient to take the singular real contribution Rαr
sin into account,

while the finite real contribution Rαr

fin can be integrated separately. This contribution is finite across the

whole phase space, so it does not require any subtraction terms, ALRs or S functions to be integrable and

no counterevents to generate finite differential distributions. We will see in sec. 2.8 that both are in general

necessary for event generation at fixed NLO.

The events representing the finite contribution will have (n+ 1)-body kinematics, and the associated weights

will be positive definite, implying that also unweighted event generation would be possible for this component.

However, as this is not possible for the events associated with the singular contribution, this is rarely useful.

The real singular contribution will be integrated including the subtraction terms across the entire phase

space, so the associated cross section will often be negative. Events for the singular contribution will be

generated just as in the case without any real partition, which we will discuss in detail in sec. 2.8.

In the end, the results from both contributions need to be additively merged in order to restore the fNLO

accuracy. While the cross sections can simply be summed, the event samples can be merged, assuring that

the sum of weights for each contribution is proportional to their respective cross section. It is equivalently

possible to directly generate a mixed event sample by deciding on an event-by-event basis whether an event

based on the finite or the singular contribution should be generated so that the probability for an event

based on the finite contribution is given by

Rαr

fin(Φn+1)

Rαr

fin(Φn+1) +Rαr
sin(Φn+1)

. (2.160)

While the former approach is the default procedure in WHIZARD, the latter is realized in the POWHEG-BOX.

The restoration of the fNLO accuracy refers to the computation of NLO cross sections as well as the

simulation of fNLO events which will, in the end, be independent of the explicit choice of the real-partition

function. When generating events to be matched to a parton shower, however, we will treat the singular

real contribution significantly different from the finite real contribution so that the details of the choice for

F will impact the predictions.
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2 The FKS subtraction scheme 2.6 The real contribution and subtraction terms

Choices for the real-partition function

Different realizations of the real-partition function F (Φn+1) are possible.

In WHIZARD, the default definition is given by [71]

F (Φn+1) =







1 if ∃ (i, j) ∈ PFKS with
√

(pi + pj)2 < mi +mj + hF

0 else
. (2.161)

By definition of the FKS pairs, mj = 0. If also the second member of the pair is massless, eq. (2.161)

simplifies to

F (Φn+1) =







1 if ∃ (i, j) ∈ PFKS with 2EiEj
(
1− cos(θij)

)
< h2

F

0 else
. (2.162)

Here, hF is the real-partition scale determining which PSPs we consider close enough to a divergence and

thus belonging to the real singular. It can be used to estimate the theoretical uncertainty of this procedure.

PFKS refers to the collection of FKS pairs given by eq. (2.14). It is initially collected across all ALRs so

that the finite contribution does not require knowledge about the ALRs.

The motivation for the functional form of F is simple. As soon as at least one FKS pair falls below the

threshold given by hF , it is possible for soft or collinear singularities to arise, so the real contribution may

not be finite, and we set F (Φn+1) = 1.

It is also possible to base the real-partition function not directly upon the kinematics but on a direct

comparison of the squared real matrix element with its soft or collinear limit, which we determined in the

previous subsection. The default choice in the POWHEG-BOX [48] is

F (Φn+1) = 1− θ(Rαr − n · Rαr

soft) θ(Rαr − n · Rαr

coll) (2.163)

such that F is zero if the real squared amplitude (excluding PDFs) is larger than n times its soft or collinear

approximation, meaning that the real amplitude will be treated as finite far off the singular phase-space

regions. The default choice is n = 5. This decision is made for each ALR and each PSP individually so that

for the decision itself, knowledge about the ALRs is necessary.

While we previously only discussed partition functions making a clear cut between finite and singular

contributions, it is also possible to use a smooth function for this separation. A possible choice suggested in

ref. [86] is to set

F =
Z

Z +H
with Z = B

k2
T,max

Bmax
and H = k2

T . (2.164)

where Bmax is an upper bound for the Born cross section so that Z vanishes like the Born cross section and

H serves as hardness scale. In this case, the singular contribution Rsin vanishes like the Born contribution

B, keeping the ratio R/B finite. We will understand in sec. 3, esp. sec. 3.6.3f, that this behavior is beneficial

for the POWHEG approach of matching NLO events to a parton shower.

It would be an interesting future project to compare the different approaches performance-wise for the

integration and their impact on the predictions of matched differential observables.

A particular example

While it is always possible to use the aforementioned partition of the real matrix element, there are some

cases where the benefit of this approach is most evident. One particular example is given by the real
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2 The FKS subtraction scheme 2.7 The virtual contribution and integrated subtraction terms

correction to the process e+e− → ttj. The partonic final state of the Born process consists of two top quarks

and a gluon. The real correction receives contributions where the gluon splits into two light quarks, i.e. from

matrix elements Me+e−→tt qq.

Fig. 2.5 shows the contributing diagrams. Fig. 2.5a depicts the typical contribution where the gluon splits

into light quarks giving rise to collinear divergences. The contribution depicted in fig. 2.5b, however, is

finite because here, the collinear divergence is regularized by the top mass. This process corresponds to a

different underlying Born process than e+e− → ttj, but in a full gauge invariant calculation, all contributing

diagrams have to be summed up.

The consequence is a very poor convergence of the integration in the ALRs with a g → qq splitting, as we will

see in sec. 6.3 because we still have to apply the counterterms in these ALRs to remedy the divergence caused

by diagrams such as fig. 2.5a. As also mentioned in ref. [72], the partition of the real matrix element discussed

here solves this problem by splitting off the finite part of the matrix element into its own contribution,

greatly improving the performance of this kind of processes.

Other affected processes include pp→ tt j, which has the same problem, although suppressed by more ALRs

featuring gluon radiation instead of a gluon splitting and e+e− → bbj, where the same effect is present but

suppressed by the much smaller b mass as well as e+e− → ttγ at NLO EW.

e+

e−

t

t

q

q

(a) e+e− → tt qq

e+

e−

q

q

t

t

(b) e+e− → qq tt

Fig. 2.5: Exemplary Feynman diagrams for the real correction to the process e+e− → ttj. Only (a) fits the underlying
Born process e+e− → ttj, but corrections from (b) are also required for gauge invariance.

2.7 The virtual contribution and integrated subtraction terms

In this section, we want to discuss the virtual contribution to the total NLO cross section. As stated earlier,

the virtual contribution is, in general, UV as well as IR divergent. While we can treat the UV divergences

using renormalization, we rely on the KLN theorem for the cancellation of IR divergences between the real

and the virtual contribution. Specifically, this cancellation implies that we can construct the subtraction

terms for the virtual contribution by integrating the divergent parts of the real contribution over the radiation

phase space and adding them with opposite signs according to eq. (2.3). For this reason, we will refer to

them as the integrated subtraction terms.

The computation of the bare, i.e., the divergent, virtual contribution involves the solution of loop integrals,

which is usually performed by dedicated tools known as one-loop providers (OLPs). The solution is usually

provided via coefficients of the Laurent expansion in the form

V =
1

ǫ2
V(2) +

1

ǫ
V(1) + V(0) +O (ǫ) . (2.165)
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2 The FKS subtraction scheme 2.7 The virtual contribution and integrated subtraction terms

Here, the first term includes soft-collinear IR poles while the second term accounts for soft or collinear IR

poles. V is assumed to be UV finite by renormalization.

In the previous section, specifically eq. (2.135) for FSR and eq. (2.151) for ISR, we already derived the

divergent parts of the real contribution. By performing the integrals IFSRsc,αr
, IFSRs+,αr

, IFSR+c,αr
and summing

over all ALRs, we can derive the counterterms canceling all ǫ poles in eq. (2.165) from FSR and also the

remaining finite contributions from the subtraction terms.

When computing the soft and soft-collinear integrals Is+,αr
+Isc,αr

, we will again encounter color-correlations

and integrands of the form kk·kl

(kk·k)(kk·k) similar to eq. (2.147) which are called eikonal factors E(mk,ml)
kl,ρ . Their

explicit form depends on the masses of the particles k and l and we will also get separate factors for each

pole in ǫ denoted by the index ρ ∈ {0,−1,−2}. We will not go into the details of the computation of the

eikonal factors here. The eikonal factors for the massless case can be found in refs. [62] and [48], while the

massive cases are given in refs. [64] and [48].

The collinear limit is derived in, e.g., ref. [87] and ref. [88]. When computing IFSR
+c,αr

, the angular integral

will average the involved splitting functions (c.f. sec. A.2) and the spin-correlated squared matrix elements

Bµν , so that it can be written as a prefactor Qi times the squared Born matrix element B.

With these considerations, we can write the finite subtracted virtual squared amplitude in the form

V(Φn, fB) =
αS
2π

∑

k,l

E(mk,ml)
kl,0 Bkl(Φn, fB) +

αS
2π

∑

i

QiB(Φn, fB) + V(0)(Φn, fB) , (2.166)

where we assume a factor of αS

2π to be included in V(0)(Φn, fB). Eventually, the subtracted virtual contribution

to the total cross section results from

dσV(fB) =

∫
J(Φn)

N (fB)
V(Φn, fB) dΦn . (2.167)

2.7.1 The DGLAP remnant contribution and integrated subtraction terms

In the discussion of the virtual counterterms, we have explicitly excluded the ISR counterterms. The soft

and soft-collinear counterterms IISRs+,αr
and IISRsc,αr

can be treated just as the FSR terms canceling almost all

soft divergences.

The counterterms for the initial state collinear divergences, IISR+c,αr
, require a separate treatment as the

initial state collinear divergences do not cancel with the virtual contribution alone but also require a proper

treatment of collinear divergent terms arising from the NLO PDF evolution.

The finite remainders of this cancellation can be integrated separately, so they can be treated as their own

NLO component. This component is Born-like in nature like the virtual component but kinematically has

one additional degree of freedom describing the energy share of the initial-state splitting in the collinear limit.

For this reason, it is coined as either the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) remnant

component to stress the relevance of the PDF evolution [81, 89, 90] or degenerate (n + 1)-body contribu-

tion [64] from the kinematical point of view.

Starting from eq. (2.151), we can solve the angular integral in IISR+c,αr
and again average the splitting functions

and the spin-correlated squared matrix elements Bµν . Additional terms will emerge from the ǫ expansion

of the spin-averaged splitting functions 〈P̂fi
R
fj

R
←fi

B

〉(ξ, ǫ) in d = 4− 2ǫ dimensions and taking into account

the divergent PDF terms. For the details of this calculation, we refer to refs. [62] and [73]. In the end, the

regularized sum of IISR+c,αr
and the collinear PDF counterterms can be split into a finite and a remaining
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2 The FKS subtraction scheme 2.8 Fixed next-to-leading order differential distributions

divergent part

G(in,±)
αr

(Φn, ξ) = G(in,±)
αr,fin (Φn, ξ) + G(in,±)

αr,div(Φn, ξ) (2.168)

where the finite part is given by

G(in,±)
αr,fin (Φn, ξ) =

αS
2π

(

P̄
(0)

fi
R
fj

R
←fi

B

(ξ)

[(
1

ξ

)

ξcut

log

[
sδI
2µ2

]

+ 2

(
log(ξ)

ξ

)

ξcut

]

−P̄ (1)

fi
R
fj

R
←fi

B

(ξ)

(
1

ξ

)

ξcut

)

B(Φ
(αr)

n , fB) (2.169)

using the definition

ξ〈P̂ 〉(ξ, ǫ) =: P̄ (ξ, ǫ) = P̄ (0)(ξ) + ǫP̄ (1)(ξ) +O
(
ǫ2
)

(2.170)

inspired by ref. [64] for the expansion of the splitting functions in ǫ.

The remaining divergent part G(in,±)
αr,div(Φn, ξ) still has a pole in ǫ left which will cancel the remaining soft

divergence of the initial-state virtual terms but is of no further concern here.

We used the index αr in eq. (2.169) to stress the fact that the DGLAP remnant contribution can be computed

per ALR. In practice, we compute this contribution per ALR, summing up the contributions of all real flavor

structures fR for each underlying Born flavor structure fB such that

G(in,±)
fin (Φn, ξ, fB) =

∑

αr|fB

G(in,±)
αr,fin (Φn, ξ) (2.171)

is the integrand for the DGLAP remnant contribution. This is finally computed according to

σG(fB) =

∫
J(Φn, ξ)

N (fB)
G(in,±)

fin (Φn, ξ, fB) dξ dΦn , (2.172)

again taking jet measurement function J and the symmetry factor for identical particles N into account.

While we sum up the contributions for all individual Born flavor structures in the computation of the total

cross section, we need the results for specific Born flavor structures to generate fixed-order events.

This concludes the discussion of all NLO contributions to the total cross section.

2.8 Fixed next-to-leading order differential distributions

So far, we have discussed all contributions to the NLO total cross section. However, MC event generators

have received their name not just by computing cross sections, so we want to dedicate the remainder of this

section to the simulation of events with NLO accuracy.

Strictly speaking, what we call "events" in this context should not be considered equivalent to any event that

will occur under realistic experimental conditions. It should rather be understood as a simulated collection

of particles with flavor, spin and charge associated with momenta and a weight, such that these objects

produce histograms similar to histograms produced by actual measured events if processed through an event

analysis and adding their weights in each bin. To stress this distinction, they are sometimes referred to as

"four-vectors with weights".

Different accuracies can be incorporated at the level of these events. In this section, we will focus on fixed-

order NLO events, i.e., events that include the complete differential NLO information allowing to compute

differential cross sections with NLO accuracy but no effects beyond that. This implies that they will only

include up to a single emission, i.e., the real emission. They will not take into account additional soft or

collinear emissions and subsequent hadronization. They are thus called partonic events.
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2 The FKS subtraction scheme 2.8 Fixed next-to-leading order differential distributions

Events beyond the parton level take into account further emissions simulated by SMCs. Having multiple

emissions simulated by parton showers while retaining NLO accuracy for the first emission requires a proper

matching of both approaches. We will discuss the matching of NLO events to parton showers in great detail

in sec. 3 while focusing on fixed-order NLO events as implemented in the MC generator WHIZARD [73, 91] in

this section.

To generate events at fixed NLO, we need to consider all components relevant for the computation of the

NLO cross section also for the event generation. There are two ways to achieve this. It is possible to generate

the events for each component separately, summing up the predictions for the differential observables in the

end or in a single run for all components combined. Generating them all simultaneously is more user-friendly

for further processing. However, the separate generation allows to generate more real events than events for

other components, which is often useful as the real phase space is usually more complex to describe.

In the separate simulation of all components, simulating the events for the Born, the virtual and possibly also

the DGLAP remnant component is straightforward. For each of them, we generate a Born-like kinematic

configuration dΦn with an associated weight based on the corresponding squared matrix element B,V or G
respectively, i.e., the integrands of eqs. (2.123), (2.167) or (2.172).

For the real events however, we need to ensure that the FKS subtraction mechanism also works on the

level of generated events. To achieve this, we need to generate subtraction events with negative weights

associated with an n-particle configuration and real events with an n+ 1 particle configuration correlatedly.

For this, we introduce the notion of an event group. An event group consists of multiple subevents forming a

set of correlated momentum configurations associated with individual weights9. One may consider the sum

of all subevents in an event group as a single "NLO event" rather than each subevent on its own.

Each event group will consist of one collective counterevent accounting for the subtraction term with a

Born-like momentum configuration and an associated weight −dσS followed by a number of real subevents

with n+ 1 particle momenta and a weight dσR based on the non-subtracted real contribution each.

As we have discussed in sec. 2.3, often multiple ALRs share the same Born process. We compute a single

subtraction term for all real flavor structures sharing the same Born flavor structure. Consequently, we

need to generate multiple subevents with real kinematics, i.e., with one additional radiated particle, for each

Born-like event generated. All these subevents will share the same underlying Born phase space dΦn but

will have different radiation kinematics dΦrad to account for all the real terms whose subtraction terms are

included in the Born-like subevent.

The real-like subevents will also have different flavor structures if the Born process allows a flavor-changing

initial-state splitting or features a final-state gluon. We randomly determine each subevent’s flavor structure

with probability proportional to that flavor structure’s portion of the total squared matrix element at each

PSP.

We generate as many real subevents as there are distinct real phase spaces whose number is given by Nphs.

As all real subevents share the same Born kinematic, two phase spaces are equivalent if they have the same

emitter and share the same resonances, which we will discuss in sec. 3.6.8. In all other cases, they are

distinct. This implies that Nphs is equal to the number of emitters for processes with a single resonance

history. Hence, in order to produce a histogram with the statistics of Nevents NLO events, we need to

generate and analyze in total up to 4Nevents Born-like and Nphs ·Nevents real-like momentum configurations

associated with weights.

If all components are treated separately, special attention must be paid to normalizing the generated events

properly. For the total histogram filled with these fNLO events to be correctly normalized to the total NLO

9Technically, subevents in the same event group share the same event ID e.g., in the HepMC event format.
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cross section, each component individually has to be normalized to its respective cross section. While this is

trivial for the Born, virtual and DGLAP remnant subevents, the real subevents must be normalized together

with the counterevents.

The nature of the event groups consisting of subevents with individual but correlated, indefinite weights

makes generating unweighted events impossible and forces the subevents to have non-uniform weights so

that it is only possible to generate weighted fNLO events.

The performance and usability can be improved by using the combined NLO integration mode (c.f. sec. 4.1),

which will generate events for all components combined. In the combined mode, the sum of the weights of

all components with Born-like kinematics

dσB(Φn, fB) + dσV(Φn, fB) + dσG(Φn, fB)−
∑

αr|fB

dσSα(Φn,Φ
(αr)
rad , fB)

is assigned to a single Born-like subevent. Again, the sum over αr runs over all alpha regions sharing

the same Born process. It is not necessary to have a distinct kinematic configuration for each of these

components10.

One may wonder why the counterevents share the kinematics with the Born subevents, although they depend

on the radiation phase-space variables, and when computing the total cross section, the subtraction term is

part of the subtracted real component. Intuitively, this is the case as the counterterms are computed in the

soft and/or the collinear limit. An infinitely soft or an infinitely collinear particle will, by definition of IR-

and collinear-safe observables never influence any such observable and thus does not need to be explicitly

included in the event.

We can also understand this at the level of histograms. Let us consider events with at least N clustered

jets for a general process e+e− → X +N jet at fNLO parton level. Fig. 2.6 shows a figurative histogram of

the number of jets in these events separated by components. With appropriate jet clustering and energy

requirement for the jets, this is a well-defined observable. It is clear that, at fNLO, all events with N + 1

clustered jets have to be real-like subevents featuring real radiation. For the real events, it is also possible

that two final-state partons are clustered into a single jet, so the real events also contribute to the N -jet bin.

If we require at least N clustered jets, it is also clear that the Born and the virtual component contribute

with their total cross sections to the N -jet bin. The same holds for the counterevents with negative weights.

As discussed around eq. (2.129), it is possible to use parameters like δO and ξcut to shift contributions of the

collinear or soft phase-space regions between the real-subtracted component and the integrated subtraction

terms. Now, if the counterevents and the virtual subevents had different kinematics, it would be possible

that both contribute to different bins. In this case, individual bins would depend on the choices of δO and

ξcut. As all observables are supposed to be independent of these parameters, this would be inconsistent, and

thus, the counterevents always have to have the same kinematics as the virtual subevents.

10All Born-like components share the same final-state momenta. However, the initial-state momenta for the DGLAP remnant
component and the initial-state flavor for the subtraction component may differ from the Born component. In the combined
event generation mode, these two minor points are neglected. The properties of the initial state should not have any effect on
the resulting histograms.
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Fig. 2.6: Contributions from all components to a figurative histogram showing the number of clustered jets for
a process like e+e− → N jet. The real cross section contributes in three different ways: First of all, it
contributes via the weights of all events with N + 1 clustered jets and it contributes to the N -jet bin if two
partons out of the N + 1 partons are clustered into the same jet. Additionally, the counterevent weights
(labeled S) are part of the total real cross section σR. They also contribute to the N -jet bin just as the
Born (B) and the (V) contribution.

2.8.1 Fixed next-to-leading order histogramming

After generating an event sample, it can be analyzed using tools like ROOT [92] or Rivet [93, 94], computing

algorithmically defined kinematical observables for each event, while summing up the weights of all events

in small predefined ranges for each observable, i.e., in bins, producing differential distributions visualized

as histograms. Analyzing the generated fNLO event groups is not a trivial task, as care must be taken

to preserve the cancellation between the different NLO terms without spoiling the statistical treatment of

uncertainties when filling the subevents into binned histograms.

When filling histograms, the cancellation between the Born-like counterevents and the real-like subevents

needs to be ensured per bin, as otherwise, the large and positive weights of especially the real subevents

featuring soft or collinear radiation would pile up to unphysically large values in some bins, while the large

and negative weights of the counterevents would sum up to large and even negative values in other bins.

To some extent, this can be achieved by constructing IR-safe observables as discussed in sec. 2.5 so that

by definition, the soft and collinear real-like subevents end up in the same bins as the counterevents of

said event group. However, at the level of binned histograms, there are still some caveats, of which we will

discuss a few here on the simple example of two-jet production at a lepton collider, i.e., the partonic process

e+e− → jj. But the same holds for pp→ jj and many other processes.

Fig. 2.7a shows the differential distribution of the energy of the hardest jet, i.e., the jet with the highest

transverse momentum. Although all jets have been reconstructed using an IR-safe jet-clustering algorithm,

we clearly see that something is wrong: the LO events gather in the bin including Ej1
=
√
s/2 = 250 GeV as

each of the two jets in these events has an equal energy share. In contrast, the fNLO distribution shows a
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large positive peak slightly below 250 GeV followed by a large negative dip right after.

The reason is simple: each of the two jets in the Born-like subevents has, like in the LO events, an energy of
√
s/2 = 250 GeV so that all Born-like subevents including all counterevents end up in this one bin. Although

per construction of the jets, some real-like subevents featuring a very soft or collinear emission will also end

up in this bin, the sum of all negative counterevent weights outweighs the sum of all other event weights.

The real-like subevents solely populate all other bins, and especially in the bin right below 250 GeV, they

feature increasingly large weights towards the upper bin edge. This explains the overshooting of the Born

distribution in the central region as well as the huge statistical uncertainties of the most pronounced bin.

The same problem described here for the jet energy also affects other observables, such as obviously the

jet momentum, but also, e.g., the thrust of the event. Apart from the careful definition of all observables

and manually choosing bin edges such that the positive and negative weights in each bin always sum up

to a positive value, a more general approach to solving this issue, characterized as misbinning effects, is to

apply some weight smearing across several neighboring bins when filling the histograms, as implemented in

Rivet 3 [94]. If summed over all bins, these effects vanish so that the total cross section does not suffer

from these artifacts.

As a second example of a common mistake when dealing with fNLO events, fig. 2.7b shows the rapidity

distribution of the hardest jet in the same setting as before. We can clearly see the huge uncertainties of

the fNLO distribution, and by taking a closer look, we also see that the LO distribution is unexpectedly

asymmetric. The same distribution for the second hardest jet is exactly mirrored in comparison to fig. 2.7b.

For this reason, it is omitted here. The problem is that the "hardest" jet is defined by its transverse

momentum, which is ambiguous for all Born-like events. For the LO events, this ambiguity is solved by

preferring the jet in the positive direction of the beam axis, explaining the asymmetry of the LO distribution.

Consequently, if the jet which is determined to be the hardest in the Born-like counterevents happens to be

the emitter in the real-like subevents, the emission will decrease its energy so that the "hardest jet" in the

real-like subevents of the same event group will not be the same jet as before. For the fNLO distribution, this

forces the real-like subevents with positive weights predominantly on the LHS of the distribution explaining

the huge bin values and uncertainties while the counterevents lead to a negative distribution on the RHS.

Of course, this misfeature could be remedied in this case by just considering the absolute value |yj1 | shown

in fig. 2.7d as both jets of the Born-like events are exactly 180◦ apart from each other.

Finally, fig. 2.7c shows the transverse momentum of the third hardest jet, i.e., the real emission. This

histogram is entirely populated by the real-like subevents and does not include any counterevents. In a sense,

histogramming an observable explicitly depending on the real radiation is like imposing a cut on the real

radiation, which is illegal in the subtraction formalism. For this reason, the leftmost bin is not well-defined.

It includes arbitrarily soft emissions without any counterterms11. To avoid numerical instabilities of matrix

elements in exactly these regions of very soft real emissions, we impose a technical cut of ξ > ξmin := 10−7

(c.f. eq. (2.39)) on all generated events, and also when computing the cross section. This technical cut

does not affect any reasonably defined NLO observable. Without this cut, the leftmost bin would exhibit

an unregulated IR divergence. If not properly excluded from the analysis, these soft emission events also

disturb angular distributions not sensitive to the jet energy. Beyond fixed-order, this would also not pose a

problem as soft real radiation gets lost in all the additional emissions from the parton shower. Furthermore,

the entire distribution arises only from the real correction, i.e., it constitutes the LO-accurate description of

the (n+ 1)-jet process e+e− → jjj.

11So technically, this object may not be called a "jet" as it does not fulfill the energy and angle requirements imposed on the
main jets by the jet definition criteria.
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Fig. 2.7: Showcase of issues with fNLO histogramming on the example of the energy of the hardest jet, its rapidity
and the transverse momentum of the radiated jet for LO (red) and fNLO (blue) events. The process is
e+e− → jj at

√
s = 500 GeV with a scale of µ = HT/2 = 1

2

∑

i

√
p2

T,i + m2
i where the sum over i runs over

all final-state partons. Additionally, we require at least 2 jets clustered using the anti-kT algorithm with
R = 0.5 fulfilling pT > 30 GeV and |η| < 4. The error bands represent the statistical uncertainties of 1M
event groups.

The second issue when dealing with NLO events is to determine the correct uncertainty for each bin. Even if

we have defined observables so that the cancellation of real-like and counterevents is not spoiled, we are still

filling potentially very large negative counterweights from Born-like subevents and very large positive weights

from soft or collinear real-like subevents into the same bin. When doing so naively, this huge variation in

the weights leads to artificially large uncertainties not resembling the actual uncertainty of the predictions.

In order to get realistic uncertainties, the entire event group has to be statistically treated like a single

event, meaning that all event weights of an event group are added up beforehand for each bin and only their

sum is filled into each histogram as a single entry. As not all subevents have to end up in the same bin,

this requires the notion of a fractional fill. This is implemented in an NLO addon to Rivet 2 [93] called

NLOHisto1D available as part of the Rivet contrib repository [95] and natively included in Rivet 3 [94].

The problems discussed in this section only apply to fixed-order NLO events. In the next section, we will

discuss the matching of NLO calculations to parton showers at the level of events. This approach will retain

full NLO accuracy in the high-energetic regions while remedying the issues of misbinning and determining

the correct uncertainties without the need for event groups and subevents. The POWHEG method discussed

in sec. 3 will even reduce the number of negative weights.
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3 The POWHEG matching scheme

So far, we have limited our discussions to calculations at fixed perturbative orders, including computing

cross sections as well as simulating events. In order to provide realistic predictions for any experiment,

however, we need to do better than that.

The problem with fixed-order results is that they always only describe a limited number of well-separated

final-state particles, while in realistic experiments, the number of observed particles grows indefinitely with

the experiment’s resolution. This goes hand in hand with the second downside of fixed-order approaches, i.e.,

they are always IR divergent in soft and/or collinear phase-space regions, so they cannot describe the entire

phase space without the use of sufficiently inclusive observables or a well-defined resummation scheme. While

there are process-specific methods to perform this resummation analytically [96], it is far more practical to

employ SMC generators for this purpose. The three most commonly used SMCs are PYTHIA [52], HERWIG [53]

and Sherpa [50].

Building on a fixed-order computation, these SMCs perform the leading logarithmic (LL) resummation

by applying a parton shower algorithm to the events and thereby produce exclusive multi-parton events,

not subject to a limit in the number of describable particles. This is done by performing a cascade of

predominantly soft or collinear splittings with the present set of partons to lower and lower energies.

QCD confinement dictates that colored states can never be observed directly and will always form colorless

bound states, hadrons. So at some point, when the parton shower reaches a low scale, a transition from

isolated colored partons to colorless hadrons will occur. This process is called hadronization. In a SMC,

hadronization is described by a phenomenological model, which cannot be derived from first principles but

is instead based on modeling driven by experimental data for hadronic production yields. In this section,

we will assume that the hadronization is dealt with externally by one of the above-mentioned SMCs. This

is technically possible by handing over an intermediate stage of the events from one program to the next by

writing the files to disk or using internal interfaces. We will not go into more detail at this point.

As both steps, the parton shower and the hadronization involve numeric modeling with a non-small number

of adjustable parameters, they need to be tuned using experimental data to have a consistent description.

These selected sets of parameters are thus called tunes.

This section will discuss the basic ideas of parton showers and illuminate how to improve not only LO but

also NLO predictions with parton showers without double counting radiations or spoiling the NLO accuracy.

As WHIZARD currently strongly relies on the POWHEG-matching method, this section will put a strong focus

on POWHEG matching.

3.1 Parton showers and the Sudakov form factor

When matching parton showers with matrix-element calculations, a thorough understanding of how parton

showers work and how to manipulate them is crucial, especially beyond leading order. For this reason, we

will discuss the basics of how a parton shower is generated in this subsection.

The original idea goes back to G. Fox and S. Wolfram [97] and is inspired by observations of QCD radiation

patterns in e+e− collisions for either very soft or very collinear radiation. It relies on the idea that

interferences of amplitudes of successive emissions can be neglected, meaning that subsequent splittings can

be described independently.

Based on this idea, we model the parton shower by performing a series of subsequent splittings to final-state

partons up to some minimum scale tmin dictated by the detector resolution.

In the standard case, these splittings are governed by splitting probabilities. As explained in, e.g., ref. [98]

the inclusive splitting probability of a parton i to split into the two partons j and k can be expressed in
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terms of the Altarelli-Parisi splitting functions [81] (c.f. app. A) as

dPi→jk(t, z) =
αS
2π
P̂i→jk(z) dt dz , (3.1)

where we have integrated over the azimuthal angle, z represents the energy sharing between the partons j

and k and t = log
(

p2
T

Λ2
QCD

)

is the ordering parameter of the shower chosen to be the transverse momentum.

Another common choice for the scale t would be some function of the emission angle which results in an

angular-ordered shower, known to improve the color coherence [99, 100] of the generated events. However,

POWHEG matching to angular-ordered showers requires an additional veto step to respect the hardness criterion

defined in the matching procedure. Thus, we will focus on transverse-momentum ordered showers in this

work, i.e., showers in which each emission features a lower transverse momentum than the previous one with

a transverse-momentum dependent emission scale t.

The exclusive probability for the first emission is then given by the probability of an emission at scale t

times the probability that there is no emission at any higher scale

dPfirst
i→jk(t, z) =

αS
2π
P̂i→jk(z)×∆(tmax, t) dt dz , (3.2)

where ∆(tmax, t) is the no-emission probability between some maximum starting scale tmax and the splitting

scale t. It is also called the Sudakov form factor which according to eq. (3.2) is given by

∆(t1, t2) = exp

(

−
∫ ∫ t1

t2

αS
2π
P̂i→jk(z) dt dz

)

. (3.3)

We use a shorthand notation in case the upper scale is the starting scale tmax:

∆(t) := ∆(tmax, t) . (3.4)

Although an analytic computation of the Sudakov form factor would be possible, it is more often computed

numerically using a series of overestimations and subsequent veto steps called the Sudakov veto algorithm [98,

101] to avoid having to compute the integral in eq. (3.3) analytically. We will come back to this strategy in

sec. 3.5.1f.

After generating the first emission in this way, we continue the evolution by setting tmax = t and repeat the

process. This guarantees that each subsequent emission is generated at a lower scale t creating a transverse-

momentum ordered shower.

The total cross section will finally contain terms with multiple numbers of splittings [71]:

dσshower = dσLO

{

∆(tmin)

+ dt P̂ (t)∆(t)
[

∆(t, tmin)

+ dt′ P̂ (t′)∆(t, t′)
(
∆(t′, tmin) + . . .

)]
}

. (3.5)

In eq. (3.5), the first term represents the case of no emission, i.e., the Born term, and the second term

represents the case of a single emission approximating the real emission. The third term represents the case

of exactly two emissions and so on. By applying the Markovian property of the Sudakov

∆(tmin) = ∆(tmax, tmin) = ∆(tmax, t)∆(t, t′)∆(t′, tmin) , (3.6)
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we find, e.g., for the exclusive probability of two splittings

dσshower = dσLO∆(tmin)P̂ (t)P̂ (t′) dt dt′ . (3.7)

By integrating out all scales in eq. (3.5), we see that the whole shower cascade integrates to one, eventually

leaving the total cross section unaltered. Thus, the parton shower is a unitary procedure12.

3.2 Improving the parton shower – merging and matching

Due to the parton shower’s nature of describing all radiations with splitting functions, it is a very good

description of the phase-space regions governed by soft and collinear splittings. In regions governed by hard

emissions, however, it fails to accurately describe the radiation pattern without extensive tuning of the

shower parameters.

To enhance the parton shower, it is possible to use process-dependent matrix elements instead of universal

splitting functions without spoiling the shower unitarity, given by eq. (3.5). The matrix elements better

describe hard regions in the phase space but often fail to be accurate in the soft regions. It is thus important

to put both approaches together in a well-defined way.

Originally, parton showers were enhanced using LO matrix elements only. In this approach, events are

simulated based on matrix elements describing different processes featuring a range of jet multiplicities.

Today, it is possible to merge computations based on NLO matrix elements of processes with different jet

multiplicities, too. Whenever event samples inherently describing different Born processes are combined,

this procedure is referred to as merging.

In contrast, if only matrix elements describing the same process at different orders, i.e., the Born and the

real matrix element in an NLO computation, are taken into account, this method is called matching.

Summarizing, while both merging and matching enhance the parton-shower description with matrix elements

of different jet multiplicities, when merging, these matrix elements describe different processes, whereas

matching deals with higher-order corrections to the same process.

3.2.1 Merging

The original approach of merging parton showers with matrix elements was first employed in 1987 [102] to

describe PETRA and PEP data using JetSet [103], a predecessor of PYTHIA. Back then, it was only possible

to correct the first emission using a single LO matrix element. It was later generalized by Giele, Kosower

and Skands and coined as the unitary matching method [104]13.

Prior to their work, the generalization of parton-shower merging to multiple emissions was achieved by two

different methods. On the one hand, there is MLM matching [105, 106] named after M. L. Mangano, and

on the other hand, there is CKKW matching [107] coined by Catani, Krauss, Kuhn and Webber.

The main problem that merging algorithms have to solve is the problem of double counting jet multiplicities.

It arises as both the parton shower and the matrix elements generate additional radiations. This is depicted

in fig. 3.1. We can see that the parton shower as well as the matrix elements include a process with two

initial-state emissions.

A general solution to this problem is to define disjunct regions according to some jet parameter in which

one approach is preferred over the other. Methods based on this idea are called slicing merging schemes, as

12 The parton shower does, however, affect the event kinematics, e.g., the jets’ hardness, so in the presence of cuts, applying
a parton shower may indeed affect the fiducial cross section.

13For historical reasons, some of the merging methods still carry the term "matching" in their names. They are merging

methods nonetheless.
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the idea is to slice the phase space.

The simplest possible choice here is to define a transverse-momentum cut-off for the jet, pT,min, below which

lies the parton shower domain and above which we prefer the description by the matrix element, thus

ensuring that the matrix element is used to describe the hard radiation.

Also, the MLM and the CKKW matching procedures belong to this category of slicing merging schemes.

Besides slicing merging schemes, there are also approaches to merging based on subtracting the double-

counted parts, referred to as subtraction merging schemes.

pT <pT,♠✐♥ pT <pT,♠✐♥

pT <pT,♠✐♥

pT >pT,♠✐♥

pT <pT,♠✐♥

pT >pT,♠✐♥

pT >pT,♠✐♥

pT >pT,♠✐♥

✳ ✳ ✳

✳ ✳ ✳

✳ ✳ ✳

P❙
−→

▼❊ ↓

Fig. 3.1: Illustration of double counting when merging parton showers with LO matrix-element calculations. Radia-
tions generated by the parton shower are shown in red while radiations described by matrix elements are
depicted in blue.

Many elaborate merging schemes introduce an interdependence between the Monte-Carlo program generating

the partonic events and the parton-shower program, sometimes up to a point necessitating both tasks to be

performed by the same monolithic program. In a modular framework like WHIZARD, this is undesirable. We

thus prefer merging schemes that can be implemented independently on the internal details of the subsequent

shower. The MLM scheme is one such merging scheme. It has been implemented in WHIZARD in the course

of a Ph.D. thesis [71].

3.2.2 Matching

The intention of matching is to enhance the predictive quality of the parton shower with hard matrix elements

computed at a higher fixed order in such a way that NLO accuracy is achieved for inclusive observables

while at the same time maintaining the leading logarithmic accuracy of the parton-shower approach.

Just as different LO matrix elements may describe processes with different numbers of radiated particles,

higher-order real matrix elements also feature additional radiated real emissions. For this reason, the basic

problem that matching has to solve is the same as before: the goal is to avoid double counting contributions

describing the same number of radiated particles. Similar to fig. 3.1, the case of matching is depicted in

fig. 3.2.
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pT <pT,♠✐♥ pT <pT,♠✐♥

pT <pT,♠✐♥

pT >pT,♠✐♥

pT <pT,♠✐♥

pT >pT,♠✐♥

✳ ✳ ✳

✳ ✳ ✳

P❙
−→

❇♦r♥ ✭✰❱✐rt✉❛❧✮

❘❡❛❧

Fig. 3.2: Illustration of double counting when matching parton showers with higher-order matrix-element calculations.
The Born contribution is depicted in black. Virtual diagrams contribute in the first row, although they are
not shown explicitly. Radiations generated by the parton shower are shown in red, while the real radiation
is depicted in blue.

More precisely, we follow ref. [108] and understand as double counting during matching if the resulting

prediction for any observable at the first order beyond the Born approximation in the expansion of the

coupling constant does not coincide with the NLO prediction. In the soft and collinear regions of phase

space, it is sufficient to prefer the parton-shower description using the Born cross section times a splitting

kernel to describe the radiations as, in this case, both predictions agree up to the first emission in the leading

terms. In the hard regions of the phase space, the NLO prediction for the first emission is more accurate, so

it is possible to avoid double counting by preferring the NLO description of the radiation.

Especially the soft regions of phase space are crucial for the proper cancellation of divergences between the

different NLO contributions. The main challenge for any matching algorithm is to solve the problem of

double counting without spoiling the NLO subtraction.

The matching of NLO computations with parton showers has been pioneered by Frixione and Webber with

MC@NLO matching [108]. It relies on a modified subtraction method adapted to the parton shower. Due to the

nature of being based on a subtraction method, the MC@NLO matching scheme produces negatively weighted

events across the entire phase space. This can become a significant performance problem for the subsequent

processing of the events we will come back to in sec. 3.6.9 at the end of this section. Although the MC@NLO

method is still in active use today, mostly via its implementation in MG5_aMC [45], the explicit dependence

on the parton shower and the amount of generated negative weights render this method unfavorable for the

projects pursued in this project.

The most famous matching scheme solving this problem of negatively weighted events in such a way that

they are suppressed in all perturbatively stable regions of the phase space is POWHEG matching. The basic

idea has been proposed [46], implemented [56] and explained in great detail [47] by P. Nason. It is dubbed

POWHEG for Positive Weighted Hardest Emission Generator underlining this fact.

The lower rate of negative weights is achieved by relying on slicing instead of a subtraction method for

the matching. The original approach uses the emission’s transverse momentum pT as a slicing parameter

to divide the phase space in a domain governed by the SMC and a domain where the NLO description is

governing the first emission. As long as the applied shower algorithm respects the hardest emission generated

by the matching algorithm, the matching itself is independent of the subsequent shower. Furthermore, we

will see that POWHEG matching fits neatly to the structure of the FKS subtraction mechanism making it the

ideal matching algorithm to be implemented in WHIZARD. For these reasons, it is the POWHEG matching that

we chose to focus on in this thesis.

Besides MC@NLO and POWHEG matching, there is also the possibility to enhance a SMC with NLO matrix

elements based on a dedicated MC factorization scheme and a redefinition of the PDFs. This approach has
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been suggested by a Polish group and is dubbed KrkNLO [109].

It is also possible to combine matching and merging, i.e., to merge matched NLO samples. In this way, NLO

calculations for different Born processes can be combined, further improving the accuracy although formally

staying accurate to the NLO. Some of the well-established NLO merging methods are FxFx merging [110],

UNLOPS and NL3 merging [111] as well as MINLO merging [112].

3.3 POWHEG matching – the concept

The general idea behind the POWHEG matching is to generate the hardest emission for each event with full

NLO accuracy and making sure that each subsequently generated emission is softer than the previous one,

guaranteeing that the showering does not spoil the NLO accuracy of infrared finite observables, affecting

them at most at the NNLO. This criterion allows to strictly separate the generation of the hardest emission

from the shower, making it possible to split the matching into two disjunct stages.

The first stage will generate the hard kinematics describing the hard process and up to one single emission.

We will call the generated collection of particle momenta associated with a weight a POWHEG event. These

POWHEG events can be written to disk in standard event formats like HepMC [113, 114] and LHEF [55] and

can even be analyzed and histogrammed. We want to stress, however, that this is just useful for technical

comparisons as their kinematic distributions will not be an accurate description of measured data as long

as they lack showering.

Only in the second stage the generated POWHEG events will undergo the parton showering, enhancing the

logarithmic accuracy in the soft and collinear regions of phase space and generating the desired distribution

of events with NLO accuracy in the hard and logarithmic accuracy in the soft and collinear regions of phase

space. This separation of both stages allows us to focus on the first stage throughout this section, leaving

the details of the parton shower to the SMC.

In order to preserve the total cross section during this procedure, we should respect the full NLO integrand,

gathered from eq. (2.123), (2.167) and (2.172) for the Born, the virtual and the DGLAP remnant contribu-

tion, respectively, absorbing the jet measurement functions and explicit symmetry factors present in these

equations as well as eq. (2.124) for the real contribution including the subtraction terms derived in that

section. It is given by

B(Φn) = B(Φn)+V(Φn)+

∫
[
R(Φn,Φrad)−S(Φn,Φrad)

]
dΦrad+

∫
[
G(in,⊕)

fin (Φn, z)+G(in,⊖)
fin (Φn, z)

] dz

z
(3.8)

denoted as B similar to eq. (3.2) of ref. [47]. It is this function that we integrate to compute the NLO cross

section using MC sampling.

In the first step, we generate n-particle events with weights according to eq. (3.8). In the next step, we add

the real emission to this Born-like seed kinematic. The crucial point is that we resum this emission to LL

order in pT using a modified Sudakov form factor

∆(Φn, pT ) = exp

[

−
∫ R(Φn+1)

B(Φn)
θ
(
kT (Φn+1)− pT

)
dΦrad

]

, (3.9)

where kT (Φn+1) is of the order of the transverse momentum of the radiated parton relative to the emitter

before the emission in the CM system of the colliding partons. We see that the fraction R/B takes the place

of the splitting function in this Sudakov form factor. In this way, the splitting function is process-specific as

opposed to the traditional universal splitting functions (c.f. app. A) and not only accurate in the soft and
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collinear regions. Additionally, this matrix-element-based splitting function will include interference effects,

e.g., due to color dipoles that are usually beyond the description with 1→ 2 splitting functions.

Based on this Sudakov form factor, we apply the shower algorithm discussed in sec. 3.1 to generate the first

emission only. We already showed in eq. (3.5) that this conserves the total cross section, i.e.

dσNLO = B(Φn)

(

∆(pT,min) + ∆
(
kT (Φn+1)

)R(Φn+1)

B(Φn)
dΦrad

)

dΦn. (3.10)

Here, the term ∆(pT,min) hints at the fact that there is a possibility that no radiation occurs down to pT,min,

which is typically chosen at O (1 GeV) to avoid reaching unphysical regions of the PDFs or non-perturbative

regions of αS . In this case, no first emission is generated by the matrix elements, and a Born-like event will

be given to the SMC. All subsequent emissions will then be generated at a lower scale by the traditional

parton shower.

Cross sections and differential distributions computed based on this construction will have the following

properties:

1. At large pT predictions coincide with the NLO predictions up to NNLO terms.

2. Infrared safe observables will be accurate to NLO, and this behavior is not spoiled by subsequent

showering.

3. The behavior at small pT will be no worse than that of the standard SMC.

The second property is probably the least obvious. A detailed proof can be found in sec. 4.3 in the detailed

description of the POWHEG method given in ref. [47]. Based on these properties, the POWHEG matching fulfills

all the requirements to solve the problem of double counting described in the previous subsection 3.2.

For the shower to conserve properties 1 and 2, it is important that the parton shower does not generate

any radiation harder than the first emission. If the applied parton shower is ordered in pT , it is sufficient

to require that the shower starts at an upper scale equal to the pT of the POWHEG event. This should be

possible for all SMCs that are compatible with the LHIUP [54, 55].

If the SMC uses a different, e.g., angular ordering, we need to suppress emissions with larger pT from the

shower. This is possible using vetoed truncated showers [46] compensating the fact that the hardest emission

of an angular-ordered shower may not always be the first. For simplicity, we will assume pT -ordered radiation

generation in the following.

The POWHEG-matching scheme has first been implemented in the semi-automated MC event generator named

thereafter as the POWHEG-BOX [48]. The POWHEG-BOX framework made matched NLO predictions for numerous

processes publicly available [115], in many cases pioneering the utilization of NLO predictions in experimental

studies. Its approach, however, is process-specific. The main part containing the implementation of FKS

subtraction and the POWHEG matching is automated. However, the matrix elements and the phase-space

construction are performed on a process-by-process basis requiring substantial theoretical effort for each

new process.

The MC generators Sherpa [116] and HERWIG [117] also feature their own implementation of POWHEG matching

in an automated way, both showing that POWHEG matching is also compatible with CS dipole subtraction.

A preliminary proof-of-concept implementation of POWHEG matching has also become available in the MC

event generator WHIZARD 2.2.7 and was applied to tt production at a future lepton collider [118]. It was

substantially generalized to arbitrary processes at hadron- and lepton colliders throughout this thesis and is

available for public use from WHIZARD 3.1.0 on.
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3.4 Prerequisites

The prerequisites to generate POWHEG events are similar to the requirements we discussed in sec. 2.5 for FKS.

We require a Born phase space well-defined by radiation-proof cuts and a separation of the real phase space

in singular regions as explained in sec. 2.3.

For a consistent matching, the generated additional radiation must be softer than the transverse momenta

of the underlying Born kinematics [47]. This is achieved by separating R into singular regions only with an

appropriate choice of S-functions such as the one we chose in sec. 2.3.3.

In general, the requirement on radiation-proof cuts for the Born configuration can be lifted by introducing

a separation of the real contribution similar to the real partition (c.f. sec. 2.6.3). Alternatively, a weight

can be added to the Born term suppressing the singular Born configurations as described in ref. [47]. Given

that we require radiation-proof cuts already for the FKS subtraction, we will not follow these approaches.

3.4.1 Generation of the underlying Born configuration and event weights

The generation of radiation and the matching both act on Born-like events14. For each PSP we require a

given Born configuration, i.e., a PSP in Φn, associated with a weight w and a flavor structure fB. This flavor

structure should be chosen in such a way that the sum of weights for each flavor structure is proportional to

BfB (Φn) dΦn, where similar to eq. (3.8) but this time itemized per Born flavor structure, BfB (Φn) is given

by

BfB (Φn) = BfB (Φn) + VfB (Φn) +
∑

αr∈{αr|fB}

∫

Rαr
(Φn,Φrad)− Sαr

(Φn,Φrad) dΦrad

+
∑

α⊕∈{α⊕|fB}

∫

G(in,⊕)
α⊕,fin(Φn, z)

dz

z
+

∑

α⊖∈{α⊖|fB}

∫

G(in,⊖)
α⊖,fin(Φn, z)

dz

z
. (3.11)

where the sums run over all ALRs sharing the same Born flavor structure fB and featuring ISR in the case

of α±.

There are two ways to achieve this. Just as for ordinary LO events, it is possible to implement the probability

of each flavor structure via the weight’s value in weighted events or via the probability density of each flavor

structure in unweighted events. In the first case, we directly use eq. (3.11) evaluated at a specific PSP Φn
multiplied by the appropriate phase space factors as weight w for each event generating weighted events.

The POWHEG procedure to generate radiation described in the following will only alter the event kinematics

keeping the event weights unchanged. This means that in this case, we will also generate weighted POWHEG

events, which will still be weighted after showering. These are perfectly fine for technical comparisons and

quick plotting as they will reproduce the correct differential distributions when histogrammed and can be

generated much faster. However, one needs to make sure that the weights are not lost during subsequent

event processing. Some programs, e.g., PYTHIA, assume a weight of unity by default.

One more technical downside is that weighted events generated using an adaptive phase-space mapping

(c.f. sec. 4) tend to bear rare kinematic configurations more often, albeit with a small weight. These overly

abundant rare configurations increase the probability of errors and warnings when showered.

The same is true for events with a weight identical to zero. These are events that failed the phase-space

cuts but are kept nevertheless to allow a consistent counting of events. Keeping the events which failed

the phase-space cuts has the advantage that the events carry the information of how many events have

passed and failed the cuts, making, e.g., the normalization of histograms easier. However, the downside is

14Event in the sense described at the beginning of sec. 2.8.
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that computational effort is wasted on events with zero weight, and they also may have rare or even invalid

kinematic configurations increasing the number of warnings and errors in subsequent processing.

In the second case, we perform an unweighting step on the weighted events such that each event survives

only with a probability proportional to its weight

Psurv,i =
|wi|
wmax

where wmax = max
i

(|wi|) . (3.12)

After this selection, we assign a weight equal to sgn(wi) to each event producing a sample of unweighted

events.

A weight determined by eq. (3.11) does not need to be positive. NLO PDFs can take negative values in

phase-space regions outside the perturbative region, and also, the subtracted real and virtual components

may take negative values. This means that the procedure described above will generate a sample of indefinite

unweighted events, i.e., a sample of events where each event carries a weight w ∈ {−1, 1}.
We note that eq. (3.11) contains the only terms influenced by the virtual and the DGLAP NLO contribution

in the POWHEG matching. Thus, they influence solely the event weights and flavor abundances of the generated

events but not the kinematics.

3.5 The generation of radiation – the veto procedure

Given the Born configuration (Φn, w, fB), the next step is to generate the hardest radiation from the Sudakov

form factor in eq. (3.9). For the efficient generation of the hardest radiation from the Sudakov form factor,

we apply the POWHEG veto procedure, an iterative algorithm to efficiently find a valid kinematic configuration

for the radiated momentum. For illustrative purposes, we will discuss the veto procedure in general before

discussing its application to POWHEG matching in sec. 3.5.2.

3.5.1 The veto procedure in general

Inspired by Nason and Ridolfi (ref. [56], app. C), this section discusses the general technique of how to

generate kinematic variables from random numbers with a veto procedure using an upper bounding function

(UBF). We will also include a proof of the veto procedure in this section.

Generating a kinematic variable from the Sudakov form factor

The basic problem we are facing when generating POWHEG events is that we want to generate positive definite

variables p(x) > 0 from a set of (not necessarily uniform) random numbers x describing an event based on a

probability distribution

Pp(x) = R(x) exp

[

−
∫

R(x′) θ
(
p(x′)− p(x)

)
ddx′

]

, (3.13)

where we assume R(x) to be positive semi-definite15 and the full integral over R(x) to be divergent. To

get some more intuition, let us mention that in the application of this procedure later on, the three FKS

variables (ξ, y, φ) will substitute x while R(x) will be proportional to the ratio of matrix elements Rαr/BfB
.

Using Pp(x), we can infer the probability for a given variable p by integrating and notice that it is an exact

15We have already mentioned that this will not always be the case. We will come back to this issue in sec. 3.5.4.
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differential

P(p(x) = p) =

∫

Pp(x) δ(p(x)− p) ddx =

∫

R(x)δ(p(x)− p) exp

[

−
∫

R(x′)θ
(
p(x′)− p

)
ddx′

]

ddx

=
d

dp
∆(p) , (3.14)

where

∆(p) = exp

[

−
∫

R(x′) θ
(
p(x′)− p

)
ddx′

]

(3.15)

is the corresponding potential form, which happens to be the Sudakov form factor. As R(x) is assumed to

be non-negative, it is 0 ≤ ∆(p) ≤ 1. From this we can also see that the probability distribution Pp(x) is

correctly normalized to 1:

∫

Pp(x) ddx =

∫ ∞

0

∫

Pp(x)δ(p(x)−p) ddx dp = ∆(∞)−∆(0) = 1−exp

[

−
∫

R(x′)ddx′
]

= 1−e−∞ = 1 .

(3.16)

The exponent vanishes as p→ +∞ due to the θ function and diverges as p→ 0, based on our assumptions

for R(x).

In principle, this makes the generation of events based on p(x) according to a probability distribution Pp(x)

straightforward using inverse transform sampling (ITS) (c.f. app. B.2 for details):

1. Take a uniform random number r between 0 and 1.

2. Solve ∆(p) = r for p.

3. Generate the event x with a distribution proportional to R(x) δ(p(x)− p) such that p(x) = p .

So knowledge of the Sudakov form factor immediately allows us to generate kinematic variables like radiation

momenta. This is the basic procedure applied when generating a parton shower.

The veto procedure

So in principle, our problem is solved, and we can assign momenta to our events based on generated uniform

random numbers. However, the problem is the performance of step 2: solving ∆(p) = r for p. This relation

has to be solved numerically,which can quickly become very time-consuming. To overcome this issue, we

apply the following veto procedure inspired by the rejection sampling method16, c.f. app. B.3.

We assume that there is an UBF U(x) such that U(x) ≥ R(x)∀x and such that

∆U (p) = exp

[

−
∫

ddx′U(x′)θ
(
p(x′)− p

)
]

(3.17)

is "simple" in the sense that the equation ∆U (p) = r can easily be solved for p. In practice, we apply a

numerical bisection root-finding method to solve eq. (3.17). We then use U(x) for the generation of p, and

in the end, veto some events to correct for the overestimation. In detail, the steps performed are:

1. We initially set pmax =∞.

2. We take a uniform random number 0 < ri < 1 to determine p

3. We solve ∆U (p) = ri ∆U (pmax) for p. A solution 0 < p < pmax always exists for 0 < ri < 1.

16ignoring the normalization condition
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4. We generate x according to U(x)δ(p(x)− p)

5. We take a new uniform random number r′ for the veto.

6. Then, if r′ < R(x)/U(x), we keep the configuration, successfully generating an event. Otherwise, we set

pmax = p and repeat the process starting with step 3.

In the first attempt, it is ∆U (pmax) = 1. For an event vetoed in the first attempt, we find r1 = ∆U (p). So

that after setting pmax = p, we have to solve log
(
∆U (p)

)
= log(r1) + log(r2) for p in the second attempt.

For the Nth attempt, we have to solve log
(
∆U (p)

)
=
∑N
i=1 log(ri) for p. The resulting events will then be

distributed according to eq. (3.13).

Proof of the veto procedure

We now want to prove the previous statement and thus, the validity of the veto procedure. When all

events have been generated according to the veto procedure, all their distributions will be the sum of the

distributions filled with events that got accepted without any veto, that got accepted after the first veto,

after the second veto and so on.

We want to investigate this series, starting with the first term given by

P(0)(x) =

∫ pmax

0

∆U (p1)

∆U (pmax)
︸ ︷︷ ︸

step 3

U(x)δ(p(x)− p1)

︸ ︷︷ ︸

step 4

R(x)

U(x)
︸ ︷︷ ︸

step 6

dp1 = R(x)∆U (p(x)) . (3.18)

Here, the first fraction in the integrand comes from step 3 and, when integrated over all possible values for

p1, accounts for all the possible corresponding random numbers ri. The second factor arises from step 4 and

connects the generated kinematic values p(x) with the kinematic seed x. Lastly, the fraction R(x)
U(x) accounts

for the survival probability in step 6. For simplification, we used the fact that ∆U (pmax) = ∆U (∞) = 1 and

evaluated the integral using the δ distribution.

The events which fail the first but survive the second veto will be distributed according to

P(1)(x) =

∫ pmax

0

∆U (p1)

∆U (pmax)

∫

U(x1) δ(p(x1)− p1)

(

1− R(x1)

U(x1)

)

∫ p1

0

∆U (p2)

∆U (p1)
U(x) δ(p(x)− p2)

R(x)

U(x)
dp2 d

dx1 dp1

= R(x)∆U (p(x))

∫ ∞

p(x)

u(p1) dp1 , (3.19)

where we have introduced the short-hand notation

u(p) =

∫

U(x) δ(p(x)− p)
(

1− R(x)

U(x)

)

ddx . (3.20)

This time, we have inserted a factor of
(

1− R(x1)
U(x1)

)

to account for the rejection probability. Due to the δ

distribution in the second factor, the result will only be non-zero for p1 ≥ p(x), so we can use p(x) as the

lower limit of the remaining integral. We also replaced pmax with its initial value ∞.
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To continue one more step, for the events that only survive the third veto step, we find

P(2)(x) =

∫ pmax

0

∆U (p1)

∆U (pmax)
u(p1)

∫ p1

0

∆U (p2)

∆U (p1)
u(p2)

∫ p2

0

∆U (p3)

∆U (p2)
U(x)δ(p(x)− p3)

R(x)

U(x)
dp3 dp2 dp1

=

∫ pmax

0

u(p1)

∫ p1

0

u(p2)

∫ p2

0

∆U (p3)δ(p(x)− p3)R(x) dp3 dp2 dp1

=

∫ pmax

p(x)

u(p1)

∫ p1

p(x)

u(p2) dp2 dp1 ∆U (p(x))R(x)

=
1

2

∫ pmax

p(x)

u(p1) dp1

∫ pmax

p(x)

u(p2) dp2 ∆U (p(x))R(x)

= R(x) ∆U (p(x))
1

2

[
∫ ∞

p(x)

dp u(p)

]2

, (3.21)

canceling the fractions of ∆U terms, using the δ distributions to raise the lower integration limit, and making

use of the fact that integrating over p2 from p(x) to p1 for every value of p1 is equivalent to always integrating

to pmax and dividing by 2.

We can now infer the generic term by induction and get

P(n)(x) = ∆U (p(x))R(x)
1

n!

[
∫ ∞

p(x)

u(p) dp

]n

, (3.22)

which, if summed over, yields the desired exponential

∞∑

n=0

P(n)(x) = R(x)∆U (p(x)) exp

[
∫ ∞

p(x)

u(p) dp

]

= R(x)∆U (p(x)) exp

[∫

[U(x′)−R(x′)] θ
(
p(x′)− p(x)

)
ddx′

]

= R(x) exp

[

−
∫

R(x′) θ
(
p(x′)− p(x)

)
ddx′

]

, (3.23)

concluding the proof by putting in the definitions of u(p) and ∆U (p(x)). We see that the dependence on

the UBF entirely vanishes provided it fulfills the assumed criteria, i.e., that it always is an upper bound for

R(x) even though R(x) may be divergent in some regions.

3.5.2 Dividing and conquering the Sudakov form factor

Now that we have understood the veto procedure in general, we can take a look at how it is applied during

the POWHEG matching to generate the real radiation kinematics. This is also explained in detail in sec. 7.1

of ref. [48] and sec. 4.3 of ref. [47] intertwined with technical descriptions of the routines inside the POWHEG

code.

At this point, one may wonder why it is necessary to discuss the generation of the real kinematics here

again, considering we already thoroughly discussed how to generate the FKS variables and from them the

real momenta in sec. 2.4. The reason is that for the POWHEG matching, we want to generate only real events

featuring radiation with a transverse momentum above a given threshold pT,min. Radiation with a lower

transverse momentum should better be generated by the parton shower to avoid unphysical regions of the
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PDFs or non-perturbative regions of αS . We achieve this by generating a Born-like event in the case that the

radiation’s transverse momentum would be smaller than pT,min. By default, this parameter is pT,min = 1 GeV,

but the value can be changed with the parameter powheg_pt_min in WHIZARD. In order to speed up the

event generation, we want to abort generating the radiation of an event below this threshold as early as

possible. For this reason, we generate the event’s transverse momentum first, then decide whether to keep

or dismiss it, and, if we keep it, generate the rest of the event kinematics based on the generated pT .

We start this discussion after having generated an underlying Born configuration as described in sec. 3.4.1

so that the Born kinematics and also the Born flavor structure fB are known.

When generating the radiation, we make use of the phase-space segmentation already established in the

framework of FKS, i.e., we decompose the Sudakov form factor into a product over ALRs

∆fB (Φn, pT ) =
∏

αr∈{αr|fB}
∆fB
αr

(Φn, pT ) , (3.24)

where fB denotes a specific Born flavor structure and αr a specific ALR so that the product takes into

account all ALRs that share the same underlying Born flavor structure. The Sudakov form factor for a

single ALR is then given by

∆fB
αr

(pT ) ≡ ∆fB
αr

(Φn, pT ) = exp

[

−
∫

dΦrad
Rsin(Φn+1)

BfB (Φn)
θ
(
kT (Φn+1)− pT

)
]Φ

αr
n =Φn

αr

. (3.25)

The lower label, αr, of the square bracket indicates that the quantities inside the bracket should be evaluated

for a specific ALR, while the upper label Φ
αr

n = Φn denotes that the real radiation phase space Φn+1 is

given by the underlying Born phase space Φ
αr

n at the point Φn and the radiation variables Φrad. We will

drop the explicit dependence of the Sudakov form factor on the Born phase space Φn in our notation from

here on.

As we see in eq. (3.25), we only take into account the singular part of the real contribution for the generation

of radiation. We can include the finite part of the real contribution in our events by generating events and

treating it as an ordinary finite tree-level contribution (c.f. sec. 2.6.3). By doing so, we remedy the problem

of Born zeroes we will elaborate on in sec. 3.6.3, which could otherwise become problematic. If no real

partition is used, the total real matrix element R takes the place of Rsin in eq. (3.25).

Eq. (3.25) also makes it clear why POWHEG matching works especially well in conjunction with FKS subtrac-

tion. The generation of radiation builds on a Born configuration and the Sudakov splits into a product of

Sudakovs over ALR. To achieve something similar based on CS subtraction requires an additional projection

similar to FKS itself [119].

At this point, we have assigned one Sudakov form factor to each ALR. We follow app. B of ref. [47] and use

a version of the highest-bid algorithm, to choose the ALR and thereby the real configuration including the

flavor structure of the generated event, For each ALR, we generate a transverse momentum value pT with a

probability distribution given by

PfB
αr

(pT ) =
∂

∂pT
∆fB
αr

(pT ) , (3.26)

which we will discuss in more detail in sec. 3.5.3. We then keep only the highest generated pT value and the

corresponding ALR.

To see why this is a valid approach, suppose that k labels the chosen ALR. The probability that the ALR k
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has the largest pT is given by the product of its probability to be generated

PfB

k (pT ) =
∂

∂pT
∆fB

k (pT ) =
RfB,αr

sin

(
Φn+1(pT )

)

BfB (Φn)
∆fB

k (pT ) (3.27)

and the probability that all pT in other ALRs are smaller than the chosen pT . We remember from sec. 3.1

that the Sudakov form factor ∆(pT ) can be interpreted as the non-splitting probability with transverse

momenta larger than pT to see that this probability is given by

∏

i 6=k
∆fB

i (pT ) , (3.28)

so that the product of both reproduces the full Sudakov given in eq. (3.24).

3.5.3 The upper bounding function

As discussed in sec. 3.5.1, to generate the transverse momentum according to eq. (3.26), we need to solve

∆U (pT ) = r for pT using a smart choice for the UBF.

We need to find an UBF that overestimates the integrand of the modified Sudakov form factor given by

eq. (3.9). We first make the dependence on the phase space explicit to find a suitable overestimation. We

parametrize the radiation phase space using the three radiation variables ξ, y and φ as

dΦrad = J αr dξ dy dφ , (3.29)

where J αr is the Jacobian of the real phase space whose explicit form depends on the emitter of the ALR.

This is equivalent to eq. (2.16). The different Jacobians are discussed in sec. 2.4.

To simplify the Sudakov form factor, we choose an upper bounding function N Uαr (ξ, y) where Uαr (ξ, y)

determines its functional form and N is a normalization factor we will specify further in sec. 3.5.4, chosen

in such a way that the UBF satisfies

J αrRfB,αr

sin (Φn+1)

BfB (Φn)
≤ N Uαr (ξ, y) (3.30)

across the entire phase space, thus earning its name. For this to hold, the explicit form of Uαr (ξ, y) has

to be adjusted to the ALR’s singularities and thus its splitting type. We will discuss four different of such

types in sec. 3.5.5ff.

We then generate a pT value according to the probability distribution

PUαr
(pT ) =

∂

∂pT
∆U
αr

(pT ) (3.31)

with

∆U
αr

(pT ) = exp

[

−
∫

N Uαr (ξ, y) θ
(
kT (Φn+1)− pT

)
dξ dy dφ

]

(3.32)

by solving r = ∆U
αr

(pT ) numerically.

Finally, we perform a veto step to correct for the overestimation of eq. (3.30), i.e., we accept each event

generated with a survival probability

Psurv =
1

N Uαr (ξ, y)

J αrRfB,αr

sin (Φn+1)

BfB (Φn)
, (3.33)
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and else generate a new p′T smaller than before and repeat the process.

Fig. 3.3 is a flow chart depicting the highest-bid algorithm for a process with 3 ALRs. For each ALR, we

generate a value pT ∈ [pT,min,∞) using the procedure described in this section. When all values have been

generated, we generate an event based on the largest pT and the corresponding ALR. This approach has the

benefit of being parallelizable over the ALRs as all ALRs are treated independently.

For a single core, however, this leaves room for optimization. Fig. 3.4 shows an optimized version of the

highest-bid algorithm. Here, we sacrificed the ALRs’ independence for performance, based on the idea that

if we want to keep only the largest pT value in the end, we can stop the veto procedure to generate pT in

an ALR as soon as the current value is smaller than the largest previously generated pT value. In this way,

the performance of the highest-bid procedure scales like
∑Nα

i=1
i
Nα

= Nα+1
2 even with a single core, assuming

that the pT distributions of all ALRs are the same, so the second approach is roughly a factor of 2 faster.
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❙♦❧✈❡

∆U (pT,3) = r ·∆U (pT,♠❛①)
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Fig. 3.3: Flow chart depicting the parallelizable highest-bid algorithm with 3 ALRs. A transverse momentum value
pT is generated in each ALR and the ALR with maximum pT determines the event. If in all ALRs,
pT = pT,min, a Born event is generated instead. Each r in this figure denotes a newly generated uniform
random number r ∈ (0, 1) from the sequence.
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❆▲❘ ✸

❙♦❧✈❡

∆U (pT,3) = r ·∆U (pT,♠❛①)
❢♦r pT,3

pT,3 > pT,♠✐♥❄pT,♠❛① = pT,3

●❡♥❡r❛t❡ t❤❡ ❦✐♥❡♠❛t✐❝s

(ξ, y, φ) ❢r♦♠ pT,3

r < R(x)
U(x)❄
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❛♥❞ ❛❧r = 3

r ∈ (0, 1)
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pT,3

x = (ξ, y, φ)

pT,3

pT,3

r ∈ (0, 1)

♥♦

❈❤♦♦s❡ pT = pT,♠✐♥

❛♥❞ ❆▲❘ ❂ ❛❧r

Fig. 3.4: Flow chart depicting the optimized highest-bid algorithm with 3 ALRs. Previously generated pT are stored
by increasing pT,min in subsequent ALRs. If the chosen value for pT is still equivalent to the initial pT,min, a
Born event is generated instead. Each r in this figure denotes a newly generated uniform random number
r ∈ (0, 1) from the sequence.

Multiple UBFs – the stepwise POWHEG veto procedure

Let there be an intermediate upper bounding function U(Φrad) such that

J αrRfB,αr

sin (Φn+1)

BfB (Φn)
≤ U(Φrad) ≤ N Uαr (ξ, y) . (3.34)
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We can then split the veto we previously performed in a single step into two steps by first accepting the

generated events with a probability

Psurv =
U(Φrad)

N Uαr (ξ, y)
and then with a probability Psurv =

1

U(Φrad)

J αrRfB,αr

sin (Φn+1)

BfB (Φn)
. (3.35)

which is equivalent to accepting them with the probability given in eq. (3.33). The benefit, however, is

that we do not need to evaluate the Born and real matrix elements for all the events that already fail the

first veto step. As these computations are the bottleneck of this procedure’s performance, we can achieve a

significant speedup by performing the veto procedure stepwise. We will take this even further and perform

a series of overestimations and veto steps ordered by increasing performance cost to do computations less

often the more costly they are.

We summarize all possible veto steps performed in sec. 3.5.9 after we discussed the possible UBF choices.

These choices differ in the functional form of the UBF, which depends on the nature of the real emission.

We will discuss four different classes:

1. FSR emissions off a massless emitter

2. FSR emissions with a massless recoil system

3. ISR emissions off a massless emitter

4. FSR emissions off a massive emitter.

Before discussing these classes, we will elaborate on a veto step all UBF choices have in common.

3.5.4 Normalizing the upper bounding function – the POWHEG grid

Inspired by sec. 7.1 of ref. [48], one of the veto steps is used to optimize the normalization of the UBF. For

this, we introduce the POWHEG grid Nαr (ξ, y), which is a stepwise function in ξ and y, i.e., a 2D histogram

with bins
(
[ξi, ξi+1], [yj , yj+1]

)
, where ξi and yi are monotonous functions of ξ and y respectively, in such a

way that it always overestimates the minimal required normalization Nαr (ξ, y):

J αr RfB,αr

sin (Φn+1)

BfB (Φn)
= Nαr (ξ, y)Uαr (ξ, y) ≤ Nαr (ξ, y)Uαr (ξ, y) ≤ Nαr

max U
αr (ξ, y) . (3.36)

Here, J αr implicitly depends on the phase-space point and we have defined Nαr
max to be the global maximum

of the POWHEG grid

Nαr
max = max

(ξ,y)

(

Nαr (ξ, y)
)

. (3.37)

This second overestimation has the benefit that the normalization factor Nαr
max does not depend on the specific

phase-space point anymore, which allows us to take the normalization out of the integral in eq. (3.32), so

that we only have to solve the integral once for each type of UBF.

The veto step to correct for the overestimation performed in eq. (3.36) will be more efficient the smaller

the grid values Nαr (ξ, y) are. We thus determine Nαr (ξ, y) as the maximum of what it is supposed to

overestimate in each bin,

Nαr (ξ, y) = max
ξ|ξi<ξ≤ξi+1

y|yj<y≤yj+1

(

Nαr (ξ, y)

)

= max
ξ|ξi<ξ≤ξi+1

y|yj<y≤yj+1

(

J αrRfB,αr

sin (Φn+1)

BfB (Φn)Uαr (ξ, y)

)

. (3.38)
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There are two overestimations performed in eq. (3.36). We correct for the first one in the so-called norm-veto

step by accepting events with a probability

Psurv = Nαr (ξ,y)/Nαr
max , (3.39)

followed by a second veto accepting events with probability

Psurv = Nαr (ξ,y)/Nαr (ξ,y) . (3.40)

This step requires the computation of the squared matrix elements Rsin and B, so it is dubbed matrix-

element-veto step. In this veto step, the dependence on the grid cancels almost entirely.

The only exception to this statement are grid excess events: events for which the computed Nαr (ξ, y) is

larger than the maximal value encountered when creating the grid. The survival probabilities for these

events are formally larger than 100%. We keep these events, but if this happens too often, this indicates

that the grid is not an accurate overestimate, so that the generated event sample may be invalid. The issue

here is similar to excess events in event unweighting (c.f. eq. (3.12)). We roughly tolerate an excess event

fraction of less than 1%. If too many excess events occur, more calls should be spend when filling the grid

to improve its estimate. Alternatively, a safety factor larger than 1 can be applied to each bin in the grid to

minimize the probability of excess events.

In WHIZARD, the integration and the simulation of events are performed in two separate steps. We can benefit

from this approach here by determining the grid values for each bin already when sampling the phase space

for the integration. Thus when integrating, we keep track of the maximal encountered values Nαr (ξ, y) for

each ALR and write them to a file to be read in again when generating events. In this way, the POWHEG grid

file can be reused to generate events from a previous integration run similar to the VAMP grids (c.f. app. D.1).

There is some freedom in the technical details of the grid. So far, we did not specify the monotonous

functions mapping (ξ, y) to the grid bins. WHIZARD uses a generic grid implementation so that each axis of

the grid ranges from 0 to 1. Therefore we have to map the values (ξ, y) to the unit square [0, 1]2 to target

the bins.

We experimented with different functional forms of the mappings. For y, we compared a simple linear

mapping y 7→ 1+y
2 , taking the absolute value y 7→ |y| and the inverse of what we use to sample y from the

initial set of random numbers during the integration step with the intent to profit from the importance

sampling in eq. (2.40).

As ξ is already within [0, 1], the simplest possible mapping for ξ is the identity. We compared this approach

to the rescaled version ξ 7→ ξ/ξmax and also included logarithmic, exponential as well as hyperbolic mappings

in our comparisons.

The different mappings showed different fractions of events being vetoed in the norm veto step, but we

did not observe any significant influence on the overall performance. The more events this step vetoes, the

more event kinematics we have to generate. The fewer events are vetoed in this step, the more events will

fail the subsequent veto steps. Both effects seem to compensate each other. This means that there is no

significant correlation between the grid mappings and the structure of the matrix-element ratio divided by

the functional form of the UBF
JαrRfB,αr

sin (Φn+1)

BfB (Φn)Uαr (ξ,y)
remaining to be exploited for optimizations.

In the end, we decided to keep the mappings

ξ 7→ log (1− ξ)
log (1− ξmax)

and y 7→ |y| . (3.41)
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Rsin contains potentially large subtraction terms and both include PDF factors that may also take negative

values in non-perturbative regions beyond LO. If just one of both values is negative, they will not contribute

to the maximum computed in eq. (3.38). If both are simultaneously negative, however, they could. We skip

the PSP in both cases when filling the grid to avoid contributions from unphysical regions.

We do the same if at least one of both equals zero. This may happen either for physical reasons such as

helicity arguments, which we will discuss in more detail in sec. 3.6.3 or if any of both phase-space points

Φn or Φn+1 failed the kinematic cuts. Doing so should not pose a problem as we apply the same kinematic

cuts when generating the events, so we should not have to probe the grid at these phase-space points.

Finally, we also skip phase-space points where the PDF values are exceedingly small. In this case, computing

the ratio
RfB,αr

sin (Φn+1)

BfB (Φn)
may become numerically instable. Based on ref. [47] we skip a phase-space point if

any of the conditions

1. s < 2 GeV2

2. max(xB,⊕, xB,⊖) > 0.9

3. xB (1− xB) g(xB) > 30 q(xB) for any initial-state quark

4. xB (1− xB)
∑

f∈{q,q} f(xB) > 30 g(xB) for any initial-state gluon

is met. We choose a criterion independent of the actual emitter to not artificially favor specific ALRs.

Skipping some PSPs here increases the numerical stability of the grid and also greatly increases the veto

performance by excluding those points that would lead to peaks in the grid much higher than the average

value. This is, however, an approximation, possibly increasing the fraction of occurring excess events later

in the procedure. It is for this reason that we monitor the fraction of excess events, making sure that they

have no significant impact.

One more remark: the POWHEG grid here is used as an overestimator for the probed function. One could get

rid of binning and possibly also peak effects by replacing the grid with an analytic function fitted to the

probed grid values using machine learning techniques. This could be a well-defined interesting and concise

future project.

3.5.5 The POWHEG veto procedure – the massless FSR case

In this section, we will focus on probably the most common case of final-state radiation off massless emitters

first discussed in sec. 7.1.3 of ref. [48]. The other cases will be discussed in subsequent sections.

In order to satisfy the upper bounding condition eq. (3.30), it is essential that the UBF catches all the

divergences of the real matrix element. For final-state radiation off massless emitters, these divergent phase-

space regions are reached if ξ → 0 as well as y → 1. Therefore, the simplest possible choice is an UBF of

the form

Nαr
max U

αr (ξ, y) = Nαr
max

αrad
S (pT )

ξ(1− y)
(3.42)

exhibiting the same behavior. Other choices with a more complicated functional dependence are possible

but do not seem to provide a significant efficiency gain.

The αS veto

All upper bounding functions except the one for massive emitters are explicitly proportional to the strong

coupling constant αS just as the matrix-element ratio
RfB,αr

sin (Φn+1)

BfB (Φn)
in the Sudakov exponent. In the
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generation of the transverse momentum from the Sudakov, we will first use an overestimated value αrad
S and

correct this overestimation in another veto step later. It is defined by

αS(µ) ≤ αrad
S (µ) :=

1

brad
0 log

(
µ2

Λ2
rad

) . (3.43)

inspired by the LO running of αS , where we choose to further overestimate αS using the LO coefficient of

the QCD β-function

brad
0 =

33− 2 · nf
12π

with nf = 5 . (3.44)

Although, in general, when evolving αS , nf will be equal to the number of active quark flavors with masses

below the scale of αS . The exact choice for Λrad is to some extent arbitrary as it cancels out in the αS veto

step. We determine Λrad such that the overestimated αS agrees with the actual one at the scale µ0, i.e.,

αS(µ0) = αrad
S (µ0), to be

Λ2
rad = µ2

0 exp

[

− 1

brad
0 αS(µ0)

]

. (3.45)

In this way, eq. (3.43) holds for all µ ≥ µ0. µ0

2 can be set by the user via the parameter powheg_lambda

in WHIZARD. By default, we determine this parameter via the QCD Landau pole as µ0

2 = Λ
nf =5

MS
. Another

sensible choice is µ0 = pT,min such that eq. (3.43) holds for all pT ≥ pT,min

We then use the UBF given by eq. (3.42) for the generation of the transverse momentum pT by solving

∆U
αr

(pT ) = r (3.46)

for pT . To do this numerically, we need to solve the integral in the Sudakov exponent. Thanks to the overes-

timations, this is efficiently possible. The solution is given by eq. (3.51), which we will derive in the following.

In the first actual veto step thereafter, the αS veto, we correct for the overestimation of αS in eq. (3.43) by

accepting events with a probability

Psurv =
αS(pT )

αrad
S (pT )

. (3.47)

Generation of the radiation kinematics

For all subsequent steps, we need to know the explicit event kinematics, i.e., pT and the FKS variables.

Following app. C of ref. [48], we proceed to compute ξ and y (and also φ) from the generated pT . We

derived the allowed ranges of the three FKS variables in sec. 2.3.2. They are given by

0 < ξ < ξmax :=
s−M2

rec

s
, −1 < y < 1 , 0 < φ < 2π , (3.48)

where Mrec is the mass of the recoil system determined by summing all four-momenta excluding the emitter

and the radiated final-state particle

M2
rec :=

(
n−1∑

i=1

pi

)2

. (3.49)

For FSR, we define the transverse momentum as the orthogonal component of ~ki or equivalently ~kj w.r.t.

their sum ~ki + ~kj . From the definitions of ξ, and y (c.f. eqs. (2.18) and (2.20)), we can thus choose a
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parametrization for pT given by

p2
T =

s

2
ξ2(1− y) ⇔ y = 1− 2p2

T

sξ2
. (3.50)

In this context, pT has to be understood as a hardness scale, which does not necessarily coincide with

the physical transverse momentum, so it does not represent the physical relation between the transverse

momentum and y. We can choose any form for this hardness scale as long as it is of the order of the

transverse momentum in the collinear limit and that it coincides with the physical transverse momentum in

the soft-collinear limit [47].

With these definitions, we can transform the Sudakov form factor of eq. (3.32) according to

− log
(
∆U
αr

(pT )
)

= 2πNαr
max

∫ ξmax

0

dξ

ξ

∫ ξ2s

p2
T

αS(kT )
dk2
T

k2
T

=
πNαr

max

brad
0

∫ ξ2
max

0

dξ2

ξ2

∫ ξ2s/Λ2
rad

p2
T
/Λ2

rad

dx

x log[x]

=
πNαr

max

brad
0

∫ ξ2
max

0

dξ2

ξ2
θ
(
ξ2

max − p2
T/s
)

log

[
log(ξ2

maxs/Λ
2
rad)

log(p2
T /Λ

2
rad)

]

=
πNαr

max

brad
0

log

[
p2
T

Λ2
rad

] ∫
log

[
ξ2

maxs/Λ2
rad

]

log

[
p2

T
/Λ2

rad

]

1

θ
(
ξ2

max − p2
T/s
)

log[u] du

=
πNαr

max

brad
0

θ
(
ξ2

max − p2
T/s
)
{

log

[
ξ2

maxs

Λ2
rad

]

log

[
log(ξ2

maxs/Λ
2
rad)

log(p2
T /Λ

2
rad)

]

− log

[
ξ2

maxs

p2
T

]}

. (3.51)

In the first step, we overestimated αS using eq. (3.43) and changed the integrations from ξ to ξ2 and from

k2
T to x := k2

T/Λ2
rad. The theta function we introduced in the third line makes sure that the range of the last

integral in the second line is counted just once. In this case, it is pT,max = sξ2. Larger values are forbidden

by eq. (3.50) and the range of y. In the fourth step, we changed integration variables again from ξ2 to

u :=
log
[
ξ2s/Λ2

rad

]

log
[
p2

T
/Λ2

rad

] to solve the remaining integral.

We infer from the ξ integral in the first line that we have to generate ξ uniformly in log(ξ) between pT/
√
s

and ξmax. Explicitly, this means

ξ = exp

[

(1− rξ) log

(
pT√
s

)

+ rξ log(ξmax)

]

=

(
pT√
s

)1−rξ

ξ
rξ
max (3.52)

with a uniform random number rξ ∈ (0, 1).

Once we have solved eq. (3.46) numerically for pT and generated ξ according to eq. (3.52) we can compute y

from the RHS of eq. (3.50). Finally, φ is generated uniformly in its allowed range. To check the consistency

of the kinematic construction, we can close the circle afterwards by computing the full four-momenta of

the real PSP and making sure that the transverse momentum of the radiated parton w.r.t. the emitter

before the radiation indeed matches the pT we initially generated. This finalizes the generation of the FKS

kinematics.

We note that the procedure to generate (ξ, y, φ) here is different from the one described in sec. 2.4.1 for the

integration as here we required to have pT as one of the primary degrees of freedom.

The Norm veto

Now knowing ξ and y, the second veto we perform is the norm veto already mentioned in sec. 3.5.4. We
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correct for the overestimation of the normalization by keeping events with a probability

Psurv =
Nαr (ξ, y)

Nαr
max

. (3.53)

At the end of this step, we have generated ξ and y according to a probability distribution

d∆U
αr

dpT
= 2πNαr (ξ, y)Uαr (ξ, y) exp

[

−
∫

Nαr (ξ′, y′)Uαr (ξ′, y′) θ
(
kT (ξ′, y′)− pT

)
dξ′ dy′ dφ

]

dξ dy (3.54)

The matrix-element veto

Finally, we accept events with a probability

Psurv =
J αr (ξ, y)Rαr

sin(Φn+1)

BfB (Φn)Nαr (ξ, y)Uαr (ξ, y)
(3.55)

to correct for not using the actual matrix elements in the first place. This step is equivalent to eq. (3.40).

Computing the matrix element values is the most time-consuming step, especially for more complicated

processes. By postponing it to the very end, we make sure to only spend this time on events that are most

likely to survive the whole veto procedure, thus speeding up the entire event generation.

All events surviving this last veto step will have a valid real kinematic and a pT distribution according to

the non-overestimated Sudakov form factor.

3.5.6 The POWHEG veto procedure – massless recoil systems

We can use the procedure described in the previous section for all processes with FSR off massless emitters

with one exception. This exception are processes in which the recoil system is massless, i.e., Mrec = 0 as,

in this case, it is possible for the radiation to take the maximal energy, i.e., ξ = 1 (c.f. eq. (3.48)). We will

illuminate this problem as well as its solution on the example of 2-jet production at a lepton collider in

this section. In this case, the recoil system is just a single massless quark. The same holds for FSR in e.g.

pp→ jj.

The 3-body Jacobian

Tab. 2 shows the FKS table for the process e+e− → qq restricted to just one quark flavor and NLO QCD

corrections. In this case, there are two potential emitters and thus two ALRs in total.

αr fR iR em PFKS fB iB
1 [11, -11, 1, -1, 21] 1 3 {(3, 5), (4, 5)} [11, -11, 1, -1] 1
2 [11, -11, 1, -1, 21] 1 4 {(3, 5), (4, 5)} [11, -11, 1, -1] 1

Tab. 2: FKS table for the process e+e− → dd. The index αr labels the ALRs as described in sec. 2.3.1, fB and fR

are the Born and the real flavor structure labeled by iB and iR, respectively. PFKS denotes the ALRs set of
FKS pairs and the index em refers to the real flavor structure defining the emitter relevant in this ALR.

The real correction to e+e− → qq is a 3-body process. Its phase space is constructed from the 2-body-phase

space plus a gluon emission. The two phase-space elements for ALR 1, in which the FKS pair consists of a

quark and the radiated gluon, are given by [47]

dΦ1
3 = J 1 dξ dy dφ dΦ2 and dΦ2 =

1

32π2
d cos(θ1) dφ1. (3.56)

72



3 The POWHEG matching scheme 3.5 The generation of radiation – the veto procedure

The analog equations hold for the other FKS region. In this case, as derived in sec. 2.4.1, eq. (2.77), the

Jacobian is given by

J 1 =
q2

(4π)3

ξ(1− ξ)
[
1− ξ

2 (1− y)
]2 . (3.57)

From this, we can see that the Jacobian has a divergence for (ξ, y)→ (1,−1). Such a limit corresponds to

the configuration in which the emitted gluon takes all the available energy Erad = q0
/2. In this scenario,

the emitting quark is soft and can thus be collinear to the second quark. Such a configuration is artificial

and so the corresponding divergence is integrable, however, not by naive MC techniques. This integrable

singularity is only hit because of the simple kinematic construction we chose in the POWHEG matching.

The UBF for the case of massless recoil systems

To improve the numerical behavior, we can adjust the UBF for e+e− → qq in order to fulfill the UBF

condition eq. (3.30) for all regions of the phase space. Specifically, we add a factor of 1
1+y to the UBF for

FSR off massless emitters given in eq. (3.42) to find

Nαr
max U

αr (ξ, y) = Nαr
max

αrad
S (pT )

ξ(1− y2)
, (3.58)

which is also singular for y → −1.

Using this UBF, we first want to generate the transverse momentum pT according to

∆U
αr

(pT ) = exp

[

−
∫

Nαr
max U

αr (ξ, y) θ
(
kT (ξ, y)− pT

)
dφ dξ dy

]

, (3.59)

where we choose the scale kT to be given by

kT =
q0

2
ξ
√

1− y2 . (3.60)

For the integral in the exponent, we find [47]

∫
Nαr

maxα
rad
S (kT )

ξ(1− y2)
θ
(
kT (ξ, y)− pT

)
dφ dξ dy = 2πNαr

max

∫ kT,max

pT

αrad
S (kT ) log

[

1 +
√

1− (kT/kT,max)2

1−
√

1− (kT/kT,max)2

]

dkT
kT

(3.61)

with

kT,max := max
ξ,y

(
kT (ξ, y)

)
=
q0

2
(3.62)

as the maximum allowed transverse momentum of the radiated gluon in the case of a massless recoil system.

To further break this integral down, we again use the veto method by overestimating

log

[

1 +
√

1− (kT/kT,max)2

1−
√

1− (kT/kT,max)2

]

= log

[(
1 +

√

1− (kT/kT,max)2
)2

(kT/kT,max)2

]

≤ log

[

4k2
T,max

k2
T

]

. (3.63)
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This is effectively another overestimation of the UBF. We rename the UBF to Ũ from here on to remember

this fact. We finally generate pT according to

∆Ũ
αr

(pT ) = exp

[

−2πNαr
max

∫ kT,max

pT

αrad
S (kT ) log

[

4k2
T,max

k2
T

]

dkT
kT

]

= exp

[

−πN
αr
max

brad
0

(

log

[

4k2
T,max

Λ2
rad

]

log

[

log(k2
T,max/Λ

2
rad)

log(p2
T /Λ

2
rad)

]

− log

[

k2
T,max

p2
T

])]

. (3.64)

We see that for these logarithms to be well defined, it has to be pT,min > Λrad, which indeed holds for the

recommended choice µ0 = pT,min according to eq. (3.45). Using this UBF we can solve ∆Ũ
αr

(pT ) = r with

uniform r ∈ (0, 1) to generate pT .

Similar to the massless FSR case, we first perform the veto steps independent of the rest of the kinematics.

In addition to the veto step for overestimating αS , which is the same as described in sec. 3.5.5, we have to

insert a veto step for the overestimation in eq. (3.63). We call this veto step simply the UBF veto step. This

veto step is survived with a probability

Psurv =
log

[
1+
√

1−(kT/kT,max)2

1−
√

1−(kT/kT,max)2

]

log
[

4k2
T,max

k2
T

] . (3.65)

Technically, these two vetos are performed in the same step. We keep them separate in the discussion for

pedagogical reasons.

Generating the radiation kinematics

Now knowing pT and thus αrad
S (pT ), we can infer from the LHS of eq. (3.61) that the radiation variables

should be sampled (c.f. app. B.2) according to

1

ξ(1− y2)
δ
(
kT (ξ, y)− pT

)
dφ dξ dy . (3.66)

We use eq. (3.60) to find

ξ =
2pT

q0
√

1− y2
(3.67)

from integrating in ξ over the δ distribution. In order to fulfill ξ ≤ 1 we need to have
√

1− y2 ≥ pT

kT,max
. φ

is unconstrained and will thus be distributed uniformly between 0 and 2π. Absorbing the integral over y in

the differential, we see that y will be distributed with a probability proportional to

θ

(
√

1− y2 − pT
kT,max

)

d log

[
1 + y

1− y

]

. (3.68)

So to generate y, we take a random number uniform in the range allowed by the θ function

− log

[

1 +
√

1− (pT /kT,max)2

1−
√

1− (pT /kT,max)2

]

< ry < log

[

1 +
√

1− (pT /kT,max)2

1−
√

1− (pT /kT,max)2

]

(3.69)

and solve ry = log
[

1+y
1−y

]

for y to get

y =
ery − 1

ery + 1
. (3.70)
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Finally, we generate ξ(y, pT ) according to eq. (3.67) from the now known y and pT .

We note here that the sequence of computing y and ξ is different in this case compared to the simple and

the massive FSR case. Here, we first compute y(ry, pT ) and then ξ(y, pT ) while in the other cases, we first

compute ξ(rξ, pT ) and from this y(ξ, pT ).

Once the event kinematic is determined, we proceed with the norm veto and the matrix-element veto as

described before for the massless FSR UBF in sec. 3.5.4 to generate a valid pT value for the highest-bid

algorithm.

3.5.7 The POWHEG veto procedure – the massless ISR case

In the case of radiation off the initial state, the real matrix element diverges as x→ 1 or y → ±1. We thus

need to use another upper bounding function for ISR than we used for FSR to catch all the divergent regions.

In fact, we can use the same UBF that we used for massless recoil systems, as the divergence structures are

equivalent. In our notation, however, we change ξ → 1− x and the definitions of kT and kT,max have to be

adjusted to be clear also in the case when the Born and the real center-of-mass energy differ. This case has

first been discussed by Nason and Ridolfi [56] but is also mentioned in later publications by Nason et al. [47,

48]. A simple possible choice is

Nαr
maxU

αr (x, y) = Nαr
max

αrad
S (kT )

(1− x)(1− y2)
(3.71)

with

k2
T =

sB
4x

(1− x)2(1− y2) . (3.72)

Both are equivalent to the case of massless recoil systems in the previous subsection with ξ → 1 − x and

q0 =
√
s→ √sR =

√
sB/x (c.f. eq. (3.58) and eq. (3.60)). We defined kT as the transverse momentum w.r.t.

to the beam axis here.

The ranges of x and k2
T are chosen so that Uαr (x, y) covers the relevant range of radiation variables:

1 ≥ x ≥ ρ :=
sB
S

= xB,⊕xB,⊖ and k2
T ≤ k2

T,max := sB
(1− x2

B,⊕)(1− x2
B,⊖)

(xB,⊕ + xB,⊖)2
(3.73)

where
√
S is the hadronic center-of-mass energy. If we retranslate x→ 1− ξ, we see that 1− ρ serves as an

upper limit for ξ. Intuitively, this is the case because the energy available for the ISR is limited by the differ-

ence between the real and the Born center-of-mass energies
√
sR −

√
sB, where the former has the hadronic

center-of-mass energy as the upper limit. This is a crude overestimation of the kinematically correct ξmax

we computed in eq. (2.118). We cannot use the actual ξmax at this point already as it depends on y, which

we can only generate after we have a value for ξ. We solve this problem by first using this extended ξext
max to

generate ξ and y and later veto those values of ξ > ξmax to not generate values of ξ which lead to xB,± > 1.

We call this veto step the ξmax veto step and execute it right after completing the generation of the kinematics.

In order to generate pT uniformly in

∆U
αr

(pT ) = exp

[

−
∫

Nαr
maxα

rad
S (kT )

(1− x)(1− y2)
θ
(
kT (ξ, y)− pT

)
dφ dξ dy

]

(3.74)
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we change integration variables from y to kT inverting eq. (3.72) to find

|y| =
√

1− 4x

(1− x)2

k2
T

sB
and thus

1

(1− x)(1− y2)

dy

dk2
T

dk2
T = −1

2

1
√

(1− x)2 − 4x
k2

T

sB

dk2
T

k2
T

. (3.75)

At this point, we supply an additional factor of 2 to account for the fact that each value of k2
T corresponds

to two possible values of y. We also switch the integration limits to absorb the prefactor and use 0 ≤ φ < 2π

to arrive at

∫
Nαr

maxα
rad
S (kT )

(1− x)(1− y2)
θ
(
kT (ξ, y)− pT

)
dφ dξ dy = 2πNαr

max

∫ x−

ρ

∫ k2
T,max

p2
T

αrad
S (kT )

√

(x+ − x)(x− − x)

dk2
T

k2
T

dx , (3.76)

where we have defined the zeroes of the denominator to be

x± :=





√

1 +
k2
T

sB
± kT√

sB





2

. (3.77)

We can perform the x integration using the identities

d

dx
sinh−1(x) =

1√
x2 + 1

and sinh−1(x) = log
(√

1 + x2 + x
)

(3.78)

for the hyperbolic sine to continue to

= 2πNαr
max

∫ k2
T,max

p2
T

αrad
S (kT ) log

[√
x+ − ρ+

√
x− − ρ√

x+ − ρ−
√
x− − ρ

]
dk2
T

k2
T

. (3.79)

In order to simplify this integral, we overestimate the integrand similar to what we did to solve the integral

of the UBF for massless recoil systems in eq. (3.63) using

log

[√
x+ − ρ+

√
x− − ρ√

x+ − ρ−
√
x− − ρ

]

≤ log

[√
x+ +

√
x−√

x+ −√x−

]

≤ 1

2
log

[
k2
T + sB
k2
T

]

≤ 1

2
log

[

k2
T,max + sB

k2
T

]

. (3.80)

This again necessitates an UBF veto step after generating pT . Now using the additionally overestimated

UBF Ũ , we can finally generate p2
T using the Sudakov factor

∆Ũ
αr

(pT ) = exp

(

−πN
αr
max

brad
0

[

log

[

k2
T,max + sB

Λ2

]

log

[

log(k2
T,max/Λ

2)

log(p2
T /Λ

2)

]

− log

[

k2
T,max

p2
T

]])

. (3.81)

As an alternative variant [48], it is possible to continue the overestimation in eq. (3.80) dividing it into cases

as

1

2
log

[

k2
T,max + sB

k2
T

]

≤ 1

2







log
[

2sB

k2
T

]

for k2
T < sB

log(2) for k2
T ≥ sB

. (3.82)
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Using this overestimation, we arrive at the more complicated form of the Sudakov form factor

log
(
∆Ũ
αr

(pT )
)

= −πN
αr
max

brad
0







log

[

2sB

Λ2
rad

]

log

[

log(sB/Λ2
rad)

log(p2
T
/Λ2

rad
)

]

−log

[

sB

p2
T

]

+ log(2) log

[
log(k2

T,max/Λ2
rad)

log(sB/Λ2
rad

)

]

for p2
T < sB < k2

T,max

log

[

2sB

Λ2
rad

]

log

[
log(k2

T,max/Λ2
rad)

log(p2
T
/Λ2

rad
)

]

−log

[
k2

T,max

p2
T

]

for p2
T < k2

T,max ≤ sB

log(2) log

[
log(k2

T,max/Λ2
rad)

log(p2
T
/Λ2

rad
)

]

for p2
T ≥ sB .

(3.83)

Both variants are implemented and can be used in WHIZARD. This one here is used by default. We have

validated that both lead to statistically equivalent results.

We still need to generate the rest of the event kinematics, starting by generating x(pT , rx). There are two

possible ways to achieve this: inverse transform sampling (ITS) (c.f. app. B.2) and rejection sampling (RS)

(c.f. app. B.3).

Generating the radiation kinematics via inverse transform sampling

According to eq. (3.76), we want to generate x with unnormalized probability density function

f(x) =
1

√

(x+ − x)(x− − x)
with ρ ≤ x ≤ x− . (3.84)

Using eq. (3.78) again, we find for the distribution function

F (x) =

∫

f(x) dx =

∫
1

√

(x+ − x)(x− − x)
dx = 2 sinh−1

(√
x− − x
x+ − x−

)

= 2 cosh−1

(√
x+ − x
x+ − x−

)

,

(3.85)

where in the last step we also used sinh−1(x) = sgn(x) cosh−1(
√
x2 + 1). Inverting this we find that in order

to generate x uniform in F (x), we need to generate

x = x− − (x+ − x−) sinh2(rx/2) = x− − (x+ − x−)

[
1

2

(

e
rx/2 − e−rx/2

)]2

, (3.86)

with rx ∈ Unif[F (x−), F (ρ)] = Unif
[

0, 2 sinh−1
(√

x−−ρ
x+−x−

)]

and Unif[a, b] denotes the set of uniform ran-

dom numbers between a and b.

Generating the radiation kinematics via rejection sampling

Alternatively, it is possible to avoid solving the integral explicitly by using rejection sampling. To see this,

we substitute

χ :=
√
x− − x⇔ x = x− − χ2 and dx = −2

√
x− − x dχ (3.87)

to find
∫ x−

ρ

dx
√

(x+ − x)(x− − x)
= 2

∫
√
x−−ρ

0

dχ
√

x+ − x(χ)
. (3.88)

We could now straightforwardly solve this integral, but instead, we crudely overestimate the integrand with

a constant:
1√

x+ − x
≤ 1√

x+ − x−
(3.89)
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3.5.8 The POWHEG veto procedure – the massive FSR case

We also need to reconsider our choice of UBF in the case of real emissions off massive partons in the final

state as the divergence structure of R/B is different from the case of emissions off massless partons. As was

first explained in app. A.3 of ref. [77], we can best see this by using an eikonal approximation to the real

amplitude AR.

AµR = AB

(
pµ

p · k −
rµ

r · k + . . .

)

. (3.94)

To simplify the notation in this context, we use p← kn+2 and k ← kn+3 for the momenta of the emitting

and the radiated parton, respectively. r denotes another massive momentum, e.g., the anti-top in pp→ tt.

For the squared amplitude, we thus get

A2
R = A2

B

(

− m2

(p · k)2
+

2p · r
(p · k)(r · k)

+ . . .

)

. (3.95)

by squaring eq. (3.94) and taking into account a −gµν from the spin projection.We know that the total

squared amplitude must be positive, so the first negative term quadratic in m cannot dominate. We

approximate the second term in the case of ~p collinear to ~k by

p · r
(p · k)(k · r) ≈

1

p · k
p0

k0
∼ 1

p · k
q

2k0
=

1

ξ2q2(1− z) (3.96)

where z is defined as the slope of the Dalitz plot, c.f. eq. (2.81) in sec. 2.4.2. We do not need to care

about constant factors as the UBF will be normalized later anyways. In the last step, we used the energy

conservation, eq. (2.44), and the Dalitz parametrization, eq. (2.81), to find

p·k = q (krec−krec) = q0(Erec−Erec) = q0
(
(q0−En+2)−(q0−En+2−En+3)

)
= q0En+3(1−z) = ξ

q2

2
(1−z) .

(3.97)

To take the phase space into account, we remember the real Jacobian for massive final-state emitter from

eq. (2.70)

JR,massive =
q2

(2π)3

k0

4|~pB|
. (3.98)

Furthermore we observe that by definition of ξ (c.f. eq. (2.18))

k0 =
ξq

2
< ξq . (3.99)

So we can substitute k0 → ξq in the UBF and we still contain the whole relevant phase-space region.

Putting this together with eq. (3.96) and eq. (3.98), we find a suitable UBF in the case of a massive emitter

to be

Nαr
maxU

αr (ξ, z) = Nαr
max

q

|~pB|
1

ξ(1− z) . (3.100)

To proceed with the generation of radiation from this UBF, we need an appropriate scale choice for the

massive case. As stated in ref. [77], an appropriate choice is

k2
T =

ξ2q3(1− z)
2p0
B − zξq

. (3.101)

In contrast to all the other UBFs, the UBF for massive emitters is not proportional to the strong coupling
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constant αS . This is not necessary because with the scale choice of eq. (3.101) αS only diverges for ξ → 0,

which the UBF of eq. (3.100) already accounts for. Further divergent regions for, e.g., z → 1 are excluded

by non-zero masses in the scale choice.

When integrating this UBF for the Sudakov according to eq. (3.32), we have to solve the integral

− 1

Nαr
max

log
(
∆U
αr

(pT )
)

=

∫ 2π

0

∫ ξext
max

0

∫ z2

z1

q

|~pB|
1

ξ(1− z) θ
(
kT (Φn+1)− pT

)
dz dξ dφ . (3.102)

Its solution is given by [77]

− 1

Nαr
max

log
(
∆U
αr

(pT )
)

= 2π
q

|~pB|

[

log(ξ) log

[

(1− z2)
q

p2
T

]

+
1

2
log2(ξ) +G(−t, q2, ξ)−G(2|~pB|0,−q, ξ)

]ξm(p2
T )

ξmin(p2
T

)

+
q

|~pB|
θ
(
ξext

max − ξ1(p2
T )
)

log

[
ξext

max

ξ1(p2
T )

]

log

[
1− z2

1− z1

]

, (3.103)

where ξmin is the minimal value of ξ at given kT

ξmin(k2
T ) :=

√

k2
T (k2

T z
2
2 + 8p0

B q (1− z2))− k2
T z2

2q2(1− z2)
(3.104)

It is derived by solving eq. (3.101) for ξ, finding that it is a monotonous function of z and thus using the

lower value of z, z2, which we derived in eq. (2.88). Similarly, we define

ξm(p2
T ) := min

(

ξ1(p2
T ), ξext

max

)

, (3.105)

where

ξ1(k2
T ) :=

√

k2
T (k2

T z
2
1 + 8p0

B q (1− z1))− k2
T z1

2q2(1− z1)
(3.106)

as the potential maximum value for ξ we get from this consideration. Similar to the case of ISR, the actual

ξmax explicitly depends on z (c.f. eq. (2.87)) so we cannot determine it prior to generating the kinematics.

Instead, we use an extended version

ξext
max := 1− (mem +Mrec)2

q2
(3.107)

in the Sudakov factor and add an additional veto step vetoing events with ξ > ξmax to compensate this.

The function G denotes the primitive of a logarithm defined as

G(a, b, ξ) :=

∫

log(a+ bξ)
dξ

ξ
=







log(a+ bξ) log
(

1− a+bξ
a

)

+ Li2
(
a+bξ
a

)

for a < 0

log
∣
∣
∣
bξ
a

∣
∣
∣ log(a)− Li2

(

− bξa
)

+ π2

6 for a > 0
(3.108)

From the initial integral, eq. (3.102), and the definition of kT , we can see that ξ and z will be distributed

according to

δ

(
ξ2q3(1− z)
2p0
B − zξq

− p2
T

)
dξ dz

ξ(1− z) =
q2

p2
T (ξq2 − p2

T )
dξ (3.109)

where we performed the integration over z.
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So we first generate ξ uniformly in log(ξq2 − p2
T ) between ξmin and ξm

ξ =
1

q2

{

exp

[

log

[

q2ξmin(p2
T )− p2

T

]

+ r log

[
q2ξm(p2

T )− p2
T

q2ξmin(p2
T )− p2

T

]]

+ p2
T

}

(3.110)

and then solve the δ distribution for z to find

z =
2 p0
B p

2
T − ξ2q3

ξ q p2
T − ξ2q3

. (3.111)

Afterwards, we generate φ as usual, concluding the generation of the radiation kinematics.

3.5.9 The POWHEG veto steps – summary

When generating POWHEG events, we frequently use the veto technique to speed up the event generation. In

the previous subsections, we discussed several different cases of UBFs, each requiring potentially different

veto steps. For the highest-bid algorithm, we need to generate the radiation kinematics for all possible

emitters. Therefore, all cases need to be implemented to be able to deal with different kinds of emitters,

possibly even in the same elementary process.

We summarize all the veto steps we perform during the event generation in this section. Veto steps that do

not apply to a certain UBF choice will just always be passed.

1. The UBF veto corrects for an overestimation of the integrand when computing − 1
Nαr

max
log(∆Ũ

αr
(pT )).

It is necessary only in the case of ISR or a massless recoil system.

2. The αS veto corrects for an overestimation of αS with αrad
S so the survival probability of this step is

given by

Psurv =
αS(pT )

αrad
S (pT )

. (3.112)

It is executed for all kinds of UBFs except for the one for massive emitters. More details have been

given in sec. 3.5.5.

3. The ξmax veto corrects for using an extended region for ξmax, ξext
max, when generating the transverse

momentum from the Sudakov form factor to be able to do this prior to having generated y or z. This

veto step is not probability based. We veto if the generated value of ξ exceeds the allowed range, i.e.,

if ξ > ξmax. It is only non-trivial in the case of an ISR emitter or a massive FSR emitter.

4. The Norm veto corrects for using just the global maximum of the POWHEG grid when first generating

pT from the Sudakov. So the survival probability associated with this veto step is

Psurv = Nαr (ξ,y)/Nαr
max . (3.113)

This is discussed in detail in sec. 3.5.4.

5. The matrix-element veto is the most time-consuming veto step as it requires computing both the Born

and the real matrix element. This is intentionally the last veto step and thus the least often executed

one. It corrects for using the POWHEG grid values instead of the matrix element values in the Sudakov

when first generating pT . Thus, the survival probability is given by

Psurv =
R(ξ,y)·J (ξ,y)

B·U(ξ,y) /Nαr (ξ,y) . (3.114)
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If any of these veto steps fails, we set pT,max = pT , generate a new value pT , which now has to be smaller

than before and repeat the veto procedure.

The flow chart in fig. 3.7 diagrammatically depicts this sequential veto procedure. It includes all potential

veto steps; the optional ones are drawn dashed. In comparison to fig. 3.4, it shows more detail on the veto

steps but is reduced to a single ALR.

Additional figures and tables illustrating the veto procedure with an emphasis on the technical point of view

are gathered in app. C.
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Fig. 3.7: Flow chart of the POWHEG veto procedure showing all potential veto steps. Adapted from ref. [72], fig. E.1.
Decisions are depicted in red rhombi, settings and calculations in blue blocks and results in green ellipses.
Optional steps are drawn dashed.
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3.6 Refinements and optimizations

In this section, we will discuss a list of refinements and optimizations to improve both the accuracy of the

results as well as their performance. Some general improvements are already implemented in WHIZARD; other

suggestions should be investigated in the future.

3.6.1 Performance optimizations in the Sudakov factorization

In sec. 3.5.2, we stated that the Sudakov form factor factorizes into a product over ALRs. We used this fact

to perform the veto procedure only once for each ALR and employed the highest-bid algorithm to pick the

ALR with the highest generated transverse momentum. As already mentioned in ref. [48], it may be more

efficient to group ALRs sharing the same radiation kinematics to reduce the number of transverse momenta

to be generated. So instead of splitting the Sudakov form factor into a product over ALRs, we can split

it into a product over kinematically different radiation regions. Each radiation region, labeled by rr, then

combines all ALRs that share the same kinematics17. E.g., the kinematics for initial-state radiation is the

same for Emitters 0, 1 and 2 as the emission angle does not depend on the emitter in the case of ISR. So to

reduce the number of Sudakov form factors we can as well write

∆fB (pT ) =
∏

rr∈{rr|fB}
∆fB
rr (pT ) (3.115)

with

∆fB
rr (pT ) = exp






−

∑

αr∈{αr|fB,rr}

[∫

dΦrad
Rsin(Φn+1)

BfB (Φn)
θ
(
kT (Φn+1)− pT

)
]Φ

αr
n =Φn

αr






, (3.116)

where the sum runs over all ALRs that share the same Born flavor structure fB and radiation region rr. In

the summands in the exponent, only the real matrix element depends on the ALR. We can thus simplify the

expression by summing up all real matrix elements that share the same Born flavor structure and radiation

region in the definition

RfB,rr
sin (Φn+1) :=

∑

αr∈{αr|rr,fB}
Rαr

sin(Φn+1) . (3.117)

We then find as the expression for the Sudakov form factors we need to compute per radiation region

∆fB
rr (pT ) = exp






−
[
∫

dΦrad
RfB,rr

sin (Φn+1)

BfB (Φn)
θ
(
kT (Φn+1)− pT

)

]Φ
αr
n =Φn

αr






. (3.118)

To solve the ambiguity we created when grouping ALRs, we can then select one ALR of all ALRs sharing

the same radiation region and Born flavor structure with a probability proportional to the corresponding

matrix element value Rαr
sin. This effectively determines the real flavor structure.

While this optimization is promising for processes where a large fraction of the ALRs share the same

kinematics, i.e., processes in which ALRs featuring ISR dominate, we have already seen in our discussion of

the POWHEG grids in sec. 3.5.4 that even though all ALRs in the example process dd→ e+e− share the same

ISR kinematic, the POWHEG grids are different. Grouping them, we would have to fill a single POWHEG grid

for the sum of the three ALRs. The adaption of the generated grid to the actual matrix-element behavior

would thus be less efficient, decreasing the performance again. Additionally, the optimized version of the

17In WHIZARD, they are labeled by i_phs, an index for different phase spaces.
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highest-bid algorithm we depicted in fig. 3.4 already increases the performance of the highest-bid algorithm

employed. For these reasons, we refrained from implementing the alternative version of the highest-bid

algorithm factorized over radiation regions explained in this section. It is a potential future project.

3.6.2 Optimizations of the Sudakov competition in the highest-bid algorithm

In sec. 3.5.3, we presented the highest-bid algorithm in its traditional, parallelizable form and in addition,

we showed a slightly optimized version. The task of sampling emission scales from a given Sudakov form

factor using the veto procedure is very common in the context of parton showers. Often, the veto procedure

is performed in multiple competing emission channels, in our case, the ALRs. In the end, only one channel

will be selected, winning the competition.

The traditional algorithm is referred to as the competition algorithm in the literature [98, 120], due to

its common application or as Veto-Max algorithm, emphasizing that in this version, the veto procedures

are performed first for each competing channel, selecting the maximum afterwards. It often includes the

optimization we depicted in fig. 3.4.

As investigated in ref. [121], more efficient algorithms can be designed, still generating the same distributions.

More specifically, the authors suggest to use an algorithm they call the Generate-Select algorithm or a

slightly modified variant, the Select-Generate algorithm. These algorithms first use universal, overestimated

scales, selecting the channel using roulette-wheel selection [122] afterwards. In the former, the actual scales

are generated before the channel selection, while the latter eliminates the scale dependence of the channel-

selection probabilities to be able to generate the scales only after the channel selection.

It would be interesting to study the application of these improved algorithms in the POWHEG-matching

procedure in a future project.

3.6.3 Born zeroes

In this subsection, we want to elaborate on a problem we have ignored so far. It is also discussed in, e.g.,

sec. 3.3 of ref. [86]. In the exponent of the Sudakov form factor, e.g., eq. (3.9), we compute the ratio of

matrix elements R/B. For many processes, there are phase-space regions in which the Born contribution

becomes very small. If this happens, very large ratios occur in the Sudakov exponent. This makes it very

hard to determine a reasonable upper bound and moreover, large upper bounding functions render the veto

procedure inefficient.

One practical illustrative example is the case of W+ production depicted diagrammatically in fig. 3.8,

including the spin orientations of the particles. Its angular distribution follows |M |2 ∼
(
1− cos(θl)

)2
. The

configuration in which the antilepton becomes parallel to the incoming quark, i.e., θl → 0, is helicity

suppressed as the fully parallel configuration would require a spin-flip. The real correction, even to this

underlying Born configuration, can very well be non-zero as a hard initial-state emission changes this picture.

z⇐ ⇐

⇐

⇐

u

d

e+

νe

θl

Fig. 3.8: Diagram of the spin configuration in ud→W + → e+νe. Particle directions are depicted with black arrows
and their spin orientation with blue arrows.

85



3 The POWHEG matching scheme 3.6 Refinements and optimizations

The solution to this problem has already been mentioned in sec. 2.6.3. We can overcome this problem by

separating the finite part of the real cross section Rfin from the singular part Rsin and only use the singular

part for the ratio in the Sudakov factor. The phase-space configurations in which the real cross section

becomes singular are exactly the ones in which the real momenta become Born-like. It follows that the

singular real contribution vanishes just as the Born contribution in the problematic PSPs, keeping the ratio

of both finite.

Which part of the real cross section enters the POWHEG-matching algorithm in the form of Rsin does not affect

the cross section of fNLO events but will have an impact on the matched events. The freedom associated

with the scale choice dividing both real contributions can be seen as a theoretical uncertainty of the matching

scheme.

3.6.4 The POWHEG damping factor

In the previous sec. 3.6.3, we solved the problem of the fraction R/B in the Sudakov exponent becoming

large. The opposite behavior can be problematic as well. Suppose that in some region of the phase space,

the Born matrix element becomes very large, e.g., due to some resonance. According to the requirements we

set on the phase-space restrictions in sec. 2.5, it may not diverge, however. Due to the large denominator in

the fraction of matrix elements, real radiation would be suppressed in these regions. Although this effect is

formerly of higher order, it may still have sizeable effects and is thus worth treating.

The POWHEG-BOX introduces an additional real-partition function to remedy this problem. It is given by

Fdamp(Φn+1) =
h2

damp

h2
damp + p2

T

(3.119)

and is applied to split the real matrix element according to eq. (2.157f). This introduces another parameter,

hdamp, which can be used to control the strength of the partition. In total, the real-partition function,

F (Φn+1), is then given by the product of two functions,

F (Φn+1) = Fdamp(Φn+1) · Fbornzero(Φn+1) . (3.120)

Here, we relabeled the real-partition function we previously referred to as just F (Φn+1) as Fbornzero(Φn+1),

following the notation of ref. [123] and stressing the fact that it was introduced to remedy the problem of

Born zeroes discussed in sec. 3.6.3. In the POWHEG-BOX, Fbornzero(Φn+1) is given by eq. (2.163).

In this way, Fdamp(Φn+1) becomes small for hard emissions, enhancing the finite real contribution. As events

resembling the finite real contribution are simulated separately from the POWHEG matching, it is guaranteed

that hard emissions can still be generated, even in phase-space regions where B takes large values.

In WHIZARD, the implementation of F (Φn+1) according to eq. (2.161) performs similar to Fdamp(Φn+1) in

the sense that F (Φn+1) = 1 for soft or collinear emissions, i.e., emissions with low transverse momentum.

The additional real-partition function Fdamp(Φn+1) thus did not need to be implemented so far. It could,

however, be added to ease technical comparisons with the POWHEG-BOX. In the current state, the parameters

hF in WHIZARD and hdamp in the POWHEG-BOX are not directly comparable.

3.6.5 Scale choice for the events

During the integration step, the user can set a single scale to be used for αS and the PDFs in the input

file steering the computation. Alternatively, the factorization_scale and the renormalization_scale

can be set separately to any value determined on an event-by-event basis.
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When generating events, this scale choice can be optimized. To compute the event weights, we use the

same scale definition as in the integration step to not alter the total cross section. In the Sudakov exponent,

however, we can improve the accuracy by choosing a different scale. As shown in refs. [47, 56], we can even

improve the accuracy of the first emission up to next-to-leading logarithmic (NLL) accuracy by choosing

all scales in the Sudakov exponent such that they are at the order of pT in the soft or the collinear limit

and equal to pT in the soft-collinear limit. This scale can but does not have to coincide with the physical

transverse momentum itself. In the sections discussing the different UBF types, we have typically denoted

this scale as kT .

There is one more scale to be determined for the POWHEG events. It is the SCALUP variable of the LHIUP [54,

55], the event format typically used to communicate the event properties to the SMC. For the SMC, this

scale determines the scale of the hardest emissions generated by the parton shower. As discussed in the

beginning of this section, in sec. 3.3, this scale should be the transverse momentum pT of the generated

emission for pT -ordered parton showers in order to avoid double counting.

While it is straightforward to set the SCALUP variable to the pT of the generated emission for the events

generated with the POWHEG veto procedure, the definition of the scale is not so clear for the events generated

for the finite real contribution (c.f. sec. 3.5.2), as there is no notion of the "emitting" or the "radiated" parton

here. In this case, we set the SCALUP variable to the lowest transverse momentum of any of the jets w.r.t.

the beam axis. It may be possible to improve the behavior of the parton shower by further optimizing this

scale choice, e.g., by letting the user choose a process-specific scale definition to be used for the SCALUP

variable in this case.

3.6.6 Improving the NLL accuracy of αS

As initially stated in sec. 3.3, the accuracy we aimed to achieve with the POWHEG method is to reach NLO

accuracy for hard and IR safe observables and LL accuracy for the behavior at small pT . These requirements

are accomplished with the POWHEG method discussed so far, but we can do even better.

In the hard regime, we are limited to NLO accuracy due to the matrix elements in the Sudakov exponent.

In the soft regime, we are eventually limited by the properties of the applied SMC. However, we have control

over the first emission. As explained in sec. 4.4 of ref. [47] building on Sudakov resummation techniques,

specifically ref. [124], it is possible to increase the logarithmic accuracy of the first emission to NLL with a

few minor adjustments. In fact, by replacing the strong coupling constant

αS →
(

1 +
αS
2π

[(
67

18
− π2

6

)

CA −
5

9
nf

])

· αS (3.121)

everywhere in the Sudakov exponent using the MS 1-loop expression for αS , we can achieve NLL accuracy

for the first emission in all processes that do not have more than 3 colored Born legs, provided that the

scale argument of αS as well as the PDFs are chosen as discussed in the previous sec. 3.6.5. This especially

improves the accuracy of events featuring a soft first emission at a scale close to pT,min which can be of the

order of 1 GeV.

For processes involving more than 3 colored partons, this procedure is not sufficient. However, by using

color-exclusive Born and real matrix elements in the Sudakov exponent, it is possible to recover the NLL

accuracy for these processes, at least for the dominant terms in the large-Nc limit [47].

The factor applied to αS in eq. (3.121) is positive for typical values of Nc and nf so this procedure increases
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αS . For very small scales it may happen that αS surpasses αrad
S in this way, violating eq. (3.43).

We take a few precautions to diminish the effects of this circumstance. One measure is the overestimation

of αrad
S via brad

0 in eq. 4.45 using nf = 5. Additionally, we group the αS veto step together with the UBF

veto step if both are non-trivial. In this way, in the now joined veto step, probabilities larger than 1 are

even less likely, further reducing this effect. If this turns out to be a significant problem at some point, one

could also apply the correction factor of eq. (3.121) to αrad
S too.

3.6.7 Color flow of POWHEG events

So far, we have generated the event kinematics using the POWHEG procedure. For an SMC to determine the

correct shower pattern, we need to fill the LHIUP with colors for all colored particles. It is thus necessary to

determine the color of each final-state particle when generating POWHEG events, although this is not directly

part of the POWHEG procedure itself.

The most general way to determine the color structure of the event is to compute the corresponding (squared)

matrix elements exclusive in color and choose a color structure randomly with probability proportional to

the color structure’s contribution to the total squared matrix element of the given flavor structure. This

works for all Born-like and all real-like events, but it requires access to all color-exclusive matrix elements.

For events with less than four colored partons, there is a simpler possibility to determine the event color

without the need to compute all color-exclusive real matrix elements, which is still valid in the collinear

regions, based on color planarity proposed in sec. 4.5.1 of ref. [47] and sec. 8 of ref. [48]. For each generated

real-like event, the POWHEG-matching procedure has also determined an ALR, specifying the Born and real

flavor structure as well as the emitting parton. Together with the Born color structure, these three pieces

of information fix the real color structure under the assumption that the emitted parton is planar color-

connected to the emitter. So given the Born color structure, we can determine the real color structure

without requiring color-exclusive real matrix elements.

The color flows for the three possible final-state and the four possible initial-state splittings are depicted in

fig. 3.9 and fig. 3.10. To denote the splittings, we use the notation introduced in sec. 2.6, where the "emitted"

particle is mentioned last. For this reason, there is one more type of initial-state splittings than there are

final-state splittings, depicted in fig. 3.10b. The one minor exception to the uniqueness of the real color

structure is the three-gluon vertex (fig. 3.9c and 3.10d). In these cases, two color assignments are possible.

As one is just as probable as the other, we randomly pick one of the two color structures.

In the case of gluon emission from the initial state, there is one more thing to consider. As discussed in

sec. 2.3.3, we assign emitter 0 to an ALR combining two regions in which a gluon has been radiated off

either initial-state parton. So in this region, we lost the information about the actual emitting parton. To

properly determine the real color structure, we need to dissect this region and assign either emitter 1 or

emitter 2 to it. As this color assignment procedure is most valid for collinear splittings, we prefer the more

collinear option, i.e., we assign emitter 1 if y > 0 and emitter 2 otherwise to determine the splitting that

has taken place.
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Fig. 3.9: Color flows for all possible final-state splittings.
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Fig. 3.10: Color flows for all possible initial-state splittings.

3.6.8 Resonance history insertion

So far, our entire discussion on the generation of the POWHEG event kinematics focussed on the partonic

initial and final-state momenta. But the parton shower needs more information about the process. It needs

knowledge about intermediate resonances, whose invariant masses have to be preserved by the parton shower,

to reproduce the correct radiation patterns.

A typical example is the process e+e− → uudd which receives contributions from the two subprocesses

e+e− →W+W− → (ud)(ud) and e+e− → ZZ → (uu)(dd). Without any resonance in the event record, the

parton shower would generate a radiation pattern consistent with the continuum production of four quarks.

If resonance information is present, the parton shower can generate radiation by taking the energy scale of

the vector boson mass and also their finite widths into account. This will lead to a more accurate description

involving fewer radiated hadrons after hadronization. The above example also makes it clear that a single

process can have multiple distinct resonance histories on top of a background process; e+e− → γγ → (uu)(dd)

in this example.

The effect of resonances on the shower pattern is generally more important at lepton colliders due to the

dominance of emissions from massive resonances and their products compared to events at the LHC, where

ISR dominates the emission pattern. WHIZARD thus puts a lot of effort into accurately describing the involved

resonances.

The resonances are inserted in the event record after the basic event kinematics has been generated. When

generating POWHEG events, this means that the resonances are inserted in the Born particle set. Luckily,

further QCD or QED splittings will not introduce new resonances in the process, so we just need to adjust

the momenta of the Born resonances to determine the resonances of the real particle set.

As described in the WHIZARD manual [91], resonance histories are activated by setting ?resonance_history

= true when generating events. WHIZARD then determines a set of potentially resonant contributions for
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each event and treats the ratio of their respective squared matrix element over the full squared matrix

element as the probability for the resonance insertion.

There are three parameters further adjusting the resonance insertion: The resonance_on_shell_limit is

a real number that determines how far away from the resonance mass in units of the resonance width an

invariant mass may still be part of the set of potentially resonant processes. It is also possible to enable

a Gaussian suppression of the resonance insertion probability by 1/e each resonance_on_shell_turnoff

units of the width away from the resonance mass. Lastly, the parameter resonance_background_factor

allows to reduce the background contribution within the resonance range. Setting this to zero will always

result in a resonance insertion within the allowed resonance range.

Due to the necessity to compute the full squared matrix element as well as all potentially resonant contribu-

tions, the resonance insertion is computationally expensive and thus disabled by default.

3.6.9 Reducing the number of negative weights

We mentioned in sec. 3.2.2 that many matching procedures at NLO and beyond produce event samples

including negatively weighted events. The reason is that, especially in subtraction-based approaches, the

total NLO cross section does not need to be locally positive definite across the phase space. For this reason,

we restricted our efforts to generating indefinite unweighted event samples including weights w ∈ {+1,−1}
in sec. 3.4.1.

While the generation of indefinite weighted samples is not a fundamental problem as they still allow to predict

differential distributions precisely, they lead to inefficiencies in the MC tool chains producing simulated event

samples. Especially for upcoming experimental setups with a huge expected increase in the luminosities like

the High-Luminosity LHC, this poses one of the major computational challenges [37]. Roughly speaking, for

every event contributing with a negative weight, multiple events with positive weights need to be generated

to compensate for the negative weights. More precisely, if a fraction f− negative events are generated, the

statistical uncertainty of the generated sample increases by a factor of (1− 2f−)−1 so the number of events

that are to be generated for the same precision increases by a factor of (1− 2f−)−2 [125]. For example, this

implies that for f− = 25% (40%), a factor of 4 (25) more events need to be generated and processed in all

subsequent analysis steps.

This problem is most severe for subtraction-based matching procedures like MC@NLO matching. There

are ideas, however, to reduce the fraction of generated negative weights also for MC@NLO-type matching

procdures [125, 126]. Furthermore, more general approaches to reducing the fraction of generated negative

weights by modifying the parton-shower algorithm [127] or the phase-space mapping using importance

sampling methods and normalizing flows [128–130] are under investigation. A second category of approaches

is based on resampling, i.e., picking a subset of the events with preferably positive weights without altering

any observables at the cost of introducing correlations between different events [131–134].

The fraction of generated negative weights is typically smaller for matching methods like KrkNLO [109]

and POWHEG matching, as these matching procedures are not based on a subtraction approach. The NLO

computation itself, however, is based on a subtraction scheme, so that also these methods are not completely

free of negative weights and it is still worthwhile to investigate how to reduce the fraction of negative weights

also in the matching procdure we focussed on in this thesis.

The weights of the generated POWHEG events are determined from B, given by eq. (3.8). In this expression,

we sum up all NLO contributions locally in the phase space so that potential negative terms are often

compensated by the inherently positive Born and the unsubtracted real contribution. This picture changes

if we use the real partition. Using a strong real partition, given by small values of the real-partition scale
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4 The Monte Carlo event generator WHIZARD

WHIZARD [51] is a general-purpose Monte Carlo event generator to simulate hadron and lepton-collider physics.

Using WHIZARD, it is possible to compute all parts of a particle-physics simulation; from determining a physics

model to computing total cross sections and generating unweighted event samples.

Historically, WHIZARD 1 was developed as a tool to simulate heavy-boson processes to aid the technical

design of TESLA [135, 136], a proposed lepton collider at a CM energy of 800 GeV. This purpose coined

its original name, "WHiZarD", for "W, Higgs, Z and respective Decays". The program was rereleased in

2010 as WHIZARD 2, uniting the previously only loosely connected internal packages into a single, monolithic

framework, driven by the physics demands of the LHC.

One of these packages is O’Mega [137–139], the in-house tree-level matrix-element generator, whose name

stands for Optimized Monte Carlo event generation amplitudes. O’Mega is written in O’Caml and generates

Fortran code or byte-code instructions [140] for the matrix elements by recursively computing helicity

amplitudes.

To integrate said matrix elements, WHIZARD employs an amplified version of the VEGAS algorithm [141,

142] called VAMP [143] (VEGAS amplified). The original package VAMP, written in Fortran95, was recently

superseded by VAMP2, a complete re-implementation of the random-number sampling and adaptive multi-

channel-integration algorithm, written in Fortran2008, using a thread-safe random number generator

(RNG) [144] and the message passing interface (MPI). This allows for an efficient parallelization of the

integration and event generation on up to O (100) CPU cores [145, 146]. For this reason, all results

presented in this thesis have been computed using VAMP2.

True to its origin, WHIZARD is predominantly used for physics simulations at lepton colliders [32, 35, 147–149].

For this purpose, it is able to take into account lepton-collider beam spectra using the CIRCE1 [150] and

CIRCE2 [151, 152] subpackages. Both packages fit the beam-energy spectrum obtained from GuineaPig [153–

155], generating collider-specific files, which contain the fitted spectrum. For a large number of frequently

studied collider setups, these beam-spectrum files are available on the WHIZARD HepForge webpage [156].

In its core parts, WHIZARD glues together the different internal and external packages and takes over the

bookkeeping of flavor structures and matrix elements as well as the phase-space generation.

To describe the proton content in hadron collisions, WHIZARD ships with a number of built-in PDFs. A larger

variety of PDFs is provided via an interface to LHAPDF [157].

WHIZARD and all its subpackages are steered using the command language SINDARIN, a Scripting language

for INtegration, Data Analysis, Results display and INterfaces. All settings are typically written into

a single steering file called the SINDARIN file. Using SINDARIN, the physics model can be selected from a

variety of built-in models or any model available via FeynRules [158] in the Universal FeynRules Output

(UFO) format [159]. Also, the SINDARIN language allows to declare physics processes, including the process

definition, phase-space cuts, analysis routines and all accompanying technical settings with huge flexibility.

This flexibility allows to specify arbitrary phase-space cuts without having to interact with or recompile the

code. This includes available features like jet clustering using an interface to FastJet [80], jet-flavor tagging

and Frixione photon isolation [160].

As a result of a typical application, WHIZARD allows to generate weighted and unweighted events in many

different formats, including HepMC2 [113] and HepMC3 [114] as well as LHE [55].

4.1 The Monte Carlo event generator WHIZARD at NLO QCD

The evolution of NLO corrections in WHIZARD

With the release of WHIZARD 3.0.0 in 2021, WHIZARD officially supports the computation of cross sections and
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differential distributions at the next-to-leading order in QCD in full generality. The advancement towards

NLO corrections in WHIZARD started more than a decade ago with hand-tailored NLO EW corrections to

chargino production at the ILC [161, 162] and NLO QCD corrections to the production of bottom-quark

pairs at the LHC [163, 164].

The work on process-independent NLO QCD corrections began with ref. [72]. In the course of that thesis,

general NLO QCD corrections for processes at lepton colliders with up to two final-state jets could be

incorporated in WHIZARD 2.4.0. The limitations regarding the jet multiplicities and the initial state could

be lifted in the course of ref. [73] and this thesis, extending the availability of NLO QCD corrections in

WHIZARD to jet multiplicities of up to 6 jets as presented in refs. [3, 73] and also to hadronic initial states.

To cement this achievement, we extended WHIZARD’s extensive functional-test suite with a large number of

tests making sure that no future change to the program introduces any regression.

Beyond fixed-order cross sections, we completed the feature to simulate fixed-order NLO event groups

according to the procedure described in sec. 2.8. They are required to generate differential distributions

with fNLO accuracy.

The NLO QCD corrections in WHIZARD have been implemented in a modular and generally applicable way.

Especially, the implementation of QCD corrections for hadronic initial states, including the construction of

kinematics for real emissions from the initial state and the infrastructure for the initial state subtraction

terms, could be used in the same way in the computation of NLO EW corrections, which greatly facilitated

their development in the course of ref. [76].

Loop matrix elements

NLO computations of any kind include virtual corrections and thus require loop-matrix elements. Moreover,

the construction of subtraction terms for some processes requires explicit spin- or color-correlation-matrix

elements (c.f. sec. 2.6.1). In the near future, the internal matrix-element generator O’Mega will be able

to provide these correlated matrix elements. In the current state, however, the correlated matrix elements

and the loop-matrix elements are provided via interfaces to external matrix-element generators, so-called

one-loop providers. For all NLO calculations presented in this thesis, we relied on OpenLoops 2 [165, 166]

for this purpose. OpenLoops is an automated generator for tree-level and one-loop amplitudes based on

open-loop recursion. From the user perspective, however, it works as a library that provides pre-generated

matrix elements for a set number of processes.

Another approach is followed by Recola [167, 168]. Recola provides methods for recursive computations of

one-loop amplitudes, allowing to generate the requested matrix elements on-the-fly.

The FKS subtraction scheme in WHIZARD

The divergences in the loop-matrix elements cancel with divergent regions in the real matrix elements,

allowing to construct subtraction terms. WHIZARD handles this subtraction within the FKS subtraction

scheme [62–64, 88] which we reviewed in sec. 2. We will not go into the technical details of its implemen-

tation in WHIZARD here. Just like any scientific software framework, WHIZARD is in constant development to

adjust to the advances and needs of the experimental side. For this reason, any detailed technical documen-

tation here would sooner or later be outdated.

The WHIZARD source code18, on the other hand, is documented using the literate programming tool

noweb [170], allowing to disentangle source code and documentation, compiling the documentation into

a typeset file in portable document format. The documentation is written in LATEX and contains the

18The source code of the latest release is available via the public GitLab [169] or via HepForge [156] as a tarball and also in
a single typeset file.
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corresponding typeset formulae. Especially the documentation of the FKS phase-space construction, the

construction of the subtraction terms and the routines for the event generation of fixed-order as well as

POWHEG events, has greatly been extended in the course of this thesis. After studying sec. 2 and the main

references mentioned therein, it should be possible to relate the mathematical documentation here and the

technical documentation in the source code, should the reader wish to gain a deeper understanding.

Steering WHIZARD at NLO

How to run and use the NLO capabilities of WHIZARD is documented in the manual [91]. Nevertheless, we

will mention the parts specifically relevant for NLO computations here, leaving the general parts like the

model and parameter choice as well as the technical settings for later. The syntax stated here refers to

WHIZARD version 3.1.0.

For NLO calculations, a matrix-element provider different from the default, O’Mega, has to be set for at

least the $loop_me_method and the $correlation_me_method. Alternatively, all matrix elements can be

taken from the same matrix-element-provider, in our case OpenLoops, by setting

1 $method = " openloops "

By default, the $nlo_correction_type is already set to "QCD", so we do not need to adjust it in this case.

Finally, we simply set nlo_calculation = full to tell WHIZARD that we want to compute the total NLO

QCD cross section. This can be set process-specific, as in

2 p r o c e s s e e j j _ l o = e1 , E1 => j e t , j e t

3 p r o c e s s e e j j _ n l o = e1 , E1 => j e t , j e t { n l o _ c a l c u l a t i o n = f u l l }

In this case, WHIZARD computes the Born, the real, the virtual and for hadron-collisions also the DGLAP

remnant component one after another, using their sum to determine the total NLO cross section in the end.

This approach has the benefit that the number of generated PSPs and matrix-element calls can be adjusted

individually to the complexity of each component. Evaluating the virtual matrix elements is often the most

time-consuming task, while the real component has the most complex phase space. For this reason, we often

set multiplicative factors for the number of calls to the matrix elements for each of both components with

4 mult_cal l_rea l = 2

5 mult_cal l_virt = 0 . 5

Increasing the number of matrix-element calls for just the real component is thus a useful tool to optimize

the precision without significantly increasing the time required for the total computation. The same principle

holds for the simulation of events, where we can vary the number of generated events for each component.

This behavior can be changed by additionally setting

6 ? combined_nlo_integration = t ru e

In this case, the sum of all components will be integrated simultaneously, using identical PSPs for the

underlying Born phase space in each component. This is useful for simple processes as it provides a cleaner

output and is also mandatory for, e.g., POWHEG matching. However, it comes at the cost of losing the freedom

to generate more PSPs for a specific component.

If everything is set, the integration can be invoked by adding the line

7 i n t e g r a t e ( e e j j _ n l o ) { i t e r a t i o n s = 5 : 1 0 0 0 0 0 : " gw " , 4 :1000 00 }

, which will lead WHIZARD to integrate the total NLO cross section for the process defined as eejj_nlo with

5 stages of 100000 calls each to adapt the integration grids and associated weights, mapping the phase space,

followed by 4 stages with 100000 calls each to compute the total cross section.
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4.2 Parton shower, merging and matching in WHIZARD

As a multi-purpose MC event generator, WHIZARD offers several possibilities to process the generated partonic

events further, enhancing them with a parton shower and hadronization. As the most basic approach,

WHIZARD implements the Les Houches event accord interface [54, 55], allowing to process the generated

events with external parton-shower tools such as PYTHIA [52, 101] or HERWIG [53, 171]. Moreover, WHIZARD

ships including the final version of PYTHIA6 [101] and an internal interface to it and also offers a dedicated

interface to PYTHIA8 [52]. Additionally, an internal analytic parton shower [172] is available as well as the

infrastructure for the MLM matching merging procedure (c.f. sec. 3.2.1).

Concerning the matching of NLO events to a parton shower, WHIZARD relies on the POWHEG matching. An

experimental implementation of the POWHEG-matching algorithm was developed to describe tt production

at a lepton collider, with and without an associated Higgs boson [118], in the course of ref. [71]. This first

version included most of the relevant infrastructure for the matching required to generate POWHEG events.

However, the generated events lacked information essential for the parton shower, such as the correct scales,

information about the resonance structure and the correct flavor- as well as color distributions. It also

lacked the flexibility to be applicable to other processes featuring multiple Born or real flavor structures,

real emissions from the initial state or requiring any phase-space cuts.

All these limitations could be overcome only in the present work. We extended the flexibility of the

implementation towards arbitrary processes at lepton and hadron colliders, including processes with flavor

sums, multiple flavor structures and phase-space restrictions. We generalized the real partition (c.f. sec. 2.6.3)

such that it can also be used for pp processes and in conjunction with the POWHEG matching and ensured that

all parts of the MC integration and event generation correctly handle samples including negative weights.

Furthermore, we optimized the implemented matching algorithm in terms of accuracy, by implementing

the scale choices and NLL corrections described in sec. 3.6.5 and 3.6.6, respectively. The performance

optimizations included the use of the optimized veto procedure described in sec. 3.5.3 and using the

possibility to fill the POWHEG grid already during the integration step, before generating POWHEG events,

instead of in an additional, independent step.

We will postpone the technical discussion of how to use and steer the POWHEG matching in WHIZARD to app. D,

where we will go through the specific example of generating POWHEG events for the Drell-Yan process in

detail.
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5 Validation of fNLO cross sections

5 Validation of fixed-order NLO cross sections

Part I of this thesis explains the mathematical and technical background of NLO cross-section calculation

and event simulation. In the second part, we will focus on a selection of applications instead.

Before discussing actual predictions, however, it is a crucial task to ensure the validity of the calculations

and their implementation. In this section, we will mention a few relations and connections that we can

use for self-consistency checks to confirm our confidence in the calculations. After that, we move from

self-consistency checks to cross-checks with other MC generators and perform a thorough comparison of a

multitude of fNLO QCD total cross sections with the MC generator MG5_aMC.

5.1 Consistency checks

Validation of the S functions

In sec. 2.3.3, we have discussed the subdivision of the real phase space by S functions. Specifically, we have

stated in eq. (2.23) that they have to be a partition of unity, i.e.

∑

(i,j)∈Pαr
FKS

Sαr
ij = 1 . (5.1)

We can use this fact to test the implementation of the S functions and ALRs, including, to some extent,

also the kinematic constructions.

As obvious as eq. (5.1) seems, it is not straightforwardly validated. Suppose we sum all S functions for a

specific set of (ξ, y, φ), determining a PSP, as they are used in the calculation over all ALRs. In that case,

they will not sum up to unity for the reason that different emitters may be associated with the considered

ALRs, influencing the meaning of especially y, such that the actual phase-space points Φ(αr)
n+1 do not coincide.

We can see this in the example of the process e+e− → jj. We have already seen the FKS table describing

the two ALRs in the case of a single jet flavor in tab. 2. Let us consider the case of a collinear emission,

y ≈ 1. In this case, eq. (2.26) dictates S1
35 ≈ 1 ≈ S2

45, so they clearly do not sum up to unity. This is not a

problem as the radiated gluon moves in the exact opposite direction in both cases. Instead, we need to check

that S1
35 + S1

45 ≈ 1 ≈ S2
35 + S2

45 where S1
45 and S2

35 are two S functions that would normally not contribute

to the rest of the computation.

In WHIZARD, this self-check has been implemented as a debug routine in the course of this thesis to be able

to perform this self-test automatically.

We explicitly chose the functional form of the S functions in sec. 2.3.3. There is some freedom related to

this choice. For example, instead of choosing the phase-space weights dij according to eq. (2.31) for FSR

and eq. (2.33) for ISR, we can use this opportunity to introduce two free parameters, aS and bS , and choose

dij := 2aS

(
EiEj
Ei + Ej

)2aS

(1− y)aS for FSR and (5.2)

dij := 2bSE2bS
j

(
1 + (−1)iyj

)bS for i ∈ {1, 2} for ISR (5.3)

instead, similar to what is suggested in ref. [47]. This choice still fulfills all requirements for the S functions

we imposed in sec. 2.3.3 for all positive real values of aS and bS . We can use the associated freedom to vary

both parameters in a sensible range. This will shift contributions between the ALRs, keeping the total cross

section constant. In WHIZARD, both parameters are referred to fks_dij_exp1 and fks_dij_exp2 and can

be varied from the SINDARIN file steering WHIZARD.
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Variation of slicing parameters

There are some more free parameters in the FKS subtraction scheme. To find the subtraction terms for

the real contribution, we used modified plus distributions in eq. (2.129f). With these, we introduced three

free parameters, ξcut, δO and δI . They act as phase-space-slicing parameters, shifting contributions between

the subtracted real contribution and the integrated subtraction terms. While ξcut does so for the soft

contributions, δO and δI affect the collinear contributions for FSR and ISR, respectively. Varying these

parameters within their ranges, 0 < ξcut ≤ 1 and 0 < δO/I ≤ 2, will affect the partial cross section of the real

component as well as the virtual and the DGLAP remnant component but their sum, i.e., the total cross

section should be independent of the individual values.

While the explicit dependence on ξcut was implemented in the course of ref. [73], the implementation of δO
and δI and the automated validation of the total cross section’s independence on these parameters have

been achieved in the course of this thesis. Furthermore, it has become part of the regularly executed test

suite of WHIZARD.

In tab. 3 and tab. 4, we list the partial cross sections of the real component and the virtual or the DGLAP

remnant component as well as their sum for different values of ξcut and δI , respectively. As exemplary

processes, we choose e+e− → jjj in the first and pp→ e+e− in the latter case. We can clearly observe that

the sum of both affected components is constant for all parameter variations, although the individual cross

sections vary significantly. We want to stress again that the independence of the total cross section on the

three slicing parameters has been validated for many other processes as well. A similar cross section table

for the variation of δO in the process e+e− → jjjj is, e.g., included in ref. [73].

ξcut σR [fb] σV [fb] σR + σV [fb]

0.25 −54.65(73) 32.42(16) −22.22(74)

0.50 − 2.02(69) −19.17(20) −21.18(72)

0.75 27.75(68) −49.33(30) −21.58(74)

1.00 49.26(84) −70.37(36) −21.10(92)

Tab. 3: Partial cross sections for the real and the virtual component of the process e+e− → jjj at NLO QCD for
different values of ξcut. In this setup, we chose

√
Shad = 1 TeV, a scale µ = 1

2
HT and required pT > 30 GeV

and |η| < 4 for at least 3 jets clustered with the anti-kT algorithm with R = 0.5.

δI σR [pb] σG [pb] σR + σG [pb]

0.50 23.69(31) 168.77(117) 192.46(121)

1.00 38.92(27) 153.25(105) 192.17(108)

1.50 48.01(23) 144.10( 98) 192.11(101)

2.00 54.50(21) 137.62( 93) 192.12( 95)

Tab. 4: Partial cross sections for the real and the DGLAP remnant component of the process pp → e+e− at NLO
QCD for different values of δI . In this setup, we chose

√
Shad = 8 TeV, a scale µ = mZ and required an

invariant mass of at least me+e− > 50 GeV for the lepton pair.

Limit checks

Besides exploiting free parameters in the implementation, we can also explicitly verify that the FKS subtrac-

tion terms are constructed so that they cancel the divergences of the unsubtracted real squared amplitude. To

do this, we can explicitly evaluate the unsubtracted real squared amplitude, Rαr
, as well as the subtraction

terms, Sαr , in the soft, collinear or soft-collinear limit and compare them numerically. If the subtraction
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terms are implemented correctly, both terms should coincide up to the sign in these regions. This limit

check is particularly helpful should the integration of the subtracted real component for some process have

problems to converge on a finite result, as it helps to figure out precisely which terms in which limits are

misaligned.

Of course, in our attempt to investigate the behavior of the subtraction terms in the soft or collinear limit,

it is numerically impossible just to set ξ = 0 and y = ±1. Instead, we choose values close to the limit and

introduce a tolerance for the agreement between the unsubtracted real and the subtraction terms. To probe

the cancellation for NLO QCD corrections, we set ξ = 10−5 to test the soft limit and y = ±
(
1− 10−7

)
to

test the (anti) collinear limit. We set both cases’ second, yet unconstrained, parameter to the value 0.5. To

test the soft-collinear limit, we choose the same extremal values for both ξ and y.

Empirically, it turns out that requiring

|Rαr
(ξ, y)− Sαr

(ξ, y)|
max

(
|Rαr

(ξ, y)| , |Sαr
(ξ, y)|

)
!
< 0.01 (5.4)

for a successful limit check yields 90%− 100% of the PSPs successfully passing the limit checks for a large

number of processes. This rate drops to minimally 80% for some ALRs of more complicated processes at

NLO QCD, so this seems to be a reasonable choice.

For more complicated processes and especially to apply these limit checks to NLO EW corrections, the

choice of y = ±
(
1− 10−7

)
seems to be not collinear enough for the real and the subtraction term to fulfill

eq. (5.4) considerably likely. In this case, the values can be manually adjusted so that ξ takes values closer

to 0 or y takes values closer to 1. Choosing y = ±
(
1− 10−8

)
is an appropriate tradeoff between having a

larger ratio of successful limit checks and numerical stability.

In WHIZARD, this specific choice of PSPs close to the soft or collinear limit can be activated by setting either

?test_soft_limit and/or ?test_coll_limit or ?test_anti_coll_limit to true. To perform the actual

self-check and print the output, WHIZARD has to have been configured with the flag --enable-fc-debug and

the command-line flag --debug subtraction has to be given additionally to whizard when calling the pro-

gram. Furthermore, these settings should be used in conjunction with the setting $select_alpha_regions

to probe one ALR at a time.

While the general idea of the limit checks has already been partially implemented in the course of ref. [72], it

has been generalized and automatized in the course of this thesis. Among the discussed self-tests, this check

facilitated the implementation and validation of the NLO EW subtraction terms WHIZARD in the course of

ref. [76] most, as it allows to validate the subtraction terms individually.

Closure tests

The limit check allows us to specifically probe the FKS subtraction terms and the phase space in the singular

limits. As these checks are performed for a constrained set of PSPs, they do not probe the real phase space

outside the divergent limits. To some extent, the closure tests constitute the complementary approach,

allowing to test the construction of the real phase space and S functions outside the extreme regions.

The closure test is based on the idea that the unsubtracted real correction to a process with n jets in the final

state should coincide with the Born cross section of the process with n+ 1 jets. In order to perform this test,

we have to disable the subtraction terms for the real component by setting ?disable_subtraction = true

in the SINDARIN file steering WHIZARD and most importantly, we have to require (n+ 1) well-separated jets

in both calculations, also for the real contribution to the n body process. In this way, we explicitly cut

away the singular regions from the real phase space. In a standard NLO computation, this would lead to a

divergent integration as we tried to integrate the subtraction terms solely without the real counterparts in
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the divergent regions.

The closure test was a valuable tool in the final validation of the implementation of the FKS subtraction

scheme at NLO QCD in WHIZARD in the course of ref. [73] and the present work. We applied the closure test

to a multitude of processes, validating the FKS phase-space construction, the S functions and especially the

set of FKS pairs, PFKS, associated with each ALR.

Ref. [73] includes results for the closure test of the processes e+e− → jjj and pp→ Z j. We shall perform

the closure test on the example of the process e+e− → ttj at
√
Shad = 500 GeV, exemplary. More details of

the setup will be given in sec. 6.3.1 but are of no further concern at this point. In this setup, we find for

the unsubtracted real cross section of the process e+e− → ttj as well as for the Born cross section of the

process e+e− → ttjj requiring four well-separated top-jets in both cases

σR
e+e−→tt j = (3.156± 0.006) fb

σB
e+e−→tt jj = (3.153± 0.004) fb .

(5.5)

5.2 Comparison of fixed-order cross sections at NLO QCD

Self-consistency checks are one way to gain confidence in the implementation of the FKS subtraction scheme

in the MC generator WHIZARD. Direct comparisons of computed cross sections with existing multi-purpose

MC event generators, developed by other groups, is another approach. MadGraph [173] and its NLO

extension dubbed MG5_aMC [45] is one such multi-purpose MC event generator. Just as WHIZARD, it has been

developed by multiple scientists over several decades. It is in active use by experimental collaborations,

especially at the LHC and can thus be considered to be well validated. Ref. [45] includes an extensive list

of total cross sections for hadron as well as lepton-collider processes computed at NLO QCD in a uniform

setup, marking the beginning of fully automated multi-purpose calculations at NLO QCD. We will use

this available collection of cross sections for a thorough comparison of our results with those computed in

ref. [45].

The endeavor of this comparison started with ref. [72], in which the validation of many processes with top

quarks, vector bosons and up to two jets in the final state could be achieved. This limitation could be

lifted in a collaborative effort, which led to ref. [73] and the present work. In ref. [3], we published a larger

selection of processes, including the production of up to 3 jets at a hadron collider and up to 6 jets at an

e+e− collider. Finally, ref. [73] contains the comparison of almost all processes shown in ref. [45], which we

will also discuss in the following.

5.2.1 Process setup

We choose to perform this large-scale comparison of fixed-order cross sections in a uniform setup for all

processes with slight modifications for hadron- and lepton-collision processes. The setup described here is

equivalent to the one described in ref. [45], complemented with settings included in the run- and parameter

cards, employed by MG5_aMC, which can be found in ref. [174]. All settings therein have been translated to

SINDARIN for the purpose of this comparison.

We choose typical CM energies of
√
Shad = 1 TeV for the lepton-collider processes and

√
Shad = 13 TeV for

the hadron-collider processes. All quarks and leptons except the heaviest, the top quark and the tau lepton,

are considered massless by default. For the exceptions, the masses are set to

mt = 173.2 GeV and mτ = 1.777 GeV . (5.6)
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Furthermore, we assume a diagonal CKM matrix for the quarks. We consider the heavy bosons to take the

mass values

mW = 80.419002 GeV, mZ = 91.188 GeV and mH = 125 GeV (5.7)

and set their width to zero. In the present comparison, they are considered to be stable. As EW scheme,

we employ in the GF−mW−mZ input scheme with

Gµ = 1.16639 · 10−5 GeV−2 .

Both renormalization and factorization scales are set to

µ = µr = µF =
1

2
HT with HT :=

∑

i

√

p2
T,i +m2

i , (5.8)

where we sum over all partons in the final state19. For the lepton-collision processes, we set a strong coupling

constant of

αS(mZ) = 0.118 , (5.9)

taking into account the running of αS at NNLO. For hadron-collision processes we take the value for αS
from the MSTW2008nlo68cl [175] PDF which we employ. In processes with at least two W bosons in the

final state, we choose the four-flavor scheme to avoid resonant top contributions. For all other processes, we

use the five-flavor scheme.

In processes containing jets, we employ the anti-kT jet-clustering algorithm [176] with R = 0.5 on all massless

QCD partons in the final state. From the resulting objects, we define as jets those fulfilling the selection

criteria

pT,j > 30 GeV and |ηj | < 4 . (5.10)

We require at least as many jets as present in the Born process for each process. The requirement on the

transverse jet momentum is tightened for hadron-collider processes with only jets in the final state, where

we require pT,j > 80 GeV from all jets present at the Born level and at least one jet with pT,j > 100 GeV.

We should spend some words on the matrix elements present in the calculation. This entire comparison

of cross sections focusses on pure NLO QCD corrections. For each process, we thus always refer to the

highest, non-zero order in the strong coupling, αS , such that in terms of fig. 2.1, the Born process is of

the order O
(
αNS α

m
)

and the corresponding NLO correction is at the order O
(
αN+1
S αm

)
. In WHIZARD, we

employ OpenLoops 2 [166] as matrix-element generator for all matrix elements, while MG5_aMC always uses

its in-house matrix-element provider MadLoop [177].

5.2.2 Results for the cross sections

In this section, we will present the results. We compared the vast majority of cross sections given in ref. [45],

with a few minor exceptions. We excluded processes with explicit b jets or photons in the final state. They

require b-jet tagging or photon isolation, respectively. Although both features are available in WHIZARD, it is

the FKS implementation we aim to validate here and from this point of view, testing the implementation of

b-jet tagging and photon isolation would unnecessarily complicate the comparison. Moreover, we excluded

the processes pp→W+W−W+W−, pp→ ZZZZ and pp→ ttW±Z from the comparison as there were no

matrix-element libraries available from OpenLoops. This limitation could be overcome by using Recola as

19In most cases, defining a scale from partonic objects that did not undergo a clustering into jets, from which we can construct
IR finite observables, is dangerous. In the definition of HT , however, we sum over all final-state partons so that soft and
collinear emissions are automatically included.
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a matrix-element provider for these processes, but we preferred to stick to a clean setup. We do not show

the cross sections for all processes with Higgs bosons contained in ref. [45]. There is nothing special about

processes with Higgs bosons regarding the NLO subtraction scheme or phase space, so we include solely the

process pp→ HZ representatively in this comparison.

Unfortunately, the version of MG5_aMC used to compute the cross sections contained in ref. [45] contained

a bug affecting all processes with identical QCD particles in the Born final state, which was present up to

version 2.6.2. For this reason, only some of the LO cross sections could directly be taken from ref. [45] and

all of the NLO cross sections had to be recomputed using MG5_aMC 2.7.3.

For WHIZARD, the two consecutive versions 2.8.3 and 3.0.0β shortly before the release of WHIZARD 3.0.0 have

been employed to compute most of the cross sections. The only exceptions are the processes pp→ ZZW±j

and pp→ W+W−ZZ, which have been recomputed with WHIZARD 3.0.3 and increased precision, as they

showed the largest hints on deviations between both programs initially.

MG5_aMC and WHIZARD are both MC generators relying on random numbers for their computations. Even

if the implementations of the calculations in both programs were identical, their results would not agree

numerically. To quantify the significance of the deviation between both results, we list σsig, determined by

σsig :=

∣
∣σWZ − σMG

∣
∣

√

(∆stat
σWZ)2 + (∆stat

σMG)2
(5.11)

for the NLO cross sections in the last column, where σWZ and ∆stat
σWZ are the total cross section and the

respective statistical uncertainty computed with WHIZARD; σMG and ∆stat
σMG are the analog for MG5_aMC. In

general, values σsig < 3 can be regarded as an agreement, values 3 < σsig < 5 may hint on a deviation while

values σsig > 5 are a clear sign of a significant difference.

In the tables presented below, we also show the total K factor defined by

K :=
σNLO

σLO
(5.12)

to quantify the importance of the NLO corrections for each program separately.

In tab. 5, we show all total cross sections for processes at lepton colliders with pure QCD final state. This

includes multi-jet and top-quark production. For all cross sections, we can observe a very good agreement

between MG5_aMC and WHIZARD with σsig < 2. Especially processes like e+e− → jjjjj and e+e− → ttjjj

require flavor combinatorics, color correlations and the correct treatment of all FKS pairs in full complexity,

so this constitutes a thorough test of the NLO subtraction mechanism for massless and massive final-state

emitters.

Cross sections for processes involving the production of top quarks and heavy bosons at a lepton collider are

listed in tab. 6. The excellent agreement across all processes in this category further increases our confidence

in the subtraction mechanism for FSR as well as the phase-space construction for massive emitters and with

massive recoil systems.

We will discuss processes at a hadron collider next to test the phase-space construction and the subtraction

mechanism for ISR. In tab. 7, we show three different types of processes at a hadron collider. We list the

cross sections for the production of up to three jets, the production of a top-quark pair in association with

up to two light jets or a second tt pair and the production of a top-quark pair together with heavy bosons

and up to a single light jet. Lastly, we include the process pp→ HZ as representative of processes involving

the production of Higgs bosons at a hadron collider.
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In many cases, we also noticed a change in the LO cross sections between those given in ref. [45] and the

ones computed with MG5_aMC 2.7.3. In these cases, we listed the recomputed values and marked them with

an asterisk. All the recomputed LO cross sections are in excellent agreement with the values computed

using WHIZARD.

Tab. 8 includes all processes at a hadron collider involving one or two weak bosons. All NLO cross sections

of processes with a single weak boson on the LHS have been computed with MG5_aMC 2.7.3, except for

the process pp→ W± jjj. Here, we noticed technical difficulties, so instead, we computed the given cross

section with MG5_aMC 2.9.12. All these cross sections agree better than σsig < 2.

Of all processes featuring two weak bosons, pp→W+W− jj and pp→W+W+ jj show the largest deviations

of σsig > 2. The cross sections for all other processes, including the very similar process pp → W−W− jj,

however, agree very well with σsig < 2.

In the following table, tab. 9, we list the cross sections for processes with three or four weak bosons in the

final state. The most significant deviations among these processes can be observed for pp→ ZZW± with

σsig = 2.33 and pp→ W+W− ZZ with σsig = 3.45. The cause for the large discrepancy, especially for the

latter process, could not be determined so far. We recomputed both values several times, also with newer

versions of MG5_aMC up to 2.9.12, to exclude bad seeds causing statistical fluctuations. The differences

remain, however. Possible reasons could be differences in the phase-space mappings of both programs

affecting unrestricted phase spaces with ≥ 3 massive particles in the final state or potential discrepancies

in the employed OLPs for this process. On the other hand, considering the scale uncertainties, the cross

section computed with MG5_aMC is given by 0.7100± 0.0013 (stat)+0.0497
−0.0404 (scale), while for WHIZARD we find

0.7151 ± 0.0007 (stat)+0.0504
−0.0407 (scale). So even for the process pp → W+W− ZZ both results agree with

σsig
NLO = 0.08 within the scale uncertainties. implying that the difference is of no relevance for any application.

For this reason, we do not consider these individual differences to invalidate the comparison as a whole.

MG5_aMC WHIZARD

Process σLO[fb] σNLO[fb] K σLO[fb] σNLO[fb] K σsig
NLO

e+e− → jj 622.70(5) 639.30(12) 1.03 622.737(8) 639.39(5) 1.03 0.69

e+e− → jjj 340.4(7) 317.3(8) 0.93 340.6(5) 317.8(5) 0.93 0.53

e+e− → jjjj 104.09(20) 103.67(26) 1.00 105.0(3) 104.2(4) 0.99 1.11

e+e− → jjjjj 22.35(5) 24.65(4) 1.10 22.33(5) 24.57(7) 1.10 0.99

e+e− → tt̄ 166.32(11) 174.5(3) 1.05 166.37(12) 174.55(20) 1.05 0.14

e+e− → tt̄j 47.95(9) 53.336(10) 1.11 48.12(5) 53.41(7) 1.11 1.05

e+e− → tt̄jj 8.608(18) 10.515(19) 1.22 8.592(19) 10.526(21) 1.23 0.39

e+e− → tt̄jjj 1.0371(21) 1.415(4) 1.36 1.035(4) 1.405(5) 1.36 1.56

e+e− → tt̄tt̄ 0.6385(12) · 10−3 1.1941(20) · 10−3 1.87 0.6388(8) · 10−3 1.1922(11) · 10−3 1.87 0.83

e+e− → tt̄tt̄j 2.662(4) · 10−5 5.264(9) · 10−5 1.98 2.673(7) · 10−5 5.251(11) · 10−5 1.96 0.91

Tab. 5: Comparison of total fixed-order cross sections at LO and NLO QCD for light-jet production and top-quark
production in association with light jets between MG5_aMC and WHIZARD. Results are shown for a 1 TeV e+e−

collider, with settings and cuts as explained in sec. 5.2.1. Statistical errors of the integration and the
individual K-factor for each program are shown. For better comparison, we provide the significance σsig

NLO of
the deviation between the NLO results in the last column. Both LO and NLO MG5_aMC results have been
recalculated.
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MG5_aMC WHIZARD

Process σLO[fb] σNLO[fb] K σLO[fb] σNLO[fb] K σsig
NLO

e+e− → tt̄H 2.021(4) 1.909(3) 0.94 2.020(3) 1.912(3) 0.95 0.71

e+e− → tt̄Hj 2.545(5) · 10−1 2.665(6) · 10−1 1.05 2.536(4) · 10−1 2.657(4) · 10−1 1.05 1.11

e+e− → tt̄Hjj 2.665(5) · 10−2 3.141(9) · 10−2 1.18 2.646(8) · 10−2 3.123(9) · 10−2 1.18 1.41

e+e− → tt̄Z 4.630(8) 4.942(11) 1.07 4.638(3) 4.937(3) 1.06 0.44

e+e− → tt̄Zj 6.043(10) · 10−1 6.917(24) · 10−1 1.14 6.027(9) · 10−1 6.921(11) · 10−1 1.15 0.15

e+e− → tt̄Zjj 6.426(16) · 10−2 8.181(21) · 10−2 1.27 6.436(21) · 10−2 8.241(29) · 10−2 1.28 1.68

e+e− → tt̄W±jj 2.372(5) · 10−4 3.714(8) · 10−4 1.57 2.387(8) · 10−4 3.716(10) · 10−4 1.56 0.16

e+e− → tt̄HZ 3.611(7) · 10−2 3.592(7) · 10−2 0.99 3.623(19) · 10−2 3.584(19) · 10−2 0.99 0.40

e+e− → tt̄ZZ 3.774(7) · 10−2 4.027(8) · 10−2 1.07 3.788(6) · 10−2 4.032(7) · 10−2 1.06 0.47

e+e− → tt̄HH 1.3635(25) · 10−2 1.2140(24) · 10−2 0.89 1.3650(15) · 10−2 1.2168(16) · 10−2 0.89 0.97

e+e− → tt̄W+W− 1.3632(22) · 10−1 1.5350(25) · 10−1 1.13 1.3672(21) · 10−1 1.5385(22) · 10−1 1.13 1.05

Tab. 6: Comparison of total fixed-order cross sections at LO and NLO QCD for top-quark production in association
with heavy bosons between MG5_aMC and WHIZARD. Results are shown for a 1 TeV e+e− collider, with settings
and cuts as explained in sec. 5.2.1. Statistical errors of the integration and the individual K-factor for each
program are shown. For better comparison, we provide the significance σsig

NLO of the deviation between the
NLO results in the last column. Both LO and NLO MG5_aMC results have been recalculated. All processes
have been computed in the 5-flavor scheme.

MG5_aMC WHIZARD

Process σLO[fb] σNLO[fb] K σLO[fb] σNLO[fb] K σsig
NLO

pp→ jj * 1.1593(23) · 109 1.6040(29) · 109 1.38 1.162(4) · 109 1.601(5) · 109 1.38 0.10

pp→ jjj 8.940(21) · 107 7.619(19) · 107 0.85 9.01(4) · 107 7.46(9) · 107 0.83 1.73

pp→ tt̄ 4.584(3) · 105 6.746(14) · 105 1.47 4.589(9) · 105 6.740(10) · 105 1.47 0.35

pp→ tt̄j * 3.133(5) · 105 4.095(8) · 105 1.31 3.123(6) · 105 4.087(9) · 105 1.31 0.66

pp→ tt̄jj * 1.363(3) · 105 1.784(3) · 105 1.31 1.360(4) · 105 1.775(7) · 105 1.31 1.18

pp→ tt̄tt̄ 4.505(5) 9.076(13) 2.01 4.485(6) 9.070(9) 2.02 0.38

pp→ tt̄W± 3.777(3) · 102 5.668(18) · 102 1.50 3.775(5) · 102 5.674(5) · 102 1.50 0.32

pp→ tt̄W±j * 2.352(3) · 102 3.434(8) · 102 1.46 2.356(7) · 102 3.427(8) · 102 1.45 0.62

pp→ tt̄Z 5.273(4) · 102 7.652(25) · 102 1.45 5.260(7) · 102 7.639(9) · 102 1.45 0.49

pp→ tt̄Zj 3.953(4) · 102 5.079(14) · 102 1.28 3.943(14) · 102 5.069(17) · 102 1.29 0.45

pp→ tt̄W+W− 6.675(6) 9.934(19) 1.49 6.679(9) 9.943(11) 1.49 0.41

pp→ tt̄ZZ 1.349(14) 1.843(4) 1.37 1.3590(29) 1.842(3) 1.36 0.20

pp→ HZ 6.468(8) · 102 7.693(19) · 102 1.19 6.474(11) · 102 7.679(12) · 102 1.19 0.62

Tab. 7: Comparison of total fixed-order cross sections at LO and NLO QCD for the production of top quarks and/or
light jets in association with heavy gauge bosons between MG5_aMC and WHIZARD. Results are shown for a
13 TeV pp collider, with settings and cuts as explained in sec. 5.2.1. Statistical errors of the integration and
the individual K-factor for each program are shown. For better comparison, we provide the significance
σsig

NLO of the deviation between the NLO results in the last column. LO MG5_aMC results are mostly taken
from ref. [45] An asterisk marks the recalculated LO values. NLO results are always recalculated. For the
processes with pure multi-jet final state, we impose stricter jet cuts requiring at least pT,j > 80 GeV from all
jets present at Born level and at least one jet with pT,j > 100 GeV. Processes with at least two opposite-sign
W bosons are calculated in the four-flavor scheme.
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MG5_aMC WHIZARD

Process σLO[fb] σNLO[fb] K σLO[fb] σNLO[fb] K σsig
NLO

pp→W± * 1.370(3) · 108 1.765(5) · 108 1.29 1.3749(8) · 108 1.7696(10) · 108 1.29 0.90

pp→W±j * 2.045(4) · 107 2.839(9) · 107 1.39 2.046(3) · 107 2.854(5) · 107 1.39 1.46

pp→W±jj 6.805(15) · 106 7.780(13) · 106 1.14 6.856(12) · 106 7.814(27) · 106 1.14 1.13

pp→W±jjj 1.821(2) · 106 1.962(4) · 106 1.08 1.840(5) · 106 1.978(7) · 106 1.07 1.98

pp→ Z 4.248(5) · 107 5.415(16) · 107 1.27 4.2541(3) · 107 5.4086(16) · 107 1.27 0.40

pp→ Zj 7.209(5) · 106 9.75(3) · 106 1.35 7.215(4) · 106 9.733(10) · 106 1.35 0.54

pp→ Zjj 2.348(6) · 106 2.684(5) · 106 1.14 2.364(5) · 106 2.676(7) · 106 1.13 0.93

pp→ Zjjj 6.344(8) · 105 6.897(22) · 105 1.09 6.381(23) · 105 6.85(3) · 105 1.07 1.26

pp→W+W− 7.355(5) · 104 10.296(28) · 104 1.40 7.352(10) · 104 10.268(11) · 104 1.40 0.93

pp→W+W−j 2.865(3) · 104 3.716(10) · 104 1.30 2.853(7) · 104 3.733(7) · 104 1.31 1.39

pp→W+W−jj * 1.1480(24) · 104 1.3866(24) · 104 1.21 1.150(5) · 104 1.372(6) · 104 1.19 2.26

pp→W+W+jj * 1.5011(19) · 102 2.252(4) · 102 1.50 1.506(5) · 102 2.235(7) · 102 1.48 2.11

pp→W−W−jj 6.752(7) · 101 9.994(14) · 101 1.48 6.772(24) · 101 9.982(28) · 101 1.47 0.38

pp→ ZW± 2.777(3) · 104 4.485(12) · 104 1.62 2.780(5) · 104 4.488(4) · 104 1.61 0.24

pp→ ZW±j 1.605(5) · 104 2.100(5) · 104 1.31 1.609(4) · 104 2.0940(28) · 104 1.30 1.05

pp→ ZW±jj 8.038(9) · 103 9.05(2) · 103 1.13 8.06(3) · 103 9.02(4) · 103 1.12 0.67

pp→ ZZ * 1.0971(20) · 104 1.4185(25) · 104 1.29 1.0969(10) · 104 1.4183(11) · 104 1.29 0.07

pp→ ZZj 3.662(3) · 103 4.817(16) · 103 1.32 3.667(9) · 103 4.807(8) · 103 1.31 0.56

pp→ ZZjj * 1.3454(24) · 103 1.678(3) · 103 1.25 1.356(6) · 103 1.684(8) · 103 1.24 0.70

Tab. 8: Comparison of total fixed-order cross sections at LO and NLO QCD for heavy vector boson (pair) production
in association with light jets between MG5_aMC and WHIZARD. Results are shown for a 13 TeV pp collider, with
settings and cuts as explained in sec. 5.2.1. Statistical errors of the integration and the individual K-factor
for each program are shown. For better comparison, we provide the significance σsig

NLO of the deviation
between the NLO results in the last column. LO MG5_aMC results are mostly taken from ref. [45]. An asterisk
marks the recalculated LO values. All NLO results have been recalculated. Processes with at least two
opposite-sign W bosons are calculated in the four-flavor scheme.
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MG5_aMC WHIZARD

Process σLO[fb] σNLO[fb] K σLO[fb] σNLO[fb] K σsig
NLO

pp→W+W−W± 1.307(3) · 102 2.111(4) · 102 1.62 1.3033(21) · 102 2.1170(22) · 102 1.62 1.31

pp→W+W−W±j 9.167(10) · 101 12.00(4) · 101 1.31 9.149(26) · 101 11.985(29) · 101 1.31 0.30

pp→ ZW+W− 9.658(65) · 101 16.751(27) · 101 1.73 9.742(15) · 101 16.824(16) · 101 1.73 2.33

pp→ ZW+W−j 8.340(10) · 101 10.590(17) · 101 1.27 8.325(23) · 101 10.600(26) · 101 1.27 0.32

pp→ ZZW± * 3.073(6) · 101 5.630(12) · 101 1.83 3.062(6) · 101 5.615(6) · 101 1.83 1.12

pp→ ZZW±j 2.810(4) · 101 3.652(7) · 101 1.30 2.816(8) · 101 3.673(9) · 101 1.30 1.84

pp→ ZZZ * 1.0833(18) · 101 1.431(5) · 101 1.32 1.0842(16) · 101 1.4295(16) · 101 1.32 0.29

pp→ ZZZj 4.823(11) 6.386(23) 1.32 4.845(16) 6.391(18) 1.32 0.17

pp→W+W−W±Z * 0.6575(12) 1.233(3) 1.88 0.6604(18) 1.2404(20) 1.88 2.05

pp→W+W−ZZ 0.4320(13) 0.7100(13) 1.64 0.4316(7) 0.7151(7) 1.66 3.45

pp→W±ZZZ 0.05862(10) 0.12446(26) 2.12 0.05869(8) 0.12468(13) 2.12 0.76

Tab. 9: Comparison of total fixed-order cross sections at LO and NLO QCD for the production of three to four heavy
vector bosons in association with light jets between MG5_aMC and WHIZARD. Results are shown for a 13 TeV
pp collider, with settings and cuts as explained in sec. 5.2.1. Statistical errors of the integration and the
individual K-factor for each program are shown. For better comparison, we provide the significance σsig

NLO

of the deviation between the NLO results in the last column. LO MG5_aMC results are mostly taken from
ref. [45]. An asterisk marks the recalculated LO values. NLO results are always recalculated. Processes with
at least two opposite-sign W bosons are calculated in the four-flavor scheme.
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5.3 Validation of the real partition

In sec. 2.6.3, we discussed the possibility of partitioning the real contribution to the NLO cross section into

a finite and a singular part. To validate also this approach, we recompute the total real cross sections of a

selection of processes from each category in the same setup used in the previous section. We compare the

real cross sections computed in the standard approach, without using the real partition, with the sum of

both contributions the real partition yields. In the latter approach, we choose a small real-partition scale of

hF = 10 GeV to amplify the potential differences of both approaches.

The results are listed in tab. 10. It contains the real cross sections and the significance measure of their

deviation, σsig, for three different e+e− and three different pp processes. The almost same absolute value

of the three e+e− cross sections is a coincidence. The real cross sections alone barely have any physical

meaning as their value may depend on details of the subtraction scheme (c.f. tab. 3 and 4). For all processes,

we observe a large cancellation between the real finite and the real singular contribution owing to the low

value of hF chosen. For this reason, the uncertainty of the total real cross section is larger when using the

real partition in this case. The real singular contribution takes negative values here since all the subtraction

terms are included in the real singular part, regardless of the chosen real-partition scale. All cross sections

computed using the real partition agree better than σsig < 1 with the corresponding value computed without

the real partition. This makes us confident that the implementation of the real partition is correct.

no partition with partition

process σR σRsin σRfin σRsin + σRfin σsig

e+e− → jj 37.30(2) fb −1805.0(4) fb 1841.9(4) fb 36.9(5) fb 0.77

e+e− → jjj 38.4(3) fb − 961.6(2) fb 999.5(6) fb 37.9(6) fb 0.68

e+e− → tt −39.61(3) fb − 134.87(13) fb 95.27(6) fb −39.60(14) fb 0.04

pp→ jj 80.2(1.1) nb −6492.0(1.1) nb 6572.4(3) nb 80(3) nb 0.03

pp→ tt j −117.2(5) pb − 933.7(5) pb 816.5(4) pb −117.2(7) pb 0.03

pp→ ttW± 89.32(11) fb − 519.1(2) fb 608.5(2) fb 89.4(3) fb 0.39

Tab. 10: Comparison of cross sections computed with and without using the real partition. σR is the total real
cross section, σRsin and σRfin denote the cross section of the real singular and the real finite cross section,
respectively. In the last column, we indicate the agreement of the real cross section and the sum of both
real components when using the real partition as σsig in analogy to eq. (5.11). All computations have been
performed in the setup described in sec. 5.2.1. We chose a real-partition scale of hF = 10 GeV for the
processes computed using the real partition.
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6 Applications of POWHEG matching

So far, we have focussed on validating and predicting total cross sections. In this section, we will turn our

attention to differential distributions of fNLO events, whose simulation we explained in sec. 2.8 and POWHEG

events as well as events fully matched to a parton shower using the POWHEG-matching procedure we discussed

in detail in sec. 3.

Our discussion in these two sections is fully general and applies to all processes at hadron and lepton colliders.

The same holds for our implementations of both procedures in the MC generator WHIZARD, which was carried

out in the course of this thesis. Nevertheless, we can only discuss a limited number of examples.

Our choice is twofold: On the one hand, we choose one of the simplest yet most thoroughly studied processes

at the LHC, the production of two opposite-sign leptons, pp → e+e−, coined (neutral-current) Drell-Yan

process [178]. It is simple enough to understand and validate the effects of the POWHEG-matching method

while still featuring all the challenges of processes with hadronic initial state and ISR.

At first, we will perform an in-depth comparison of our predictions with calculations from the POWHEG-BOX

in a simplified setup and then proceed to a much more realistic setup in a comparison with actual measured

data from the LHC Run 2 taken in 2016 with the CMS detector.

On the other hand, we pick top-quark pair production in association with a jet, e+e− → ttj, as representative

of processes at lepton colliders. It is an interesting process in top-quark measurements and also the optimal

candidate to probe the real partition in the context of POWHEG matching on a process featuring FSR off

massive and massless emitters without the complication of additional initial-state radiation.

6.1 The Drell-Yan process pp→ e+e− compared to the POWHEG-BOX

In the first step, we validate our implementation of the POWHEG-matching procedure for the example of the

Drell-Yan process with the POWHEG-BOX. Examples of the contributing Feynman diagrams to this process at

LO and NLO are depicted in fig. 6.1.
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Fig. 6.1: Feynman diagrams contributing to the Drell-Yan process pp→ e+e− at LO (upper row) and to the NLO
real correction (lower row). Contributing virtual loop diagrams are omitted.
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This process is the optimal candidate for this comparison, as it is simple yet already displays many non-

trivial features, such as the presence of a non-trivial initial state, requiring the involvement of PDFs, the

requirement of phase-space cuts already at Born level, as the process for massless electrons would be IR

singular and multiple Born as well as real flavor structures, due to the rich content of the proton, including

flavor-changing initial-state splittings. Especially the latter require a careful assignment of the PDFs and

also gluon radiation from the initial state for which we grouped together ALRs assigned a single emitter

0. Additionally, it is the cleanest possible validation of the POWHEG matching implementation using the ISR

UBF we discussed in sec. 3.5.7.

6.1.1 Process setup and event selection

We choose a comparatively simple setting in our comparison of calculated cross sections and differential

distributions for pp → e+e− with the POWHEG-BOX. For this computation, we employ the SM in the GF−
mW−mZ input scheme with numerical input parameters given by

Gµ = 1.16639 · 10−5 GeV−2,

me = md = mu = ms = mc = mb = 0 eV and mt = 173.2 GeV,

mW = 80.419 GeV ΓW = 2.049 GeV

mZ = 91.188 GeV ΓZ = 2.443 GeV

mH = 125.0 GeV ΓH = 4.143 MeV,

where the masses and widths refer to the pole values for the gauge bosons. They are used for the results

at LO and NLO alike for better comparability. The electromagnetic coupling is determined from the above

input parameters to take the fixed value

α =

√
2

π
Gµm

2
W

(

1− m2
W

m2
Z

)

= 0.00754677 and αS(mZ) = 0.120179 (6.1)

is the value we use for the strong coupling constant, determined by the MSTW2008nlo68cl PDF [175],

employed by LHAPDF 6.3.0. It is graphically shown in fig. 6.2.

We take the matrix elements for the Born process pp → e+e− at the order O
(
α0
S α

2
)

from O’Mega and

all other matrix elements from OpenLoops. We choose a CM energy of
√
Shad = 14 TeV with symmetric

proton-beam setup and fixed factorization and renormalization scale given by

µF = µR = mZ . (6.2)

As this process features just two leptons in the final state at the Born level, choosing a lower bound on the

invariant lepton mass of

me+e− > 10 GeV (6.3)

is sufficient to exclude the phase-space divergence at low
√
s but still leaves the low-energy region in which

the details of the matching scheme are most important.
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Fig. 6.2: MSTW 2008 NLO PDFs at µ2
F = Q2 = 10 GeV2 and µ2

F = Q2 = 104 GeV2 including the 1σ = 68%
confidence level uncertainty bands [175].

In order to simplify the event simulation, we use the combined integration mode for all NLO components.

The fNLO events are generated weighted according to the procedure described in sec. 2.8. We generate

unweighted events for the POWHEG events and those matched to a parton shower. This avoids the problem

that kinematical edge cases causing technical problems in the shower or the analysis routines are more likely

to occur in weighted events associated with very low weights. For the POWHEG matching, we choose a 10× 10

POWHEG grid (c.f. sec. 3.5.4) and a low value of pT,min = 1 GeV as our focus in this comparison lies on the

matching procedure rather than on the behavior of the employed parton shower. Furthermore, we perform

a resonance insertion (c.f. sec. 3.6.8) for the parton shower to preserve the resonances in such a way that a

resonant Z boson is inserted in every generated event, equivalent to the behavior of the POWHEG-BOX.

6.1.2 Total cross sections

Tab. 11 lists the total cross sections in this setting at LO and NLO computed with WHIZARD as well as the

POWHEG-BOX. It includes the statistical uncertainties determined from the MC integration uncertainty as well

as the scale uncertainties determined by varying the scale choice of eq. (6.2) by a factor of 2 up and down20.

program order cross section ± stat. unc. +
− scale unc. σsig

WHIZARD
LO

13620.93 ± 1.92 +
−

2956 (21.7%)
2842 (20.9%) 1.48

POWHEG 13625.83 ± 2.70 +
−

2953 (21.7%)
2843 (20.9%)

WHIZARD
NLO

9649.46 ± 1.89 +
−

308 (3.19%)
390 (4.04%) 0.52

POWHEG 9650.83 ± 1.87 +
−

306 (3.17%)
393 (4.07%)

Tab. 11: Table of LO and NLO cross sections in pb for the process pp→ e+e− computed with the POWHEG-BOX and
WHIZARD. Statistical uncertainties, i.e., the MC integration uncertainties and scale uncertainties are shown
separately.

20We refrain from an independent variation of the renormalization and the factorization scale here. We also neglect PDF
uncertainties.
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The last column quantifies the significance of the deviation of both results from WHIZARD and the POWHEG-BOX

in terms of

σsig :=

∣
∣σWZ − σPG

∣
∣

√

(∆stat
σWZ)2 + (∆stat

σPG)2
, (6.4)

defined in full analogy to eq. (5.11). With values far below 2, we find excellent agreement between both

programs for the results at LO as well as NLO.

We should also interpret the cross-section values. We see that from LO to NLO, the scale uncertainties

decrease by about 90% thanks to the higher-order perturbative terms taken into account. The total cross

section also decreases significantly at NLO. When discussing the effect of NLO corrections, it is useful to

define the K-factor

K :=
σNLO

σLO
and δNLO :=

σNLO − σLO

σLO
= K − 1 (6.5)

as the NLO correction. In this case, we findK = 0.708, which amounts to an NLO correction of δNLO ≈ −30%.

At first glance, this is unexpected as the Drell-Yan process is known [179–182] to receive large and positive

NLO QCD corrections, mostly due to the fact that only the NLO corrections open up gluonic production

channels not present at LO (fig. 6.1c). These channels are enhanced by typically large gluon PDFs at the

LHC, which we can also see in fig. 6.2. In this case, however, this effect is overcompensated by another

effect. While it is true that the NLO corrections in the high-energy regime are positive, the majority of the

cross section comes from the lower end of the phase-space region allowed by eq. (6.3). We can verify this by

computing the cross section at higher invariant lepton masses. The results are shown in tab. 12. We clearly

see that at higher energies, the total cross section decreases drastically, while the NLO correction increases

by up to roughly +20%.

At lower CM energies, we typically find lower values of x (c.f. eq. (2.10)). In our construction of the FKS

phase space, we learned that we construct the real phase space from the Born phase space in such a way

that the mass of the recoil system, which in our case equals me+e− , stays unaltered. This also holds for ISR

where this implies xR ≥ xB (c.f. eq. (2.114)). From the RHS of fig. 6.2, we see that the PDFs decrease with

this change, especially at µ2
R = m2

Z ≈ 104 GeV2, explaining our observation.

me+e− > 10 GeV me+e− > 50 GeV me+e− > 100 GeV

LO 13620.93± 1.92 1892.30± 0.14 72.635± 0.005

NLO 9649.46± 1.89 2151.79± 0.17 85.500± 0.007

K 0.71 1.14 1.18

Tab. 12: Table of cross sections for the process pp→ e+e− with increasing selection cut on the invariant lepton mass.
The cross sections have been computed with WHIZARD and are given in pb.

In sec. 2.6.3, we discussed the possibility of splitting the real contribution into a singular and a remaining

finite part. We validated the real partition at the level of cross sections already in sec. 5.3 for a number of

processes. Additionally, we want to study the impact of different real-partition scales on the partial cross

sections of the Drell-Yan process in this section.

Tab. 13 shows the Drell-Yan cross sections computed with the real partition in the setup mentioned in

sec. 6.1.1 for three different values of the real-partition scale, hF . The cross section labeled "finite" refers

to the cross section of the finite real component only, while the cross section labeled "combined" combines

the cross section contributions of all other components, including the singular real component. We clearly

see that also in this case, the sum of both parts is constant and statistically compatible with the total NLO

cross section reported in tab. 11. Although the same amount of iterations and calls have been performed in
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the integrations, the result with the lowest real-partition scale hF is the least precise as, in this case, we are

integrating the unsubtracted real cross section almost separately from the subtraction terms.

hF combined finite sum

WHIZARD 5 GeV 1719.25± 2.92 7937.52± 2.61 9656.77± 3.92

WHIZARD 50 GeV 9369.71± 1.66 280.69± 0.23 9650.40± 1.68

WHIZARD 100 GeV 9595.36± 1.76 55.34± 0.05 9650.70± 1.76

Tab. 13: Table of cross sections for the process pp→ e+e− computed with WHIZARD for different real-partition scales,
hF . The "combined" cross section is determined from the sum of the Born, the virtual, the DGLAP remnant
and the singular real NLO component, while the "finite" cross section belongs to just the finite real part.
All cross sections are given in pb. The stated uncertainties are MC integration uncertainties only.

6.1.3 POWHEG events

We will dedicate this section to a detailed comparison of differential distributions generated using POWHEG

events simulated by WHIZARD and the POWHEG-BOX. At this stage, up to a single emission has been generated

using the POWHEG-matching prescription discussed in sec. 3, and no parton shower has been applied yet,

meaning that we are inspecting an intermediate step to the fully showered distributions still at parton level.

The generated events are analyzed and plotted using Rivet 3.1.4 [94]. We show the results in fig. 6.3. The

differential distributions therein set the NLO distributions of the POWHEG-BOX’s and WHIZARD’s generated

POWHEG events labeled "POWHEG NLO" and "WHIZARD NLO", respectively, in comparison with the LO and the

fNLO distribution of events simulated with WHIZARD21.

Fig. 6.3a shows the differential distribution of the invariant dilepton mass me+e− :=
√

(pe+ + pe−)2. In the

upper part of the plot, we see the absolute value of the observables per bin in pb/GeV. In contrast, the

lower part shows the ratio over the distribution of the POWHEG events, generated with WHIZARD, for which

the scale uncertainty is shown as a light blue band. In the general shape, we can clearly see the Z-pole at

me+e− = mZ as well as the photon-propagator divergence at low me+e− , cut off at 10 GeV.

In the ratio plot, we observe excellent agreement between all NLO distributions over the full range of me+e−

shown. Even the fixed-order distribution agrees well with both distributions of POWHEG events because the

invariant dilepton mass is equal to the radiation recoil mass, which is preserved in the construction of the

NLO phase space. This is also the reason for the comparatively few bins with uncertainty spikes in the

fNLO distribution, as the counterevents end up in the same bin as the corresponding subevents with positive

weights. We can now also graphically understand the negative total NLO corrections we investigated using

total cross sections in the previous section. We can clearly see that the NLO corrections are negative only

in the range of me+e− < mZ/2, where the photon propagator dominates.

In the middle row on the LHS in fig. 6.3b, we compare the distributions of the electron transverse momentum

pT,e− :=
√

p2
x,e− + p2

y,e− . We see a pronounced maximum at about pT,e− ≈ 5 GeV, which is the result of the

huge number of events at a low dilepton mass cutoff at 10 GeV.

We can observe a second, less pronounced peak at pT,e− = mZ/2. For the LO events, it is followed by a clear

cutoff. This feature is known as the Jacobian peak, which is often used for vector-boson-mass measurements.

It can be explained as the consequence of a variable transformation to pT . If the Z boson would decay at

21The term "POWHEG events" refers to the events generated using the POWHEG-matching prescription. They are partonic events,
not including the effects of parton showering and hadronization.
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rest, we had pT,e− = mZ

2 sin(θ) so that we get

dσ

dpT,e−

=
dσ

d cos(θ)

d cos(θ)

dpT,e−

=
dσ

d cos(θ)

2pT,e−

mZ

√

(mZ

2 )2 − p2
T,e−

, (6.6)

describing the said sharp peak and cutoff. Now the Z boson is typically not produced at rest. It is more

likely to be boosted, especially if it originates from a qq pair in which one of the quarks is a valence quark. As

this boost is along the z axis, it does not disturb this picture. With additional ISR, the Z boson momentum

may also have a transverse component so that we can observe electron transverse momenta larger than mZ/2

beyond LO.

Comparing the NLO distributions, we again find agreement between both distributions of POWHEG events.

While also the fNLO distribution agrees with both predictions in the range pT,e− < mZ/2, it deviates beyond

that. This is a general feature that goes back to two of the main principles of the matching. The matching

is designed to suppress the soft regions prior to the showering. Requiring a conservation of the total cross

section at the same time implies an enhancement at large radiation energies, which is what we see in fig. 6.3b

beyond pT,e− ≈ mZ/2.

At this critical point, we can also see one of the typical issues of fixed-order NLO events we discovered in

sec. 2.8.1: events with very soft real radiation typically require a large cancellation of positive and negative

weights. The additional radiation, however, tends to cause a slightly larger transverse momentum for the

real subevents than for the Born-like counterevents. This circumstance separates the two contributions in

the neighboring bins in the center of the plot, causing the odd behavior of a very small entry followed by a

drastic increase in the next bin.

The electron rapidity is depicted on the RHS in fig. 6.3c. Here, the agreement between all NLO predictions

is remarkable across the entire range. The LO distribution, however, is much more central as the LO

simulation is missing the intrinsic pT of the Z boson. Our observations concerning the agreement between

fixed-order and POWHEG events as well as misbinning effects of fNLO events also hold in this case as rapidity

differences are invariant under the boost of the recoil system from the Born to real phase space.

Both previously discussed distributions for the positrons are omitted. They are equivalent to the electron

distributions, as there is no preferred charge.

Fig. 6.3d and 6.3e in the lower row show the transverse momentum and rapidity distribution of the radiated

parton, respectively. Both histograms can only be filled by events featuring real radiation. For this reason,

no LO distribution is shown. This also implies that the distributions are not NLO-accurate themselves but

rather resemble the LO description of the process pp→ e+e− j.

In these distributions, we see a clear peak of the fNLO distributions in the central rapidity region and

the region of low pT,j1
. Technically, the leftmost bin in the pT,j1

distribution of the fNLO events is not

well-defined as it contains arbitrarily soft radiations. Without any requirements on the jet energy, the

transverse momentum is not an IR safe observable even if we applied a jet-clustering algorithm (which is an

identity operation at parton level, in this case, anyways). We thus exclude all events with pT,j1
< 2 GeV in

both histograms to only show finite results. The remaining events at low pT,j1
lead to an overshoot in the

central region of the rapidity distribution nonetheless. The lower fNLO prediction for larger jet transverse

momenta fits to the fNLO prediction of the lepton transverse momentum at high pT .

Comparing the fNLO distributions with the POWHEG events, we see that the latter generally show a much

less severe behavior, taming the divergence towards low values of pT,j1 , which is one of the main goals of

the matching prescription. The LL resummation performed by the parton-shower radiation is curing the

fNLO deficiencies. Between both distributions of POWHEG events, we again see a very good agreement across
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the vast majority of both radiation distributions. This is remarkable as the kinematic description of the

radiation is most sensitive to the details of the matching algorithm. Taking a closer look at the regions of

very low transverse momenta and angles to the beam axis, however, we can spot some deviations of up to

3%. At the low-energy end of the distributions, this can be caused by minor technical differences such as the

choice of ξmin (c.f. eq. (2.39)) or internal process-independent technical cuts on energies and momenta to

avoid numerically instable regions in the matrix-element calculations. In less technical applications, however,

these different choices do not pose a problem since the low-energy region is typically simulated by the SMC

rather than the fixed-order description by choosing a value for pT,min larger than the 1 GeV chosen here.

Furthermore, this very soft region is often cut out of the fiducial phase space in experimental analyses.
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All distributions discussed so far have been generated without the use of the real partition, although in

sec. 3.6.3, we emphasized the benefits of the real partition in conjunction with the POWHEG-matching scheme.

The neutral Drell-Yan process at tree level is remarkably simple. So simple that the Born matrix element

in the denominator of the Sudakov form factor (c.f. eq. (3.9)) has no zeroes making it possible to find a

suitable UBF also without partitioning the real matrix element as we have seen in fig. 6.3.

We still want to use this opportunity to understand the effects of the real partition. For this purpose, fig. 6.4

shows differential distributions of POWHEG events for the same observables as discussed before generated with

the real partition for both MC generators WHIZARD and the POWHEG-BOX.

WHIZARD employs the real partition criterion given by eq. (2.161), which depends on the real-partition scale

hF . As explained in sec. 2.6.3, this scale determines which portion of the real matrix element is considered to

be part of the finite contribution and can thus be generated separately from the POWHEG-matching procedure.

A large real-partition scale leads to a small finite part such that hF =
√
Shad reproduces the case of no

applied partition at all. The POWHEG-BOX on the other hand, uses eq. (2.163) as real-partition criterion and,

as described in sec. 3.6.4, an additional criterion inspired by eq. (2.164), with a real partition function given

by

F =
h2

dampm
2
Z

h2
dampm

2
Z + p2

T,Z

. (6.7)

It has the same edge behavior as WHIZARD’s approach for small pT . This partition function is equivalent to

eq. (3.119) but here, the dimensionful quantity mZ has been factored out, so that hdamp is dimensionless in

this context. In this case, we have chosen the recommended value of hdamp = 0.25.

In the distribution of the invariant dilepton mass and the electron rapidity in fig. 6.4a and 6.4c we can barely

spot any significant difference between the displayed distributions. This is no surprise as we noticed before

that both distributions show a general consensus between the fNLO and POWHEG event distributions.

Fig. 6.4b, on the other hand, is more conclusive. It shows the electron transverse momentum. There are only

minor deviations at pT,e− < mZ/2, but beyond that, we can observe a few things. While the agreement be-

tween both distributions without real partition is still visible, we see that they also agree with the distribution

corresponding to the largest real-partition scale hF = 100 GeV up to pT,e− ≈ 80 GeV. This nicely confirms

the expected behavior described above while at the same time assuring that nothing went wrong during the

general procedure of generating events using the real partition (c.f. app. D for the technical details on that).

Moreover, we also find a good agreement of both predictions applying a strong real-partition criterion for the

events generated with the POWHEG-BOX and WHIZARD, although the chosen real-partition functions are not

identical (c.f. eq. (2.161) vs. eq. (2.164)), confirming that both are valid choices. Regarding the distribution

with the intermediate real-partition scale of hF = 50 GeV, we see that it interpolates nicely between the dis-

tributions with a strong (hF = 5 GeV) and no real partition at all. This is also true for further real-partition

scale choices, which we do not show explicitly to avoid cluttering the picture. In our discussion of fig. 6.3b,

we noticed that the matching causes an enhancement at high transverse momenta. We can see here that the

real partition can remedy this problem as for small real-partition scales, the fNLO behavior at large pT can

be restored. This property is an advantage of the real partition beyond remedying the problem of Born zeroes.

Most of these observations are equally valid for the remaining two distributions describing the radiated

parton. The effect of the real partition helping to restore the fNLO behavior is even more pronounced in

the transverse-momentum distribution in fig. 6.4d. More precisely, we can see that the distributions with

real partition tend to agree with the fixed-order predictions at about pT,j1 ≈ hF .

In realistic applications, we recommend not choosing a too low value for hF to use the benefits of the
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real partition while keeping the fNLO accuracy at high pT . Also, based on our findings in sec. 3.6.9, very

small central values for hF should be avoided in order to avoid generating a large fraction of negatively

weighted events. To estimate the associated uncertainty, we recommend varying it by a factor of 2, or more

conservatively, by a factor of 4.

We can also spot one more effect, namely a difference between both strong partitioning predictions of

WHIZARD and the POWHEG-BOX. We can see that WHIZARD predicts up to 20% more events in the region of

very low pT,j1
. The reason is that with a real-partition scale of hF = 5 GeV, events with a similarly low

radiation transverse momentum belong to the finite part of the real partition, which does not include any

subtraction terms. We thus observe a behavior similar to that of the fNLO events we saw in fig. 6.3: an

excess at low pT,j1 and central yj1 . This is another hint that a too-low choice for the real-partition scale will

not optimally describe low energy emissions, which, on the other hand, are usually better described by the

SMC, anyways.
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6.1.4 Effects of the parton shower

In the simulation of the parton level POWHEG events we focussed on so far, we generated just up to a single

emission and explicitly excluded emissions at low transverse momentum from our perturbative description.

This is, of course, only part of the full picture. To describe physics at all scales, we apply a parton shower

to simulate the remaining lower energetic interactions.

The shower setup

In this study, we employed PYTHIA 8.307 [183] to simulate parton shower and hadronization. To steer

PYTHIA, we used a mixture of the examples main31 and main44 shipped together with the main program

of PYTHIA. Additionally, we had to explicitly handle the event weight in order to preserve the weight’s sign

also for negatively weighted events, which are to a reduced but still non-negligible extent still present in the

POWHEG events we hand to PYTHIA.

Regarding the shower settings, we mostly stuck to PYTHIAs default choices in this MC level comparison. As

we aim to compare WHIZARD and the POWHEG-BOX, we give precedence to the information stored in the input

Les Houches Event Files (LHEFs) whenever possible. This includes the settings concerning the beams and

lepton masses. However, we explicitly choose the settings managing PYTHIA’s behavior according to the

POWHEG-matching prescription.

We disable emission vetoing and also vetoing radiations from multi-

particle interactions as we employ a transverse-momentum ordered

shower. We set the upper transverse momentum for the emissions

to the SCALUP parameter in the LHEFs, while during event gener-

ation, we set this value to the pT of the emission generated by the

parton level MC and to pT,min if no real emission was generated (c.f.

also sec. 3.6.5). For this, we choose a pT definition with respect

to the emitting parton with PYTHIA’s definition of the emitter and

the pT definition of the POWHEG-BOX. Most importantly, we force

PYTHIA to always respect this scale choice22. We disable the QED

shower and also matrix element corrections performed by PYTHIA.

Finally, we set the options for the running of αS to the same values

as chosen in the parton level MC generators. The last mentioned

settings are set twice, once for the space-like ISR and once for

the time-like FSR shower. In technical terms, these settings are

displayed on the right.

1 POWHEG: nFinal = 2

2 POWHEG: veto = 0

3 POWHEG: MPIveto = 0

4 POWHEG: pThard = 0

5 POWHEG: pTemt = 0

6 POWHEG: emitted = 0

7 POWHEG: pTdef = 1

8 SpaceShower : pTmaxMatch = 1

9 SpaceShower : QEDshowerByL = o f f

10 SpaceShower : QEDshowerByQ = o f f

11 SpaceShower : MEcorrect ions = o f f

12 SpaceShower : a lphaSvalue = 0.120179

13 SpaceShower : a lphaSorder = 1

14 TimeShower : pTmaxMatch = 1

15 TimeShower : QEDshowerByL = o f f

16 TimeShower : QEDshowerByQ = o f f

17 TimeShower : MEcorrect ions = o f f

18 TimeShower : a lphaSvalue = 0.120179

19 TimeShower : a lphaSorder = 1

These settings are documented in the PYTHIA8 manual [184], while ref. [185] specifically discusses the effects

of these settings on the POWHEG matching.

With the parton shower applied, the simulated events will contain a large number of final-state particles,

including soft particles and those very collinear to each other. To nevertheless be able to define meaningful

observables, we cluster the colored final-state particles into jets, using the anti-kT algorithm [176] as

implemented in FastJet 3.3.4 [186] with R = 0.4. In the jet definition, we require pT,j > 2 GeV to avoid

IR unsafe regions at low transverse momenta. Considering the cuts, we keep eq. (6.3) as before so that

the jet definition only affects the jet observables pT,j1
and yj1

but does not restrict the radiation for other

observables, as this would violate their IR safety.

22This is achieved by setting pTmaxMatch = 1. What we refer to as pT,min from the perspective of the parton level MC
generator is referred to as pT,max from the perspective of the SMC.
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Although applying the parton shower is a unitary procedure if integrated over the entire phase space, the

additional radiation generated by the parton shower typically softens the present jets making it harder for

the events to pass the jet criteria eventually lowering the fiducial cross section (c.f. sec. 3.1). In our case,

however, the NLO corrections as well as additional emissions will not affect the dilepton mass me+e− on

which the cuts solely depend. For this reason, the total cross sections, as mentioned in sec. 6.1.2 keep their

value also in this extended setup, including the parton shower.

Differential distributions

The differential distributions for this setup, predicted by WHIZARD and the POWHEG-BOX in conjunction with

PYTHIA, are depicted in fig. 6.5. We compare the predictions from both programs with and without a real

partition (RP) for the same observables as before. While for the POWHEG-BOX, we choose hdamp = 0.25 as

before, we only show the results for hF = 5 GeV from WHIZARD to keep the diagrams tidy. Nevertheless, we

can conclude from the discussion before that the distributions for real-partition scales hF > 5 GeV will lie

between both distributions presented from WHIZARD.

We do not discuss fNLO predictions from here on as, although applying a parton shower to the generated

fNLO events might technically be possible, it will have issues with double counting of emissions, which to

avoid was the main motivation for using the matching procedure.

By comparison of fig. 6.5a-c with the corresponding distributions discussed in the previous subsection, shown

in fig. 6.3, we see that the kinematic distributions of the leptons are as unaffected by the parton shower.

The reason is the same as for the total cross sections: the conservation of the invariant lepton mass.

More insightful are the remaining two jet distributions. Comparing the jet transverse-momentum distribu-

tions of fig. 6.5d with the same pre-shower distribution in fig. 6.3d, we see that the jet has become harder,

most likely by gathering more energy from secondary ISR. Moreover, the sharp increase towards the lower

end has given way to a peak at about pT,j1 ≈ 10 GeV as in an event with more than one clustered jet, the

hardest one less often has very low energy.

Viewing the different predictions in relation, we see that both distributions from WHIZARD and the POWHEG-BOX

also agree remarkably well in their description of the hardest jet angle and momentum. This holds for both

distributions, even with applied real partition and most remarkably also in the regime of very soft jets,

where we saw a deviation in the prediction with a real-partition scale of hF = 5 GeV in fig. 6.4d.

This is a non-trivial achievement as in opposition to the comparison at parton level, the parton shower

additionally depends on the flavors and colors present in the events, the choice of the parton shower-starting

scale as well as the information about resonant subprocesses all of which have been implemented only in the

course of this thesis. Only with the correct resonances present in the events generated at parton level the

parton shower can take this into account to determine which particle’s invariant mass is to be preserved. In

the absence of resonances, more soft and longitudinal radiations would be simulated, as parton shower and

hadronization are allowed to adjust the momenta of partons.
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6.2 The Drell-Yan process pp→ e+e− compared to data

After the successful validation with the well-established implementation of the POWHEG matching in the

POWHEG-BOX, we will attempt a more realistic application next. The Drell-Yan process is regularly studied

with varying foci by the ATLAS and the CMS experimental collaborations. From the available analyses at√
Shad = 13 TeV [187–189], we pick the most recent analysis performed by the CMS collaboration, ref. [189],

studying Z boson angular and transverse-momentum distributions in the resonance region in data collected

at
√
Shad = 13 TeV in 2016 corresponding to an integrated luminosity of 35.9 fb−1.

In our comparison, we focus on the electronic decay of the Z boson. However, from the MC perspective,

there is no conceptual difference to the muonic decay.

6.2.1 Process setup and event selection

We shall briefly explain the process setup and the event selection here, focusing on the settings relevant

for the MC simulation. In app. D, we discuss these settings at the technical level in full detail. For the

details concerning the particle detection, reconstruction and background reduction, we refer to the CMS

publication [189].

We choose masses and other input parameters according to the Particle Data Group (PDG) Review of Particle

Physics [190], neglecting lepton and 5 light quark masses. We employ the PDF set NNPDF30_nlo_as_0118 [191]

and choose

µF = µR =
√
(
pZT
)2

+m2
e+e− (6.8)

as the central factorization and renormalization scale. We use Born matrix elements generated by O’Mega

and NLO matrix elements provided by OpenLoops.

At the generator level, we require an invariant lepton mass of

me+e− > 50 GeV , (6.9)

less strict than those we will require in the analysis to avoid discarding PSPs, which would pass the kinematic

requirements only after the parton showering, hadronization and subsequent reconstruction. The exact choice

here should have no influence on the final results, however.

Concerning the resonance insertion in the generated events, we choose a more elaborate simulation as before

by inserting resonant Z bosons in a range of 16ΓZ centered around mZ with a Gaussian suppression of 1/e

at 4ΓZ (c.f. sec. 3.6.8).

Considering the matching settings, we fill a 10× 10 POWHEG grid and choose pT,min = 2.5 GeV as the central

value for the minimum transverse momentum that radiation described by the hard matrix element may have.

We will also consider variations of pT,min around the central value.

For the parton shower, hadronization and the underlying-event simulation, we employ PYTHIA 8.307 [183]

with the tune CUETP8M1 [192, 193] also known as the CMS Tune MonashStar. This determines the QCD

and electromagnetic initial-state as well as final-state shower. Regarding the PYTHIA settings for the POWHEG

matching, we choose the same values for all the "POWHEG" settings as well as pTmaxMatch mentioned in

sec. 6.1.4.

For the analysis of the generated events, we employ Rivet 3.1.4 [94]. By virtue of Rivets analysis

preservation system, we are able to reuse the CMS analysis prepared in the course of ref. [189]. Within

Rivet, it is referred to under the name CMS_2019_I1753680. It performs the Z-boson reconstruction and

histogramming.

At the analysis level, we impose stricter cuts than we used for the integration and the simulation of the
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partonic events. We require two oppositely charged, same-flavor leptons to fulfill

|ηℓ| < 2.4 and pT,ℓ > 25 GeV (6.10)

and a dilepton invariant mass within 15 GeV around mZ = 91.1876 GeV,

|mℓ+ℓ− −mZ | < 15 GeV . (6.11)

This ensures that the leptons are well within the detector acceptance, optimizes the trigger efficiency and

selects well-identifiable Z-boson candidates. In this setup, the fiducial phase space is much more restricted

than in the technical comparison with the POWHEG-BOX we performed before.

Rivets analysis preservation system also provides access to the differential distributions of the unfolded

background-subtracted data corrected for detector effects and shown in ref. [189], drastically simplifying the

present comparison.

6.2.2 Cross sections

Before we compare differential distributions, we will first look at the measured total cross section compared

to predictions from different MC generators. In tab. 14, we summarize the total cross sections for the

leptonic decay channel, given in ref. [189] and extend them with our own result.

While MG5_aMC 2.3.3 [45] and WHIZARD employ the NNPDF 3.0 PDF set NNPDF30_nlo_as_0118 [191], FEWZ

instead uses the NNPDF 3.1 [194] NNLO PDF set. The given scale uncertainties are estimated by varying

both scales, µR and µF , independently by a factor of 2 up and down, excluding the extreme variations, with

the scale given in eq. (6.8) as the nominal value. As opposed to the approach followed in ref. [189], we omit

PDF uncertainties in our predictions and choose not to symmetrize the uncertainties.

order σ in pb

Data 712± 10 (sys)± 18 (lumi)

FEWZ NNLO QCD 719± 8 (stat+PDF+scale)

MG5_aMC NLO QCD 682± 55 (stat+PDF+scale)

WHIZARD NLO QCD 658.56+18.13
−38.11 (stat+scale)

WHIZARD LO QCD 630.31+83.05
−92.43 (stat+scale)

Tab. 14: Predicted and measured cross sections for the Drell-Yan process. The measured cross section (data) and
those computed with FEWZ and MG5_aMC are stated as reported in ref. [189]. For the latter two, the given
uncertainties include the statistical MC uncertainties as well as PDF and scale uncertainties. The last two
rows show the results computed with WHIZARD. Here, the given uncertainties reflect the symmetric statistical
and asymmetric scale uncertainties.

Qualitatively, we can see that the highest-order prediction by FEWZ agrees best with the measured cross

section, as both values are within their respective uncertainties. Both NLO QCD computations yield results

about 5 − 8% lower, from which we can conclude the NNLO QCD correction to be positive. The results

computed with MG5_aMC and WHIZARD at NLO QCD roughly agree within their scale uncertainties, although

their central values differ by about 4%. This difference is likely related to different approaches to the

parton-shower matching and merging. While WHIZARD employs the POWHEG-matching method, MG5_aMC relies

on MC@NLO matching and additionally performs NLO merging, taking up to two additional partons at Born

level in the matrix-element calculations into account, using the FxFx merging scheme [110]. Unfortunately,

the total cross section computed with the POWHEG-BOX, which follows an approach more similar to that of
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WHIZARD, is not reported.

Considering the LO cross section, we see that both the NLO QCD as well as the NNLO QCD corrections

are positive. The reason is that each order enables more processes with a gluonic initial state to contribute,

leading to an enhancement of the cross section due to the large gluon PDFs.

6.2.3 Differential distributions

Besides total cross sections, we also want to compare differential distributions of measured data and MC

predictions. Ref. [189] puts a strong focus on the properties of the reconstructed Z boson. Following this

approach, we will discuss differential distributions of the Z-boson transverse momentum, pZT , and its rapidity,

|yZ |. While |yZ | predominantly covers the angular properties of the Z boson, its transverse momentum also

covers the energetic component. It is a property of the Z boson often studied in the Drell-Yan process. In

a naive LO description of the process without any additional radiation, the Z boson would not have any

transverse momentum. Its transverse-momentum distribution is thus the ideal candidate to test the SM

description of the intrinsic pT of the initial partons and ISR effects probing the strong interaction. Moreover,

a precise calibration of the pT measurements of weak bosons is crucial for W -mass measurements at the

Tevatron and the LHC.

We generated several differential distributions using WHIZARD, all with NLO accuracy but with different

parameters of the shower-starting scale, pT,min, and the real-partition scale, hF . Both parameters are

determined by the parton-level MC generator. They are thus not part of the parton-shower tune, although

they do have an influence on the shower behavior. We consider variations to estimate their effect. To avoid

confusion, we show variations of pT,min in fig. 6.6 separately from the variations of hF in fig. 6.7. We will

discuss both variations simultaneously, nonetheless.

The rapidity distributions are shown in fig. 6.6b and fig. 6.7b. From the plateau at values |yZ | . 1, we see

that Z bosons central in the detector are favored. In both figures, varying pT,min or hF barely influences

the simulated distributions, as they all agree, most often even within the very small statistical uncertainties.

Similarly, we noticed in the previous subsection that the lepton rapidity is barely influenced by the shower-

starting scale or the real-partition scale. We can clearly see that the |yZ | distribution, normalized to the

total cross section, is off by a roughly constant −(6−8)%, owing to the slightly lower prediction for the total

cross section compared to the experimentally determined value. This effect can be circumvented by choosing

the same normalization for all distributions. For this reason, we show the same distributions normalized

to unity in fig. 6.6c. Once the distributions are normalized to the same integral, the agreement between

prediction and measurement is almost perfect.

In figs. 6.6a and 6.7a we show the Z-boson transverse momentum. Here, such excellent agreement between

simulation and measurement cannot be observed. In both figures, we notice a strong dependence of the

distribution on both indirect shower parameters we consider variations of. We can see a deviation between

the predictions and the data, especially in two scenarios. For the lowest value of pT,min, 1 GeV, we clearly

see that the predicted peak of the distribution exceeds the measurement. Taking into account the scale

uncertainty, which, for clarity, is displayed only for the pT,min = 2.5 GeV distribution in blue in fig. 6.6a, we

can see that they almost cover the exceeding. Thus, it is not a severe problem but indicates that a larger

shower-starting scale yields better predictions. In this case, more of the low-pT region is populated by the

parton shower.

The observation and also the conclusion is similar for the variation of the real-partition scale in fig. 6.7a

We see that the prediction of the Z-boson transverse momentum is off for hF = 50 GeV. The behavior is

even similar to the distribution for pT,min = 1 GeV shown in fig. 6.6a. In both cases, the variation of the

distributions for different values of pT,min and hF is almost covered by the scale uncertainties. To be more
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uncertainties, we see that the behavior of small uncertainties around pZT = 10 GeV, which increase going

outwards, is most comparable to the uncertainty behavior displayed in ref. [189] for the MINLO procedure.

Summarizing, our predictions using the POWHEG-matching scheme can describe the measured data well at

NLO accuracy for some parameter choices and show a behavior similar to the predictions computed in the

course of ref. [189] using the POWHEG-BOX. An in-depth analysis of the remaining differences would require a

more thorough dive into the technical differences of the employed MC generators.
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Fig. 6.8: The measured absolute cross sections (left) in bins of |yZ | for the dielectron final state. The shaded bands
around the data points (black) correspond to the total experimental uncertainty. The measurement is
compared to the predictions with MG5_aMC (square red markers), POWHEG (green triangles) and FEWZ (blue
circles). The error bars around the predictions correspond to the combined statistical, PDF and scale
uncertainties. This is fig. 5 of ref. [189].
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Fig. 6.9: The measured absolute cross sections (left) in bins of |pZ
T | for the dielectron final state. The shaded bands

around the data points (black) correspond to the total experimental uncertainty. The measurement is
compared to the predictions with MG5_aMC (square red markers), POWHEG (green triangles) and POWHEG-MINLO

(blue circles). The error bars around the predictions correspond to the combined statistical, PDF and scale
uncertainties. This is fig. 6 of ref. [189].
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6.3 Predictions for e+e− → ttj measurements at a future lepton collider

A multi-purpose MC generator like WHIZARD allows to make predictions for total and differential distributions

about a plethora of different processes. We have implemented the ability to generate fixed-order NLO as

well as POWHEG events with the same standard of generality, yet, we have only discussed matched predictions

for the Drell-Yan process at the LHC so far. In this section, we switch gears to study the production of a

top-quark pair associated with a jet at a future lepton collider.

One of the main prospects of future lepton colliders is to improve the top-mass measurement at the top-

pair threshold. For this reason, a center of mass energy of
√
Shad ∈ [350, 380] GeV & 2mt is often among

the proposed energy stages [32, 33, 147, 195] while later stages usually include larger CM energies like√
Shad = 500 GeV, to study the production and interaction of Higgs bosons, e.g., in association with top

quarks.

Using the radiative return effect, i.e., additional radiation taking away energy, so that the recoil system

gets closer to a resonance mass, it is also possible to study the top threshold at higher CM energies, e.g.,

by studying the processes e+e− → ttγ [196] for which e+e− → ttj is a background process. Also from the

technical perspective, e+e− → ttj is ideally suited to complement our previous results. While we previously

discussed the Drell-Yan process, featuring ISR exclusively, e+e− → ttj at NLO QCD features FSR off

massless as well as massive emitters. This allows to additionally test the POWHEG matching, including the

UBFs derived in sec. 3.5.5 and 3.5.8. Moreover, it is the ideal candidate to apply and study the real partition,

as we have already pointed out in sec. 2.6.3.

6.3.1 Process setup and event selection

Although WHIZARD is capable of computing the NLO QCD corrections to the full 2 → 7 off-shell process,

including the decays of both top quarks, we assume the top quarks to be stable in our setup for several rea-

sons. Most of all, decaying top quarks often require more elaborate reconstruction techniques in the analysis,

which produce less clear results and are not the focus of this thesis. A hadronic top decay overall complicates

the jet combinatorics. This would not be the case for the leptonic decay but this one also would not have

much influence on the NLO QCD corrections or the matching either. Even if we assumed stable W bosons,

we would have to take into account threshold effects leading to large K factors as e+e− → W+bW−b j

is subject to radiative return towards the top threshold [197]. Also from the technical side, radiation off

top quarks is probably the best opportunity to test the kinematic construction and UBFs in the POWHEG

matching for massive emitters.

With the same considerations, we refrain from employing a parton shower to the generated POWHEG events.

In a subsequent shower, the top quarks would necessarily decay, leading to the abovementioned problems.

At the applied precision level, a full study with a description of the top-quark decay with NLO matrix

elements would be necessary.

In this investigation, we thus study the production of two top quarks in association with an additional jet

at an e+e− collider with a CM energy of
√
Shad = 500 GeV. We take the default values for the masses and

widths from the 2022 PDG Review of Particle Physics [198]. Differing from that, we obviously have to set

Γt = 0, and we round the top mass to mt = 172.5 GeV while considering all other quarks as well as the light

leptons to be massless. For αS , we thus take the lightest 5 quark flavors into account in the running of αS
described at NNLO. The renormalization scale is set to

µR = HT/2 with HT :=
∑

i

√

p2
T,i +m2

i , (6.12)
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where the sum runs over all final-state partons.

To avoid divergences from soft or collinear jet radiation and to guarantee a well-defined IR finite Born cross

section, we employ the anti-kT algorithm [176] with R = 0.5 as implemented in FastJet 3.3.4 [186] to

cluster light quarks and top quarks into jets. We also equally include top quarks in the clustering to avoid

artifacts from hard collinear radiation off the top quarks in the differential distributions. In the following,

we require at least 3 of those jets to fulfill the requirements

pT > 15 GeV and |y| < 4.5 (6.13)

on their transverse momentum and rapidity, respectively.

Regarding the POWHEG event simulation, we again use a 10× 10 POWHEG grid and pT,min = 1 GeV to be able

to observe the behavior of the matching in the sensitive soft regions.

All tree-level matrix elements in the computation are generated by the in-house matrix-element generator

O’Mega, while OpenLoops provides the loop matrix elements.

6.3.2 Total cross sections

In our first discussion of the real partition in sec. 2.6.3, we already elaborated that the present process,

e+e− → ttj, greatly benefits from the approach of partitioning the real matrix element in a singular and

a finite part because some of the real subprocesses, i.e., those featuring a g → qq splitting, have finite

contributions. Here, we want to use this opportunity to study this claim quantitatively.

To do this, we compute the real cross section with three different real-partition scales, one of them cor-

responding to not using the real partition at all. In tab. 15, we show the integration histories for the

integrations of the singular real component in each case. We also show the cross section computed for the

finite real component to be able to compare the results for the full real cross section, too. We do not show

the integration history for the real finite as it usually integrates very well, requiring no subtraction terms

and thus, no cancellation of contributions. For this reason, it also integrates much faster than the singular

real contribution so that we can as well increase the number of iterations and calls for the real finite without

much cost, if necessary.

First of all, we can see that the summed results in the last row are in statistical agreement, so the total

cross section is unaffected by the real partition as it should be. Comparing the convergence behavior,

assessable from the evolution of the absolute as well as relative uncertainties along the iterations, we can

see an improvement if we turn on the real partition with hF = 50 GeV. As the total results for the integral

of the singular real contribution differ, the relative uncertainty gives the best hint on the convergence of

the integration. We can see that splitting off only a small finite part already improves the integration. The

effect is suppressed, however, as the largest contribution to the cross section comes from ALRs featuring

gluon radiation.

The last column shows the integration history with hF = 5 GeV, splitting off a larger finite real part. By

choosing a too-small value for hF , we are almost integrating the subtraction terms separately from the

singular real contribution. This leads to negative partial values for the real singular cross section and a large

cancellation between both components, which altogether decreases the convergence. So for the integration,

hF is optimally chosen in such a way that the total real cross section is roughly split into equal parts and

that none of them becomes negative.
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hF =∞GeV hF = 50 GeV hF = 5 GeV

It. Int. Err. Err. [%] Int. Err. Err. [%] Int. Err. Err. [%]

1 2.80 0.25 8.91% 3.34 0.30 8.85% −15.18 0.35 2.32%

2 3.45 0.22 6.56% 3.19 0.16 4.86% −15.40 0.21 1.38%

3 2.95 0.21 7.24% 3.01 0.15 5.02% −15.17 0.19 1.25%

4 3.06 0.20 6.40% 2.96 0.15 5.17% −15.41 0.16 1.06%

5 3.25 0.16 5.02% 2.92 0.16 5.61% −15.52 0.15 1.00%

Rsin 3.12 0.09 2.90% 3.04 0.07 2.47% −15.38 0.09 0.56%

Rfin 0.09 0.00 0.26% 18.40 0.03 0.18%

Rsin +Rfin 3.12 0.09 2.90% 3.13 0.07 2.40% 3.02 0.09 3.03%

Tab. 15: Integration histories of the cross-section computation of the process e+e− → ttj. The cross sections are
given in fb. The results are shown for three different real-partition scales, where hF = ∞GeV is used
to denote that no real partition was performed. For the processes with real partition, the results of the
different iterations refer to the singular real component only. For the finite real component, we simply state
the total result to account for it in the sum of both components depicted in the last row. In all integrations,
we performed 5 iterations with 100k matrix-element calls each, adapting both grids and weights in each
iteration.

Setting aside the endeavor of optimizing the performance, tab. 16 lists the cross sections, including the

Born and virtual contributions for different real-partition scales at NLO as well as LO. Taking the LO cross

section into account, we can infer a K factor of K = 1.32. For the NLO results, we can see that, while the

finite cross section increases with decreasing hF , the sum of both parts stays in remarkable agreement for all

choices of the real-partition scale. While the real-partition scale has no influence on the total cross sections

or fNLO events, it does influence the differential distributions of POWHEG events to which we will turn our

attention next.

order hF combined finite sum

WHIZARD LO 38.79± 0.02 38.79± 0.02

WHIZARD NLO ∞GeV 51.05± 0.05 51.05± 0.05

WHIZARD NLO 50 GeV 51.01± 0.06 0.0862± 0.0001 51.10± 0.06

WHIZARD NLO 20 GeV 48.47± 0.06 2.600 ± 0.002 51.07± 0.06

WHIZARD NLO 5 GeV 32.64± 0.06 18.39 ± 0.02 51.03± 0.06

Tab. 16: Cross section of the process e+e− → ttj in fb at LO and NLO QCD for different real-partition scales hF .
The second entry for hF = ∞GeV corresponds to no applied real partition. Thus, the real finite cross
section is left blank. The displayed uncertainties refer to the MC integration. The NLO cross section
including scale uncertainties obtained by varying the renormalization scale by a factor or 2 is given by
σNLO = 51.05+2.04

−1.98 fb.

6.3.3 Differential distributions

Generating POWHEG events while using the real partition will produce two separate event samples: One

contains the events generated for the real finite component and another for the POWHEG events, which

account for all other components, including the singular real component. Before we discuss the differential

distributions of POWHEG events generated with different real-partition scales, it is interesting to understand

which phase-space regions each event sample populates.

Generally speaking, the employed real-partition function, given by eq. (2.161), ensures that all hard radiations,

i.e., those in which the radiation receives a large momentum, belong to the sample of the real finite
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contribution. At the same time, all lower energetic emissions are incorporated in the POWHEG-event sample,

combining the contributions of the Born, the virtual, the singular real component and the subtraction terms.

This behavior can be seen in fig. 6.10. It shows the differential distributions of both samples and their sum

separately for the invariant mass of the system of both top jets, mtt, as well as the transverse-momentum

distributions of the top jet, pT,t, and the fourth hardest jet, pT,j4 , if the jets are ordered by decreasing

transverse momentum. In this context, ’top jets’ refers to clustered objects containing at least one (anti)top

quark. This definition makes use of generator information. Under experimental conditions, a similar

definition would involve the proper reconstruction and tagging of the top quarks. For this example, we

choose a real-partition scale of hF = 5 GeV, so that the real finite sample contributes a significant portion

to the total cross section.

First discussing the invariant ditop-mass, we see that the distribution starts at twice the top mass, 2mt,

and goes up almost to the available energy of
√
Shad = 500 GeV leaving just enough room for the one

jet we require to fulfill its transverse-momentum requirements. Considering the subsamples for both real

partition components, we see that the real finite dominates at low mtt, where the non-top jets take most of

the momentum, while it drops to zero at mtt close to the total available energy, where the radiated jet is

energetically constrained to be very soft.

Fig. 6.10b shows the transverse-momentum distribution23 of the top jet. We see a scarce population of the

region below pT,t = 15 GeV, as this region may only be populated if the jet containing the top quark is not

among the three jets we require to fulfill pT > 15 GeV. In this case, both jets not containing a top quark are

required to be high-energetic, so the region pT < 15 GeV is dominated by the real finite contribution. The

upper end of the distribution is reached at pT ≈ 175 GeV. Such a top jet has to have an energy of at least

244 GeV leaving just enough energy for the second top jet and the third jet to compensate for its transverse

momentum. The real finite contribution diminishes even earlier as it has to fulfill eq. (2.161), which dictates

that it drops to zero at
√

m2
t + 2pt · pj ≈ 177.5 GeV , (6.14)

where pt and pj are the four-momenta of the top quark and the radiated parton, respectively.

Fig. 6.10c shows the transverse-momentum distribution of the fourth hardest jet, i.e., the jet with the lowest

transverse momentum, if existent. The fact that the fourth hardest jet does not exist in Born-like events

and events in which two of the final-state partons are clustered together implies that the integral of this

distribution does not have to match the total cross section. This is most obvious for the real singular

contribution labeled "com" for "combined" in this figure. If the fourth hardest jet exists, it is always just a

single parton and does not have to fulfill the jet requirements of eq. (6.13). It is therefore arguable to call it

a "jet" at all if we interpret the jet-selection criteria as the jet definition. Nevertheless, we will continue to

do so for the sake of consistency in the nomenclature.

In the distribution, we can see that only the lower end of soft pT,j4
receives contributions from the real

singular component, while the real finite constitutes 100% of the total distribution in all regions of hard

radiated jets where pT,j4 > 10 GeV.

23In our idealized picture of a lepton collider without ISR photon radiation or Beamstrahlung, we could as well consider the
absolute value of the particle’s momenta as in this case also the momentum component along the beam axis is reconstructible.
For comparison with the hadron-collider setup, it is useful to stick to the transverse component only, however.
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Fig. 6.10: Differential distributions for e+e− → ttj events with a real-partition scale of hF = 5 GeV. 1M unweighted
events generated from the real finite (fin) contribution and 1M unweighted POWHEG events from the real
singular contribution combined with the Born and the virtual contribution (com) are shown separately in
relation to the sum (sum) of both parts. No parton shower has been applied.

Moving away from our individual analysis of the real finite and the real singular component, we will compare

the complete differential distributions of fixed-order as well as POWHEG events next. In fig. 6.11, we show

the differential distributions for a multitude of observables based on simulated POWHEG events without real

partition, LO events, POWHEG events generated using the real partition with multiple real-partition scales

hF ∈ {5 GeV, 20 GeV, 50 GeV} as well as fixed-order NLO events. To generate the fixed-order NLO events,

we used the real partition with hF = 50 GeV, too. We checked that the events generated in this way fully

agree with the fixed-order NLO events generated without real partition and omitted the latter.

Fig. 6.11a shows the distribution of the invariant mass of both top jets, equivalent to fig. 6.10a. We can observe

full agreement between all NLO distributions within the scale uncertainties in the range mtt > 400 GeV, with

only mild variations below. This is no surprise as all NLO distributions are normalized to the same total

cross section. In the lower half of the distribution, we see that the fNLO distribution predicts slightly larger

differential cross sections, while the fNLO prediction is significantly lower in the rightmost bin. The reason is

that the negative subtraction terms may be separated from the positive true real terms in the fNLO events.

This is not possible for the generated POWHEG events. We see in the distribution of the real finite events, in

fig. 6.10a, that the unsubtracted real contribution populates the LHS of the mtt distribution24. Thus, we

see a positive excess here. However, the counterevents populate the RHS of the distribution, explaining the

significantly smaller entry in the highest bin. Both effects also affect neighboring bins for the reason that a

single radiated parton is already present at Born level in this process. For e+e− → tt, both effects would

be more pronounced. It is for the same reason that the LO prediction only exceeds the NLO predictions at

large mtt. On average, the LO prediction is much lower compared to the NLO prediction just as the total

cross sections (c.f. tab. 16).

The behavior of the top jet transverse momentum shown in fig. 6.11b is similar. We find full agreement

of all NLO predictions within the scale uncertainties, most often also within the much smaller statistical

uncertainties. We discussed the shape already in the example of fig. 6.10b.

In the next figure, fig. 6.11c, we can see the transverse-momentum distribution of the hardest jet. It is

similar but not equivalent to fig. 6.11b. The hardest jet, i.e., the jet with the largest transverse momentum,

does not always have to include one of the top quarks. Also, opposed to the distribution of pT,t, the region

24The events generated separately for the real finite component when POWHEG matching are very similar to the real-like
fNLO events as both are always real-like and contain no subtraction terms. Their singular counterparts, however, are treated
differently.
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pT,j1
< 15 GeV is completely excluded by the applied cuts.

The distribution of the second hardest jet, pT,j2
, shown in fig. 6.11d follows a less linear pattern compared to

pT,j1
but also in this distribution, we see agreement between all NLO-accurate distributions except at very

low pT,j2 < 40 GeV. In this region, it is noticeable that the fixed-order NLO description tends to predict

softer jets, even if that would be in the log-enhanced parton-shower regime. Looking at the lower edge,

we can also spot that the POWHEG events generated with hF = 5 GeV predict similarly larger cross sections

at low pT,j2
. The real finite contribution to the total cross section increases the lower the real-partition

scale hF gets. The events generated from the real finite component do not undergo the POWHEG-matching

procedure. They are thus treated more like the fNLO events which explains why they tend to deviate from

the remaining NLO predictions in the same direction.

Fig. 6.11e depicts the transverse momentum of the third hardest jet. Often, this is the hardest jet not

including a top quark, explaining the radically different pattern compared to the previous two jet-pT
distributions. In this observable, also the differences between the different NLO descriptions start to show

more clearly. As already mentioned, the fNLO description predicts the least hard jets followed by the POWHEG

events with real-partition scales hF ∈ {5 GeV, 20 GeV, 50 GeV}, which interpolate between the fNLO and

the POWHEG prediction without real partition. We have seen the same behavior for the Drell-Yan process in

fig. 6.3d and fig. 6.4d.

This impression is the same if we jump to the transverse momentum of the fourth jet in fig. 6.11i. In

both distributions describing the fourth jet, we excluded all events in the lowest transverse-momentum

bin at pT,j4
< 2.5 GeV as we would otherwise include arbitrarily soft partons. Since there can never be

a fourth clustered jet in the LO picture, we excluded the LO distributions from both observables as well.

Especially for large real-partition scales or no applied real partition, the POWHEG procedure flattens the

transverse-momentum distribution towards the lower edge as this is the region to be populated by the SMC

in a subsequent step.

Fig. 6.11f-6.11h show the rapidity distributions of the three hardest jets. For all three jets, the bulk of the

jets lies within the central region at |y| < 1, featuring a slight broadening of this region for the softer jets.

This behavior is directly implied by the transverse-momentum ordering we imposed to label the jets. For

all these rapidity distributions, we can again observe excellent agreement between all NLO distributions in

the entire region not suffering from statistical limitations.

Finally, in fig. 6.11j we display the rapidity distribution of the fourth hardest jet. Relating it to the

transverse-momentum distribution of said jet, we can directly see that the increased amount of soft jets for

lower real-partition scales of the POWHEG events translates to an increased amount of jets in the rapidity

distribution, too.
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6.4 Corollary

In this section, we discussed several applications of POWHEG matching. In the first application, we successfully

validated the implemented matching procedure in an in-depth comparison of differential distributions of

lepton and jet momenta in the Drell-Yan process with the POWHEG-BOX in a technical setup.

We proceeded to a more realistic setup, in which we compared our simulated predictions for the same

process to data taken with the CMS experiment. Here, we found that our prediction roughly agrees with

the measured data for some parameter choices, showing similar deviations from the data as predictions

computed with other MC generators if we consider the scale uncertainties.

Furthermore, we employed the same matching procedure to an entirely different process, the production of

two top quarks and a jet at a lepton collider. These examples demonstrate that the POWHEG matching we

implemented can now be applied process-independently, facilitating future studies with NLO accuracy and

parton-shower resummation.

On many occasions throughout this thesis, we discussed the dependence of our predictions on the shower-

starting scale, pT,min, and the real-partition scale, hF . The shower-starting scale decides which emissions

are generated by the parton shower in terms of an upper limit for the transverse momentum. On the other

hand, the real-partition scale is a second scale deciding which part of the real matrix element enters the

Sudakov form factor, which is the basis for generating the real emission transverse momentum of the POWHEG

events. Both are, in principle, free parameters not determinable from first principles. They are defined in

the MC program simulating the parton-level events but ultimately affect the parton shower. Variations of

both parameters could be considered to estimate the theoretical uncertainties associated with this freedom.

However, we need some heuristics to determine the recommended central value.

pT,min is typically chosen at the order O (1 GeV). For larger values, the parton shower populates more of the

phase-space regions featuring harder emissions, which becomes a less accurate description, and lower values

would use the matrix-element description in soft or collinear regions better described by the parton shower.

In our comparison with measured data, a value of pT,min = 2.5 GeV turned out to fit best to the measured

data.

Throughout this thesis, we discussed the effects of the real-partition scale in several contexts. Concerning

the integration performance, we showed for both processes we studied in detail, in tab. 13 and tab. 15, that

a light real partition with a large real-partition scale may improve the convergence, while a real partition

chosen too strong separates the real cross section too much from the subtraction terms and spoils the

cancellation of divergences, thereby worsening the convergence of the integration. The results here suggest

to determine the real-partition scale in such a way that not more than a minor portion of less than 50% of

the real contribution is split off into the real finite component.

In app. C.2, we discuss the veto and survival rates for events in the veto steps of the POWHEG-matching

veto procedure. Here, we notice that using the real partition can improve the performance of the event

generation, provided that the scale hF is not chosen too low.

Furthermore, we studied the effects of the real-partition scale on the number of generated events with

negative weights in sec. 3.6.9. For the same reason that affects the integration, we found that the fraction of

negative weights drastically increases for very small values of hF . In order to generate events with a large

fraction of positive weights, we determined that hF should be chosen at least half the value at which the

partial cross section of the real singular contribution agrees with the total real contribution.

The previous observations are merely technical observations affecting the integration and event processing

performance. Eventually, the parameter choice able to describe the experimental results most accurately
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should be favored, even at the cost of performance. Regarding the effect of the real-partition scale on

differential distributions, we showed in fig. 6.4d that the real-partition scale neatly allows to choose to what

extent the simulated POWHEG events resemble the fixed-order description. More precisely, we found that the

emission transverse momentum agrees with the fixed-order prediction at pT,j1 & hF .

Most importantly, in comparison with CMS data, we noticed that a larger real-partition scale of hF = 100 GeV

also yields the prediction agreeing the most with the measured data, as shown in fig. 6.7a.

Summarizing, our results consistently favor a large real-partition scale, which splits off a small portion of the

real matrix element into its own component. Depending on the available CM energy and the typical scale

of the process, values between hF = 50 GeV and hF = 100 GeV seem to be a good starting point for most

processes. Variations of hF by a factor of 2, or more conservatively, a factor of 4, can be used to estimate

the associated uncertainty. A more general, optimal choice of hF could be determined by taking multiple

processes, potentially at different colliders, into account, similar to the determination of parton-shower tunes.

The same holds for the shower-starting scale pT,min. In this endeavor, also dynamical scale choices such as

hF = 1
2HT could be studied.
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7 Conclusion and outlook

In the present work, we covered the automation of process-independent NLO QCD corrections in the MC

generator WHIZARD. This applies to both cross sections and differential distributions at fixed-order as well as

the matching of NLO computations to parton showers using the POWHEG method.

In Part I, we presented the mathematical and technical background, starting with a detailed description

of the FKS subtraction scheme in sec. 2, which included the construction of the radiation phase space for

all the relevant potential kinds of emitters, the subdivision of the real phase space using S functions and

the construction of the subtraction terms. We concluded this section with a discussion of how to generate

events with fixed-order accuracy and potential traps when using these events to fill histograms, representing

differential distributions.

The basic infrastructure of the FKS subtraction scheme in WHIZARD was already implemented before the

beginning of this thesis. However, it was only applicable to processes with up to two jets in the final state

and not featuring any emissions from the initial state. We lifted these limitations in the course of the work

leading to this thesis and ref. [73]. We fully generalized the implementation to hadron- as well as lepton

colliders and an in principle arbitrary number of jets in the final state. This included the phase-space

construction for emissions from the initial state, dealing with flavor-changing initial-state splittings, which

require to adjust the PDF flavors in addition to rescaling x and upgrading the combined integration mode,

to be able to deal with the additional DGLAP remnant component. The implementation has been applied

for the production of up to 6 jets at a lepton collider as presented in refs. [3] and [73].

We also thoroughly validated the process-independent computation of NLO QCD corrections, presented in

sec. 5. Firstly, we discussed several internal consistency checks that were either implemented or automatized

during this thesis. Among the consistency checks we automated are checking the partition of unity property

of the FKS S functions, the variation of slicing parameters like δI , and explicitly testing the cancellation of

subtraction terms with the real contribution in the soft or collinear limit.

Secondly, we computed a plethora of cross sections at NLO QCD in a standardized setup, comparing them

with cross sections computed with MG5_aMC, presented in ref. [45]. Of all the 21 cross sections with leptonic

initial state we compared, no two results for the same process deviate more than σsig
NLO = 2. Given the

various processes we compared, this is remarkable evidence for the universal validity of the subtraction

mechanism for FSR. We also compared 43 cross sections in an LHC-like setup. Only 5 processes display

minor deviations of σsig
NLO > 2; only a single one, pp → W+W− ZZ, exceeds σsig

NLO = 3. As reason for the

remaining minor deviations, we suspect differences in the phase-space setup for massive bosons between the

both programs or differences among the employed OLPs. However, the generally outstanding agreement

between the predictions of both programs for all other processes makes us confident that the minor deviation

we observe here does not invalidate the FKS implementation in general. We included both parts of our

validation efforts into the regularly executed functional test suite of WHIZARD, thus making sure that the

achieved results will still be reproducible with future versions.

As the last point concerning NLO QCD cross sections at fixed order, we generalized the possibility to

partition the real matrix element into a finite and a singular part towards pp collisions, and such that it

became possible to generate events for each part separately. This is a prerequisite for using the real partition

in conjunction with the POWHEG matching.

We dedicated sec. 3 to NLO QCD corrections beyond fixed order. We discussed parton-shower matching of

NLO computations using the POWHEG method. The POWHEG method integrates well with the FKS subtraction

scheme and offers a matching prescription, which can be implemented independently of the applied Shower
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Monte Carlo (SMC) program. We explained the general idea of using the veto procedure to simulate events

based on transverse momenta sampled from a modified Sudakov form factor, taking the NLO real matrix

element as an estimation for an emission probability. Moreover, we demonstrated the veto procedure for

several types of upper bounding functions (UBFs), covering all cases of potential emitters in the final state

as well as massless initial states. This range of UBFs makes our implementation of the POWHEG-matching

procedure as a whole general and process-independent.

Before the beginning of this thesis, the POWHEG-matching implementation was far from general. It was

merely an experimental process-specific implementation valid for the production of a top-quark pair at a

lepton collider. The general applicability to processes at lepton and hadron colliders, processes defined

with flavor sums, such as jets, and those requiring a restriction of the phase space to be well-defined could

only be achieved in the present work. The same holds for the inclusion of correct information beyond the

bare weights and momenta in the generated events. This includes the determination of the color- and the

flavor structure of the generated events as well as the inclusion of intermediate resonant particles. Each of

these is crucial for a proper operation of the subsequent parton shower and hadronization module. Also, a

subsequent detector simulation would otherwise be precluded.

Furthermore, we presented several refinements: with an appropriate choice of scales and αS , it is possible to

achieve NLL accuracy for most processes in the matching procedure. To improve the usability for large-scale

applications, we made a number of performance optimizations by optimizing the highest-bid algorithm and

filling the POWHEG grid already parallel to setting up the integration grids instead of in a separate step. The

performance of subsequent event processing can be improved by reducing the fraction of generated negative

event weights, which we also commented on. The statistically correct treatment of samples of indefinite

weights in all parts of the MC event generation could be ensured as a byproduct of this endeavor, too.

In sec. 6, we exemplified three different applications of the matching. We validated our implementation

by comparing predictions for the Drell-Yan process with the POWHEG-BOX. In this comparison, we achieved

excellent agreement between both programs. This holds for the generated POWHEG events, i.e., partonic

events with maximally one extra radiated parton, and the events including parton shower and hadroniza-

tion. Although the process under consideration is a simple, often studied process, it features ISR, different

initial-state flavors and thus multiple color flows and flavor structures for the real emission processes. It

thus constitutes a non-trivial candidate for validating the POWHEG matching.

Beyond the validation efforts, we applied the POWHEG matching in a fully realistic setup, matching that

of an analysis performed by the CMS collaboration [189]. In this endeavor, we found that our prediction

roughly agrees with the data and predictions from other MC generators employed in the course of ref. [189].

The remaining differences can be explained by minor technical differences between the employed programs

and different choices in the description of the physics regarding the parton shower, e.g., matching and

merging schemes. Although all employed tools used the same SMC, PYTHIA, and the same tune, several

parameters influencing the matching procedure in the MC program simulating the hard process, such as the

shower-starting scale, pT,min, and the real-partition scale, hF , as well as the real-partition function itself and

the details regarding the treatment of resonances, cannot be determined from first principles and are not

included in the definition of the parton-shower tune, either. To have consistent settings for a wide range of

applications, these parameters should be determined similar to or in conjunction with the parton-shower

tune itself.

Lastly, we applied the POWHEG matching to an entirely different process, the production of a top-quark

pair in association with a jet at a lepton collider. This application shows the generality of the matching

implementation on the example of a process featuring multiple Born and real flavor structures as well as

massless and massive emitters in the final state.
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All features presented in this thesis, especially the generalization of the POWHEG matching, are publicly

available and ready to be employed in phenomenological studies from WHIZARD version 3.1.0 on.

In the near future, there will be several projects benefiting from the enhanced capabilities at NLO QCD. On

the one hand, there are applications at the LHC such as a continuation of the effort to compare predictions

from different MC generators for measurements of same-sign vector boson scattering (VBS) up to the

technical level in the course of ref. [9]. On the other hand, applications at lepton colliders profit from NLO

QCD corrections, too. Here, their availability in WHIZARD comes in especially handy, as in this way, analyses

not only profit from the higher-order QCD corrections but also from the lepton-collider specific competence

of WHIZARD, including a description of beam spectra and initial-state radiation of photons. Two projects for

the foreseen future in this domain are feasibility studies for b-mass measurements at the ILC [199] as well

as top-mass measurements in e+e− → tt and e+e− → tth events at the threshold, including a resummation

of soft and collinear radiation via the POWHEG matching.

Besides NLO QCD corrections, the community has put a lot of work in the process-independent computation

of NLO EW and mixed QCD+EW corrections in the past decade [200, 201]. Also in WHIZARD, the process-

independent implementation of fixed-order NLO EW corrections could be completed in an effort parallel to

the present work [76]. The NLO EW and mixed corrections are incorporated in the same FKS framework

as the pure NLO QCD corrections. In this way, they reuse many of the features we implemented and

discussed in this work, including the ability to simulate fixed-order NLO events and the construction of the

ISR phase space and subtraction terms. Moreover, the automated self-consistency checks we discussed in

sec. 5.1 greatly facilitated their debugging.

Implementing these features first in the setting of hadron colliders allowed for their stand-alone validation

prior to their application in NLO EW corrections. The test suite we created from the validated processes

allowed us to work on the NLO EW corrections without having to worry about introducing and regressions.

Considering applications of the implemented EW corrections, we recently computed predictions for multi-

boson processes at a muon collider [1]. Future projects include the short list given at the beginning of this

paragraph. Especially VBS receives large EW corrections [202], predominantly in the high-energy tails of

the differential distributions and also the accuracy of top-threshold measurements [203–208] could further

be improved by taking into account NLO EW corrections.

Another interesting project for the near future is the combination of the two topics we touched, the

generalization of the POWHEG matching to also take into account EW corrections, or at least photon radiation,

a.k.a. QED corrections. As the POWHEG matching, in our case, is built upon the FKS framework, this

generalization is straightforward. The computation of mixed NLO corrections is organized in singular

regions, alpha regions (ALRs) such that some ALRs account for the QCD corrections to the Born process,

while other ALRs account for the QED corrections. In the POWHEG matching approach, the Sudakov form

factor factorizes over the ALRs, so that in the conjunction of both, radiated QCD and QED particles are

treated democratically. This means that the highest-bid algorithm will prefer the QCD or QED radiation

according to the matrix-element ratios, R/B, in the Sudakov exponent. Thus, events featuring radiated

gluons and photons will be generated in the same event sample. The remaining parton shower should then

generate additional QCD and QED radiation, taking the appropriate radiation scales into account. From

our side, all that is left to do to complete this generalization is to switch to using α instead of αS as a

coupling constant and skip the running of the coupling constant as well as the color-flow determination for

QED radiation. As both the mixed NLO corrections and the POWHEG matching are already implemented in

WHIZARD in a process-independent way, we are close to completing this generalization.
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The automation of process-independent NNLO corrections is another active field of research and several

NNLO subtraction schemes are discussed at the time [209–216]. One particular scheme, inspired by FKS

subtraction, is coined STRIPPER [217, 218]. A more recent application of this method to diphoton plus jet

production at the LHC can be found in ref. [219]. For MC generators with FKS-based NLO subtraction

schemes, this might be the most promising approach of automatizing NNLO QCD corrections [71, 72]. The

NNLO computation is then organized as computing the higher-order correction to the NLO correction,

involving real corrections to the NLO real corrections and virtual corrections to the NLO virtual corrections,

dubbed double-real and double-virtual contributions, respectively. In addition, virtual corrections to the

NLO real and real corrections to the NLO virtual contributions have to be accounted for. Organizing these

new types of contributions should be possible by extending the existing component structure in WHIZARD.

However, the computation requires the availability of all relevant NNLO matrix elements. Especially for

the two-loop computations required for the double-virtual contributions, only matrix elements for specific

processes are available so far. Defining an algorithm to compute them process-independently is an ongoing

effort.
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A The Altarelli-Parisi splitting functions

The Altarelli-Parisi splitting functions [81] are the kernels of the QCD evolution equation for parton

distributions in the collinear factorization. They can directly be derived from the QCD vertices and are thus

a universal property of the theory. As such, they find applications on many occasions, also throughout this

thesis. We will list two different forms here for reference.

A.1 The spin-dependent case

We will first discuss the more general but less familiar spin-dependent case. In this case, the splitting

functions do not only depend on the momentum fraction z and the transverse momentum k⊥ defined

according to eq. (2.138) but also on the helicity of the splitting particle. In fermion splittings, we will denote

their spins as si, s′i. For gluon splittings, we will use the Lorentz indices µ, ν. In sec. 2.6.1, we commonly

denoted both pairs of indices as λ. Moreover, we keep the ǫ dependence of the splitting functions in d = 4−2ǫ

dimensions. To derive the splitting functions in 4 dimensions, it is trivial to take the limit ǫ→ 0 later on.

Following ref. [57], we define

P̂
sis

′
i

fi
B
→fi

R
fj

R

(z, k⊥; ǫ) := 〈si|Pfi
B
→fi

R
fj

R

(z, k⊥; ǫ)|s′i〉 and (A.1)

P̂µν
fi

B
→fi

R
fj

R

(z, k⊥; ǫ) := 〈µ|Pfi
B
→fi

R
fj

R

(z, k⊥; ǫ)|ν〉 . (A.2)

We denoted the splitting function’s splitting type adjusted to their application throughout this thesis, i.e.,

as the splitting connecting the Born and the real flavor structure. For our definition25 of z and k⊥, we find

for the spin-dependent splitting functions [48]

P̂
sis

′
i

q→qg(z, k⊥; ǫ) = P̂
sis

′
i

q→qg(z, k⊥; ǫ) := δsis
′
iCF

[
1 + (1− z)2

z
− ǫz

]

(A.3)

P̂
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′
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′
i
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′
iCF

[
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1− z − ǫ(1− z)
]

(A.4)

P̂µνg→qq(z, k⊥; ǫ) := TF

[

− gµν − 4z(1− z)k
µ
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ν
⊥

k2
⊥

]

(A.5)

P̂µνg→gg(z, k⊥; ǫ) := CA

[

− 2

(
z

1− z +
1− z
z

)

gµν + 4z(1− ǫ)(1− z)k
µ
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ν
⊥

k2
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]

(A.6)

using the symmetry P̂
sis

′
i

q→gq(z, k⊥; ǫ) = P̂
sis

′
i

q→qg(1− z, k⊥; ǫ).

A.2 The spin-averaged case

After an angular integration over the d = 4−2ǫ dimensional phase-space element dΩd−2, the spin-dependence

will average out, leading to the more familiar form of the splitting functions. While the effect is trivial

for the already diagonal fermion-splitting functions, we have to average the k⊥-dependent terms in the

gluon-splitting functions. Following ref. [220], we use the relation

〈
kµ⊥k

ν
⊥

k2
⊥

〉

φ

=
1

d− 2

(

− gµν +
k
µ

i η
ν + ηµk

ν

i

k · η

)

, (A.7)

25This parametrization is different from the one chosen in ref. [57] leading to an inverted sign of the k
µ

⊥
kν

⊥
-dependent terms.
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where ki is the Born momentum of the emitter and η is defined as in eq. (2.138).

Inserting eq. (A.7) into eq. (A.5) and (A.6) and dropping the second, longitudinal term proportional to k
µ

i

of eq. (A.7) anticipating the Ward identity kµMµ = 0, we find for the spin-averaged splitting functions

〈P̂q→qg〉(z, ǫ) = 〈P̂q→qg〉(z, ǫ) := CF

[
1 + (1− z)2

z
− ǫz

]

(A.8)

〈P̂q→gq〉(z, ǫ) = 〈P̂q→gq〉(z, ǫ) := CF

[
(1 + z)2

1− z − ǫ(1− z)
]

(A.9)

〈P̂g→qq〉(z, ǫ) := TF

[

1− 2z(1− z)
1− ǫ

]

(A.10)

〈P̂g→gg〉(z, ǫ) := 2CA

[
z

1− z +
1− z
z

+ z(1− z)
]

. (A.11)
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B Basic random number sampling methods

When generating the POWHEG kinematics, we need to generate them according to a given distribution based

on uniformly distributed random numbers. Such a problem is very common when applying Monte Carlo

strategies. Especially in MC event generators, also the integration and the event simulation rely on the

sampling of random numbers in arbitrary distributions generated from a set of initially uniformly distributed

random numbers. The numerous ways to deal with this problem are treated in many textbooks, e.g.,

refs. [221, 222]. For completeness, we will discuss a few basic strategies we applied in the main part of the

present work in this appendix.

B.1 Basic definitions

Probability density function (PDF)

A PDF26 is a continuous function resembling the relative likelihood of a random variable. In such a

continuous distribution, the likelihood of any specific value is zero as there is an infinite pool of possibilities

to draw from. Rather, we interpret the PDF’s integral as the probability of a given random variable X

falling in a certain range,

P
(
X|X ∈ [a, b]

)
=

∫ b

a

fX(x) dx with a, b ∈ R and a < b . (B.1)

Mathematically, a PDF fX(x) thus has to fulfill

fX(x) ≥ 0 ∀x and

∫

fX(x) = 1 (B.2)

for all probabilities to be positive and sum up to unity.

Cumulative Distribution Function (CDF)

A CDF is a continuous function of a real-valued random variable. Evaluated at position x, it is the probability

of random values X smaller than or equal to x, i.e., FX(x) = P(X ≤ x). For scalar continuous distributions,

it is thus the integral of the corresponding PDF,

fX(x) =
dFX(x)

dx
and FX(x) =

∫ x

−∞
fX(t) dt . (B.3)

As f and F are canonically used to denote the PDF and the CDF, respectively, we use the label X to

indicate that they refer to the same random variable X.

B.2 Inverse Transform Sampling (ITS)

One of the simplest sampling strategies is the inverse transform sampling. This method allows to generate

random variables X following a given CDF FX . Its idea is based on the observation that if X is a continuous

random variable with CDF FX , then the variable Y = FX(X) is uniformly distributed in the interval [0, 1],

i.e., it is Y ∈ Unif[0,1].

To see this, we define a random variable Y := FX(X), i.e., Y is generated by evaluating the CDF FX(x) at

a random value X, which itself has the CDF FX . We find for the CDF FY with any y ∈ [0, 1]:

FY (y) = P(Y ≤ y) = P
(
FX(X) ≤ y

)
= P

(
X < F−1

X (y)
)

= FX
(
F−1
X (y)

)
= y (B.4)

26In this appendix only, "PDF" refers to "probability density function" instead of "parton distribution function".
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and if FY (y) = y, then fY (y) = 1. If this holds for all y ∈ [0, 1], the variable Y is uniformly distributed in

the interval [0, 1].

The inverse transform sampling is just the inverse of this approach: given a uniformly distributed random

variable Y ∈ Unif[0,1], we can generate a random variable X with CDF FX using the inverse27

X = F−1
X (Y ) . (B.5)

Truncated distributions

If we want to generate the random variable X in a specific interval (a, b], this can easily be implemented

in the inverse transform sampling. We can simply take a uniform random number Y from the interval
(
F (a), F (b)

]
and the value X will be distributed according to FX in the interval (a, b].

A simple example

Suppose we want to generate a random variable X ∈ [0, 1] according to a PDF

fX(t) = 2t . (B.6)

We first compute the CDF

FX(x) =

∫ x

0

fX(t) dt = x2 (B.7)

and then form the inverse, F−1
X (x) =

√
x. So given a uniform random variable r ∈ Unif[0, 1], we can generate

X, such that it has a PDF fX , by taking the square root,

X =
√
r . (B.8)

B.3 Rejection Sampling (RS)

The ITS is only sometimes applicable, as for this method, the CDF needs to exist analytically and be

invertible. When dealing with probability distributions, this is rarely the case. To overcome this problem, it

can be combined with rejection sampling.

The general idea of rejection sampling is to overestimate the PDF fX(x) with a function gX(x), which is

integrable and whose primitive function is invertible and to correct this overestimation with a subsequent

veto step.

Given a PDF fX(x), we find an overestimated PDF gX(x) such that

∃ k > 0 ∈ R : fX(x) ≤ k · gX(x) ∀x ∈ R . (B.9)

Here, introducing the real factor k is necessary as
∫
fX(x) dx =

∫
gX(x) dx = 1, so without k, a gX(x) 6=

fX(x) would not exist. We then proceed to generate the random variable X according to gX(x) by using,

e.g., the ITS and afterwards keep it only with probability

Psurv(X) =
fX(X)

k · gX(X)
. (B.10)

The random variables surviving this procedure will be distributed according to the PDF fX(x).

27 In this context, F −1
X

denotes the quantile function defined by F −1
X

(y) := inf{x ∈ R|FX(x) ≥ y}, which is equal to the
inverse function of FX only if FX is strictly monotonically increasing.
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C.2 Veto and survival rates

When generating POWHEG events using the veto procedure, WHIZARD keeps track of how many attempts to

generate a valid POWHEG event failed in which steps of the veto procedure. Studying these rates allows to

understand which veto steps are only unlikely passed and thus have the potential to be optimized.

To study the veto rates, we first turn to the Drell-Yan process in the setup described in sec. 6.1.1. The veto

procedure factorizes over ALRs, and as the Drell-Yan process features only ISR, the UBFs employed in each

ALR are the same, i.e., the one we discussed in sec. 3.5.7. We can thus representatively pick a single ALR.

We pick ALR 1, which features gluon radiation off either initial-state quark. Furthermore, we compare runs

with three different real-partition settings to see how separating the finite part from the real cross section

entering the Sudakov form factor influences the veto rates.

The runtimes to generate 200k events, the percentage of grid excesses and the veto rates in this setup are

displayed in tab. 17. For the veto rates, we list the local veto rate, P loc
veto, i.e., the fraction of events vetoed in

each step and the total survival rate, Ptot
surv, i.e., the fraction of the total attempts to generate an event passing

the corresponding veto step. For the n-th veto step, they are connected via Ptot
surv =

∏n
i=1

(
1− P loc

veto, i

)
.

Comparing the different choices for the real partition, we see that they only mildly influence the UBF veto

and the ξmax veto. The reason is that the real partition affects the real matrix element, which only indirectly

affects the pT values sampled from the Sudakov factor in the overestimated form via the maximum of the

POWHEG grid, Nαr
max. The individual bin values of the POWHEG grid are not relevant at this point and the

analytic overestimation necessitating the UBF veto is also not directly influenced by the real matrix element.

Moreover, the veto rates of the first veto steps have a low impact on the total computational cost, as a veto

early in the procedure only discards computationally cheap steps. Nevertheless, we see lower veto rates for a

stronger separation of the real-partition parts because the grid maximum decreases if we exclude a portion

from the real matrix element.

The effect of the real partition becomes most dominantly visible in the norm-veto step. Here, the veto rate

is proportional to the ratio of the grid’s maximum over its mean value. If we confine the real matrix element

to a smaller range, the efficiency of this step improves. At the same time, the real partition alleviates the

effects of phase-space regions with very small Born matrix elements, as we discussed in sec. 3.6.3. Due to

these effects, the veto rate drops from 91.98% to 16.75% if we activate the real partition with hF = 50 GeV.

As a side note, the huge veto rate of the norm-veto step without real partition explains why yellow is the

predominant color in fig. C.1; most often, the ξmax veto is the last survived veto step.

With a smaller variation of the matrix-element ratio in the Sudakov form factor, also the UBF is a better over-

estimate, so that even the veto rate of the matrix-element veto improves. Overall, a factor of approximately

38 fewer event-generation attempts are necessary to generate the same number of events with hF = 50 GeV

compared to not using the real partition. This also explains the decreased runtime.

If the real-partition scale is decreased further to 5 GeV, even more events survive the norm-veto step. How-

ever, most of them fail the subsequent and more expensive matrix-element-veto step, overcompensating the

positive effects and leading to lower total survival rates and a slight increase in the total runtime.

There are some downsides to using the real partition, too. On the one hand, these improvements come at

the cost of increased grid excesses. With a fraction of up to 0.76% at hF = 5 GeV, however, they are still

tolerable. On the other hand, if we use the real partition to generate the POWHEG events, we have to generate

events representing the real finite component additionally in a separate run. To optimize the reduction of

the statistical uncertainties per invested time, we should generate more events for the real finite component

the larger its contribution to the total cross section is. A tiny uncertainty for just a small contribution to

most of the distribution will not improve the overall picture much. The same holds for the generated POWHEG

events. This implies that, in a realistic comparison, we should measure the additional time required to
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generate the events representing the real finite contribution and we should also consider that the simulation

of fewer POWHEG events is necessary for small values of hF . In the study presented here, we considered the

simulation of POWHEG events only.

Summarizing, we can observe that a mild real partition significantly improves the veto procedure’s efficiency.

However, it remains to be validated that this applies to other processes and emitters requiring other UBFs

as well.

hF ∞GeV 50 GeV 5 GeV

Runtime events: 9min 6min 7min

Grid excesses: 0.02% 0.19% 0.76%

Veto step ↓ P loc
veto Ptot

surv P loc
veto Ptot

surv P loc
veto Ptot

surv

UBF veto 30.57% 69.25% 29.43% 70.57% 24.10% 75.90%

ξmax veto 5.94% 65.14% 5.91% 66.40% 4.16% 72.74%

Norm veto 91.98% 5.22% 16.75% 55.28% 13.40% 62.99%

ME veto 85.36% 0.76% 47.37% 29.09% 77.27% 14.32%

Total 99.24% 0.76% 70.91% 29.09% 85.68% 14.32%

Tab. 17: Veto and survival probabilities of each veto step during the POWHEG veto procedure for the process dd→ e+e−,
i.e., the Drell-Yan process restricted to a single proton flavor. The veto probability, P loc

veto is local in the
sense that it refers to a single veto only, whereas the survival probability is total, i.e., it takes into account
all previous steps. We show three cases of no real partition (hF = ∞GeV) and a real partition with
real-partition scales of hF = 50 GeV and hF = 5 GeV. The runtime refers to the simulation of 200k events
on a single core. The same amount of events has been generated to estimate the veto rates. The given
veto and survival fractions refer to ALR 1, which features gluon radiation off either initial-state quark. The
rates in the other two ALRs are roughly equivalent. We chose a POWHEG grid with dimension 10x10 and
pT,min = 1 GeV.

148



D Generating POWHEG events with WHIZARD

D Generating POWHEG events with WHIZARD

This section will exemplify all the technical settings we use to generate POWHEG events with WHIZARD. We

typically write all the relevant settings in a single file that can be read in to load the configuration and start

the computations. This file is written in the scripting language SINDARIN. It usually consists of subsequent

parameter definitions read line-by-line but a more complex syntax to define scales and cuts is possible,

too. All the details of SINDARIN, including a description of all parameters, are specified in the WHIZARD

manual [91]. The manual is also always the most up-to-date reference for all the settings, should they change

in future versions. The settings described in this section refer to WHIZARD version 3.1.0. We will take the

setup we used for the comparison of differential distributions with data taken by the CMS experiment in

sec. 6.2 as an example to illustrate the general procedure.

D.1 Steering WHIZARD - The SINDARIN file

At the beginning of each SINDARIN file, we choose the model and set the particle masses and widths. In

this case, we choose the GF−mW−mZ input scheme and set the masses and widths of all bosons to their

PDG [190] values. This indirectly fixes the electromagnetic coupling constant α, which is a derived parameter

in this scheme. We neglect the masses of all light leptons and quarks, choosing non-zero masses only for the

top quark and the tau lepton.

1 model = SM ( "GF_MW_MZ" )

2 GF = 1.16637E−5

3

4 mW = 80.379

5 mZ = 91.1876

6 mH = 125.0

7 wW = 2.085 GeV

8 wZ = 2.4952 GeV

9 wH = 3 . 2 GeV

10

11 ms = 0 eV

12 mc = 0 eV

13 mb = 0 eV

14 mtop = 173.2

15

16 me = 0 keV

17 mmu = 0 MeV

18 mtau = 1.777 GeV

Secondly, we define abbreviations for flavor sums, that we will later use to define the scale and the phase-space

cuts. We include all 5 massless quark flavors in the definition of the proton.

19 a l i a s pr = u :U: d :D: s : S : c :C: b :B: g l

20 a l i a s l e p = e1 : e2

21 a l i a s a l e p = E1 : E2

22 a l i a s l e p t o n s = l e p : a l e p

Next, we determine the running of αS . Although the Born process does not depend on αS , it is a propor-

tionality constant for the NLO QCD correction. Here, we take the value of αS matching that of the active

LHAPDF set and member.

23 ? a lphas_is_f ixed = f a l s e

24 ? alphas_from_lhapdf = tr u e

We continue with some technical settings. We choose OpenLoops as the matrix-element provider for all

except the Born matrix elements. This is necessary for two reasons: on the one hand, O’Mega does not

yet provide spin- and color-correlated matrix elements. On the other hand, the relative probabilities for

different color structures, needed for correct parton showering, rely on O’Mega Born matrix elements, as, for
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the moment, color information from other matrix-element providers is not fully processed. As explained in

sec. 3.6.7, this is sufficient to also determine the color information for the events featuring real radiation.

For OpenLoops, we also have to explicitly set the powers of α and αS matching the desired matrix elements.

25 $method = " openloops "

26 $born_me_method = " omega "

27 alpha_power = 2

28 alphas_power = 0

To make use of WHIZARD’s parallelization capabilities, we switch to the thread-safe RNG RNGstream [144]

and also to VAMP2. Additionally, we disable multi-threading in O’Mega to avoid any clash with the MPI

parallelization.

29 $rng_method = " rng_stream "

30 $integration_method = " vamp2 "

31 ?omega_openmp = f a l s e

32 openmp_num_threads = 1

Coming back to the physics, we determine the CM energy and the beam setup and choose the PDF set.

33 s q r t s = 13 TeV

34 beams = p , p => lhapdf

35 $ l h a p d f _ f i l e = " NNPDF30_nlo_as_0118 "

The phase-space cuts at generator-level, requiring the lepton system to be in a mass window around the Z

pole, which are employed in the analysis described in sec. 6.2.1, could be implemented using

36 cuts = l e t subevt @hard_elecs_pt = s e l e c t i f Pt > 25 GeV [ l e p t o n s ] in

37 l e t subevt @hard_elecs_rap = s e l e c t i f abs ( Eta ) < 2 . 4 [ @hard_elecs_pt ] in

38 l e t r e a l mee = e v a l M [ lep , a l e p ] in

39 count [ @hard_elecs_rap ] == 2

40 and abs ( mee − mZ) < 15 GeV

This, however, is only useful to estimate the total cross section. For a realistic application including a parton

shower, we need to loosen the phase-space restrictions to avoid dropping events prior to applying the shower

that would pass our requirements afterwards. We choose to require an invariant lepton mass of 50 GeV at

this point, but the results of the applied analysis should not be sensitive to the chosen value.

36 cuts = a l l M > 50 GeV [ lep , a l e p ]

We determine the scale according to eq. (6.8).

37 s c a l e = l e t r e a l mll = e v a l M [ lep , a l e p ] in

38 l e t r e a l ptz = e v a l Pt [ l e p + ale p ] in

39 s q r t ( ptz ^2 + mll ^2)

Next, we set the parameters determining the resonance insertion. We already elaborated on these in sec. 3.6.8.

In this application, we insert resonant Z bosons with invariant masses up to 8 widths away from the resonance

with a 1/e Gaussian suppression 4ΓZ away from the Z mass.

Unfortunately, including resonances in the generated events is currently not possible if WHIZARD is run on

many cores in parallel using the MPI implementation. To circumvent this problem, it is possible to split the

computation into two separate runs. In the first run, we use the MPI to compute the total cross section in

the parallel mode. For this, we do not need resonance information. In the second run, we simulate events,

reusing the phase-space mapping and the POWHEG grid determined in the integration step. As the simulated

events are independent, this can always be trivially parallelized by starting separate instances of the program.

This allows to include the resonance information in the generated events while still using multiple cores for

the simulation.

40 ? resonance_his tory = t ru e

41 resonance_on_shel l_turnof f = 4

42 resonance_on_shel l_l imit = 8
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For the simulation of POWHEG events, we need to compute the contributions from all NLO components at

PSPs related to the same underlying Born PSP. This is achieved by activating the combined integration

mode. We also activate the real partition. When generating POWHEG events, we want to include the singular

part of the real contribution. We choose a real-partition scale of hF = 5 GeV.

43 ? combined_nlo_integration = t ru e

44

45 $real_partit ion_mode = " s i n g u l a r "

46 r e a l _ p a r t i t i o n _ s c a l e = 5 GeV

We define the process as pp→ e+e− using the previously defined alias for the proton. We also specify that

we want to perform an NLO calculation at this opportunity.

47 p r o c e s s ppee = pr , pr => e1 , E1 { n l o _ c a l c u l a t i o n = f u l l }

The POWHEG grid (c.f. sec. 3.5.4) is filled as a byproduct of the integration stage. Thus, most settings relevant

for generating POWHEG events have to be set before the integrate statement.

We want to generate unweighted POWHEG events to avoid rare kinematic configurations, which might cause

errors when applying a parton shower. We choose a 10× 10 POWHEG grid and set pT,min = 2.5 GeV.

48 ?unweighted = true

49 ?powheg_matching = true

50 powheg_grid_size_xi = 10

51 powheg_grid_size_y = 10

52 powheg_pt_min = 2.5 GeV

Finally, we start the integration of the total cross section, adapting the grids and weights with 500k matrix-

element calls in 8 iterations, followed by 5 iterations with 500k calls to compute the actual result.

53 i n t e g r a t e ( ppee ) { i t e r a t i o n s = 8 : 5 0 0 0 0 0 : " gw " , 5 :500000 }

After the cross section has been computed and the grids have been determined, we turn to the event

simulation. We generate 1M events and request a progress report every 20%.

54 n_events = 1000000

55 checkpoint = n_events / 5

Furthermore, we have to explicitly tolerate negative event weights.

56 ? negat ive_weights = tr u e

We choose to write the events in two different formats, HepMC for a direct analysis using Rivet and LHEF to

be passed to PYTHIA. For the HepMC format, we have to explicitly state that the total cross section should be

included in the generated event files. For the LHEF format, we disable including the explicit matrix-element

values in each generated event. This information is only relevant for the matrix-element method, which we

will not pursue. Excluding it saves some space if the events are written to disk28.

57 sample_format = l h e f , hepmc

58 ? hepmc_output_cross_section = tru e

59 ? lhef_write_sqme_prc = f a l s e

Lastly, we run the simulation by invoking

60 s i m u l a t e ( ppee )

28Having to store all the generated events on disk can be avoided by using FIFO files. These are named pipes in the file
system, merely marking a location from which the generated events can be read while they are being written.

151



D Generating POWHEG events with WHIZARD D.2 Using Rivet

Generating events for the finite real component

The procedure described so far will generate events using the POWHEG-matching prescription. They will

feature up to one more parton in the final state than present in the Born process and their weights will be

given by the sum of the Born, the virtual, the DGLAP remnant and the singular real component.

To also take into account the finite real contribution, which we split off the real contribution by using the

real partition, we need to generate events for this component, too. We do this in a separate run with slightly

different settings than before. In this case, we simulate events for the real component only, specifying that

we only want to compute the finite part of the real partition. We cannot use the combined integration mode

when computing just the real finite part, and also, we have to disable the POWHEG matching. The events

representing the finite real contribution will not need to undergo the matching procedure. This will generate

a second event sample containing only real-like events.

1 n l o _ c a l c u l a t i o n = r e a l

2 $real_partit ion_mode = f i n i t e

3 ? combined_nlo_integration = f a l s e

4 ?powheg_matching = f a l s e

D.2 Using Rivet

In the next step, both generated event samples should be showered and hadronized by an SMC for realistic

applications. We discussed the shower settings steering the POWHEG matching in PYTHIA already in sec. 6.1.4.

The SMC will generate event files in the HepMC format. Whether or not the simulated events are showered,

we can use Rivet [94] to analyze the generated events.

We will not discuss the details of writing the analysis routines in Rivet here. Many experimental analyses

for Rivet are available online, and how to write one from scratch is documented in the Rivet GitLab [223]

and the Rivet manual [93]. Instead, we will focus on how to run rivet with an emphasis on how to deal

with multiple event samples constituting a single distribution.

The procedure described in sec. D.1 will generate a separate event sample for the finite real component

and the POWHEG events taking all other components into account. Analyzing them will yield two separate

YODA [224] files containing the resulting histogram information. Due to the processing, that the event

samples underwent, and potentially different sample sizes, the sample normalizations might have been

altered. To reproduce meaningful differential distributions, each sample must contribute proportionally to

the cross section it represents. If any event sample is not normalized to the respective cross section, this can

be remedied by invoking the yodascale script, available as part of the Rivet 3 distribution. For example,

calling

1 y o d a s c a l e . py −c ’ .∗ 1 . 25 x ’ ppee . yoda

will scale all histograms contained in the ppee.yoda file by a factor of 1.25.

At this point, we have two separate sets of histograms, each properly normalized. We can merge both sets

of histograms by invoking another script, yodamerge.

2 yodamerge −o ppee_sum . yoda −−add ppee_comb . yoda ppee_fin . yoda

This will additively merge both YODA files. If both samples have been normalized correctly prior to the

merging, a histogram with just a single bin should reproduce the total cross section.

Finally, the histogram data stored in the YODA files can be plotted, as usual, using the scripts rivet-mkhtml

and make-plots from the main Rivet distribution.
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