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Abstract. The INFN CNAF Tier-1 data center is composed Wy different main rooms
containing IT resources and four additional logadichat hosts the necessary technology
infrastructures providing the electrical power aodling to the facility. The power supply and
continuity are ensured by a dedicated room witbetir5,000 to 400 V transformers in a separate
part of the principal building and two redundamdMW diesel rotary uninterruptible power
supplies. The cooling is provided by six free coglichillers of 320 kW each with a N+2
redundancy configuration. Clearly, considering t@mplex physical distribution of the
technical plants, a detailed Building Managemerst&y (BMS) was designed and implemented
as part of the original project in order to monitrd collect all the necessary information and
for providing alarms in case of malfunctions or andpilures. After almost 10 years of service,
a revision of the BMS system was somewhat necessargddition, the increasing cost of
electrical power is nowadays a strong motivationifoproving the energy efficiency of the
infrastructure. Therefore the exact calculatiothefpower usage effectiveness (PUE) metric has
become one of the most important factors when ajrfon the optimization of a modern data
center. For these reasons, an evolution of the Byt$em was designed using the Schneider
StruxureWare infrastructure hardware and softwaodyrcts. This solution proves to be a natural
and flexible development of the previous TAC Vistdtware with advantages in the ease of use
and the possibility to customize the data collettend the graphical interfaces display.
Moreover, the addition of protocols like open stdWeb services gives the possibility to
communicate with the BMS from custom user applaraind permits the exchange of data and
information through the Web between different thparty systems. Specific Web services
SOAP requests has been implemented in our Tier-fitorog system in order to collect
historical trends of power demands and calculaetrtial PUE (pPUE) of a specific part of the
infrastructure. This would help in the identificati of “spots” that may need further energy
optimization. The StruxureWare system maintains matibility with standard protocols like
Modbus as well as native LonWorks, making possiblgsing the existing network between
physical locations as well as a considerable numbgrogrammable controller and 1/O modules
that interact with the facility. The high increasfedetailed statistical information about power
consumption and the HVAC (heat, ventilation andcainditioning) parameters could prove to
be a very valuable strategic choice for improvihg bverall PUE. This will bring remarkable
benefits for the overall management costs, dedipidimits of the non-optimal actual location
of the facility, and it will help us in the procesbmaking a more energy efficient data center
that embraces the concept of green IT.

1. Introduction: the INFN CNAF infrastructure and I T resour ces.

Since 2005 the INFN CNAF Tier-1 has become théaltahational data center for the INFN computing
activities [1]. In particular, all of the LHC experents (ALICE, ATLAS, CMS and LHCD) use our site
as a Tier-1 computing resource provider. In addjtabout 20 other non-LHC collaborations including
Astroparticle Physics (e.g. CDF, Kloe, AMS2, Ardaiger, CTA, Magic, Pamela, Borexino, Darkside,
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Virgo, etc.) currently use the computing and stereeggsources of our centre with a guarantee 2441 lev
of service support (24h every day non-stop serai@glability). At present the Tier-1 IT resourcee a
represented by the following areas:

« Computing Power: a cluster of roughly 205,000 HE=606 provided by 22,000 CPU cores

« Disk Storage: an available disk space capacity2f PByte used space served by 80 disk
servers (using 8 GPFS clusters with tape exterjipn

» Tape Storage: 1 Oracle SL8500 Tape library (witthunelant robotic) with 10,000 slot capacity
~ 34 PByte tape used space (8.5 TByte cartridge)

* Network facility: 4 Core Switches with a LAN commakby a total of ~350 x 10 Gb/s network
optical ports and ~468 x 1Gb/s ports. The WAN catines in production are 6 + 2 (general
purpose) x 10 Gb/s connections.

The whole INFN CNAF Tier-1 is hosted in a univeysibmplex building which has shown to be a
quite inadequate location. During 2009 the upgraidine Tier-1 required all the available space and
this corresponds to a total of 1956 space occupation for two IT resources rooms (258 8650 n3)
and four additional locations for the remaining maifrastructure facilities. These four locations
includes the transformers room, the UPS room (ydtl®S + one standard generator used for backup),
the chillers room (including water pumps and pipgygtem) and the power room with all the power
switches and electrical measurement instrumentsamnadections.

In Figure 1 a simplified schema of the Tier-1 isfracture resources is shown. As illustrated in the
figure the main UPS power supply for the IT resesrits guaranteed by two Eurodiesel Rotary UPS
with a nominal power of 1700 kVA each, while theltog power is currently provided by six Emerson
free cooling chillers with 300 kW cooling capacitya N+2 redundancy configuration. All the power
distribution is carried out using two separatedsitel lines (identified by the RED and GREEN label)
therefore it is possible to provide a dual redungamver supply to all the IT equipment which sugpor
it.

- 1 Dedicated
~_— electrical line from
energy distribution

~ network
7 " 15,000V Voltage
Y 95 - Up to 4.0 MW Power

- 6 EMERSON Chiller
- 300 KW each of
cooling capacity

- Periodic auto-

- 2 EuroDiesel Rotary
diesel UPS

rotation of active vs - 1700 KVA each
standby (N+2 (1340 KW Real Power
rendundancy) with a ~0.8 cosd)

- Integrated - 3-5 days autonomy
freecooling

| r
U - 1 Standard diesel
UPS generator (no UPS)
—a . - 1250 KVA

can be used for
emergency power or
not-IT equipment
(e.g. chillers)

Figure 1. Diagram representing the Tier-1 electrical anoliog power resources.

The IT resources hosted in the INFN CNAF Tier-1 @watained in two main rooms (Room 1 and
Room 2) where the architecture of the APC Schneftlectric “hot-aisle” containment system is
utilized. In particular a total number of 44 APQRIow RP (IR-RP) precision cooling air handlers units
[3] with 2-ways valves, three Electronic controli@i) fans and humidity control are used in sixt*ho
aisle” blocks over the 2 separated rooms. The waler for the IR-RPs is provided by the six Emerson
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chillers with 300 kW each of cooling capacity. Refeg to the nominal cooling power of each IR-RP
(50 kW) it is possible to provide a total of 1600M4vith N+2 redundancy (in terms of IR-RP number)
to the IT resources. Since the installation reguéet of the two rooms were different, a total ofdé&ks
with 10 kW cooling capacity each is available inoRo1 (mainly designed for the disk storage
resources) whereas the higher capacity is in Roawtl2 76 usable racks available and up to 20 kW
cooling capacity each. The “hot-aisle” containmisntealized without a floating floor, all the water
pipelines use simple floor conduits and the netvewrtt the power cabling uses the front top of thksa
All the six “hot-aisle” blocks are carefully monrtm with a network of temperature and humidity @ob
in addition to water leak sensors in the floor adted As a reference, the chillers set-point wipobved

to be ideal for our environment is 15°C for thedcalater supply flow and 20°C for the return flow. |
the two rooms the set-points for the temperatuckratative humidity control are currently 24°C and
roughly 45-60%. This translates into real measwreerage values of ~24°C for the cold corridor
temperature and ~31°C in the hot one.

2. The new Building Management System (BMS) software

2.1. Migration of the BMS system.

The whole infrastructure of the INFN CNAF Tier-1nsists of a relatively complex distribution of
technical plants over different buildings and fleoh very reliable and detailed Building Management
System (BMS) was needed for an overall and cleaw és well as for alarms and events notifications.
In 2009 during the upgrade of our center, the TA§t&/software was implemented in our Tier-1 and it
has proven to be useful for many years. However stiftware has started the “phase out” during the
last few years and, in addition, it proved to bia@a obsolete, a disadvantage which could be hardly
ignored. In particular the software proved to beywéifficult to edit and therefore it was almost
impossible to customize without the constant suppbrexternal expertize. It was also difficult to
interconnect with other monitoring tools due to @bete lack of compatibility with open
communication protocols, in fact it uses only tHeCIVista proprietary protocol for data exchange and
this limited the possibility of customize and iritare the BMS with other Tier-1 software tools. In
addition, the user GUI of the TAC Vista softwaresigava which limits the interoperability, therefor

it was very difficult to access the interface Gtiirh mobile devices.

The original idea behind a BMS software upgradeaedain 2015 when we decided that a more flexible
system, that could take advantage of mostly pathefTAC Vista network hardware (sensors and
collectors), was needed. This was thought to lithe hardware cost for the migration and
simultaneously to improve the user-friendly managenof the whole software infrastructure.

The obvious and most natural choice was to migtaesystem into the Schneider StruxureWare™
Building Operation software (SBO) architecture [#he SBO software is fully compatible with the
Modbus [5] protocol (TCP/IP and serial) which wasawly present in the previous TAC Vista
implementation and it is also fully compatible witle TAC Vista Lonworks [6] network, giving us the
possibility to reuse the existing cabling and aagpart of the hardware boxes. Furthermore, the web
GUI user interface just needs a standard browsewtwking (HTM5 compatible) so it is directly
accessible from mobile device and the SBO softwaite is certified to be open to standard protocol
like Web ServicesServeandConsumeperation) and this gives us the possibility teiface the SBO
software with other monitoring tools.

The migration from the TAC Vista to the SBO softevaf the whole infrastructure was easily split
into three phases over an eight week period. Tseghase was a four-week period during which the
two systems were capable of co-working, monitotogether the TCP Modbus devices as well as APC
“hot-aisles” and Programmable Logic Controller (B)L.CThen, two separated fortnight phases when
the most critical migrations were realized, but doehe limits of the physical connection (Serial
Modbus Network and Lonwork Network), only the neygtem could access to the infrastructure and
retrieve the field data. Nevertheless, during &st phase the new SBO system proved to be complete
and adequately reliable, allowing the disposahefTAC Vista server from production.
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2.2. The Schneider SBO architecture descriptiahianplementation.
The Schneider SBO software relies on two sepasarar for providing the core of the software
management, the web user interface server andtigetérm archiving backend:

* Enterprise software server (ES): it runs the core software services for the managgm
configuration and backup operation of the system.

* Report server: it is used for archiving the long term trendsha# tollected variables and it also
includes advanced reporting options. It uses addwmit SQL Server database for storing all the
information.

The two servers runs on virtual Microsoft Windowaahines and are used for managing the real
“engines” of the systems. The real “engines” atealty three Schneider Automation Server (AS) [4]
devices which are located in three strategic playsacation of our buildings (i.e. the Transformers
Room, the Chiller Room and the Power Room). TheukS as a stand-alone device and can be accessed
directly with a web interface in addition to thecoall interface present in the Enterprise softveanwer
(ES). The AS collects data directly from the Lonkvaetwork, from the Modbus network and provide
control logics for the whole system. Figure 2 réparschema of the logic interconnection of theehr
AS. As reported in the figure the Lonwork (LON)wetk is essentially composed of 30 programmable
modules of the old TAC Vista “Xenta Family” hardwdi7] connected under a separated LON network
bus. These Xenta boxes provide ~300 variables atest(defined “points” in the SBO software
terminology) and they supervise all the strate¢genents of the LON network. The AS also uses the
TCP and serial connection bus to the Modbus netwookiding access and control logic to all the
devices that uses this protocol (e.g. the Emerhdleicand the six redundant enterprise PLCs that a
used in our center) for a total of additional ~4=EO “points”.

MODBUS NETWORK Figure 2. Schema of the
PRIVATE LAN Use both serial two communication busses
(rs484/rs232) and interconnection  (Modbus
TCP/IP connections and LON) of the three AS

;{‘;f?a%[;p:;’;‘:;tes) of our INFN CNAF Tier-1.

- connectionto 6
reduntand PLCs (PLCs
~ are used for electrical

~ switch logic & electric

MODBUS
. measuring instrument)

FE———— % ]
LON NETWORK

The Tier-1 SBO is integrated by another Schneidermerly APC) software package: The
StruXureware Data Center Expert (DCE). The DCE ftsrenfine monitoring, tuning and notification
of the data center "hot-aisle"” components and thterad Power Distribution Units (PDUSs) that are
used for the electrical distribution of many eletseaf the datacenter. The DCE is a stand-alone
software with a proprietary client interface andhwa specific Modbus TCP optional module that can
export all the relevant variable to the Modbus rekwIt is therefore possible for the SBO software
access directly to the software variables and médion and it can consequently integrate them in a
unique and central entry point.

In Figure 3 three window screenshots exampleseoEBO software interface are reported. The GUI
interface is intuitive and provide all the necegsarformation, also all the schemas are fully
customizable and offer interface and pop-up seld¢btd helps the user to navigate through the miffe
windows. User-friendly animated graphic pages aoeided for all the HVAC (Heat, Ventilation and
Air Conditioning) infrastructure elements, for thkectrical circuit diagrams and mechanical pagas, f
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the fire prevention system and for the flooding aader leaking sensors. The states, values andgren
of power switches, electrical quantities, tempermtand humidity sensors and generic devices (e.g.
water pumps, air conditioners, etc...) are alltye@ported in real-time in the SBO software. Hhiam
notification system is also fully customizable aah provide a careful monitoring of an eventuaberr
condition or variables threshold crossing.

 WATER PUMPS STATUS Figure 3: On the left side of the picture
' two separated screenshots of the SBO
software windows are reported. The
upper left is the pump status schema
while the lower left represents the
electrical sketch of the transformer room
with the 3 transformers switches status
reported in the electric diagram. In the
right side of the picture a screenshot of the
schematic diagram layout of the two IT
rooms is reported. Some relevant
dynamic value like the mean temperature
of the hot and cold corridor are present.

] iy

*.‘r'~j
r_ 4

LN

-

3. BM S metric and measur ement collection

In the SBO software thenfetrics” represents the value of states or variable pointgeneral the
metrics are one of the most important featuresnioatimal BMS since they represent the physical
gquantities and the actual status of devices tlapagsent in the technical plants and in the dertec.

In the SBO terminology theldgs’ and “trends are the historical values of the metrics that tan
collected by the software thus allowing the arafgvof long term data collection of relevant valuis.
good metric collection is essential for differentpose, in particular it can help:
» the precise identification of periodic "hot spots'critical area in the “hot-aisle” layout
* the data center HVAC and electrical power distifubptimization
» the data center HVAC or electrical power outage anagor failure analysis and reverse
engineering

On the other hand, however, we must be aware tll@ctng a huge amount of metrics can easily
overload the system and increase the responseofithe AS infrastructure. This condition should be
avoided in order to provide a useful and promgarifiaice that takes only a couple of seconds for sigpw
real-time data. Compared to the old TAC Vista gystiee SBO architecture has increased the number
of collected metrics and the overall archiving diora (thanks to the separated Report server and
database layout). At present over 2500 metrichairgy collected with a 15 minutes granularity which
gives us the opportunity to store over 10 yeartsewfd history. The optimization of variables colien
has also been implemented in order to reduce lead & power switch condition is logged only when
a change occurs) and an intuitive system GUI has déectly implemented in the graphical schemas,
providing a simple and fast access to the end user.

In addition to the standard variable metrics, tbev& Usage Effectiveness (PUE) is calculated and
collected. The PUE is a measure of how efficieatlyata center uses energy; specifically, how much
energy is used by the computing equipment in cehtacooling and other overhead. We have also
introduced the partial PUE (pPUE) metric in ordemtonitor the power demand of a specific area of the
infrastructure and try to optimize it. For exampled indicator of the rotary diesel power continuity
energy loss can be calculated with the followingyfola:
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UPS Energy + IT Energy

POWER CONTINUITY pPUE =
p IT Energy

whereUPS Energys the loss due to the UPS rotary andlth&nergyis the total amount of energy
provided to the IT equipment in the 2 data cerdems. In Figure 4 an extract of the PUE reportldyo
designed in the SBO interface is reported. The pRulEes and the total power pie chart giwve
immediate visual overview of the power distributiohour facility and all the relevant value can be
easily extracted.

Figure 4: The total power and PUE graphical page
of the INFN CNAF Tier-1 SBO system. In the leftesid
[ PUE ‘ DATA CENTER ‘ of the figure a pie chart reports the ratio betwten
o ok principal power distribution areas of our center; |
Lo mw“ﬁ?ﬂ'uum\ COOLING (including chillers, pumps and air-handler

[ PPUE [ COOLING ‘ supply), POWER (including UPS and distribution
——— losses) and AUX (all the auxiliary electrical systthat
| 619 kw are not specifically IT equipment).

AUX
21 kW

4. The SBO Webservicesinterface and theintegration with the Tier-1 monitoring interface

One of the most important advantages of the mgnai the Schneider SBO software platform is
the possibility to introduce open protocols for ecoumication and data exchange. The compatibility of
SBO with the open standard Web Services was phatiginteresting and we have focused our attention
on a possible implementation in our software emwiment. The SBO is capable of bdBerveand
ConsumaNeb Services operations which means that is pledsilintroduce external variable values in
the SBO software layouCpnsumgand conversely export variable “points” that st@red in the SBO
infrastructure to some web softwa8e(ve. This is accomplished using SOAP requests meshraand
standard coding. For example it will be possible ifuture implementation to use the SBOnsume
operation in order to access an external weathec#st website and subsequently adjust automaticall
HVAC scheduling and parameters (i.e. an anticipatd an immediate future temperature drastic
change). At present, however, the most interestiatyre that we decided to use was3bevemodality
of strategic infrastructure variable in order topest them to our general Tier-1 monitoring
infrastructure.

The INFN CNAF Tier-1 monitoring infrastructure Hasen evolving since its former implementation
[8] and nowadays it consists of several open socoogponents and home-made solution in order to
keep the system flexible while reducing the maiater® effort and cost effectiveness. It is designed
give an overall view of all the resources statuswfcenter using an immediate and “easy to nagigat
interface. The design of the monitoring system banbroadly divided in backend and frontend
components. The backend part is responsible focaoliection of the monitoring data received from
several information sources and persist them ie Beries databases. The data feeding relies partly
open source and partly on custom developed pytbopts. The frontend consists of JavaScript web
dashboard. The time series chosen for the datastgarsy are Whisper that is part of the Graphite
software project [9] implementing an HTTP API.didossible to interface Whisper using simple python
scripts in order to send the monitoring data ireg/\kalue format (where the key is the quantity ¢o b
measured). For the infrastructure monitoring tHevant data to be measured are the overall power
consumption, the PUE, the specific “hot aisle” B®power consumption and the cooling power as long
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as the room temperatures of different areas. fifesmation is retrieved from the SBO enterprise/ser
via a customized SOAP request which queries the BRBD® Service interface. The monitoring of the
IT services is performed using the Sensu [9] mainitpplatform, which provides several plugins for
the most used metrics (e.g. CPU load, memory usad® Sensu platform implements also a
notification system that supports various servisash as email, online chat and others. For the
monitoring handled with Sensu the backend dataismdefluxDB[9] which offers complementary
features to Whisper and it easily integrates wethssi. Both the infrastructures use the same frdnten
software layer which is Grafana[9], a powerful wedsed dashboard application with a rich and
intuitive web interface and fully supporting bothhiaper and InfluxDB. It allows the creation of aust
dashboards providing graphs or pie chart and cantbeactively modified. An example of the plots of
the infrastructure dashboard monitoring system wid is shown in Figure 5. The dashboard is
accessible from the web from external users aodrigletely separated from the SBO software network
so there is no possibility of interference. In saclhiay, some relevant parameters that are collectéd
calculated from the SBO software are also freebeasible from the Tier-1 dashboard web site.

- 8 Feciiy Over. ¢ B o ZoaOd OLmi2th, & Figure5: The INFN CNAF Tier-1 Grafana
bue ST e eassmesmen | monitoring dashboard. In the upper part of the
= | figure the actual PUE, room temperatures and
’ - - | total power consumption value are displayed.
1516 26 °C 25 °C S T6 W In the lower part of the figure the total power
consumption trend over a 7 day period is
reported.

) B8 Power Consumptions - 2 8 & 2 O Last 7 day =

Total

5. Future development and conclusion

The compatibility of our SBO software implementatioith protocols like Modbus TCP has given
us the possibility to introduce new probes and el@snin our Tier-1, provided that they uses stathdar
Modbus implementation. In other words it will beagted the use of a unique system of infrastructure
monitoring and a single central entry point (theCSBiterface) but with the opportunity of using
compatible and low-cost platforms in the processtefgrating the monitoring infrastructure of oata
center. At present a study for using Arduino wpleafic Modbus and ethernet modules (which exports
data through cable or wireless TCP) as a low-castitoring device with compatible sensors collectors
is under way. This solution could be used for add#l or redundant sensor monitoring network (e.g
light sensors or additional fire and water leaked®rs) with a minimum economical effort. It wallso
be possible to include some simple actuators ééegtrical relay, indicator light, acoustic buzzets...)
that could integrate the existent PLCs logic indaéa center. This could also open up to the deasfign
"custom" sensors designed for specific needs wharibey are too expansive or currently not avadlabl
on the market. An example could be the implememtatdf the "home made" dust sensor project,
developed at CERN [10], in order to monitor the @mlity within the tape library with a custom
integration of the Modbus interface in the SBOwafie. The dust sensor currently under construction
will be capable of detecting the amount of suspdrlest particles in the room, taking into account
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moisture air and simulating the behavior of tapeedcooling fans. Some preliminary tests in this
direction are actually under way. Also the Ardutemperature, humidity and light sensors are capable
of recording these values in different areas ofdaia centre and expose them via Modbus to our SBO
system. Some preliminary comparison with the vahlgsined with the “official” monitoring probes
are currently under analysis. If the reliabilitydaaccuracy of the low-cost sensors network willvero

to be satisfactory a new layer of sensor usingtitibnology and wireless TCP Modbus connection
could be realized as redundant measurement priadiec@uld be used in case of failure of the priakip
probes) and for monitoring particular areas ofdata centre (e.g. service and technical alleys)atiea

not fully covered by our present sensors layer.

As a conclusion we can outline that the choice igfrating our BMS system to the Schneider SBO
software has proven to be successful since ithasexd a good reliability and great compatibilitytiwi
the previous hardware and software installation PUE and pPUE analysis clearly shows that we
need some improvement. The seasonal PUE valueoot 4tb is a clear indication of the low energy-
cost effectiveness. The pPUE analysis has showmthmore consistent improvement would be gained
increasing the chillers efficiency and thereforeea project concerning a chiller technology refreah
already been developed and will be fulfilled in thext months. Also a finer granularity of rack powe
consumption measurement could help the optimizadfoglectric and cooling power distribution and
for this reason an increase in the number of mete@Us with TCP Modbus support will be considered
among the future hardware installations. Eventutdly SBO compatibility with open standards like
Web Services improved our BMS integration and "epwmdedness", and the alignment of
communication protocols to not-proprietary onespanticular Modbus, will permit the integration of
different platforms (e.g. Arduino custom sensorb@ounder a single BMS system.
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