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Erste Messungen des nuklearen Zwei-Photonen-Zerfalls an Speicherringen

Zusammenfassung - In dieser Arbeit wird ein neuartiger Ansatz vorgestellt, bei dem Schottky- und Isochron-
Massenspektrometrie (S+IMS) kombiniert werden, um die nukleare Zwei-Photonen- oder Doppel-Gamma-
Zerfallsrate (2v) im Niederenergiebereich unterhalb der Elektron-Positron-Paarbildungsschwelle direkt zu
messen. Diese Methode erweitert die zerstdrungsfreie Lebensdauerspektroskopie zu kiirzerlebigen Spezies
(Z 1 ms) und erzielt ein mit IMS bisher noch nie erreichtes Massenauflésungsvermogen von 9.1 x 10°. Dank
dieser Fihigkeit konnten wir erfolgreich angeregte Zustinde mit einer Energie von bis zu 101 keV, wie der des
Isomers in “*Br auflésen. Wir haben die Halbwertszeit fiir den 2v-Zerfall des ersten angeregten 0*-Zustands
in reinen "2Ge-Ionen mit 23.9 (6) ms bestimmt, ein Ergebnis, das erheblich von den bisherigen Erwartungen
abweicht. Diese Abweichung ergibt sich moglicherweise aus der Struktur dieses Kernes im Vergleich zu den
Strukturen der bisher gemessenen magischen und doppeltmagischen Kerne. Weitere Untersuchungen sind
erforderlich, um diese Diskrepanzen vollstindig zu verstehen.

Dartber hinaus prisentiert diese Arbeit einige der prizisesten Massenmessungen, die jemals an Speicher-
ringen durchgefiihrt wurden. Wir haben insbesondere die Massenunsicherheit fiir % As verbessert und eine
signifikante Abweichung (> 3¢) fiir "*As von den zuvor angegebenen Werten festgestellt.

Diese Ergebnisse zeigen das Potenzial unserer Technik fiir Massenmessungen und fiir die Erforschung
bisher unzuginglicher nuklearer Zerfallsprozesse und eréftnen dadurch neue Méglichkeiten fiir kiinftige

Forschungen an Speicherringen.

First nuclear two-photon decay measurements at storage rings

Summary - This thesis introduces a pioneering approach by combining Schottky and Isochronous Mass
Spectrometry (S+IMS) to directly measure the nuclear two-photon or double-gamma (2y) decay rate in the
low-energy regime, below the electron-positron pair creation threshold. This method extends non-destructive
lifetime spectroscopy to include shorter-lived species (2 1 ms), and achieves an unprecedented mass resolving
power of 9.1 X 10° for IMS. This capability allowed us to successfully resolve excited states, down to the
101 keV isomer in "*Br. We determined the half-life for the 27 decay of the first-excited 0" state in bare
™Ge ions to be 23.9 (6) ms, a finding that significantly diverges from prior expectations. This divergence
potentially results from the structure of this mid-shell nucleus in comparison to the structures of the so far
measured semi-magic and doubly-magic nuclei. Further investigations are required to fully understand these
discrepancies.

Furthermore, this work presents some of the most precise mass measurements ever achieved at storage
rings. We notably improved the mass uncertainty for % As and identified a significant deviation (> 30) for
2 As from previously tabulated values.

These results demonstrate the potential of our technique for mass measurements and for exploring

nuclear decay pathways previously inaccessible, opening new venues for future research at storage rings.






@@t\@} Acknowledgements @@6}

« .. . . »
Yo s0y yo y mi circunstancia, y si no la salvo a ella no me salvo yo

(“Ich bin ich und mein Lebensumstand, und wenn ich ihn nicht rette, dann rette ich anch

mich nicht.”)

— J. Ortega y Gasset, Meditaciones del Quijote (1914)

This quote encapsulates the notion that self-understanding is deeply linked with an under-
standing of one’s surroundings. As such, my journey here has been shaped not just by my own
actions, but by the world around me. Consequently, I am thankful to everyone I have ever
shared a moment or space with.

Yet, there are some people I want to thank specifically, those who had a higher weight during

my PhD journey (without any preferred order):
> I'would like to thank my bachelor colleagues, especially: David Sanchez and Pedro J. Gea.

> Related to my university time, I would also thank my first research colleagues: Joaquin

Berrocal, Fran Dominguez and Emilio Altozano.

> An especial mention to Manuel J. Gutiérrez, whom I initially met in Granada and later
found again at GSI. Thanks for being a great training partner (when you could make it
®), and for demonstrating passion for science and learning every day. You truly embody
what a PostDoc should be. I wish you the best luck in your future, I am sure you will do

great wherever you are.

> Thanks to my GSI colleagues. I truly enjoyed sharing my results (almost) every Wednesday,
with RuiJiu Chen, Jan Glorius, Yuri Litvinov, Wolfram Korten, Shahab Sanjari and Sophia
Dellmann. I thank Alex Gumberidze, Nikos Petridis, Sergiy Trotsenko and Shahab Sanjari
for the (free @) coffee breaks and the variety of topics we discussed, always with a funny
note. I also thank the students who transitioned KBW 3.029 (my office) during this two
and half years: George Hudson-Chang, Johannes Krempel-Hesse, Dima Dmytriiev, Ragan

Sidhu, Maria Selina, Quanchao Song, among others.

iii



> I thank the people I met during my two months in Orsay. Special mention to Jing, who
picked my up at the Paris Bus Station after 9 hours of bus with my bike, backpack, suitcase
and a big bag. He showed me the area and even cooked some traditional delicious Chinese
food. Following, I thank my Bulgarian friends Desi Kalaydjieva and Konstantin Stoychev.
I really enjoyed our trip to Legnaro and surroundings. It would have been really boring

without you.

> I thank Johanna Stachel for happily agreeing to act as the second referee of my thesis. It
is a privilege to have such a distinguished researcher examine my work from a different

perspective.

> Now is the turn for DER KALLIGRAPH VON KERMANSHAH, the supervisor in the shadows,
my mentor+colleague+friend Shahab. You are an inspiration and motivation for any
student, always with a smile, funny, charismatic, very thoughttul, intelligent and creative,

without you GSI would not be the same. Thanks for everything @®.

> I would like to thank Klaus Blaum for welcoming me into his group as a PhD candidate,
allowing me to conduct pioneering research, and enabling my doctoral studies at Heidel-
berg University. Thanks for your time and scientific advice throughout all these years,
especially at the last stages of my PhD. Moreover, thanks for the financial support and
trust; any opportunity that I got, I could pursue without any doubt. I am still surprised
that he is always the first one in answering any email, always with a concise and transparent

message ®. Heisan exceptional team leader, and he will continue to be.

> Ithank Yuri A. Litvinov (I still have not discovered what the “A.” stands for) for providing
the best working environment possible at GSI. I thank him for allowing me to conduct
independent research, without never ever asking me to do anything outside the scope
of my thesis. I also thank him for providing me with the best tools possible for working

without questioning, and for his support, advice and expertise.

> Iwouldalso like to thank Wolfram Korten, for making the experiment possible, for pushing
the theoreticians, and for keeping pursuing the nuclear two-photon decay. I have been in
multiple experiments alongside Wolfram, all of them were successful, and I do not think it

was a coincidence @. 1 enjoyed working together.

% Finally, I would like to thank the persons with the highest impact, my family. Querria
agradecer a mi familia por todo su apoyo a lo largo de mi vida, dindome el lujo de estudiar
sin ninguna preocupacién. Gracias a mi papa (Paco), a mi mama (Yolanda), y a mis
hermanos Borja y Fran. Ich méchte mich auch bei meiner Schwiegerfamilie bedanken,

dass sie mich in die Familie aufgenommen hat, insbesondere bei Lothar und Marlen.



L 4 Sophia, du bist das Beste, was mir je passiert ist. Vielen Dank fiir deine tigliche Un-
terstiitzung und Liebe. Neben dir fithle ich, dass ich gliicklich strahlen kann, bis zum

letzten Akt.

Darwstdt, o8 0. 202



Mobile User





Contents

Storage ring mass SPECtrOMELIY| . . . . . v v v v v v v v v

Coolingatstoragerings|. . . . . .. ... ... ... .. .......

Electromagneticdecays| . . . . . .. ... ..o Lo

Contents
1 Intr i
(L1 Masses and half-lives|. . . . .
(1.2 Mass-and half-life spectrometry|
21
22
(1.3 Radioactive decays|. . . . . .
.31 odecay| .. ... ..
.3.2  [Sdecayl . ......
33
1.3.4  EQ transitions] . . .
L4 Tsomerd . ..........
[l.4.2  Shape coexistence] . .
43

Rolein nucleosynthesis|. . . . ... ... ... ... ... . ...

2 The Nuclear Two-Photon Decay|
21 Th

[2.2  Experimental framework| . .

retical framewor

[2.3  Nuclear two-photon decay at storage rings|

[3 Combined Schottky + Isochronous Mass Spectrometry (S+IMS)|

[3.1  Experimental setup| . . . . .
11 Pr ionl . . . ..

[3.1.2  Storage . . ... ..

1 fonf. . . ...

[3.2 _Isochronousmodel . . . ..

3.2.1  Electron cooler curvel

vii

vii

0 N N NN R N = e

[ N e
nNn N N O O

17
17
20
21



[3.2.2  Peakspreadcurvel. . . . ... o oo oo oL

(3.3 Datamanipulation| . . .. ... ... ... 0 0 o o

[3.3.1  Dataclassification| . . . . . . . . . . ...

t4 The Experiment E143 |
(41 Beamtimestory|. . .. ... ... ... ... o
4.2 Jonidentification| . . . . . . . . ... e

(4.3 Isochronicitycurves . . . . . . . . .. ... ..

[4.4 Massresolvingpower] . . . ... ... Lo Lo L
4.5  Massmeasurements| . . . . ... L L e

52+|

1451  Determination of the excitation energy of *™Ge**| . .. ... ...

|4.6  Half-life measurements| . . . . . . . . . . ...
|4.6.1 Nuclear two-photon decay in 72Ge| ..................

(4.6.2  Pure photon transitions in bareisomers| . . . . .. ... ... .. ..

nclusions an 1
5.1 Conclusions . . . . . . . ..

[5.2  Potential experiments| . . . . . ... Lo L Lo

[5.2.1  Further nuclear two-photon decay candidates| . . . . . .. ... ...

[5.2.2  Search for undiscovered low-lying /0 (and M 0) transitions| . . . . . .
Future facilities . . . . . ... ... .. Lo

|A" Derivation of the Peak Spreads in Storage Rings|

B Harmonic Overlap|

|C Peak Shape and Deconvolution of Isomers

[D__Tables of Measured Datal

Bibliography

45
45
47
50
52
54
56
57
57
66

71
71
72
72
74
74

75

79

83

87

107



== Chapter 1 ——y~>

Introduction

ITHIN this introductory chapter, I discuss the fundamental concepts and main moti-
vations of the thesis; starting with the discussion of the importance of masses and
half-lives of atomic nuclei in[§1.1}

To achieve precise measurements, mass spectrometry and half-life spectroscopy techniques are
reviewed, with a particular focus on storage ring mass spectrometry as discussed in[§1.2.0.2]and in
01.2.1]

Radioactive decays play a pivotal role in nuclear physics, and are shortly explored in This
includes overviews of alpha decay (§1.3.1)), beta decay (§1.3.2), electromagnetic decays (§1.3.3),
with a particular emphasis on £0 transitions (§1.3.4), each revealing different aspects of nuclear
behavior and stability.

Furthermore, the existence of isomers, as addressed in offers unique insights into the defor-

mation (§1.4.1) and shape coexistence (§1.4.2) within nuclei. The role of isomers in nucleosynthesis
is discussed in

1.1 Masses and half-lives

Understanding the masses and half-lives of nuclei, along with the reaction rates of nuclear colli-
sions, is crucial for deciphering the underlying principles of nuclear processes. Mass measurements
elucidate the energy dynamics within nuclear reactions and decays through the mass-energy equiv-
alence [1] (see . This principle states a direct relationship between the mass of an object
and its energy content, stressing the importance of mass in determining the energy release during

nuclear decay:
E = mdc. (1.1)

A significant consequence of mass-energy equivalence is that the energy released in a nuclear process

can be determined simply by measuring the mass difference between the initial (parent nucleus)

1
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and final state (daughter nucleus). This relationship is crucial for the decay to be energetically
feasible. A decay process where a lighter mass nucleus would transform into a heavier mass nucleus
is not possible under normal circumstances.

The atomic mass unit (u =~ 931.49 MeV /c? [2]) serves as a standardized measure of the
mass, defined as 1—12 the mass of a '2C atom [3]). It is smaller than the mass of a proton (~ 938.27
MeV/c? [2]) or a neutron (~ 939.56 MeV /c? [2])) since it includes the nuclear and atomic
binding energy of the '?C atom constituents. The concept of mass excess (defect) makes more
convenient to quantify the nuclear binding energy and the energetics of nuclear reactions, therefore
it is more commonly used to tabulate atomic masses. The mass excess of an atom with A nucleons
is defined as:

AM = Myiom — A - u. (1.2)

As a consequence, the mass excess for 12C atom is 0.
Most of the mass measurements (see(§1.2) yield atomic masses Mytom or masses of ions. The
nuclear mass Myyclear can be obtained by accounting for electron masses M. -, the binding energies

B, - of electrons, the proton number Z and (if applicable) the excitation energy w:

B.- (Z w
Mnuclear = atom — Z - Me* + # + -5 (13)
c c
Since compared to the masses of protons and neutrons (even to the electron mass), the electron
binding energies are small (often in the order of a few eV to keV), they usually can be neglected
in calculations. Although, not when performing high-precision measurements, as e.g. with the

Penning-trap mass spectrometer PENTATR AP [4] on highly charged ions [5]].

On the other hand, the half-life of a nuclear state reflects its stability. Short-lived states indicate
less stable configurations, while long-lived states suggest greater stability. Measuring the half-life of
an excited nuclear state or a radioactive isotope gives insights into the nuclear structure through
the dynamics of nuclear reactions and decay processes.

These measurements are essential in nuclear astrophysics, particularly in understanding stellar
nucleosynthesis 6] (more information in[§1.4.3)). In addition, half-lives and reaction rates of
subatomic particles and nuclei can be used to test the predictions of the Standard Model [7],
providing opportunities to discover new physics [8] or confirm existing theories. Knowledge of
nuclear lifetimes and reaction rates is also crucial in various applications, such as nuclear medicine

by using radioisotopes.

1.2 Mass-and half-life spectrometry

The fields of mass spectrometry and half-life spectroscopy have been dominated mainly by Penning

traps (§1.2.0.1)) and storage rings (§1.2.0.2)), both based on stored ions [9]. Their main differences
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originate from their geometry, i.e. the volume in which the ions are confined, which constrains the

energy of the stored ions.

1.2.0.1 Penning traps

In Penning traps, the ions are confined in very small volumes (~ cm?) by the superposition of
a constant magnetic field in the axial direction (confining therefore in the radial direction) and
a quadrupolar electrostatic potential for confining in the axial direction [10]. This allows for ex-
tremely precise manipulation and control over the ions, which translates into ultra high-precision

mass measurements [11}[12].

The most precise mass measurements are realized by this technique, specially of stable species [13]. N

Stable since, the potential well in which the ions are trapped is too shallow and low in energy,
therefore if radioactive isotopes are produced, they need extensive cooling to reach a few kiloelec-
tronvolts before trapping them, this takes time, limiting the half-lives to milliseconds. Also, the
number of interactions between the confined ions is reduced to the Coulomb repulsion, due to
the small energies. Therefore, unlike in storage rings, no nuclear reactions with targets, e.g. proton

capture, can be observed.

1.2.0.2 Storage rings

On the other hand, we have storage rings [14] where the ions are confined with relativistic energies
in huge ellipsoid-like volumes (~ m?), and even more due to the periodicity of the ring, this volume
is extended IV times if the ions revolve N times the storage ring. This offers unique capabilities no
other mass spectrometry technique can offer.

This large volume allows for the simultaneous storage and manipulation of various ion species,
in contrast to traps. When coupled to an in-flight radioactive-ion beam production facility, this set-
up enables the simultaneous measurement of masses and half-lives of short-lived (exotic) nuclear
states. It also enables the detection of decays with large () values, as the daughter particles remain
confined within the (large) volume [15]. The ability to place targets at fixed positions in storage
rings facilitates a higher number of reactions and interactions, which is crucial for studies of nuclear
reactions, simulating astrophysical conditions [16-18], such as with proton targets [19] (or, in the
future, neutron targets [20, 21]). The capability to recirculate enhances the number of reactions
(luminosity) without necessitating denser targets. However, the drawbacks compared to Penning
traps include more complex ion dynamics and, a priori, lower precision in mass measurements for
species that can be measured by Penning traps.

In the context of this thesis, the term STORAGE RINGS specifically refer to heavy-ion stor-
age rings. Currently, there are three in operation: the COOLER-STORAGE RING [22] (CSRe)
at the Institute of Modern Physics (IMP) of the Chinese Academy of Sciences, the RARE RI

HVor

Wi
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Ring [23] (R3) at RIKEN, and the, firstly developed, EXPERIMENTAL STORAGE RING [24]
(ESR) at the Gesellschaft fiir Schwerionenforschung (GSI).

1.2.1 Storage ring mass spectrometry

At storage rings (like the one in|Fig. 3.3)), the revolution frequency ( f) of the revolving ions is

related to the mass-over-charge (11/¢) ratio and to the velocity spread (Av) by the relation [25]:

A _ 1 A(m/g) <1 ) v_) Av (14)

[ m/q o

where v and -y are the velocity and the Lorentz factor of the ions, respectively. The machine
parameter ; is related to the relative change of the orbit length, C, caused by a relative change of
magnetic rigidity [26]:

Bp =muvy/q. (1.5)

Ideally, we would like to have a one-to-one mapping between a specific revolution frequency and a
unique mass-to-charge ratio. However, the second term in[Eq. (1.4)|prohibits this. Mathematically,
if we would like to eliminate this second term we could: either reduce the momentum spread
between ions to zero (Av — 0) or cancel out the term in parentheses by tuning vy — ;. Based
on these two approaches, two different mass spectrometry techniques emerge: SCHOTTKY MAss

SPECTROMETRY [27] (SMS) and IsocHRONOUS MAss SPECTROMETRY [28] (IMS).

1.2.1.1 SMS

This technique, sketched in [Fig. 1.1} focuses on minimizing the velocity spread (Av) of the ions
as much as possible, usually achieving relative velocity spreads of Av/v ~ 1077 [29] for particle
numbers < 10%, which suites radionuclides. This is accomplished by employing advanced cooling
methods to stabilize the ion velocities (more on this in . Therefore, this technique should be
known as CoOLED Mass SPECTROMETRY (CMS), although traditionally CMS is accompanied by
the use of SCHOTTKY DETECTORS (more in, hence the name Schottky Mass Spectrometry
(SMS). Schottky detectors are used due to their non-destructive nature, i.e. they do not modify

the benefits obtained at cooling.

1.2.1.2 IMS

In contrast, IMS aims to align the Lorentz factor of the ions () with the TRANSITION ENERGY
(7¢). This is done by fine-tuning the energy of the ions so that it closely matches the ion-optical
parameter ;, creating a condition where the mass measurement is less affected by the velocity
spread of the ions. This arises because, although the velocity spread remains unchanged, particles

with different velocities follow different paths, with the fastest particles travelling a longer path
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Sketch of the SMS technique

Pr
Av © High resolving power e
—— —> O] e Cooling takes time P2
v © Non-destructive detection (m/q), > (M/q); 4

Vi =V,
G >G

The ions travel at the same velocity since they are cooled to the same velocity.
However due to their different m/q, each ion describes a different trajectory in the dipole magnets.

Figure 1.1. Schottky Mass Spectrometry in a nutshell.

. J

compared to the slowest. This difference in path length compensates the velocity spread [30], in
such a way that the particles are ISOCHRONOUS to the detectors. In this case, the term IMS is

based on the operation mode of the storage ring, the isochronous. A sketch of this technique is

shown in

Sketch of the IMS technique

. ; G, <G
— o (Usually) Destructive detection
Y Nt o No need to cool Vi<Va @ o
(m/q); = (m/q), ® 0

The ions travel at different velocities but their trajectories are adjusted to compensate
for the velocity spread. Thus ions with the same m/q have the same revolution frequencies.

Figure 1.2. Isochronous Mass Spectrometry in a nutshell.

\ 7

1.2.2 Cooling at storage rings

The main cooling techniques that we can find at storage rings are electron cooling
and stochastic cooling . Laser cooling could also be utilized for reaching tem-
peratures of a few Kelvin.

Beam cooling is a vital process in storage rings. It involves reducing the beam temperature, or
equivalently decreasing its phase space volume, emittance, and momentum spread. Moreover, we
can control the energy of the electrons (via the application of different voltages), and thus the energy
of the ions. This is fundamental for determining the transition energy of the storage ring.

Due to the application of cooling forces, which involves interactions between different particles
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such as electrons or photons, beam cooling techniques do not follow Liouville’s Theorem.
According to Liouville’s theorem, in systems governed by conservative forces, the area occu-
pied by the beam in the longitudinal phase space is, like an incompressible fluid, conserved. For
performing precision experiments we need to decrease it. Decreasing emittance involves reducing
the mean transverse momentum while maintaining the mean longitudinal momentum, done
through dissipative forces, i.e. cooling methods. Therefore, cooling is useful for compensating the
heating effects in experiments with internal targets and reducing the momentum spread hence

increasing the mass resolving power and precision.

1.2.2.1 Electron cooling (in the ESR)

Electron cooling is a technique where the ions adopt the velocity and divergence characteristics
of the electron beam. It is based on aligning the parallel velocities (v and ;o) and the energy
1< Eion. For instance, 200 keV electrons can cool 400 MeV/u ions. With this

method, momentum spreads of dp/p = 1077 can be achieved [34], for less than about 10? ions.

relation £, =

As a consequence of being able to control the energy of the revolving ions through the electron

cooler, we can search for the energy at which v = 7;. More on this in

1.2.2.2  Stochastic cooling (in the ESR)

Stochastic cooling is a method of “self-correction” of ion trajectories. It involves measuring the
ion beam position at a fixed point using a pick-up probe and amplifying the induced signal. This
amplified signal serves as a corrective input at another position via a “kicker”. This method is used
at storage rings for fast pre-cooling of hot fragment beams with energies of 400 MeV/nucleon.
With this technique, relative momentum spreads of dp/p ~ 10~ can be achieved [35]). Usually,

electron cooling follows stochastic cooling.

1.3 Radioactive decays

1.3.1 o decay

Alpha decay is a type of radioactive decay in which an atomic nucleus emits an alpha particle
(consisting of two protons and two neutrons) and transforms into a new nucleus with a mass
number reduced by four and an atomic number reduced by two. The alpha particle, 1He, is
extremely stable due to its strong binding. This strong binding energy is a key reason for a-decay
existence. a-decay is governed by both strong and electromagnetic forces, resulting in half-lives

that span from microseconds to millions of years.
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1.3.2 [ decay

3 decay represents a fundamental process in particle and nuclear physics, involving the transforma-
tion of a neutron into a proton or vice versa, mediated by the weak nuclear force. This process is
crucial for understanding nuclear synthesis in astrophysical contexts and the behavior of unstable

nuclei. It connects two neighboring isobars. 3 decay comprises the following variants:

B :nmn—>pt+e +vU (THREE-BODY 3~ DECAY)

> A neutron (n) in the nucleus transforms into a proton (p), emitting an electron (e™)
and an antineutrino (7)

> The free neutron decay can occur [36], releasing 0.782 MeV of energy.

Bt:p—on+et+v (THREE-BODY 31 DECAY)

> Involves the transformation of a proton into a neutron, emitting a positron (¢*) and a
neutrino (V).
> Since the mass of the neutron is greater than the proton mass, this decay is only observed

within the nucleus (not in “vacuum?, as the (free) neutron decay).

>EC:p+e” —-n+v (Two-BoDY 31 DECAY)

> A proton captures an inner-shell electron, transforming into a neutron and emitting a
neutrino.

> It competes with the (three-body) 5 decay, and is energetically more favorable due
to the high probability of inner-shell electrons being near the nucleus. Additionally,

(three-body) 5 decay requires an extra 0.511 MeV of energy to create the e ™.

There are other more exotic forms of 3-decay such as the double-beta decay and the neutrinoless

double-beta decay.

1.3.2.1 Double-beta decay

The double-beta decay, firstly described by M. Géppert-Mayer [37], occurs when single-beta decay
is forbidden or highly suppressed. In this rare process, two neutrons in a nucleus simultaneously
decay into two protons, emitting two electrons and, following the logic of single 3-decay, two
antineutrinos.

The hypothetical case where no antineutrinos are emitted is known as NEUTRINOLESS DOUBLE-
BETA DECAY. This process, if observed, would have significant implications for our understanding
of neutrino properties, including the possibility that neutrinos are their own antiparticles [38].
The nuclear matrix elements (NME) involved in this exotic decay [39] are correlated with the ones
of the two-photon decay [40], hence increasing the interest and importance of two-photon NME

measurements.
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1.3.3 Electromagnetic decays

b
) (Hydrogen-like ion)

o v @
(Atom) ’ (Atom)

E, J;

p e

J\

E

E;
Internal Internal Pair
Conversion Creation
E-| > Eo J-| Es Jo =0 E; - Eo > 2my(e)
Eo b E Eo

Figure 1.3. Electromagnetic nuclear deexcitations. (a) Gamma decay, (b) internal conversion in a

hydrogen-like ion and (c) internal pair creation.

The first order electromagnetic decay pathways: pair creation (§1.3.3.3)), internal-electron
conversion (§1.3.3.2)), and gamma decay (§1.3.3.1)) play a pivotal role in nuclear physics by providing

detailed insights into nuclear structure.

1.3.3.1 -y decay

Photon decay (7y decay) is one of the main electromagnetic processes, in which an excited nucleus
releases excess energy by emitting a y-ray. This emission typically follows o or 3-decay
, facilitating the transition of the nucleus to a more energetically favorable state through
the reconfiguration of nucleons within nuclear shells.

The rates of 7y decay are primarily dictated by electromagnetic interactions. One of the most
famous approaches to estimating single-particle transition rates, where nucleon-nucleon inter-
actions are largely neglected, was developed by Weilkopf [41]. His estimates (represented in
provide a foundational benchmark for comparing experimental transition rates. Accord-
ing to WeiSkopf [41]], the transition rate is proportional to the 2L + 1 power of the transition
energy, where L denotes the multipolarity of the decay radiation. Notably, transitions of higher
multipolarity exhibit reduced rates as can be seen in[Fig. 1.4]

~y-spectroscopy [42] has emerged as an indispensable tool in nuclear physics, yielding precise
insights into nuclear structure through the determination of spin, parity, and energy levels. The
technique’s prowess lies in its ability to directly measure the energy from the y-ray spectrum,

deduce spin via their angular distributions and correlations, and ascertain parity by analyzing
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Figure 1.4. WeiSkopf estimates of half-lives for various multipolarities (L) in magnetic (M) and
electric (E) single-photon decay modes, shown in orange and blue, respectively. These are plotted

as a function of the emitted photon energy (£,).

the polarization of «y-rays. ~y-spectrometers typically consist of arrays composed of segmented
high-purity germanium (HPGE) detectors, arranged in spherical configurations, often referred to
as DETECTOR BALLS, to measure in all directions. These HPGE detectors are renowned for their
exceptional resolution in measuring the energy of gamma rays. Currently, AGATA [43]] (Advanced
Gamma Tracking Array) is one of the most advanced [44, 45] HPGE balls. For a multitude of
excited nuclear states, y-ray emission constitutes the primary decay pathway to a lower energy state.

As a consequence of its intrinsic spin of 1, for preserving the angular momentum in the transitions,

E0 single-y decay is not allowed. This point is more addressed in

1.3.3.2 Internal-electron conversion

Internal-electron conversion (IC) is a process whereby an excited nucleus transfers energy to an
orbital electron, ejecting it from the atom. The electron is ejected with a certain kinetic energy
determined by the binding energies of the electrons in the specific atomic shell they are ejected
from. This mechanism competes with 7y decay, particularly in low-energy transitions and envi-
ronments with high electron densities. Both transitions are grouped under the name of internal
transition (IT), as they typically occur between internal levels within the nucleus. The ratio of the

probability of emitting an electron versus a photon is termed electron conversion factor (). It can
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be related to the half-lives of each decay by:

o= 2
Tl

(L6)

where Tf /2 is the partial half-life of the photon decay and TlI/C2 is the partial half-life of the internal-
electron conversion (IC). Assuming that the neutral state’s I'T half-life (Tf/g) is measured with
high precision and the corresponding o factor value is reliable, we can leverage this information to

establish a relationship between them and the pure (partial) y-decay half-life:

1 1

Ti) = TR W WS (1.7)
T, TThR T, T T,
17, =T (1+a). (1.8)

Equivalently, considering that the majority of the o factors documented are derived from
theoretical models, such as those found in BrIcc [46], it follows that by measuring 77 9> WE can

indirectly determine o through the equation:

T’Y
1/2

a=_Y2 4 (1.9)
T,

For additional details on the methodology for experimentally estimating « factors, please refer to

94.6.2

1.3.3.3 Internal pair creation

In internal pair creation, an excited nucleus decays by converting its excess energy into an electron-
positron pair. This process becomes energetically feasible for transitions with energies exceeding

twice the rest mass of an electron (1.022 MeV).

1.3.4 FEO transitions

EQ transitions are electric monopole transitions where there is no change in angular momentum
(AJ = 0) and no emission of angular momentum by the nucleus, therefore single v decay is
prohibited. These transitions are often observed through internal conversion processes, providing

unique insights into nuclear shape coexistence and isomeric states.

1.4 Isomers

By definition, an isomer or isomeric state is a metastable excited state of a nucleus. There are differ-

ing opinions regarding the exact definition of metastable; some consider a state to be metastable if
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its half-life is at least in the order of microseconds, while others define it based on having a longer
half-life compared to other excited states. They usually decay in stable nuclides via I'T to the ground
state (see[§1.3.3.2)).

In the context of this thesis, when referring to EXCITED STATES, we specifically mean states of
the nucleus where protons and/or neutrons are excited to higher internal levels. Nuclear excita-
tions are significantly more energetic compared to atomic excitations, typically ranging from a few
electronvolts to several kiloelectronvolts for highly bound states, whereas nuclear excitations can
reach several megaelectronvolts.

They can be utilized for energy storage [47]] and subsequent (stimulated) release [48] (high-
energy gamma sources), in medicine dominated primarily by **™Tc [49]. Additionally, they are

the future for nuclear clocks, such as 22 Th [50}/51] and **™Sc [52].

Metastable states are often described as energy traps [53]. In the same way that the ground

What has greater mass: an isomer or its corresponding ground state?

An isomer has a greater mass because it represents a less tightly bound system than its
corresponding ground state since the nucleons are in excited levels. In other words, the
binding energy per nucleon is reduced compared to the one of the ground state.

Another way to look at it is by the energy equivalence theorem, the excitation energy
adds up to the mass of the nucleus in the ground state. Consequently, an isomer will al-
ways exhibit a longer revolution time (lower revolution frequency) than its ground state
in storage rings. Thus, in Schottky frequency spectrograms, the isomer will consistently

appear to the left of the ground state.

state usuallyf| represents the most stable configuration of the nucleus, typically corresponding
to the state of minimal energy, there are other energy minima that the nucleus, as a whole, can
occupy. The stability of these states varies depending on the depth of the energy trap; deeper traps
correspond to more stable states.

There are primarily three classes of traps (isomers):

> Spin traps: those due to significant spin differences between states, leading to spin isomers.

> Shape traps: those due to disparities in nuclear deformation within the nucleus, leading

to shape coexistence and shape isomers.

> K traps: those due to differences in the projection of spin along the axis of symmetry in a

deformed nucleus, leading to K isomers.

There are various types of isomers [54,55], however our focus will be on shape isomers, as

they are usually present in low-lying 0" excited states [55] and this is the target states of our new

1Except for 189mTy which is stable when 1898 T4 is not.
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developed methodology. To comprehend shape isomers, it is essential to understand the shape of

the nucleus and its possible deformations.

1.4.1 Deformation

Far from closed shells, where the nuclei usually have spherical shapes (specially even-even nuclei),
nuclei can exhibit stable deformations. In this subsection, I provide a simple review of the formalism
used to describe nuclear deformations.

It is common to parametrize the surface of a deformed nucleus by expressing its radius R in

terms of spherical harmonics [56]:

R (97 (b; t) = RO (1 + i Z Qxp (t) Y)\M (97 (b)) ’ (1-10)

A=0 p=—A\
where R denotes the radius of a spherical nucleus with equivalent volume. In the context of
low-energy excitations, the summation over multipole orders A is typically restricted to A > 2. This
is because the A = 0 term, representing the breathing mode, involves changes in the nuclear radius
(or volume), which are negligible due to the high incompressibility of nuclear matter. Additionally,
A = 1 corresponds to shifts in the center of mass of the nucleus, therefore they have no effect on
the shape. Also, higher order excitations are only relevant in heavy nuclei (A > 120). [Fig. 1.5|shows

schematically how a spherical nucleus (orange) is deformed under the different excitations (blue).

All the deformation figures have been realized with the PyTHON library NUDEFORM [57].

Figure 1.5. Deformation poles for three different /3 strengths, in comparison with a spherical
shape in orange; A = 1 (dipole excitations), A = 2 (quadrupole excitations), A = 3 (octupole

excitations), and A = 4 (hexadecupole excitations).

The most prevalent deformation in nuclei is quadrupolar (A = 2), which creates an ellipsoid-
like shape (rugby balls, berliners and everything in between as in[Fig. 1.6). For such deformations,
there are five deformation coefficients, cvy,,. Among these, three coefficients represent the orien-
tation of the body-fixed system in relation to the space-fixed system, corresponding to the three

Euler angles.
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In the body-fixed framework, the complexity of the five coefficients cv,, reduces to just two
real independent variables: ag and ags = as_o, with ag; = as—1 = 0. These two variables, along
with the three Euler angles, comprehensively describe the system. Usually, the parameters agg and
a9 are rewritten in terms of the Hill-Wheeler parameters 5 and v, which offer a more intuitive

understanding of the deformation characteristics.

asy = [ cos () (1.11)

a9 = %5 sin () (1.12)

z
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Figure 1.6. Representation of the shape of nuclei with 72 nucleons for a non-zero quadrupolar

y
é‘ Oblate

deformation strength (5 > 0) as a function of the 7y angle. The diagram is divided into 6 equal

parts, following Lund’s conventions.

The parameter 5 (8 > 0) quantifies the degree of ellipsoidal deformation, whereas 7y indicates
its orientation. The range of 7y extends from 0° to 360°. However, according to the Lund conven-
tion, it is sufficient to consider the range from 0° to 60° for representing different nuclear shapes,
as the remaining sectors (each of the six segments) simply replicate these shapes along different
axes.

Aty = 0°, the nucleus presents a prolate shape (rugby-like shape) due to symmetry between
two of the three axes. Conversely, at 7 = 60°, the shape is oblate (berliner-like shape) with similar
symmetry properties. For intermediate values of 7y, the nucleus exhibits triaxial shapes, where no
symmetry exists between any of the axes. All of this can be clearly seen in the different projections
of|Fig. 1.7

The concept of a potential energy surface (PES) is crucial in understanding nuclear shape

isomers. For a given nucleus, the PES often exhibits multiple minima at deformations distinct
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Figure 1.7. Quadrupolar deformation shapes and cross-sections along the principal axes, illus-

trating symmetries for a nucleus with mass number A = 72. For comparison, the illustration
includes a spherical nucleus with 72 nucleons outlined in orange, alongside the contour of its

quadrupolarly deformed shape in blue. The nuclear radius is expressed in Fermi units.

from the ground state. The ground state typically aligns with the lowest and deepest of these
minima, while other minima are generally shallower. However, a sufficiently deep minimum can
trap the nucleus, leading to the formation of a shape isomer. This phenomenon is observed in
many 07 isomers. For instance, the self-conjugate nucleus 2Kr has a well-documented 0 shape
isomer [58] with a half-life of 26 ns, existing due to a hindered E0 transition.

Each nucleus possesses a unique PES map, indicating varying nuclear deformations based
on the location of the minima. Accurately reproducing these minima, or energy traps, requires
complex theoretical computations. These computations involve incorporating various nuclear
interactions and are achieved through advanced simulation techniques. Notably, methodologies
such as Hartree-Fock-Bogoliubov [59] (HFB) and the Symmetry-Conserving Configuration-
Mixing method [60] (SCCM) are employed. These methods provide reliable simulations by
considering collective wave functions and integrating multiple nuclear interactions. All of these

leads to the phenomena of shape coexistence.
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1.4.2 Shape coexistence

Shape coexistence [61] in nuclei refers to the occurrence of low-lying nuclear states exhibiting
distinctly different intrinsic shapes, either among themselves or/and compared to the ground state.
This phenomenon, widespread across the nuclear chart and believed to be present in nearly all
nuclei, has been the focus of extensive experimental [62] and theoretical research [63] aimed at
achieving a unified understanding of nuclear shape coexistence.

Spectroscopic evidence of nuclear deformation, and consequently of shape coexistence, can be
obtained from measurements of 22 matrix elements via multistep Coulomb excitation (COULEX)
[64] experiments, and the reduced quadrupole transition probabilities (B(£2)) obtained through
lifetime measurements. The strengths of £0 transitions [65]], in particular, are crucial indicators
of shape coexistence. They are reflective of the degree of mixing between intrinsic configurations
of different deformations. /0 transitions do not change the angular momentum of the nucleus
but signify changes its nuclear shape or volume. These transitions are especially sensitive to the
presence of different shapes at similar energy levels and provide critical insights into the interplay
of nuclear configurations, thus offering a more focused perspective on the phenomenon of shape

coexistence.

1.4.3 Role in nucleosynthesis

The process of forming atomic nuclei through various nuclear reactions is termed nucleosynthe-
sis [6] (NS). This phenomenon begins with Big Bang NS, when protons, He and tiny amounts of Li
(and possibly Be) were created. Subsequently, through various processes, this leads to the creation
of the heaviest elements. These processes predominantly occur in stars, e.g. in supernovae [66], and
other high-energy astrophysical environments, such as neutron star mergers [67]]. The particular
conditions of these environments, such as high neutron densities, drive phenomena like neutron
capture (slow neutron capture and rapid neutron capture, s [68] and r process [69] respectively).
The majority of the elements are produced via neutron induced reactions. Additionally, there
are further processes, like the rp-process [70], contributing to the element abundances. In these
extreme environments, atoms are often found in ionized states, as plasmas, and existing in excited
states due to the high temperature and pressure conditions. This results in fully stripped excited
states.

Ithas been observed that low-lying 07 — 07 transitions to the ground state can be significantly
extended due to the prohibited electron conversion. This can lead to the creation, and modifica-
tion, of branching points in nucleosynthesis pathways, which previously were not considered or
underestimated. Isomers that play roles in nucleosynthesis are known as ASTROMERS [71,72].
Their significance has led to their inclusion in nucleosynthesis simulation codes [73]]. Examples

of astromers include 24™Al, 26m Al 93mMo [74], ™ Te, 48 Pm, 7™ Ly, and 8™ Ta. These
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isotopes have been demonstrated to significantly influence various nucleosynthesis processes [75)

76].

K
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The Nuclear Two-Photon Decay

HE nuclear two-photon decay or double-gamma (2y) involves the decay of an excited
nucleus through the simultaneous emission of two photons via the virtual excitation
of intermediate states. The partial half-life of this decay gives access to observables

such as the (transitional) electromagnetic polarizability and susceptibility, which are important
ingredients in constraining parameters of the nuclear equation of state [77], determining the
neutron skin thickness [78], and constraining the nuclear matrix elements of the neutrinoless
double-beta decay [40].

In I present an insightful overview of the theory describing this decay.
contains a comprehensive bibliographic recompilation of past experiments exploring the nuclear
two-photon decay. Lastly, introduces a pioneering technique for investigating the two-photon

decay in 07 — 0 transitions.

2.1 Theoretical framework

The (nuclear) two—photonﬂ decay is a second-order quantum-mechanical process initially formu-
lated for the case of atomic transitions by M. Goppert-Mayer [79,80]. Later, it was applied to
nuclear transitions by J. R. Oppenheimer and J. S. Schwinger [81], D. P. Grechukhin [82-85]
and ]. Eichler [86, 87|, further refined by J. L. Friar and M. Rosen [88, 89]] and generalized by
J. Kramp ez al. [90] by considering not only dipole transitions but also transitions with higher
multipolarities.

For theoretically studying electromagnetic transitions in nuclei, we have to model the interac-
tion between the nucleus and the electromagnetic (EM) field. This interaction can be described by
the product between the vector potential created by free photons, represented by Aorits operator

form A*(x), and the nuclear current, j or j,(z) in operator notation, i.e. A - j. At first-order

'Originally termed by M. Gopert-Mayer as ZWEI LICHTQUANTEN or ZWEI QUANTENSPRUNGE.

17
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perturbation theory on A 7, we obtain the (single) photon decay probability [91]. However, for
describing the 2y decay we need to extend our calculations to second-order perturbation theory.
As we extend our calculations to higher orders of perturbation theory, the creation of numerous
“virtual” particles and states becomes possible.

Virtual states are extremely short-lived states complying Heisenberg’s uncertainty princi-
ple [92], AE - At > h, with h being the reduced Planck’s constant. This leads to states known as
MULTI-PARTICLE Of INTERMEDIATE states [93]]. We can mathematically decouple the “NUcLEAR”
intermediate states from “SUB-NUCLEAR” intermediate states, which involve the creation of mesons.
For that, we introduce the (two-body) SEAGULL operator, denoted by B,,,,(x, y). This operator
accounts for the possibility of (virtually) exciting and de-exciting high mass states that contain
nucleon-antinucleon pairs. This “pair” contribution is described by an A? term. In such a way,
transitions via NUCLEAR intermediate states are captured by the first term in treated
in second-order perturbation theory. Meanwhile, transitions involving SUB-NUCLEAR states are
described by the second term in treated in first-order. The NUCLEAR intermediate states
are often associated with giant dipole resonances (GDR) [89]. Interestingly, the lifetime of these
resonances [94,(95] might be connected to the (partial) half-life of the nuclear two-photon decay
[94].

Kr (k) | Ey

Figure 2.1. “Feynman” diagram extended by an energy dimension describing the nuclear two-

photon decay.

shows a diagram trying to describe the different interaction possibilities previously
described. In[Fig. 2.1|the symbol |i) represents the initial state, while | f) denotes the final state after
decay. Photons are characterized by their energy, w;ﬂ and momentum, kj. A more intense color,
within the intermediate state region, indicates higher energy and density of states. The sketch
includes two pairs of two simultaneously emitted photons to explore the different possibilities. The

diagram is created by expanding upon the traditional Feynman diagram by incorporating an extra

2Considering h =1, it follows that ' = hw = w. This allows us to refer to the radiation frequency directly as

energy.
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energy dimension to include the intermediate states |n). Given that the energy of the transition
must be conserved, the sum of the photon energies must equal to it, i.e. E; — By = w = w; + w.
This principle is depicted in the diagram through a reflection symmetry at w/2, marked by a dashed
line among the intermediate state region. Each dot signifies a point of interaction (a VERTEX). If a
vertex is positioned at one extreme, symmetry implies the other is at the opposite end, indicating
that one photon’s energy would be zero, essentially describing a single-photon decay. Moving
both vertices to w/2 can imply either a single vertex generating two photons or two vertices each
emitting a photon. The former scenario is described by the SEAGULL operator, where sub-nuclear
states are both created and annihilated in a single interaction, producing two photons. In this
scenario, the condition w; = ws is not necessarily met, allowing again for a continuum of energy
within w. The later scenario is described by the first term in[Eq. (2.1)] Horizontally moving in the
diagram explores the photon energies £, while vertical movements access intermediate states of
(higher) energy F,.

Within this introduced theoretical framework, and taking into account “natural” Gaussian

unitﬂ the interaction Hamiltonian is represented as follows [90]:

Hy = / ju(ac)A“(x)d%—i—% / B (2, y) A"(2) A* () PPy, (2.1)

In the specific case of 07 — 07 transitions, accessible through our novel approach we
will encounter double transitions of identical multipolarity. This enables the investigation of
the so-called diagonal transition polarizabilities, such as a g1 g1 (equivalent to appq or, in our
notation, ag1). Conversely, for other cases (defined as mixed transitions in [Tab. 2.1)), we will
observe a mixture of multipolarities, allowing the study of the so-called off-diagonal transition
polarizabilities, for example, avgsar1. The different experimental cases are explored in

Based on the interaction Hamiltonian contained in Kramp ez 4l. [90] derived the
total 27y decay probability for 0T — 07 (E0) transitions (see Eq. (A.42) in [90]):

7

w a? wl
W — 0 E2 | 0 2 2.2
1057 (2.2)

a1+ Xin + “’34752 1055

where wy denotes the energy difference between the initial and final state, while o and x denote the
electric transition polarizability and the magnetic transition susceptibility, respectively. The sum of
terms within the brackets is equivalent to the squared magnitude of the cumulative nuclear matrix
element, denoted as M2, . These observables describe the difference of the electric polarizabilities

and magnetic susceptibilties between the two 07 states and are complementary to the standard

3This unit system, also known as “GoOD-GIVEN”, uses:

1
h=c=1 ; = —.
C ; €0 i

The Gaussian system of units eliminates a factor of 47 from Coulomb’s law by introducing factors of 47 into

Maxwell’s equations.
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nuclear polarizabilities and susceptibilities, which describe the response of the nucleus to a pertur-
bation by electromagnetic fields, and are related to changes of the nuclear charge distribution and
currents inside the nucleus.

The electric transition probabilities are defined as [90]:

o (ot iLM(EL)“1£‘1>L><1%‘1)L iLM(EL)‘0;>
" BT 2 B(W) B () -5 [E(05) - E(0f)] )

The transitional magnetic-dipole susceptibility consists of a paramagnetic and a diamagnetic

term [88-90]:

Xan =X+ X5 (2.4)
Sree {OFIMOIDLE) (1 () o)
o= LB - B - L EE) - E0D] 25)
< ot o) 2:6)
Xd = 6m L Y2/, :

where the mass (m) in[Eq. (2.6)|corresponds to the mass of the nucleon, as it is defined by [88].
We define the nucleon mass as the average between the mass of proton, m,, = 938.27208816(29)
MeV [2], and neutron, m,, = 939.56542052(54) MeV [2], m = 938.91875434(31) MeV.

Equation (2.6)|can be connected to the (dimensionless) monopole transition strength p (E0)
[65]:

_ M (E0)[[2)
p(B0) = =22 (27)
giving: ,
Xa = — g—m - R*\/p? (E0), (2.8)

where the nucleus radius can be approximated by R ~ 1.2 x A3,

2.2 Experimental framework

All previous experiments conducted to date, of which 31 studies are available online and recompiled
in have employed 7-ray spectroscopy in order to investigate the two-photon
decay. The main experimental challenge lies in distinguishing the relatively small signal of the two
simultaneously emitted photons from other (direct or indirect) photon sources, such as single-
photon decay , internal pair creation (§1.3.3.3)) or internal-conversion electrons (§1.3.3.2)),
due to the continuous energy spectrum associated with the two-photon emission. Therefore,
ideally, the search for nuclear 2y decays is conducted in even-even nuclei with a first excited 0"

state, since the emission of a single y-ray is forbidden.
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In fact, among all previous studies (recompiled in [Tab. 2.1), the only cases where the 2
decay of a 0" — 07 transition was successfully observed using y-ray spectroscopy are O [97],
0Ca [97], and °Zr [90]. In these cases, the excited 0T states are located at high excitation energies
and the observed branching ratios (I'. /T'tot) for the 27 decay are of the order of 1074 They
were performed using the Heidelberg-Darmstadt cRySTAL BALL [98-100] (similar to the one in

Fig. 2.2)).

Table 2.1. Previous experiments on the nuclear two-photon decay.

NucLEUS REFERENCE
1607 [90}101-104]
0Ca [97,1105-108]
N7y [97,103,[105,[107,[109-116]
%BMo’ [117]
12Ca” (1024103, [118]
85Rb” [119]
19 A g™ [120, [121]
1™ [122-124]
181Xe™ [125,126]
137, [127-130]

" 0T — 07 transitions.

Mixed transitions.

The most surprising result obtained in the successful measurements ([54,|97]) is that the angu-
lar correlation between the two photons was asymmetric about 90°, implying that the contribution
from two subsequent M1 (20 1) transitions and 2E1 transitions are of a similar strength, while
naively a dominance of the 21 decay would be expected (see WeiSkopf estimates in . This
has been explained by a strong cancellation effect in the electric-dipole transition polarizability
in these doubly-magic (*°0 and *°Ca) and semi-magic (**Zr) nuclei. This cancellation effect is
related to the different structure of the two 07 states, i.e. different contributions from Op — 0h

and np — nh excitations across the closed shells [131].

2.3 Nuclear two-photon decay at storage rings

Low-lying 07 states in medium-mass even-even nuclei have typical lifetimes in the order of a few
ten to hundred nanoseconds [132]] because the £/0 decay in these nuclei proceeds entirely via IC

and therefore is a relatively slow process [65]. However, the 2 decay width varies strongly with the
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Interaction
chamber

Beam line

Figure 2.2. Example of cRYSTAL BALL: AGATA at the Laboratori Nazionali di Legnaro.

excitation energy, see (Eq. (2.2)), leading to extremely small branching ratios (I’ /T'ior < 107°)

for wy < 1MeV. Until now, direct searches for the 27 emission from lower-energy 07 states
were unsuccessful, reporting only upper limits [117]. A 27 decay at energies below 1 MeV was
exclusively observed from the 11/2~ isomer in '3"Ba using the fast-timing method ,
reporting a branching ratio of I',, /T ~ 2 x 1076 [129]. Here, the single-photon decay
is strongly hindered due to its highly unfavorable multipolarity (M 4/E5). Alternatively, if all
bound electrons are removed the IC is disabled and therefore 0 states can only decay by 2y
emission to the ground state or by particle emission (- or S-decay) in unstable nuclides. This is

sketched in In this thesis we report the first direct measurement of the 2y decay of the first
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Figure 2.3. Nuclear electromagnetic decays of an atom (a), and the isolation in low-lying isomers
(b) of the 07 — 07 27y decay (c) in bare nucleus (b,c).

excited 07 state in stored, fully-ionized 2Ge3%t

of 691.43 (4) keV [134], possesses a half-life of 444.2 (8) ns [135] in neutral atoms. However,

when it is fully ionised, the partial half-life for this isolated decay can be estimated to extend to

nuclei. This isomer, with an excitation energy
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several hundred milliseconds, hence giving an expected branching ratio of I, /I’y ~ 2 X 107S.

contains this estimation.

The solid line in corresponds to the curve obtained by considering the ratio W, and

wy constant, with the constant being the average value of the sum of squares of the previously

determined [90, 97] M., nuclear matrix elements in The vertical red dotted line in
is placed at the excitation energy of the isomeric state of 2Ge.

® Experimental data
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Figure 2.4. Measured nuclear two-photon decay (partial) half-lives, taken from [90,97], as a
function of their excitation energy. The (red) star indicates the predicted half-life for the first
excited state of ">Ge, derived from the extrapolation shown by the blue line, which has not been

measured previously.

By combining the isochronous mode of a storage ring with non-destructive
single-ion-sensitive resonant Schottky detectors , the new experimental technique termed
combined Schottky plus Isochronous Mass Spectrometry (S+IMS) (Chap. 3)), we were able to
produce, store and resolve the isomeric state of tully-stripped ions and measure the time evo-
lution of the number of observed isomers with a resolution of the order of milliseconds .
The thereby developed method is a sensitive approach to search for unknown excited 0 states in

exotic nuclei and for the measurement of their 2-y-decay half-lives. The foundations of this novel

methodology are addressed in

K
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Combined Schottky + Isochronous Mass
Spectrometry (S+IMS)

EREIN, I present the foundations of a novel methodology for investigating the nuclear
two-photon decay at storage rings and other high-precision mass and half-life measure-
ments by combining the isochronous mode of a storage ring with non-destructive reso-

nant Schottky cavities hence S+IMS. Specially, we focus on the Experimental Storage Ring (ESR)
at the heavy-ion research facility GSI. The techniques and approaches described herein are crucial
for the advancement of storage ring mass spectrometry.

An overview of the experimental setup employed is presented in which is subdivided into
production (§3.1.1)), storage (§3.1.2), and detection (§3.1.3). [Section §3.2]discusses the isochronous
mode of the ring, detailing how it can be quantified and monitored in real time (in-line) using
the electron cooler, as discussed in and through oft-line analysis, as outlined in
In we detail the steps followed during the data analysis, encompassing data classification

(§3.3.1), Schottky-based ion identification (§3.3.2)), mass determination (§3.3.3), and half-life
determination (§3.3.4]).

3.1 Experimental setup

The Gesellschaft fiir Schwerionenforschung [136] (GSI) facility is a forefront center for research in
atomic and nuclear physics located in Darmstadt, Germany. It specializes in the production and ac-
celeration of heavy ions for various scientific experiments, from fundamental physics research [137]
to applications in material science [138] and medicine [139]. Here took place the realization of
experiment E143 [140]], where the isolated nuclear two-photon decay was measured for the first

time. Therefore, the whole setup and its functions during the different stages: production (§3.1.1)),
storage (§3.1.2)), and detection (§3.1.3), will be elucidated.

25
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Figure 3.1. GSI accelerator facility. Details of the facility will be discussed in the text. Based on
[141].

[Figure 3.1|shows a scheme of the accelerator facility at GSI. This facility has the capability to
produce and accelerate highly-charged ions from hydrogen up to uranium (see[§3.1.1). The ion
source is the starting point for the production of positively charged ions . The produced
lowly-charged ions (of a single species) are then accelerated in different stages by linear and circular
accelerators . When the ions have reached relativistic energies, they are impinged on
solid Be targets of a determined thickness in order to produce the desired fragments via projectile
fragmentation (§3.1.1.3). Depending on the needs, independent nuclei species can be separated
(purified) by the FRagment Separator (ERS) or all the fragments can be directly inserted into
the experimental storage ring (ESR) through the TE-LINE. Once stored within the ESR (§3.1.2),
we can perform a variety of experiments with the different elements and detectors (§3.1.3). If

needed, the produced fragments can be decelerated and transferred to a lower-energy ring, the

CRYRING (143} , or to the ion-trap facility HITR AP [145].

3.1.1 Production

3.1.1.1 Initial stages

The initial stage of ion production involves the creation of high-current ion beams. Two primary
mechanisms facilitate ion generation: photoionization [146], where ions are produced through
photon collisions, and impact ionization [147], resulting from electron collisions. Depending on

the mechanism and materials involved, there are several types of ion sources [148]:

> Filament driven ion sources: These include the Multi Cusp Ion Source (MUCIS) and
its advanced versions, as well as CHORDIS (Cold or Hot Reflex Discharge Ion Source),
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which are essential for creating dense plasma environments to facilitate ion production.
Notably, MUCIS has been extensively studied and applied in various applications, in-
cluding cyclotrons, due to its ability to confine ions eftectively within cusp geometries of

magnetic fields, thus enhancing beam currents.

> Vacuum arc driven ion sources: Including the Metal Vapor Vacuum Arc Ion Source
(MEVVA) and VARIS (Vacuum Arc Ions Source). They employ metal vapors to generate
ion beams. These sources make use of a vacuum arc mechanism to ionize metal vapors,

which is crucial for applications requiring heavy metal ions.
> High duty factor sources: Such as the PIG (Penning Ionization Gauge).

> Electron cyclotron resonance (ECR) sources: ECRIS (Electron Cyclotron Resonance
Ion Source), uses microwave technology to ionize gases in a magnetic field. This was the

one employed for producing initially the ions of 8Kr.

3.1.1.2 Acceleration

The acceleration of ions is a critical step in preparing them for experiments. At GSI we have a
combination of linear and circular accelerators. While linear accelerators are dominated by ra-
diofrequency cavities, the circular ones primarily utilize magnets [149].

As the first acceleration stage, the GSI facility uses the UNILAC (UNIversal Linear ACcelera-

tor), which is composed of three parts:

> UNILAC Wideroe accelerator: Operates at a frequency of 27 MHz, accelerating ions
from zero to 2 - 10% km/h. For that it employs a voltage range of 20 kV to 130 kV. Within
it, the ions reach speeds of 5 ~ 0.2 %.

> Connection line to the Alvarez accelerator: Composed of several single-cavity res-

onators and a gas-stripper for enhancing the acceleration efficiency, reaching 3 ~ 6 %.

> UNILAC Alvarez accelerator: Following the Wideroe accelerator, this accelerator op-
erates at a higher frequency of 108 MHz. It uses a standing wave to accelerate ions to

B = 16 %, or equivalently to energies of 11.4 MeV/u.

Once ions have received this initial acceleration, they are transferred to the synchrotron SIS-18
through a process involving a foil stripper and charge state separation.

The GSI synchrotron SIS-18, known as SCHWERIONENSYNCHROTRON, is a key component
of the GSI facility, designed for the acceleration of a wide range of ions, from protons (4 GeV,
B ~ 98%) to highly-charged uranium ions (1 GeV/u, 8 ~ 88%). This can be achieved due to

its characteristics; it has a circumference of 216 m, a bending radius of 10 m and a maximum
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magnetic field strength of 18 T, along with RF cavities working from 0.85 MHz to 6 MHz, and

an ultra-high vacuum of 10~ mbar.

3.1.1.3 Projectile fragmentation

At relativistic velocities, nuclear collisions are extremely violent, and a vast range of fragments can
be created [150]]. The reaction is not selective in terms of its products, but the forward momentum
of each fragment allows for precise identification using time-of-flight and energy-loss techniques
to determine their mass and charge. The efficiency of fragment production is constrained by the
thickness of the target, which is chosen to minimize energy and angular straggling at maximum
fragment production. Once created, the fragments can be filtered via the FRagment Separator or
can be injected directly into the ESR through a direct beam line, the TE-LINE.

The FRagment Separatotﬂ [142] (FRS) is configured by a set of two dipoles, a degrader, and two
more dipoles designed for implementing the Bp — AE — Bp separation technique. Time-of-flight
(ToF) measurements are employed between the AE — Bp section for particle identification,
complemented by the use of time projection chamber (TPC) detectors for spatial positioning
measurements, and plastic scintillators for ToF. This method enables the filtration of fragments,
allowing for the selection of specific species, as demonstrated in [18].

The TE-LINE serves as the direct transfer line between the SIS-18 and the ESR, facilitating the
transfer of all produced fragments into the ESR, which operates as a mass spectrometer. Utilizing
slits, as described in[§3.1.1.4] enables the exclusion of undesired ions (contaminants). Due to the
high demand for FRS usage, experiments that can be executed through the TE-LINE receive priority
in beam time scheduling, as was the case with the E143 experiment [140]]. Additionally, the direct
line enables faster extraction compared to the FRS, with a time of approximately 500 s.

Via using LISE++ [151], we are able to simulate both the reaction leading to the creation of
fragments and their subsequent transmission to the storage ring. It enables the prediction of
fragment production rates, ion optical settings for optimal fragment selection, and the efficiency
of transmission through simulated beam lines to the storage ring. Thus, the fragments predicted

by LISE++ serve as a first (realistic) estimate for what we should encounter in the ring during

identification (more in(§3.3.2.1)).

31.1.4 DBp-cur

By using the TE-LINE, the only way to filtrate the fragments is by utilizing mechanical slits. With
them, we are able to select a specific Bp range (window). By placing these slits at different planes

and positions, it is possible to manually exclude particles on certain orbits without affecting the

'Please note that the FRS was not used in this experiment; however, it is included here to provide a complete

overview for the thesis.
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selected B p range, hence performing a Bp-cuT. This approach somewhat reduces the number of
contaminants and narrows the allowed momentum spread to a more uniform area, particularly
regarding ;. The relative momentum spread before entering the ESR exceeds 1 %, but after the
Bp-cut, it can be reduced to approximately 0.01 %.

As a result of this selection process, the distribution of particles in terms of their Bp values
becomes non-symmetric (as depicted in [Fig. 3.2)), being one of the reasons to the observed defor-
mation in the peak shape. This produces the selection of more particles at either higher or lower

Bp values compared to the mean
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Figure 3.2. Illustration of the Bp-cuUT over some expected yields of fragments by LISE++.

3.1.2 Storage

The ions are transferred to and confined into the experimental storage ring [24]. Since recently GSI
counts with another storage ring with smaller dimensions [143} 144], designed for lower energies.
This experiment utilized only the ESR, in which we will focus on in greater detail. Storage rings
share the same principles as circular accelerators but tailored for specific research applications, as
was introduced already in Like in circular accelerator, its capabilities are defined mostly by
their geometry and dipole magnet strength, i.e. they are governed by

As shown in the ESR has a circumference of 108 meters (half of the SIS-18) and is
composed of six 60° dipole magnets, with a maximum magnetic rigidity of up to 10 Tm. This allows
the storage ring to operate over a broad energy range from 4 MeV/u to 420 MeV/u, therefore the
revolution frequency of the ions revolving the storage ring ranges approximately between 0.6 MHz
to 2 MHz. In addition, it maintains an ultra-high vacuum of 2 x 10~ mbar to significantly
reduce interactions with residual gases, and multiple mechanism for cooling (see . All of

this enables high-precision studies on masses, half-lives and nuclear reactions for atomic, nuclear
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Figure 3.3. The experimental storage ring (ESR) and its main characteristics. For details see text.

and astrophysics motivations. In are shown the locations of the detectors used during the
E143, the 245 MHz [152] and 410 MHz [153] resonant Schottky cavities. More details are given

inf§3.1.3]

3.1.3 Detection

3.1.3.1 Schottky cavity resonators

Charged particles traversing a beam pipe drag an opposite equivalent charge on its inner surface. In
the surfaces of isolated sections, such as detector plates, this surface charge oscillates and dissipates
, measurable as an induced current z(t)ﬂ A similar charge redistribution occurs on cavity
walls, differing mainly in duration. This results in an oscillating electric dipole and an alternating
magnetic field, with energy oscillations between both fields continuing after the particle passes
through, as illustrated in This oscillation is measured by extracting field energy with an
electric pin or magnetic loop 155].

For multiple particles, the induced current (#) becomes a stochastic process due to the random
phase offsetﬂ between particles. The expected value of this process equates to the macroscopic
direct current (DC) beam current Iz, formulated as (E[i(t)]) = Qef,.N = Ip [155], where

2]t is important to note that the induced current itself is not directly measured. Instead, the voltage drop resulting

from this current’s interaction with the detector’s impedance is recorded, which generally is frequency dependent.
3Not all the particles reach the detectors at the same time, they are randomly distributed.
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Figure 3.4. Pictures of the Schottky cavities present at the ESR.
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Figure 3.5. General sketch of a resonant Schottky cavity.

N represents the number of particles, e the elementary charge, () the charge state, and f, the
revolution EIGENFREQUENCY. Spectral analysis reveals peaks at integer multiples, HARMONICS (h),
of the EIGENFREQUENCY, known as SCHOTTKY BANDS. These bands present a decrease in peak
amplitude and an increase in width with higher harmonics (as can be seen in , suggesting a
constant integral power across all bands [154]. The total noise power is given by [156]:

(I)> = 2N (Qef.)*. (3.1)

These non-destructive cavity detectors exhibit impedance spectra with pronounced peaks at their
EIGENFREQUENCIES. This characteristic is exploited to enhance detection sensitivity and reso-
lution at higher frequencies, albeit at the expense of operating within a narrow bandwidth. In

contrast, parallel plate detectors tend to display a simpler impedance spectrum, potentially offering
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a broader operational frequency range but with different sensitivity and resolution profiles [155].
For having the best of both worlds, at the ESR we have two Schottky cavities and a parallel plate
Schottky. Among the Schottky cavities, one works at 245 MHz of resonant frequency and the
other has an operational resonance frequency at 410 MHz. In comparison to the 410 MHz detec-
tor, the 245 MHz cavity has a smaller quality factor, which translates into a poorer signal-to-noise
ratio (S/N). Although both detectors are single-ion sensitive, the difference in S/N means that

the 245 MHz detector requires a longer detection time.

Can there be a resonant Schottky cavity (RSC) everywhere?

Apart from non-physical reasons, the answer is no. RSCs have a high quality factor, or
in other words, a high impedance which is coupled to the rest of the circuits. Due to its
high impedance, it can lead to destructive effects [153] on the beam for cases in which
the intensity is high (in terms of number of particles) or really high velocities. Around

1 GeV/nucleon these effects could be observed.

\

3.1.3.2 Data acquisition

During the experiment, resonant Schottky cavities were employed for beam diagnostics and for
measuring the revolution spectra. To this end, each Schottky was connected to a real-time spectrum
analyzer (RSA) of TEKTRONIX®. These analyzers were centered in time around the injections
and recorded 5 seconds of data before and after this time. In addition, the 245 MHz Schottky was
connected to a continuous time and broadband recording device, the NTCAP [157,[158].

The RSAs are specially useful for the fast in-line monitoring of specific isotopes and their
half-lives. However, for performing mass measurements and optimizing the setting we need a
broader picture. This can be facilitated by the NTCAP system, which also enabled the concurrent
recording of scalar signals, including kicker time, cooler voltage, cooler current, gas target pressure,
SIS kicker signal, ESR DCCT current, gas target status, and the raw kicker signal. Moreover, the
NTCAP provides a higher time resolution of 50 ns compared to the ~ 20 s offered by the RSAs.
This allows more accurate determination of injection times, as is discussed in

3.2 Isochronous mode

In this section, I address how the isochronous mode condition can be measured in-line (§3.2.1)

and off-line (§3.2.2)).
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3.2.1 FElectron cooler curve

As previously discussed in[§1.2.1.2} the isochronous mode occurs when v — ;. This signifies that
ions of the same species become isochronous with each other, reaching the detector at the same
frequency (1soCHRONOUSLY) regardless of their velocities. This peculiar feature can be found by
performing an energy scan to identify an energy region where, despite increasing the ion’s energy,
their revolution frequency remains unchanged.

In storage rings, such an energy scan is feasible through electron cooling, as introduced in

§1.2.2.1} [Figure 3.6|illustrates this scanning process, measured in 2014ﬂby Schottky cavity detec-

tors, in both 2D 1’ and 1D ([Fig. 3.6b)) spectra. In each frequency shiftﬂ over

time indicates a change in the electron cooler’s Voltageﬁ, hence in its energy, which progressively

increases. This leads to a decrease in revolution frequency until reaching a specific region where
turther energy increments do not affect the frequency. This zone is identified as the IsocHRONOUS
WINDOW. “Surprisingly”, beyond this point, as energy continues to rise, the frequency increases.
This phenomenon occurs because, similar to earlier when energy augmentation led to increased ve-
locity and consequently lower revolution frequency, post-transition, the increment in path length
predominates over the velocity gain. Eventually, this results in orbits becoming unsustainable
within the ring’s acceptance, causing collisions with the ring walls hence losing the ions. Therefore,

with this procedure we can obtain the ion-optical parameter ;.
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Figure 3.6. Electron cooler curve. Every 5 seconds the primary beam’s energy is increased by 50 eV

through the electron cooler.

Despite being determined solely with one species (the primary beam), the parameter is in-

4Unfortunately, during experiment E143, no 2D spectrogram was recorded from the electron cooler curve. Since

2D spectrograms clearly demonstrate the followed procedure, I have analyzed older data for explanatory purposes.
>Every 5 seconds.
6Corresponding to 50 eV per step.
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dependent of the ions, representing an intrinsic property of the ring. Consequently, this pa-
rameter remains constant provided the magnet configuration is not changed. The width of the
ISOCHRONOUS WINDOW can be tuned using sextupole and octupole magnets. Ideally, within
the ESR acceptance, the revolution frequency should be the same for all the allowed energies,
resulting in peak spreads following a Dirac’s delta. This scenario is theoretically possible as each ion
would follow a unique path, hence eliminating the possibility of Coulomb or other interactions
between the ions. Thus, IMS has the potential to achieve superior mass resolution compared to
SMS. Nonetheless, the situation is not entirely straightforward; crossing the transition point [30]
can induce resonances in the beam (as observed in [Fig. 3.64), complicating the analysis. This

phenomenon needs more investigation.

Is Cooled Isochronous Mass Spectrometry (CIMS) feasible?

When we cool the ions by any means, all of them share the same velocity after a certain
time. Due to this, as already described in it can occur intra-beam scattering due
to the Coulomb repulsion between ions of the same species. Therefore, this sets a limit
on how reduced the momentum spread can be to where the Coulomb repulsion and the
cooling force are in equilibrium. However, in IMS the ions do not share the same orbit,
so in principle this limit is removed and, theoretically speaking, the IMS could have more
potential for mass spectrometry. Now, if we try to cool the IMS, by definition we are
forcing the ions to follow some specific orbit, hence destroying the working principles of

IMS. A different (and worth testing) approach would be:

—

. Inject the fragments into the ESR.
2. Cool them.

3. Turn oft the cooling.

S

. Adjust 7; (if necessary).

Incorporating cooling limits the half-life of the studied nuclides to 2 1s.

3.2.2 Peak spread curve

Ultimately, the 1ISOCHRONICITY is also manifested in the measurable time (frequency) spread of
peaks, denoted as 0. In such a way, through offline analysis is possible to deduce the transition

energy parameter (7; ) among other beam parameters, such as the relative momentum spread (o
gyp g P % P
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and the systematic errors (0ys), as contained in the equation (refer to[App. Alfor its derivation):

L\ 1 Op ’
ACET Y

where L represents the particle path length, and c is the speed of light in vacuum. By applying a

fitting procedure, we can estimate the average values of these parameters.
The impact of varying the parameters in offers valuable insights into the behavior
and implications of the resulting curves. Examining the effects of adjusting one parameter while

fixing the others constant reveals:

> Modifying the ring’s transition energy shifts the isochronicity curve to different m/q
regions. The effect would be similar to modifying the Lorentz factors () of isotopes while
keeping 7, fixed, as the curve’s minimum corresponds to a specific energy/revolution time
in the ring. Adjusting the settings of the storage ring can result in unpredictable behavior
of the beams stored in the ESR. Therefore, modifying the gamma values presents a more
practical and manageable approach, since the ion-optical setting will remain fixed and
well-characterized. Furthermore, when employing Schottky resonant cavities, there is no
need to alter neither their resonant frequency once fixed in the frequency corresponding
to 7. Although, adjustments to the resonant frequency can be made by slightly modifying

the cavity dimensions.

> Altering the particles’ relative momentum spread can enhance the overall mass resolving
power by flattening the ISOCHRONICITY CURVE, albeit without improving the peak

resolution within the isochronicity window, this is the minima will not be lower as can be

seen in

> The maximu achievable resolving power is constrained by unidentified sources of
uncertainty. It comes from second order terms in mainly related to the magnet

settings.

3.3 Data manipulation

In this section, I outline the process for selecting high-resolution data from a total dataset of 46 TB

(§3.3.1), and how it was processed for performing mass (§3.3.3)) and half-life (§3.3.4) measurements.

"How far from 0 is the minimum peak width.
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How does changing the Lorentz factor affect the isochronicity curve?

Since this term solely depends on the longitudinal velocity of the ions, producing ions

with slightly higher (lower) velocities results in a shift of the entire frequency pattern
towards lower (higher) frequencies. Consequently, its effect might be camouflaged as

a (broader) standard deviation, especially when considering the overlay of different in-
jections under the same magnetic settings. The velocity of the generated fragments is
primarily influenced by the energy obtained by the primary beam during the acceleration
stage, which can vary slightly from one injection to another. Hence, frequency correction
(refer to is essential for removing this additional uncertainty and improving the

measurement accuracies.

3.3.1 Data classification

Here, I describe how the high-resolution data was recorded (§3.3.1.1), selected (§3.3.1.2) and
pre-processed (see(§3.3.1.3|and [§3.3.1.4)).

3.3.1.1 Recorded data

The process of converting ion-induced periodic signals into a measurable form involves transform-
ing these signals into voltage drops across a circuit, captured within a finite temporal resolution.
Therefore, since the moment we record the data we are losing information. Subsequent stages
involve the refinement and simplification of this physical information through various amplifica-
tion and mixing circuits, culminating in the digital storage of data in binary format. To facilitate
data access and manipulation of Schottky-based data, the IQTooOLS [159] PyTHON library was

developed.

3.3.1.2 Exploratory data analysis

The initial phase of data analysis focuses on differentiating between usable and non-usable data.
With the help of the experimental electronic log, which can be found in [160]], we can check when
there was a stabld| beam or not, and verify them through preliminary analysis. In this way, we
can constrain significantly the data to analyze. Subsequently, we explore “macroscopic” features,
such as the signal-to-noise ratio, total power across the bandwidth and count, location, and shape
of peaks. Data injections sharing similar characteristics are then classified into the same subset.
Within these data subsets, the injection times are identified, and optimal FFT parameters for our

analysis needs are determined.

$Without any operational issues.
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Figure 3.7. Change of behaviors of the isochronicity curve by considering each parameter in

independent.

3.3.1.3 Determination of the injection time

While injection times are clearly marked in RSA data, this is not the case for NTCAP data. Given
the voluminous data, locating them is challenging. To accurately identify injection times in
the continuous NTCARP data, I searched for features of injection, such as frequency shifts and
power fluctuations over time, utilizing the latter for its robustness and superior time resolution,

which utilizes the data’s maximum temporal resolution (~ nanoseconds for the NTCAP data, see

§3.1.3.2). For this purpose, I developed the software TDMcHoPS [161].

This technique has been named the V-METHOD, reflecting the shape of the moving average as
depicted in It is based on the empirical observation that approximately 30 ms before a
new injection, the preceding signal within the ESR almost completely disappears (see ,
indicated by a sudden decrease in total recorded power, and therefore in the number of ions stored.
To precisely identify the moment of injection, we apply a moving average over a span of 30 ms,

where the minimum reveals the exact injection time, resulting in a distinctive V-SHAPE.
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Figure 3.8. Power fluctuations around injections serve as a reliable indicator for determining

injection times with the highest precision given by the sampling time.

The underlying reasons for this intensity fluctuations are not fully understood and require of
further investigations. It is believed that residual magnetic fields in the kicker magnet could lead to

this characteristic phenomenon.

3.3.1.4 Frequency correction and add-up

After defining our data subsets, processing them through FFT, and finding the injection time,
we aggregate all spectra together. This approach allows us to retain the entirety of the physical
information while significantly reducing the data volume for subsequent analysis, from ~ Terabytes
to ~ Gigabytes.

Firstly, we add all the spectra without taking any reference peak. This is termed BLIND sUM.
Next, we select one of the peaks with the highest yielcﬂ, and we use it as a reference peak to
center individually each spectrogram to the same reference frequency. This step, although altering
the frequency information, corrects for magnetic instabilities (via SOFTWARE COOLING) and
for fluctuations in v values across different injections as well as within single injections, hence

enhancing data quality while maintaining all the information.

?Since it will be present (ideally) in all the injections, so the reference will not change.
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3.3.2 Schottky-based ion identification

After pre-processing, we can proceed with the identification of every peak and the determination
of its characteristic: location, spread and shape. For this, we rely on the developed python library

R1oNID [162] (Ringed ion IDentification) and Gaussian fitting.

3.3.2.1 RionNID

The R10oNID [162] software plays a key role in peak identification, based on overlaying simulated
(ideal) ion revolution frequencies onto the experimental data. Deviations between the simulated
and real data are observed, as expected due to the influence of the velocity spread term in
These deviations typically follow a parabolic behavior as have been empirically observed. Therefore,
they can be corrected, extending the correctness of the simulation to the whole measured frequency
range.

To emphasize that inwe are relating the “distances” of various parameters relative to a
reference particle, we introduce the subscript ; for each ion, and ,. for the reference ion, resulting

in:

ar_ 15(3), (1-2) 20, 63

oo (%) i) o

To simplify our simulation of expected revolution frequencies, we adopt a first-order approxima-
tion by neglecting the second term in[Eq. (3.3)} Therefore, the resulting formula for the simulated

revolution frequency of an ion 7 is:
m
1 A ( q )z

fi=1r- 1—7—3 (m) )

q

where we assume the same y, for every ion.

As expected, empirically we observe that the simulated f; do not match the experimentally
measured frequencies for many ions (specially the ones outside the isochronous window). In-
vestigating the difference between experimental and simulated (superscripts © and *, respectively)
revolution frequencies f; - f7 reveals a parabolic dependence with frequency (as can be seen in

Fig. 3.9)), expressed as:

fe-fi=a+b - fite (f)°. (35)
This implies:
2
o (1-5) S e e (:6)

because, by definition (combining[Eq. (1.4){and |Eq. (3.4)):

2N\ (Av).
ff=f§+fr~( —”—)u (37)
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Figure 3.9. Comparison between simulated and measured frequencies, alongside the fit and its

residuals for two different data subsets.

Hence, the velocity information is encapsulated within the polynomial fitting.

Identifying particles within the ISOCHRONOUS WINDOW becomes straightforward since the
approximationis valid enough, although we can already notice a small parabolic deviation.
By fitting this deviation with we can obtain the polynomial coefficients and correct the
deviation. After making these corrections, there is nearly a direct match between the simulated and
observed peaks within the whole spectrum, as illustrated in However, the potential for

erroneous identifications exists due to the overlap of harmonics and the large amount of possible

fragments. This is explored in

3.3.2.2 Harmonic overlapping

Non-destructive Schottky cavity detectors enhance beam monitoring and facilitate precise mass
and half-life measurements, as highlighted in Pursuing higher mass (frequency) reso-
lution requires higher resonant frequencies, or equivalently, higher harmonics. However since
the Schottky bandwidth increases linearly with the harmonic number, we encounter the issue of
HARMONIC OVERLAP. This phenomenon causes different ion species at distinct harmonics to
coincide at the same revolution frequency, potentially leading to signal contamination. Therefore,
we need to develop different identification strategies to identify and solve this contamination. The
most recent Schottky cavities [152}153] typically operate within the (120, 130) and (208, 215)
harmonic ranges, where between (8, 16) harmonic superpositions may occur within the same
measured frequency spectrum, as demonstrated in A mathematical investigation into

harmonic overlap is addressed in

To unambiguously identify each species, several strategies can be utilized:

> Verify the presence of the same peak across different harmonics, since each species has a
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Figure 3.10. Number of overlaps as a function of the harmonic number, assuming an infinite
number of Schottky bands. f, and fs denote the average EIGENFREQUENCY and BANDWIDTH, as

measured in a data subset of experiment E143, respectively.

unique EIGENFREQUENCY.

> Examine the shape and spread of neighboring peaks for consistency, since they should be

similar to other ions in the same mass-to-charge region.

> Perform a mass measurement to check for significant deviations from the expected values,

indicating potential misidentification.

These procedures help to confirm the identification of each peak and whether it has contamination.
The subsequent challenge is determining how to effectively use data that may be contaminated. A
potential solution to the contamination lies in peak deconvolution, aiming to isolate the true peak
from overlapping signals. This approach, however, demands precise knowledge of the peak shape
at the given revolution frequency, which is complex to model. More information can be found in
" PP

Once we have identified our ions, we determine the mean and standard deviations of the peak

distributions by means of Gaussian fitting, and we feed this values to the mass (§3.3.3)) and half-life
(§3.3.4]) determination routines.

3.3.3 Mass determination

The detailed mathematical foundations of the commonly employed method for mass measure-
ments at storage rings can be found in the precursor [163], other theses [164-166], and papers [167].
In this subsection, I will resume the concepts and how they were implemented in the PyTHON
library RtoNMass [168] for performing mass measurements of summed-up isochronous spectra.

Firstly, we import the experimental data: measured revolution frequency, harmonic number,
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ion species, peak width and their corresponding errors, and the Atomic Mass Evaluation [169]
(AME) data for these ions (if known) and their electron binding energies [170]]. For the AME
data, we use the PYTHON package BARION [171] which already implements a connection to the
NUBASE [172] database and downloads the file, reads it and subtract information. For the elec-
tron binding energies, we scrap the data from [170]. Once we have all the information, we pass to
perform the calculations.

First, we perform a P*" order polynomial fit of the m/q as a function of the revolution fre-
quency (or time) of the reference ions. Consequently, we perform what is known as self-calibration.
For every ion that we consider as a reference, we perform a LEAST-SQUARES fit of the (AME)
mass-to-charge ratios as a function of the revolution frequency (time) with a P*™® order polynomial

iteratively trying to minimize our objective function, which is in this case a reduced chi-square
y trying q

(x%):
<@
q par
<T (T) , (3.9)
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This procedure is repeated for each reference ion (/V in total) by turning them “off” as references,

(3.13)

thus deriving their mass-to-charge ratio (m/q) from the fitting process while treating the m/q
ratios of all other reference ions as known, based on the AME values. As a result, we acquire global
fitting parameters a,, that minimize[Eq. (3.13)} For any ions whose values are not previously known,
their m/q ratios can be determined using

For high-precision mass measurements, we have to exclude reference ions with poor signal-
to-noise ratio (S/N) and significant mass uncertainties (usually over 20 keV). This can be solved
by establishing a criteria based on the amplitude under the peaks. Moreover, it is essential to
eliminate from our routine the peaks containing unresolved isomers, unresolved different ion
species, contaminating signals from other harmonics, or noise. All of these contaminants are

typically identifiable on the isochronicity curve[§3.2.2]or, ultimately, at the mass measurement
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procedure.

3.3.3.1 Excitation energy determination

Mass measurements in storage rings are typically conducted using polynomial fitting, as described
in This method uses the information of all ions within the ring by using But, is it
necessary or even optimal to use all of this information?

I propose a simplified and intuitive approach applicable to the measurement of excitation
energies. Assuming almost identical velocity distribution”| between isomer and ground state,
and that both are within the 1IsocHRONOUS WINDOW, the second term of] is negligible.
Moreover, taking into consideration that Am = w between the isomer and ground state, the
expression is simplified to:

w = %mgﬂf. (3.14)

gs
The relative frequency distance (A f) is calculated by determining the centroids and standard
deviations of both distributions by, generally, Gaussian fitting. Finally, v, can be determined
from the isochronicity curve. Like this, we are using the information of all the ions but without

introducing their mass errors into our measurements, which can constrain the precision on the

isomer mass determined.

3.3.4 Half-life determination

In this thesis, a new approach to determine the half-life of exotid™|short-lived species has been de-
veloped. Unlike previous experiments, which continuously monitor beam loss post-injection [133,
173,174] or counting frequency shifts [175}[176], our approach adds-up time-resolved spectra
(as discussed in[§3.3.1.4) from multiple injections and does not directly count decaying particles;
instead, we observe the signal’s disappearance induced by these particles at specific frequency
channels. This method differs fundamentally from that of “traditional” particle detectors, like
double-sided silicon strip detectors, which physically intercept reaction products.

Each injection may carry one or a few ions of interest, and the aggregate spectrum exhibits
the characteristic decay curve, synchronized by the common injection time. It is important to
stress that with RSCs we are single-ion sensitive when we have a few ions Therefore, this
motivates us to do measurements with as few ions as possible and as many times (injections) as
possible in order to exploit the single-ion sensitivity, which implies the adding-up technique.

In such a way, when peaks are completely resolved, the measurement is straightforward: we

have to select the frequency channels that contain the ion species and monitor their temporal

1OIntuitively, considering the production mechanism, we can assume that both ground and isomeric states are

produced with the same energy, but due to the isomer being excited, having less velocity.

INith low yield.
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Figure 3.11. Linear relation between the mean number of ions and strength of the fluctuations in

number of ions.

evolution. For contaminated peaks, measurements can be conducted using the method outlined
in The integrated noise power of every peak in the summed spectrum is then directly
proportional to the corresponding number of stored particles (as given by [Eq. (3.1)). The validity
of this analysis approach has been thoroughly tested by dedicated MONTE CARLO simulations
[177] and cross-checked by extracting individual decay times, the details of which will be published

elsewhere.

K



| Chapter 4 =D

The Experiment EI43

N this chapter, the results from experiment E143 [140]] are presented. Firstly, the beam
time experience is detailed in Following this introduction, the chapter presents the
results. It covers the identification process , the analysis of isochronicity curves

, and their implications for mass resolving power , demonstrating the highest resolving
power ever achieved in IMS and ranking among the highest at storage rings. The subsequent
section, highlights some of the most precise mass measurements achieved in storage rings,
highlighting the improvement on the mass uncertainty of 69 As and a 30 mass deviation on "?As,
in agreement with a recent study. Finally, the chapter presents the half-life measurements, including
the first measurement of the nuclear two-photon decay half-lifein Ge and measurements
of pure single-photon decays (§4.6.2).

4.1 Beam time story

Set-up Set-up

I Low resolution

N High resolution
7ZGeSZ+ .
Set-up

Il Low resolution 70 A34
0 | - ) Se¥t+
795e3* ! High resolution l
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(@) First part of the beam time schedule of the experiment  (8) Second part of the beam time schedule of the experi-

E143. ment E143.
Figure 4.1. Beam time schedule for experiment E143 conducted in May and June/July 2021.
shows a schematic overview of the beam time schedules that took place in May 2021

45
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(Fig. 4.1a)) and between June-July 2021 (Fig. 4.1b)). In both, the experimental set-up is depicted in

orange. It encompasses (among others) various stages including energy calibration post-stripper,
determination of the 7; ion-optical parameter with the electron cooler and set-up of the data
acquisition system. In blue are highlighted the low-resolution settings where we had broader peak
widths, hindering the resolution of low-lying states. In green are outlined the high-resolution
settings from where we can find the data of the results for ?Ge and for "’Se obtained within this
thesis.

The transitions from low-resolution to high-resolution settings were achieved by changing the
energy of the ions and by trying different scraper positions. By changing the energy we can move
the isochronous condition to other mass-to-charge ratio while by searching for difterent scrapper
positions we can reduce the momentum spread.

As we can see in and in most of the beam time was spent into the set-
up (taking also into account the low-resolution settings). This was due to the novelties of the

methodology:
% First time observed overlapping harmonics in IMS.
> Shortest half-live measured with S+IMS.
% First time achieving such high resolution in IMS.

During the first beam time (see , after achieving a high-resolution setting for ">Ge***
it was decided to shift the focus on searching of a new low-lying 0% state in 08¢ This was
the second motivation of the experiment proposal [140]. As an intermediate step, we tried to
calibrate the setting on 52Mn?*7 in order to try to resolve its 377.749(5) keV [134] isomeric state.
However, the setting was not on 52Mn? 7, it was misidentified. Nevertheless, the mass resolving
power was good enough and the focus was shifted to 708634+ | For that, while having +; fixed, the
energy of the ions was changed systematically since we did not have the necessary analysis tool to
determine the exact energy inside the ring. At the end a high-resolution setting was achieved, but
not isochronous for the targeted ion, as can be seen in the results After several hours of

measurement on "°0Se34t

, there was no direct evidence of an isomer detected. Consequently, it was
decided to shift back to the 2Ge32* setting, where we could recover a very similar high-resolution
setting as previously, albeit with extended operation time (approximately 8 hours) to increase the
statistics.

Due to the challenges faced during the first implementation of S+IMS (see[Chap. 3) at the ESR,
and because the full requested beam time was not allocated [140], the second part of the proposal
did not record enough events. Recognizing the difficulties and the high discovery potential by the
GSI management, a follow-up beam time was conducted in June-July 2021 focusing on 70834t

In this case, initially the set-up was aligned to 2Ge*?t to compare with the setting used in the
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May run. However, the mass resolving power achieved was not even enough to resolve nuclides
within 4 MeV. Nonetheless, we still could compare the main features such as the center frequency.
This led us to use a higher harmonic () since the revolution frequencies were smaller than in the
May beam time. Consequently, the focus was switched to "°Se®*™. In that mass-to-charge region
both ™Br*** and its 100 keV isomer were present. The objective was to reach a setting where
this isomer could be distinctly resolved in addition to be expectant to find a peak around 70Ge34)

indicating a new low-lying 07 state.

4.2 Ion identification

One of the key characteristics of Schottky-induced signals in storage rings is their intrinsic peri-
odicity. This periodicity allows for the identification of each observed peak. Our detectors do
not work in the frequency range where the revolution frequency of the ions (EIGENFREQUENCY)
is observed, but rather they work at a higher frequency where multiples of it, denoted by A, are
observed (refer to[§3.1.3|for more information). Due to this, in the broadband measurements, we

encounter harmonic overlap, a phenomenon detailed in{App. Bland[§3.3.2.2] Consequently, the

periodicity observed in our data does not imply that all peaks correspond to unique ions; some are
repeated, like the ones shown in|[Fig. 4.3} This repetition is leveraged to unambiguously identify
each peak. displays the broadband spectrum captured by the NTCAP, connected to the
245 MHz cavity, during the first high-resolution setting of 2Ge3? T (see . Upon examining
one of the initial observations is the presence of a consistent three-peak structure that
always repeats separated by the same spacing. By analyzing the distance between these peaks, we can
determine their EIGENFREQUENCIES and the respective harmonic (). The three ions identified,

2Ge3%t ) ™A and 7Se34 coincide with the highest yields expected from LISE++ (refer to
, as illustrated in

This (pre)identification can be realized without any prior knowledge of the ring settings, mak-
ing it the initial step. After this preliminary identification, the identified peaks are input into our
identification software, R1oNID. As outlined in R10NID is based on the principle that in
storage rings, the ions’ revolution frequency directly correlates with their mass-to-charge ratio, as
per[Eq. (3.3)] Utilizing the frequency data from our pre-identified ions and using the tabulated
masses [169] of the expected yields (as predicted by LISE++), we can simulate the expected revolu-
tion frequencies of these anticipated fragments and overlay them on the experimental data as seen
in As mentioned in discrepancies between the simulated and experimental data
were observed but can be adjusted using a second-order polynomial correction as demonstrated in
particularly in[Fig. 3.9a|and[Fig. 3.95

Working within a narrow frequency band ( 20 kHz), as with the RSAs data (refer t0[§3.1.3.2),

makes identification challenging without additional information because these repeating structures,
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Figure 4.2. Comparison of the most expected (over 100 arb. units of intensity) fragments from

LISE++ for each setting.

as discussed above, are not observable in such a restricted bandwidth. presents the first

high-resolution data set for 2Ge¥2t in both Schottkie

The data, centered around the frequency of 2Ge32t | demonstrate a clear distinction in
comparison: peaks are more spread out at 410 MHz compared to 245 MHz, as expected, since the
410 MHz Schottky operates at a higher harmonics. Consequently, some peaks that are detected at
the edges of the measured frequency range in the 245 MHz detector do not appear in the 410 MHz
detector, because they fall outside its range. also highlights the issue of HARMONIC
OVERLAP, as discussed in Specifically, a peak distribution visible on the right side of the
center peak at 410 MHz, but not at 245 MHz, is observed. This additional peak arises from an ion

with a significantly different mass-to-charge ratio, located far from the 1ISOCHRONICITY WINDOW,

72m Ge32+

Note that there is no evidence of the isomer. This absence is because the isomer has completely

decayed by this time (after 1.75 s from injection).
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Figure 4.3. Spectrum displaying revolution frequency versus amplitude from the first high-
resolution setting on 2Ge3?t, The amplification curve of the 245 MHz detector is clearly visible.

A three-peak structure has been identified and superimposed on the experimental distribution.

as indicated by its broad and asymmetric shape. It was identified as coming from B4 but

from a lower harmonic (the 125" instead of the 126'").
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Figure 4.4. Comparison of the spectrograms from the 245 MHz (left) and 410 MHz (right)

detectors for the first high-resolution setting on 2Ge32t,

Following the described methodology across all different settings, I compiled all the identified

ions within experiment E143, excluding isomers, in[Iab. 4.1{and|Tab. 4.2| The isomers identified
in each setting are presented in[Tab. D.8land[Tab. D.9] In the following section (§4.3), I show the

peak characteristics of each identified ion with the isochronicity curves of each setting.
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Table 4.1. Tons identified in the high-resolution settings for 2Ge32t excluding isomers. The

ions are arranged in increasing order of m /g, reading from top to bottom and left to right within

the table.

71 Ga31+ 488C21+ 64N128+ 73G€32+ 57Mn25+ 41AI.18+ 66Cu29+
75 Se33+ 75AS33+ 50T122+ 59F626+ 68 Zn30+ 77Br34+ 77Se34+
43K19+ 52v23+ 61 C027+ 70Ga31+ 70Ge31+ 72AS32+ 72Ge32+
63N128+ 54Cr24+ 74AS33+ 748633+ 65Zn29+ 65Cu29+ 56Mn25+
47SC21+ 38C117+ 768634+ 67Ga30+ 67Zn30+ 58F626+ 49Ti22+
69Ga31+ 40Ar18+ 60C027+ 71Ge32+ 5lv23+ 62N128+ 73ASS3+
42K19+ 53Cr24+ 64Cu29+ 33P15+ 44Ca20+ 6BZn30+ 55Mn25+
68Ga31+ 57F626+ 468C21+ 59C027+ 48322+ 61 Cu28+ 61328+
370117—1— SOv23+ 630u29+ 39Ar18+ 52Cr24+ 54Mn25+ 41K19+

56Fe26+ 43 CaQU+ 3OSil4+ 45SC21+ 47Ti22+ 32P15+ 34816+

76 Kl"36+

4.3 Isochronicity curves

In this section, for each identified ion in the high-resolution settings (refer to , we determine its
spectral characteristics, including the frequency centroid and standard deviation, using Gaussian
fitting. After filtering out the identified ion with lower signal-to-noise ratio, due to having low
statistics or/and being located outside the resonance region of the detector, we plot the variation of
the peak’s spread as a function of revolution time. Following this, we perform a fit in accordance
With The reduced x* was ~ 1 for each fit, ensuring the reliability of the results of the fit.
Through this analysis, we gain insights into the isochronicity condition and the settings of the
ring, as previously described in The results of each of the isochronicity curves displayed in

[Fig. 4.5 [Fig. 4.6} [Fig. 4.7|and[Fig. 4.8|are compiled in
72 G e32+

When comparing both settings for , it can be observed that the minimum spread
achievable (04ys) is quite similar across both settings, indicating that the maximum mass resolving
power (refer to was similar. Also, both 7; are nearly the same, indicating that each setting
was optimized for nearly the same m/q. The significant distinction, however, lies in the rate of
isochronicity loss, enveloped in o, /p, which is higher in the first setting (0.283(3) %) compared
to the second one (0.149(1) %). This difference is attributed to the use of a closer scraper setting
in the second setting, as mentioned in and described in By narrowing the allowed
momentum space, we reduce the variations in the -y, as a function of the orbits and diminish yield

asymmetries, as shown in Consequently, we ensure that across the ring’s entire acceptance,

the peaks appear more symmetric and are less pronounced. However, this comes with a trade-off:
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7OSe34+

Table 4.2. Tons identified in the high-resolution settings for , excluding isomers. The ions

are arranged in increasing order of m /¢, reading from top to bottom and left to right within the

table.

45SC21+ 47Ti22+ 32P15+ 49\/23—}— 34816+ 51Cr24+ 53Mn25+
360117+ 55F626+ 38Ar18+ 57CO27+ 59Ni28+ 40K19+ 61 Cu29+
42Ca20+ 63Zn30+ 65Ga31+ 67Ge32+ 69AS33+ 46Ti22+ 71 Se34+
48v23+ 73B1"35+ 75Kr36+ 50Cr24+ 77Rb37+ 52Mn25+ 27A113+
54F626+ 560027-1— 29Sil4+ 58Ni28+ GOCu29+ 62 Zn30+ 64Ga31+
33816+ 66Ge32+ 68AS33+ 708634+ 72Br35+ 74Kr36+ 39K19+
4BSC2I+ 45Ti22+ 47V23+ 490r24+ 53F626+ 55CO27+ 57N128+

590u29+ Glzn30+ 63Ga31+

lower statistics since we are intercepting the beam; we are removing ions.
In comparing the settings across the experiment, the transition energy factor, 7, is generally
kept constant, since at the ESR is preferred to fix ion-optical parameters and tune the v of the ions

to match 7. This is not true in the first setting for 108e34+

, where a significant deviation in 7,
is observed, however the v were not adjusted accordinglyﬂ In addition, the 0,,/p (%) values are
almost the same as in the first setting of 2Ge32T This similarity is because the measurements
for 79Se34" were taken right after those for 2Ge3?t, 2s mentioned in without adjusting
the scraper positions. Consequently, the isochronous condition was not set on 08634 butina
different m/q region, as shown in Furthermore, the parameters for the second setting
align well with those of the high-resolution settings for 2Ge32t In contrast, the first setting for
70Ge34+ presents the lowest mass resolving power of all settings evaluated, reflected in the highest

Osys = 0.33(2) (ps) value.

Table 4.3. Parameters obtained from fitting the isochronicity curve for each setting.

SETTING Ve 0p/P (%) Tsys (ps)
2Ge**t (1) 1.3959(1) 0.283(3)  0.12(2)
2Ge*? T (2) 1.3956(1) 0.149(1) 0.143(7)
08T (1) 1.3784(1) 0.283(4) 0.33(2)
08e*t(2)  1.3950(3) 0.109(8) 0.161(6)

The experimental values used in the previous figures are compiled in|[App. D} in[Tab. D.1}

This was because the behavior of the S+IMS was not fully understood at the time. Now, it should be straightfor-

ward.
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Figure 4.5. Isochronicity curve of the first high-resolution setting achieved on 2Ge3?t, which is

highlighted within the green box. See discussion in

[Iab. D.2}[Tab. D.3}[Tab. D.4}[Tab. D.5}[Tab. D.6}[Tab. D.7|

These isochronicity curves serve as a fundamental understanding of the S+IMS. Moreover,

they can be connected to the mass resolving power that is achieved. This is further discussed in

94.4]

4.4 Mass resolving power

From the isochronicity curves discussed in(§4.3} we can convert the frequency (time) spreads (o s or
o) into spreads in mass, and subsequently into mass resolving power (?) and the minimum resolv-

able peak width at full width at half maximum (FWHM). According to for isochronous
ions v — v, simplifyinginto:

Af _ 1 A(m/q)

_ (4.1)
f % m/q
Therefore, defining the resolving power at FWHM as:
1
R m 1 J (4.2)

" Am 722 2In(2)o;’

where f is the revolution frequency and o s the standard deviation of the peak in frequency. For

32+

the ground state of 2Ge** T in the second setting, we predict:

1 243105253.5

R = ~
(1.396)% 2 21n(2)58.2

9.1 x 10°. (4.3)
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Figure 4.6. Isochronicity curve of the second high-resolution setting achieved on 2Ge3?t, which

is highlighted within the green box. See discussion in

This represents the highest mass resolving power reported so far in IMS. It enables us to

differentiate an isomeric state in 2Ge32t

of:

with a mass difference (or excitation energy) at FWHM

Am = m(™Ge*t)/R ~ 74keV. (4.4)

However, 2Ge*?" lacks an isomer with this specific excitation energy, preventing us from
validating this remarkable prediction experimentally. Nonetheless, the high-resolution settings for
08e31" do include "*Br¥T.

™Br has an isomer with energy 100.76(15) keV [134] and a half-life of 10.6(3) s [134] in its
neutral state. Therefore, in terms of half-life we should observe it. Performing the same calculation

34+ e deduce a

as for 2Ge?t, for ™Br®®* within the second high-resolution setting of 0Se
resolving power of R ~ 6.3 - 109, allowing us to, in principle, resolve a Am ~ 106 keV isomeric

state (assuming it is produced and stored within the ring). This prediction was confirmed by a clear

separation of the isomeric and ground state, visible in |Fig. 4.10|and |Fig. 4.11} This demonstrates

that we can use the isochronicity curve to measure and monitor the ion-optical parameters, while
tuning the ring settings with the goal of improving our resolving power.

When we move out of the ISOCHRONOUS WINDOW, the relation described inis no
longer true; the second term instarts to influence, leading to broader peaks. Consequently,

this leads to a decrease in resolving power. The rate of deterioration is related to the 0, /p ratio, as

already described in
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Figure 4.7. Isochronicity curve of the first high-resolution setting on 0834 which is high-
lighted within the green box. See discussion in

4.5 Mass measurements

Mass measurements were conducted using the polynomial fitting method detailed in|§3.3.3} applied
to the ions depicted in the isochronicity curves from This section presents the calculated

masses.

[Figure 4.12and|[Fig. 4.13|show the difference between the measured masses and the tabulated

values. Given that all the ions are close to the valley of stability, their masses have already been
measured with high-precision elsewhere. Consequently, they can be used as references. The
methodology used for mass determination, as outlined in involves a fitting procedure
considering all ions. However, ions located further from the isochronicity point are measured
with less precision and contribute the most to the overall uncertainty affecting all measured ions.
To achieve a reduced x? value of 1, an additional systematic uncertainty of approximately 9 keV
must be accounted for.

All the measured masses agree well within uncertainties with the AME data [169]], except

one, 2Ag*?T

, which deviates by more than 30 in both "?Ge*** settings (see the orange boxes in
[Fig. 4.12|and|Fig. 4.13)). A recent study (after AME2020), reports a similar downward shift in mass
for ™ As, with a measured deviation of 12.4(40) keV [178] at JYFLTR AP, which aligns with our

findings within 1.80. The results, including the newly measured values (highlighted in a green

row), are tabulated in[Tab. D.14]and[Tab. D.17]

7OSe34+

For the first setting on , We again notice a measurement that significantly differs from
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Figure 4.8. Isochronicity curve of the high-resolution setting on 0834t which is highlighted
within the green box. See discussion in

the AME values, highlighted in the light-orange row o and in the orange box of|Fig. 4.14
Specifically, 69 As*3 is listed in AME2020 [169] with an uncertainty of 30 keV. Recently, this

isotope’s mass was directly measured for the first time at the FRS@GSI using MR-TOF-MS,
achieving a lower uncertainty of 22keV [179]]. Their value falls within 1.30 of ours, yet our

measurement presents ~ 9 keV of uncertainty, which is more than a half lower. The details of this

measurement are tabulated in[Tab. D.12]

Finally, in the second setting on 08634+ due to low statistics we do not have as many ions

stored than in the previous settings, and we do not observe any interesting results. Its results are

tabulated in[Tab. D.6

Y
(Bare nucleus)
7ZBr35+ ‘

y-decay l (M2)
1+

Wo =101 keV

Figure 4.9. A sketch of the " Br?*, along with some of its nuclear properties (in the absence

of electrons).
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Figure 4.10. (Top) Decay of a single particle of T2mp 35t

in the isomeric state to a single particle
of "2Br**" in the ground state. The excitation of the isomer is 101 keV. (Bottom) The areas
of the corresponding single particles and background. (Left) Projection on the frequency axis

containing the equivalence between frequency and energy.

4.5.1 Determination of the excitation energy of T2m(ye32+

Part of the text, figures and tables within this subsection have already been submitted for publication to Physical Review

Letters in D. Freire-Fernandez et al., Measurement of the Isolated Nuclear Two-Photon Decay in ™ Ge (2024) .

The measured frequencies and precisely known mass of 2Ge3?t || , allowed us to inde-
pendently determine the excitation energy of the isomeric state Via using the method
described in Data from both RSAs and for both settings (1,2) were analyzed separately.
The results are listed in All obtained wy values are in good agreement with the tabulated

excitation energy [134].

Table 4.4. Measured frequency difference A f between the isomeric and ground state and the
deduced excitation energy wy of the isomer for the two different data subsets (¢) in each Schottky
detector. The last column corresponds to the weighted average of the values obtained with each

detector.

Detector @ Af(Hz) wy(keV) @y (keV)

1 2162(8) 694.4(31)

SDu10 692.8 (19)
2 2157(4) 691.8(24)
1 1301(7) 699.7 (43)

SDas 695.0 (32)
21290 (4) 692.8 (29)
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Figure 4.11. Sum of 11 spectrograms (injections), from the 410 MHz detector, containing both
the ground and isomeric states of "2Br***. (Top) Projection of the spectrogram on the frequency
axis, highlighting the resolution of the peaks. Between brackets can be found the time (y-axis) and

frequency (x-axis) resolutions.

4.6 Half-life measurements

4.6.1 Nuclear two-photon decay in "*Ge

Part of the text, figures and tables within this subsection have already been submitted for publication to Physical Review
Letters in D. Freire-Fernandez et al., Measurement of the Isolated Nuclear Two-Photon Decay in ™ Ge (2024) [180].
As previously discussed in ™Ge is one of the few nuclides known with a ground and
first (low-lying) excited states having J™ = 0%. Consequently, single-photon decay
and IPC are not allowed. In its atomic form (in the presence of electrons), the isomer
decays to the ground state via IC with a half-life of 444.2 (8) ns [135]]. However, when
all electrons are removed, this decay mode is also forbidden, allowing for the observation of the
rare nuclear two-photon decay (see[Chap. 2). The properties of this nuclide and its decay process

are represented in[Tab. 4.5|and sketched in[Fig. 4.16] respectively.
The trace of the isomer 2 Ge**" in[Fig. 4.17|corresponds to an injection with initially three
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using high-resolution setting on 70834
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Table 4.5. Nuclear properties of the ground (%) and first excited (™) state of "*Ge.

NucLipe ENErGY (keV) J7 Ty /5 (ns) DEcAY MODE
28Ge 0 0t Stable None
PmGe  691.43(4) [134] 0T 444.2(8) [135] EO

Bare nucleus

,\L ( )
Y
nGe3t L a )
0
Two-Photon yeec
Emission (spiAiQarity)
+
0

Figure 4.16. Sketch of the nuclear two-photon decay of 2Ge32t in the absence of electrons.

72mGe32+ 72mGe32+

particles. Injections containing up to three particles were observed in the
first subset of data (comprising 103 injections). In contrast, in the second subset this number
is reduced approximately by half, while we recorded 17 times longer, therefore reaching higher
statistics. More details were given in[§4.1}

To determine the halflife of ™ Ge?*" (fully—strippe, all spectra measured by both RSAs
were adjusted in frequency (see by setting the center of the "*2Ge peaks to 0 Hz. Af-
terwards, the spectra were summed up separately for each RSA and data subset. The resultant
combined spectra of the 410 MHz detector during setting 1 and 2 are shown in and
respectively. Once summed all the spectrograms, we monitor the frequency region
corresponding to the isomeric state over time, as previously discussed in

The decrease in intensity of the 72mGe32T trace with time is visually evident in
[Fig. 4.18and|Fig. 4.19] The peak areas for each time bin, within the red region depicted in
were extracted and fitted with an exponential function. The fitted functions and experimental data
are represented in[Fig. 4.21] The poorer signal-to-noise ratio of the 245 MHz detector compared
to the 410 MHz detector, as discussed in translates into an enlargement of scatter earlier
in time due to background fluctuations. This can be slightly noticed in The intensities

of the stable species remained constant in the 300 ms time interval in which the isomer half-lives

have been determined. This suggests minimal ion losses from other processes, such as collisions

with residual gas, throughout the measurement period, as illustrated in [Fig. 4.20!

3Note that this is equivalent to determining the (partial) half-life of the nuclear two-photon decay, as we are

studying fully-stripped ions, as depicted in
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Figure 4.17. Time after injection (0t = 9.22 ms per time bin) versus revolution frequency
(0 f = 108 Hz per frequency bin) spectrogram of a single injection from setting 1 centered on

728Ge*?T from 0 to 300 ms. The power spectral density of each ion species is proportional to their

jon number .

The lifetimes measured in the laboratory frame and the corresponding half-lives in the rest
frame are listed in[§4.6.1L All values agree within the uncertainties. The average measured half-life
for the 2 decay in the rest frame is TI;Q/S; = 23.9 (6) ms determined by using the Lorentz factors

of the isomeric states for each setting, v, = 1.3957 (1) and v, = 1.3954 (1).

Table 4.6. Measured lifetimes in the laboratory frame and half-lives in the rest frame for the
different data subsets (¢) in each Schottky detector. The last column corresponds to the weighted

average of the values obtained with each detector. [Figure 4.21{shows the experimental data from

which the decay constants have been obtained.

—rest

DETECTOR i 7% (ms) Tijy (ms) T (ms)

1 51.0(35) 25.4(17)

SDu1o 23.9 (6)
2 47.7(13) 23.7(6)
1 48.1(41) 23.9(20)

SDays 22.7(11)
2 44.5(28) 22.1(14)

From the parameters of the exponential fits, we can compute the initial number of isomers
(N (t = 0)s). Together with the number of ions in the (stable) ground state we obtain an isomeric
ratio of 3.4 (2) %.

Inthe newly obtained partial half-life for the 2 decay in "*Ge is plotted together with

the previous results on other nuclei for 07 — 0 2+ transitions. For the case of the first excited
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Figure 4.18. Frequency spectrogram of the sum of 102 single injections such as the one in[Fig. 4.17,

state in "2Ge, the measured partial half-life is approximately ten times shorter than suggested by the
extrapolations via[Eq. (2.2)|(as shown in[Fig. 4.22). This implies that the sum of all contributions
inM(MW = 70(2) x 1073 fm®) s larger than the ones obtained in previous experiments.
However, without measuring the angular correlation of the y-rays, as could be done in Refs. [90}
971, it is not possible to determine a%,; and x3,; individually. We therefore have to rely on shell-

model calculations to estimate the M1 contribution.

Table 4.7. X, magnitudes of nuclei with low-lying 03 — 07 transitions.

NucLIDE  |yq X 1073 (fm®) 10° x p? (E0) R (fm)

160 0.91(5) 151(18) [65]  3.024(1)
0Ca 0.69(2) 25.9(16) [65]  4.104(1)
2Ge 0.58(1) 8.3(4) [65]  4.992(1)
Kr 1.65(7) 67(6) [65] 4.992(1)
N7y 0.44(1) 3.52(23) [65]  5.378(1)
%Mo 1.28(4) 26.8(17) [65]  5.533(1)
BZr 0.82(5) 11.1(13) [65]  5.533(1)

" R has been truncated at the third decimal. This does not

influence the uncertainty Ay.

Shell-model calculations using the jj44 model space and the JUN45 Hamiltonian [181],
and an effective M1 operator [181], were performed by B. Alex Brown (FRIB) to determine

the paramagnetic contribution of the magnetic susceptibility x /1. In neighboring "QGe, the
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Figure 4.19. Frequency spectrogram of the sum of 2459 injections of the second-achieved high-

resolution setting measured with the 410 MHz Schottky cavity. The region used for analyzing the
half-life of ?mGe?? T is highlighted in red.

measured M 1 strength distribution up to 5 MeV is in good agreement with these calculations [182].
Adding up the contributions from all theoretically expected 17 states up to an excitation energy
of 7.5 MeV results in a contribution from the magnetic-dipole transition susceptibility of | x,, |
~ 3.2 x 1073 fm3. Thereisa strong cancellation in the terms inas a function of E;; if
one adds just the magnitudes, the result is about four times larger. The jj44 model space does not
include M1 strength coming from the 0 f7/5 to 0 f5/2 contribution.

The diamagnetic contribution can be estimated from the known E( matrix element [65] via
as | xa |~ 0.58 x 107 fm®, This calculation has been performed for other nuclear
two-photon decay 0 transitions, as can be seen in Since there is usually ambiguity in
determining the sign of p (E£0), it is customary to use its square value, and it is what can be found

tabulated times 103 since it is small. Therefore, the total transitional magnetic-dipole susceptibility

(g (Z4) is:

| xar1 |~ 3.3 x 1073 fm?®, (4.5)

which is small compared to the measured value of M., and not too different to the values obtained
by Kramp ez al. [90] in doubly-magic nuclei.

The electric transition polarizabilities for 03 — 07 transitions are given by For the
case of low-lying 07 states, the electric-quadrupole transition polarizability oo may also become
important, due to the extra energy term inside brackets in By using the reduced £2

matrix elements from both 0 states to the two lowest-lying 2 states of "*Ge [183], which usually
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Figure 4.20. Signal of the isomer with respect to the signal of a stable ion species with similar

54 Cr24+

intensity, in this case.

exhaust more than 90 % of the &2 strength, oo can be estimated to be:

8 (Of||M(E2)|]27) (2f [|[M(EL)|[03)
apy ~ o Do
Wof — 3~

+ + + +
+<01 HM(E2)||22 > <20J20J|F|M(EL)H02 > ‘ (4.6)
Wat — -

We used the following experimental parameters in order to quantify its total magnitude:
> (07| M(E2)||27) = 0.457(4) e-b [184],
> (2f||M(EL)||0}) = 0.35(",) eb [184],
> (07| M(£2)]|25) = 0.030(1) e-b [184],
> (25 ||M(EL)||0F) = 0.0144(6) e-b [184],
> wyp = 691.43(4) keV [185),
> wyr = 834.011(19) keV [185],

> Wy = 1463.99(3) keV ||
By introducing the previous empirical values into|Eq. (2.3)}, we obtainﬂ

aps ~ (3.293 x 107 +3.8835 x 107") keV ™ 'e’b? ~ 4748.7 fm”. (4.7)

“In “GoD-GIVEN” units as introduced inf§2.1} o = €2, with ! = 137.035999206(11) [186] and 1 MeV ~* =

197.3269804 fm. This last conversion is used in most of the following relations.
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Figure 4.21. Measured nuclear two-photon decay curves during the present work, for each setting

with each detector. The lifetimes obtained through the different fits are compiled in

Therefore, the nuclear matrix element associated with 2 E2 transitions amounts to:

4 04%22 3¢ 3
M ~ 0.8 x 1072 fm”. (4.8)

p2 — \/ %o 4752

Obtaining a theoretical estimate for the electric-dipole transition polarizability via shell-model
calculations requires including contributions from orbital transitions related to the giant dipole
resonance region that lies outside the jj44 model space. Other theoretical approaches, such as the
quasi-particle random-phase approximation, are also not applicable here since the two 07 states in
™ Ge are strongly mixed [184]. More complete set of calculations for the double-gamma matrix
elements remains to be carried out. However, in view of the theoretically expected small contribu-
tion from the magnetic-dipole susceptibility and from the electric-quadrupole polarizability, it can
be concluded that the electric-dipole transition polarizability is largely dominating the observed
increase in transition strength. By combining the theoretical and experimental values obtained we

can estimate it to be:

M«%y = MJ2E1 + M]%ﬂ + M}%za (4.9)

My = /M2, — M}y, — M, % 70 x 10~ f’. (4.10)

This finding is consistent with the presumed cancellation effect of the electric-dipole transition
polarizability in the case of the doubly-magic nuclei, which should not be as pronounced in the

mid-shell nucleus “2Ge.
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Figure 4.22. Measured nuclear two-photon decay half-lives, taken from [90}|97] and the present
work, as a function of their excitation energy. The solid lines correspond to the curves obtained
by considering the ratio of T, and w{ constant, with the constant being the average (blue line),

smallest (red line), and largest (green line), value of the sum of squares of the nuclear polarizabilities
in The vertical red dotted line is placed at the excitation energy of the isomeric state of
2Ge.

4.6.2 Pure photon transitions in bare isomers

Isomers can experience a half-life extension in their bare state since internal-electron conversion is
prohibited [133]], hence allowing to observe the pure (single) photon decay. Especially for low-lying
isomers with excitation energies < 1.022 MeV, this effect could enhance the precision of mass and
half-life measurements, or the ability to measure them at all, considering that some half-lives can
be extended by more than 200 times their half-life in neutral atoms. Furthermore, measuring the
pure single-photon decay half-life (T17/2) allows for the alternative determination of the electron
conversion factor « if we know their atomic half-life (refer to specifically to[Eq. (1.9)).

Through comparison of experimental «v values with the corresponding theoretical values,
multipolarities of nuclear transitions can be determined. Deviation of an experimental o value from
the theoretical value could be expected in cases where a nuclear transition under consideration is
more hindered than expected. Nowadays, most of the c factors tabulated are given by computations
using BrRIcc [46].

In this subsection, I apply the novel method for determining the half-life of unresolved isomers
described in on ™St and ™MGe**t, two isomers with very different m/q values
and thus, very different peak shapes as can be seen in [Fig. 4.24|and [Fig. 4.25| respectively. The
results presented (see are preliminary, and further analysis is required. Nonetheless,

they provide sufficient evidence to demonstrate the potential of the method.
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Figure 4.23. Sketches of the observed pure photon decays in "'™Ge and "™ Se.

4.6.2.1 Bare "™Se

""Se has an isomer at 161.9223(10) keV and with a half-life of 17.36(5) s in its neutral
state. This isomer decays to the ground state via an IT, involving a competition between an F'3
photon decay and IC, with a theoretical electron conversion factor of («) of 0.881(13) [46].
When all its electrons are removed (resulting in a bare nucleus, as depicted in , its

lifetime is (shortly) extended by a factor of @ 4+ 1 = 1.881(13). Furthermore, we must consider

the relativistic nature of the stored ions, which experience an additional (time) extension factor

of v ~ 1.395, as discussed previously. Therefore, for (pure) gamma decay, the expected partial
half-life would be 32.7(2) seconds in the rest frame.
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To implement the method outlined in[App. C} we require a reference distribution, ideally from
a neighboring non-contaminated nuclide, like 687130% . The normalized reference distribution is
shown in the inset of] Additionally, displays the overlay of the isomeric and
ground state distributions, mirroring the reference’s shape, and adjusted in position and scale
to accurately replicate the total unresolved peak. These constitute the initial conditions for the
minimization process described in[App. C|

The preliminarilj? obtained decay constant is 73, ~ 56(10)s. After adjusting for the
Lorentz factor 7 ~ 1.395 and incorporating the « factor of 0.881(13) from [46], we calculate
a rest-frame half-life, Tff;t ~ 15(3) s, which is within < 1o of the measured value. Similarly,
assuming that the preliminarily measured 77, is correct, we can deduce the  factor using[Eq. (1.9)}
which results in o ~ 0.6(3). This straightforward case, where no decay mode mixing is observed,

serves as a test reference, confirming the method’s potential.

4.6.2.2 Bare "™Ge

"LGe presents an isomer at 198.371(12) keV [134] and a half-life of 20.22(12) ms [134] in its
neutral state, which decays to an intermediate state at 174.954(6) keV via an IT, involving a
competition between an M 2 photon decay and IC, with an electron conversion factor of @ =
207.5(3) [134]. Subsequently, it decays to its ground state through an E2 transition with a half-life
of 81(3) ns and with v = 0.0915(13) [134]. Given that our detectors lack the time resolution to
discern transitions occurring on the scale of nanoseconds, the observed scenario is equivalent to
the transition depicted in [Fig. 4.23a} namely, a direct transition from the 198.371(12) keV state
to the ground state.

We follow the same methodology as outlined in[§4.6.2.1} but given the different mass-to-charge
(m/q) region we are examining, the peak’s distributions are very different. Therefore, a distinct
reference than before, reflecting the deformation in this area is necessary. In this m/q region, the
nearest non-contaminated nuclide is S'Ni®*T. As previously for 7mGe presents the
initial conditions for our minimization process. The preliminarilzf obtained decay constant
is 7, ~ 14(1)s. After converting to half-life using the Lorentz factor 7 = 1.395 and the «
value 207.5(30) [46], we arrive at Tf?;t ~ 33(2) ms. This value significantly diverges from the
anticipated value of 20.22(12) ms. As in the previous case, by assuming that the preliminarily
measured 7, is correct, we can deduce the « factor using[Eq. (1.9)} which results in a preliminary
a ~ 337(24). This discrepancy could be due to unconsidered multipole mixing, indicating that

the transition is not purely M2 but may also contain elements of an F£3 transition. Additionally,

>Please note that these results are currently being evaluated, and further analysis, especially regarding the uncer-

tainties, is necessary.

¢Please note that these results are currently being evaluated, and further analysis, especially regarding the uncer-

tainties, is necessary.
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Figure 4.25. Simulated initial distributions of the isomeric and ground states of Ge*?t, copying

the shape observed in the inset, superimposed on the experimental data.

it could be that some assumptions outlined in are not fully satisfied for reasons that have

yet to be identified. Further analysis is required to clarify these issues.

Table 4.8. The experimentally determined o factors (Qexp) for "™mGe and MM Ge, compared

with their theoretical values (o).

IsoMER w (keV) J™  DECAY MODE Qltheo Olexp
mGSe  161.9223(10) 7/2% E3 0.881(13) 0.6(3)
MmGe  198.371(12) 9/2* M2 207.5(30) 337(24)
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== Chapter 5 ——>

Conclusions and Outlook

5.1 Conclusions

Parts of the text in this section have already been submitted for publication to Physical Review Letters in D. Freire-
Fernandez et al., Measurement of the Isolated Nuclear Two-Photon Decay in "> Ge (2024) [180].

UMMARIZING, I reported the results of the combined ScHOTTKY + IsoOCHRONOUS

S Mass SPECTROMETRY (S+IMS) applied to the direct determination of the excitation

energy and partial half-life of an isomer in the millisecond regime with high preci-

sion. This represents a dramatic extension of the storage-ring based non-destructive lifetime spec-

troscopy to shorter-lived species as compared to previous experiments with electron-cooled stored
beams [187]. A mass resolving power of 9.1 X 10 (refer to has been achieved, which allows
us to fully resolve ~ 100 keV excited states, as was the case of "*"Br (showed in . For the 2~
decay of the 0" isomer in ">Ge, a partial half-life of T;js; = 23.9 (6) ms (§4.6.1) and an excita-
tion energy of w = 692.8 (19) keV have been determined. The obtained partial half-life

is a factor ~ 10 shorter than expected from the extrapolation of previous results based on

doubly-magic 160, 49Ca and semi-magic 07y, indicating that the cancellation effect, which arises

from the non-positive products among nuclear matrix elements (in|Eq. (2.3)land [Eq. (2.5)) ob-

served in those nuclides, does not seem to occur.

Additionally, we presented the (preliminary) most precise mass measurements obtained
at storage rings (refer to[§4.5)). Highlights include consistently achieving an uncertainty of
approximately 10 keV, the potential improvement of the mass uncertainty of °?As by a third of
the AME2020 value, and the observation of a deviation of about 30 keV from the AME2020
value for "2As. These preliminary results will be further discussed and published separately.

I also provided a mathematical (refer to and illustrative (refer to example of
harmonic overlapping within the recorded Schottky data. In order to address the potential

contamination caused by overlapping signals, I have developed a new off-line analysis technique.
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This method is designed for analyzing unresolved ions, enabling their precise mass and half-life
measurements. In unresolved isomers, additionally, we could determine the isomeric ratio. Further-
more, the observation of pure single-photon decay in bare ions allows us to determine electron
conversion factors experimentally. This would allow the comparison between experimental
and, the usually tabulated, theoretical electron conversion factors. Hence, this method could
act as a validation tool for theoretical calculations, where observed deviations might lead to new
assignments of the specific transition multipolarities. These results are also still preliminary
and under discussion.

Due to the excellent results given by our technique, S+IMS could be applied to a multitude of

experiments at storage rings. Some have been outlined in the list provided in

5.2 Potential experiments

In this section, I present alist of nuclides that could be investigated using our combined SCHOTTKY
PLUS IsocCHRONOUS MAss SPECTROMETRY (Chap. 3)). This section first examines potential
candidates for nuclear two-photon decay , followed by exploring the potential of our
technique for searching undiscovered low-lying £0 (and M 0) transitions (§5.2.2).

5.2.1 Further nuclear two-photon decay candidates

> %Mo is a stable nuclide with a ground state of J™ = 07 [188]. It is characterized by
having a first excited state 0 at 734.75(4) keV and T /o = 21.8(9) ns [188] making it an
excellent candidate for measuring the (non-competitiveﬂ) nuclear two-photon decay. A
measurement campaign in this nuclide is scheduled for May 2024, within the experiment
E018 [189] at GSIL.

> 987r, with aground state of J™ = 0" and a half-life of 30.7(4) s decaying primarily via 5~
[188], contains a first excited state 07 at 854.06(6) keV and with 7’ /o = 64(7) ns [188].
These features qualify this nuclide as a promising candidate for measuring the (isolated)
nuclear two-photon decay. In May 2024, experiment E018 [189] will be conducted, aiming

to measure the nuclear two-photon decay in this nuclide.

> Nowadays, with the aid of high-resolution gamma spectrometers like AGATA [43], it
may be possible to measure the (competitive) nuclear two-photon decay in “Ge, since
its branching ratio is higher than expected: 772/ Tl'y/é ~ 2 x 1075 [180]. A successful
measurement would offer additional insights into the magnitudes and signs of the nuclear

1Unlike gamma spectroscopy, which measures these tiny decay branches in competition with other decay processes
(competitive), our technique (refer to[§2.3)) relies on prohibiting the other decay channels. In such cases, we exclusively

observe the nuclear two-photon decay, making it non-competitive or isolated.
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matrix elements in|Eq. (2.2), allowing for a direct comparison between theoretical predic-
tions and experimental data. Initial efforts in this direction have recently taken place at

HIYS [190] and the University of Cologne.

> ™Kr features both ground and first excited states with a J™ = 07 [191]. The excited
state, situated at 671(1) keV and having a half-life of 26.3(21) ns [191], makes it an ideal
candidate for the measurement of its (non-competitive) nuclear two-photon decay and

exploring its shape-coexistence [192].

> !82Hg features a 0" ground state and, potentially, a first excited state 0" at ~ 328 keV
[193]. From the relation contained in[Eq. (2.2)|and illustrated in [Fig. 2.4} we would expect
an extremely hindered 27 decay branch, making it unreachable by any other technique,
but the one described in this thesis. This makes '%2Hg a perfect candidate for exploring

the nuclear two-photon decay [193].

> !86Pb stands out as potentially the only nuclide with its two first excited states and the
ground state all being 0% [194]. Therefore, when fully stripped, our technique could

uniquely enable the simultaneous measurement of two nuclear two-photon decays!

> '9OPb presents a first excited state at 658(4) keV and a ground state, both 07 [195]. A
0" — 07T transition with a half-life of < 0.22 ns has been observed in its neutral state
[195]. Thus, in the absence of electrons, our approach could potentially enable observation

of the nuclear two-photon decay.

> 192Pb, possessing a first excited state at 768.84(23) keV [196] with J™ = 0, asits ground
state, is another potential candidate for measuring the nuclear 27y decay with bare ions

stored in rings.

> 9Pbisaspecial nucleus. It features a first excited 0" state at 930.70(21) keV, with the
ground state also being a 0" state. This makes it a promising candidate for observing the
nuclear two-photon decay. What elevates even more its uniqueness, is the potential to ob-
serve the bound-state electron-positron pair creation [197]]. The underlying concept s that,
although the excited state is below the pair-creation threshold, capturing an electron into
the vacant atomic K-shell introduces an additional (atomic binding) energy of 101.3keV
to the reaction. Therefore, if the electron from the created pair is captured (bound), it
would effectively increase the total energy available to ~ 930.7 4- 101.3 > 1022 keV, thus

enabling bound-state electron-positron pair creation.
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5.2.2 Search for undiscovered low-lying 0 (and M 0) transitions

This technique presents potential for discovering /0 (and M O0) transitions that have eluded de-
tection through conventional electron spectroscopy. By utilizing bare ions, some states can be
prevented from decaying via their typical pathways, as introduced in[§2.3|and proved in[§4.6.1] Un-
der these circumstances, the excited state is “trapped” for an extended duration, thereby facilitating
its measurement. This approach could be applied to nuclei theoretically or empirically predicted
to possess a first excited low-lying J = 0 state alongside a J = 0 ground state. An example of such
an application was the search of such a state in "’Se, where despite our efforts, no indications of

such a state were observed.

5.3 Future facilities

Many of the nuclides listed in[§5.2]for possible experiments are challenging to produce in sufficient
quantities for measurement at existing facilities (refer to[§1.2.0.2). However, by the end of this
decade, two main heavy-ion research facilities are expected to come online: the FACILITY FOR
ANTIPROTON AND ION RESEARCH (FAIR) (refer to [198]), and the HIGH INTENSITY HEAVY
10N ACCELERATOR FaciLity (HIAF) [199]. These facilities are designed to achieve higher beam
energies and intensities, among others, facilitating the production of (exotic) (heavy) neutron and
proton-rich nuclides. Moreover, they are expected to be equipped with multiple storage rings
specifically designed for operating the isochronous mode, unlike the present ones, and integrated
with various Schottky detectors. These features make the novel methodology described in[Chap. 3|
particularly promising to be further developed and applied.
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A.  Derivation of the Peak Spreads in Storage
Rin g5

The ratio of the velocity of relativistic ions to the speed of light in vacuum is defined as:

5 = (Al)

where v is the velocity of the ions, and ¢ is the speed of light.

The Lorentz factor, 1, is given by:

1

v = \/1—_752 (A.2)
The total energy of relativistic particles, U, is given as:
U =ymc?, (A.3)
where m is the rest mass of the particle.
The momentum, p, of the particle is expressed as:
p=pyme=p % (A.4)
The kinetic energy, T, is calculated from:
T = (v — 1)mc*. (A.5)

An alternative expression for the total energy in terms of rest mass and relativistic momentum
is:

U=+p>+m? (A.6)

Differentiating U? = p*c? + m?c* with respect to p gives:
2UdU = 2pcidp, (A7)

leading to the relation between differential changes in total energy and momentum as:

dU p\2dp 5 dp
U <U) P B D (A4.8)
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The relation between a differential change in 3 and 7 is:

1 _3
dy =~ (1= 8%)7* (-28)dp = B°dp, (A.9)
therefore, )
1
s _ dy <_) | (A.10)
By \By
and, since d] = % = ﬂQ%, we have:
dg d7(1)2 g 1dp
— =) = L === (A.11)
B By B p
or equivalently:
» 1
o _ ~ %, (A.12)
v Y2 p
The differential time spread can be expressed in relation to the differential momentum as:
2
or oy v\ o, 1 1 20y
R R I T e — Al3
Tf ( 7?)@ <72 %2)7@’ A
which, using the equation referenced, relates to the momentum spread as:
or 1 1 Op
I e Al4
T (72 %?) p (A.14)

Therefore, the time spread of the peaks that appears in the isochronicity curve is given by:

L \? 1 Op ’ )
[ I N

Here, o7 represents the time spread, o), is the momentum spread, and other symbols have their

previously defined meanings. Also we have substituted the velocity termn v inside the 7y factor as
v = L/T where L is the average path taken by the particles in every turn. oy is the measured time

spread which depends on the dynamic term plus the systematics.

o = /o2 + 02, (A.16)

set SyS

Experimentally, we can relate the frequency spread (o ¢) to the spread in time (o) by:
o
or = T- ?f

By differentiating Eq. (A.17) we obtain the experimental uncertainty in the time spread related to

(A.17)

the measured quantities:

~ |Oor &TT 8UT
of
= —Aa + = AT—i— A
2 o
2A0f+2 3Af (A.18)
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While, since 7' = , its uncertainty AT is given by:
oT 1
AT = 'W Af = FAf.
Finally, taking into account the harmonics yields:
h
Ao = F (Aopf +20;Af),
AT = A f.

-5

(A.19)

(A.20)

(A.21)






B.  Harmonic Overlap

To find a mathematical expression relating the frequency center f., the frequency span f;, the
harmonic number A, and the number of overlaps for a given harmonic n, we can analyze and
simulate the scenario geometrically with rectangles.

Let’s evaluate the different possibilities:

> ifi < h: ;
h - . — L
z’>(f—f‘4’), (B.1)
fet %
> ifi > h:
h - c+&
L) -
fc_fs

Therefore, the total number of overlaps for a given harmonic / is the sum of the count of
integers 7 that satisfy these conditions (excluding 7 = h).

Thus, we can make a Python script for this purpose:

1 def count_overlaps(f_c, f_s, h):

2 lower_limit = h * (f_.c - f.s / 2) / (f_c + f_s / 2)

3 upper_limit = h * (f_c + f_s / 2) / (f_c - f_s / 2)

4

5 lower_overlap_count = sum(l for i in range(l, h) if i >

« lower_limit)

6 upper_overlap_count = sum(l for i in range(h + 1, int(upper_limit)
- + 1))

7

8 return lower_overlap_count + upper_overlap_count

As a visual example with experimental data, let’s consider:
> f.=1.929406 MHz,
> f, = 73406 Hz.
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Experimentally, f. is the EIGENFREQUENCY center of the distribution of identified peaks (within
the same harmonic) and f; the span of it. For this set of values, we can run our Python script to
find out how many overlaps we will expect in the range of frequencies measured by our detectors,
let’s say the 125" and 210", in addition to the 5** for showing that usually at lower harmonics

we will not find any superposition:

1 N_overlaps = [count_overlaps(f_c, f_s, h = h) for h in [5, 125, 210]]
» print(f'N_overlaps = {N_overlapsl}')
3 # Output: N_owerlaps = [0, 8, 15]

Visually we can extend this relation to any harmonic, supposing we have an infinite number,
in Fig. can be seen the evolution of the number of overlaps for the different harmonics.

Finally, in order to have visually a better feeling of what is happening, I have recreated the
case by assuming rectangles of center f, and span f; for different harmonic ranges, see Fig.
There, every time there is a superposition between 2 harmonics, the area under the overlap is fill
with a light green color. If there is more than one superposition the are gets darker and darker.
Therefore, when working at high harmonics we have to be extra careful in the identification.
Even if we are, we may be unlucky at getting contaminated the only peak clearly visible in the
data with the contributions from other harmonics that cannot be properly identified. In such a
case, the only solution would be to remove the contaminants by the use of scrappers during the
experimental beam time. Although, the contaminating signals can also be due to the noise. This
signals usually repeat at a high frequency, meaning that it would be present at other frequency

ranges and therefore, you can deconvolve the signal.
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C.  Peak Shape and Deconvolution of Isomers

The analysis of peak shapes in SCHOTTKY +IsocHRONOUS Mass SPECTROMETRY (see[Chap. 3)
data reveals a one-to-one correlation with the mass-to-charge ratio (m/q) of the ions. This rela-
tionship allows for the identification of incorrect peak assignments and the presence of isomeric
states (or contaminants), both characterized by deviations from the expected peak shape for a given
m/q. Furthermore, this approach enables high-precision measurements of mass and half-life for
unresolved isomers as I will demonstrate.

Initially, the goal is to define the probability distribution f(m/q) that describes the peak’s
shape evolution across different m /q values. Given the complexity of directly solving this problem,
we rely so far on “extrapolating” the shape of unresolved peaks to that of the nearest well-defined
ion peak[l, by subtracting its distribution through interpolation. This CLEANED, normalized distri-
bution is then used to model the shape of both the isomer and ground stateﬂ, albeit at different
scales and positions. The challenge lies in accurately determining these scales and positions through
optimization techniques supported by various PyTHON libraries.

The optimization process requires a cost function to evaluate the accuracy of the model against
experimental data, focusing on the peak’s positions and their scaling. I assume that the isomer
decays solely to the ground state following an exponential function and I also assume a stable
ground state, in such a way that the number of ions under the ground state distribution should
increase accordingly (see[Eq. (C.2)). This allows us to link the scaling factors to this decay rate,
thus simplifying the parameter space.

The peak’s positions are determined by finding in the first and last time frame, the position
that minimizes the cost function. These fix the position parameters (their masses) through the
whole time. Similarly, the initial scales are fixed manually by finding the scaling factors minimizing
the cost function.

This novel procedure extends our capability to analyze isomers beyond the 1IsocHRONOUS
WINDOW and refine peak contamination analysis within the IsocCHRONOUS WINDOW. It not only

improves measurement uncertainties but also enables the determination of ISOMERIC RATIOS.

1A peak is considered well-defined if it exhibits a signal-to-noise ratio that clearly delineates the shape of the

distribution and is free from contamination.
2For low-lying isomers we can assume that the isomer and ground state have the same shape.
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The position of the peaks can be fixed easily, the challenge is to set the proper scale. We have one
more ANSATZ, which is that we know that the isomer decays exponentially via photon emission
to the ground state, at least in the isomers present in the data, and therefore the ground state
increases its population accordingly (see[Eq. (C.2))). In such a way that we can relate the scale
to an exponential function and to the initial scale, for the isomer decaying and for the ground
state increasing and with the same rate, thus reducing more the parameters needed. The initial
scale can be determined by us by hand, since doing for one time frame (the first) is not so time
demanding, and fed it into the minimization procedure, and apply it to the rest of frames, which
can be hundreds. Therefore, with the minimization procedure we can find in each iteration the
decay constant which make the peak distribution to “fit” (based on the cost function) the best
the experimental peak. For the minimization we have used SCIPY-OPTIMIZE-DIFFERENTIAL-
EVOLUTION, a PyTHON method from the library Scipy [200]. If everything works, the average
of the decay constant that reduced your cost function gives you the half-life of the isomeric state
and the standard deviation of them, the error in your half-life. The energy is determined by the
distance between both peaks. We this new procedure we can extend our analysis results to isomers
far away from isochronicity and in addition, for the ones in the isochronous window if the had any
contamination from the ground state which is very likely, this method can be applied to the case of
one peak. In that case, it would be like the only thing in our data is that peak, no contamination,

improving thus the uncertainties. It also allows us to determine the isomeric ratio.

The decay and growth of isomeric and (stable) ground states, respectively, can be mathemati-

cally expressed and related to the scaling parameters and decay constant as follows:

N (8)io = N (0) - €2p (= Ao - )., (C.1)
N (£)ge = N (0)y + N (0)yy, - (1 = exp (—Aiso - 1)), (C2)
N (0)y, = S (0), - Y PDF, (C3)
N(0),, = S(0),,- Y  PDF, (C.4)
N () = S (0)ig - Y PDF - exp(=Aiso - 1), (C.5)
N () = [SO)y + 50 (1= exp(-hwo-1)] - SPDE, (C)

where N is the number of ions of a specie, P D F is the probability density function which is given
by the interpolated shape of reference, S is the scaling factor and \ig, is the decay constant of the
isomeric state.

These equations were implemented into the PyTHON methods below, where the scale at time
TFRAME is computed and then the corresponding peaks’ spectrograms to the isomer, 150, and
to the ground state, Gs, are displaced to the proper position in the frequency axis by R1 and RG

respectively.
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def simulate_distribution(rates,tframe, ri, rg, scale_iso_0,

— scale_gs_0, PDF):

scale_iso = np.exp(-rates[0] * tframe) * scale_iso_0

scale_gs = scale_gs_0 + scale_iso*(l-np.exp(-rates[0]+*tframe))
iso = np.roll(PDF * scale_iso, ri)

gs = np.roll(PDF * scale_gs, rg)

return iso + gs

def cost_function(rates, tframe, ri, rg, experimental_distribution,
< scale_iso_0, scale_gs_0):
simulated_distribution = simulate_distribution(rates, tframe,
— ri, rg, scale_iso_0, scale_gs_0)
return np.average((experimental_distribution -

— simulated_distribution) *x* 2)






D. Tables of Measured Data

Table D.1. 1dentified ions and their spectral characteristics from the second high-resolution setting

optimized on 2Ge3 (D).

IoN HarRMONIC REVOLUTION FREQUENCY (Hz) FREQUENCY SPREAD (Hz) AMPLITUDE (arb. units) UNRESOLVED ISOMER
TIGadt 127 242787896(15) 297(16) 86(3) N
148G+ 127 243034987(24) 320(25) 67(4) N
6428+ 127 243051471(8) 294(8) 236(6) N
BGe¥t 127 243289249(5) 346(5) 1321(16) Y
TN+ 127 243363087(6) 256(6) 444(9) N
41 p 18+ 127 243459012(15) 258(16) 160(8) N
86Cu*+ 127 243592265(3) 233(3) 2459(24) N
5Ge33t 127 243760902(4) 213(4) 2293(36) N
AT 127 243762443(3) 205(3) 12118(155) Y
SOT{22F 127 243769910(5) 234(5) 485(8) N
S92t 126 242043464(6) 184(6) 134(4) N
087030+ 126 242185266(2) 168(3) 1116(14) N
TR 126 242283066(2) 169(2) 6801(64) Y
53t 126 242285300(3) 224(3) 2155(25) Y
B9+ 126 242355225(8) 143(8) 89(4) N
52y/23+ 126 242500462(2) 117(3) 196(5) N
6L 126 242595198(1) 100(1) 1579(15) N
01431+ 126 242655062(1) 92(1) 11336(88) N
Gt 126 242658251(1) 90(1) 721(9) N
T2ARF 126 243097181(0.5) 58.9(0.4) 3380(22) N
2Ge®t 126 243105253.5(0.4) 58.2(0.4) 170727(1070) N
O\ 126 243109532.5(0.5) 58.71(0.49) 15647(115) N
SOt 126 243111488.76(0.49) 58.36(0.48) 4527(33) N
AT 126 243519180(1) 86(1) 353550(3008) N
TG 126 243521655(1) 91(1) 7044(69) N
0702+ 126 243584870(3) 93(3) 686(16) N
650t 126 243587634(1) 95(1) 45712(415) N
NP+ 126 243661866(1) 102(1) 7827(75) N
4782 126 243758076(1) 116(1) 2673(25) N
BT 126 243892726(3) 134(3) 419(8) N
76534+ 126 243920211(2) 139(2) 153617(1486) N

87
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Table D.2. Identified ions and their spectral characteristics from the second high-resolution

setting optimized on 2GeP (1),

Ion HarmoNIC REVOLUTION FREQUENCY (Hz) FREQUENCY sPREAD (Hz) AMPLITUDE (arb. units) UNRESOLVED ISOMER
67Ga%0t 126 244030523(5) 138(5) 245(7) N
677730+ 126 244032491(1) 149(1) 22886(173) N
S8R0+ 126 244183201(1) 169(2) 3283(27) N
49§22+ 126 244367416(2) 197(2) 661(6) N
MGatt 126 244451027(2) 206(2) 9458(72) N
A8 126 244634011(8) 253(9) 107(3) N
0Co*™ 125 242712480(2) 240(2) 2267(16) Y
TGe®t 125 242899251(2) 309(2) 7059(39) Y
s1y/23+ 125 242979828(3) 265(3) 1464(13) N
62N§28+ 125 243159130(2) 297(2) 9186(62) N
73 AT 125 243265561(4) 333(4) 990(10) Y
42K19+ 125 243335898 (4) 321(4) 830(9) N
B3Oyt 125 243485373(2) 338(3) 3984(30) N
6401, 29+ 125 243562476(3) 354(3) 10457(77) N

33plst 125 243916763(12) 358(14) 174(5) N
440,20+ 125 243935785(4) 401(4) 788(7) N
66730+ 125 243948979(4) 203(5) 1506(36) N’
Y e 125 243949584(5) 612(4) 3669(19) N’
BGa’t 125 244301175(10) 457(10) 169(3) N
ST+ 125 244379484(4) 460(5) 749(6) N
146G 21+ 125 244462245(7) 505(7) 254(3) N
¥Co*F 124 242818854(5) 504(6) 766(7) N
48Tj22F 124 242999817(5) 546(6) 689(6) N
1yt 124 243181008(18) 600(26) 177(5) N
BN 28+ 124 243185522(7) 551(7) 699(7) N
3TCITT 125 245238819(43) 567(47) 27(2) N

50723+ 124 243435438(5) 633(5) 1492(10) N
B3yt 125 245489985(100) 709(109) 13(2) N
3IArIST 124 243821322(11) 696(11) 328(5) N
2202t 124 243849050(6) 685(6) 794(6) N
S Mn?t 124 244215705(13) 706(33) 162(3) N
A9+ 124 244312145(18) 756(20) 102(2) N
5620+ 124 244565855 (45) 741(49) 34(2) N
BCa?0t 124 244756319(32) 880(34) 50(2) N
3014+ 123 243168603(32) 880(35) 97(3) N
Bg2+ 124 245158306(61) 984(66) 25(1) Y
4Ty 123 243547435(23) 905(24) 214(5) N

32p15+ 123 243690848(41) 1009(44) 110(4) N

31g16+ 123 244170003(66) 950(95) 51(4) N
O 36+ 122 242959092(48) 1151(54) 62(2) N

’ They do not possess an unresolved isomer, however they are overlapped with each other due

to their close mass-to-charge ratios. In the first data set they are completely unresolvable.
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Table D.3. 1dentified ions and their spectral characteristics from the first high-resolution setting

optimized on 2Ge*** (I).

Ton HarMmoNIC REVOLUTION FREQUENCY (Hz) FREQUENCY SPREAD (Hz) AMPLITUDE (arb. units) UNRESOLVED ISOMER
Ga®!t 127 242788226(29) 607(32) 14(1) N
4821t 127 243035180(49) 696(54) 10(1) N
6328+ 127 243051745(14) 554(15) 35(1) N
BGet 127 243289466/(6) 535(6) 230(2) Y
5T\ 25+ 127 243363270(11) 458(12) 66(1) N
AT 127 243459204(31) 463(33) 23(1) N
86C2+ 127 243592450(5) 413(6) 391(4) N
58e? 127 243761099(19) 404(28) 365(24) N
AP 127 243762629(6) 348(6) 1938(28) Y
S0T§22+ 127 243770070(7) 354(7) 81(1) N
5926+ 126 242043627(16) 363(20) 23(1) N
687,30+ 127 244107459(7) 287(8) 743(16) N
TRyt 127 244206032(5) 259(6) 3476(60) Y
Qe 127 244208282(4) 298(5) 1221(14) Y
13[C19+ 127 244278732(11) 243(12) 31(1) N
52y723+ 127 244425118(6) 197(7) 58(2) N
61" 127 244520592(5) 166(5) 248(6) N
Gttt 126 242655155(4) 148(4) 1833(41) N
T0Ge3+ 126 242658347(4) 139(4) 112(3) N
2 AP 126 243097224(1) 77(1) 669(6) N
2Ged?t 126 243105292(1) 75(1) 33444(265) N
63§28+ 126 243109571(1) 75(1) 3247(28) N
BAC2* 126 243111527(1) 76(1) 892(7) N
T4 AT 126 243519182(1) 98(1) 74655(450) N
g3t 126 243521659(1) 101(1) 1376(17) N
657,29+ 126 243584823(3) 123(3) 162(3) N
BCut 126 243587629(2) 111(2) 9584(115) N
56Mn 2+ 126 243661857(2) 128(2) 1604(20) N
47g e 126 243758052(2) 146(2) 538(7) N
BT 126 243892686(4) 169(5) 89(2) N
6334+ 126 243920194(2) 193(2) 15583(214) N
67Gas0t 126 244030478(7) 187(8) 40(1) N
677030+ 126 244032448(2) 220(2) 4148(25) N
B8R0+ 126 244183151(2) 264(2) 570(3) N
T} 126 244367341(3) 318(3) 117(1) N
OGa®t 126 244450958(2) 342(2) 1540(7) N
A0ApIST 126 244633879(12) 351(13) 20(1) N
60127+ 125 242712402(2) 405(3) 368(2) Y
Ge?t 125 242899162(2) 470(2) 1167(4) Y
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Table D.4. 1dentified ions and their spectral characteristics from the first high-resolution setting

optimized on 2GeP (ID).

Ton HarMONIC REVOLUTION FREQUENCY (Hz) FREQUENCY sPREAD (Hz) AMPLITUDE (arb. units) UNRESOLVED ISOMER
s1y/23+ 126 244923519(6) 483(6) 53(1) N
6228+ 125 243159014(2) 518(2) 1420(5) N
AT 125 243265506(7) 579(7) 143(1) Y
219+ 125 243335748(11) 639(12) 123(2) N
B2t 125 243485233(3) 624(4) 616(3) N
B2t 125 243562340(3) 632(4) 1662(7) N
33plst 125 243916608(24) 657(29) 27(1) N
a0t 125 243935621(6) 741(7) 133(1) N
B8 Gadt 124 242346686(34) 812(40) 11(1) N
STR?0+ 125 244379274(6) 887(7) 116(1) N
4652+ 125 244462013(12) 941(14) 40(1) N
W7t 124 242818607(9) 1025(15) 117(1) N
A8y 124 242999564(8) 1062(9) 109(1) N
GlCu?t 125 245146264(30) 1218(33) 14(1) N
6IN;2 124 243185262(12) 1043(14) 98(1) N
3T 124 243276645(22) 1145(25) 46(1) N
50y/23+ 124 243435134(8) 1159(9) 232(1) N
B3+ 124 243525835(56) 1175(72) 29(1) N
39 18+ 124 243821075(22) 1343(24) 50(1) N
B2Cyp 2t 124 243848686(10) 1286(11) 127(1) N
54 [n25+ 124 244215249(24) 1380(27) 26(1) N
419+ 124 244311762(36) 1451(41) 17(1) N
SO0+ 124 244565163(124) 1252(136) 4(1) N
431520+ 124 244755850(59) 1557(67) 8(1) N
3084t 123 243168063(57) 1418(64) 16(1) N
15G21+ 123 243180688(47) 1661(81) 36(2) Y
4Ty 123 243546842(45) 1781(52) 37(1) N
32plo+ 123 243690222(76) 1785(90) 19(1) N
31g16+ 123 244169703(91) 1912(108) 9(1) N
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Table D.5. 1dentified ions and their spectral characteristics from the first high-resolution setting

optimized on °Se*** (May).

Ton HarMmoNIC REVOLUTION FREQUENCY (Hz) FREQUENCY SPREAD (Hz) AMPLITUDE (arb. units) UNRESOLVED ISOMER
52T 129 243905986(34) 587(40) 9.2(0.5) Y
4722 129 244306086(19) 391(20) 9(0.4) N
32p15+ 129 244462993(43) 307(46) 2.7(0.3) N
19y/23+ 128 242773153(6) 273(7) 21.4(0.4) N
34g16+ 128 243087999(12) 253(13) 16.6(0.7) N
S1Cr?t 128 243105715(3) 224(4) 81(1) N
53 [ 25+ 128 243411462(3) 189(4) 258(4) N
IO 128 243524805(5) 183(5) 65(1) N
B2+ 128 243692929(3) 165(3) 77(2) N
AT 128 243934065(4) 155(4) 56(1) N
ST 128 243951600(3) 178(3) 277(4) N
5ON28+ 128 244191931(3) 194(3) 179(2) N
019+ 128 244278969(5) 221(6) 27.2(0.6) N
61 Cu®* 128 244413715(2) 232(3) 113(1) N
2020t 128 244610087(8) 291(8) 18.5(0.4) N
63730+ 128 244619607(3) 280(3) 100.1(0.9) N
BGat 128 244812844(3) 332(3) 67(0.6) N
67 G2t 127 243079284(3) 365(3) 360(3) Y
69 A 33+ 127 243248450(3) 406(4) 556(4) N
46422+ 127 243254557(4) 388(4) 146(1) N
TGt 127 243406953 (4) 456(4) 937(7) Y
48y/23+ 127 243489584(4) 493(4) 235(2) N
R 127 243557353(4) 485(4) 1065(7) Y
TR 36+ 127 243699863(3) 556(3) 1380(6) N
S0Cyt 127 243720022(4) 535(6) 268(2) N
TTRB3TT 127 243834444(5) 559(5) 388(3) N
52Mn?+ 127 243918202(4) 656(5) 177(1) Y
2T A3 127 244059198(24) 654(26) 10(0.3) N
R0+ 127 244114259(5) 650(5) 155(1) N
6Co*TT 126 242358419(7) 666(8) 56(0.5) N
2914+ 127 244409561(60) 749(68) 3.4(0.2) N
N2 127 244448008(5) 734(6) 93(1) N
B0Cu?* 127 244589000(6) TT4(7) 65.8(0.5) N
62730+ 126 242804012(6) 810(6) 143.7(0.9) N
61Gattt 126 242925051(6) 828(6) 158.2(0.9) Y

33g16+ 126 243031827(28) 775(29) 10.3(0.3) N
06Ge3t 126 243048970(5) 860(6) 262(5) N
68 g3+ 126 243154647(5) 915(6) 266(1) N
70534+ 126 243265120(6) 937(6) 406(2) N
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Table D.6. 1dentified ions and their spectral characteristics from the first high-resolution setting

optimized on °Se*** (May).

Ton HarRMONIC REVOLUTION FREQUENCY (Hz) FREQUENCY SPREAD (Hz) AMPLITUDE (arb. units) UNRESOLVED ISOMER

2Rt 126 243358287(8) 990(9) 274(2) Y
TR 30T 126 243457511(7) 1045(8) 230(1) N
BOC19+ 126 243638241(18) 997(21) 35(0.5) N
BG2F 126 243939329(24) 1003(27) 22.3(0.5) Y
45422+ 126 244074249(21) 1086(23) 20.7(0.3) Y
ATy 23+ 126 244197942(26) 1043(29) 13.9(0.3) N
Byt 126 244312448(21) 1199(25) 15.3(0.2) N
B30+ 126 244512448(36) 1276(42) 8.1(0.2) N
o™t 126 244601974(33) 1332(39) 8.3(0.2) N
TN 125 242740982(33) 1368(38) 9.9(0.2) N
WCut 126 244753886(62) 1163(69) 3.5(0.2) N
61730+ 125 242877123(54) 1385(62) 6.5(0.2) N
BGadt 125 242938447(78) 1247(89) 4.5(0.2) N

Table D.7. 1dentified ions and their spectral characteristics from the first high-resolution setting

optimized on "Se*** (June).

Ton HarMoONIC REVOLUTION FREQUENCY (Hz) FREQUENCY SPREAD (Hz) AMPLITUDE (arb. units) UNRESOLVED ISOMER

6Co* T 127 243892704(15) 143(16) 7990(739) N
BN 127 244059164(11) 137(11) 13517(966) N
00Cu?+ 127 244200468(10) 116(10) 17204(1101) N
62730+ 127 244342745(5) 97(6) 33342(1641) N
64Gatt 127 244464984(5) 88(6) 34683(1944) Y
86Ge?2t 127 244590137(3) 84(4) 58145(2108) N
08 A 33+ 127 244696837(3) 80(3) 59840(2013) N
70834+ 127 244808427 (3) 87(3) 60089(1888) N
2Bt 127 244902584(9) 85(10) 31000(1848) Y
TR 30T 127 245002779(2) 72(3) 52910(1557) N
Byt 126 243930465(23) 113(24) 4936(869) N
B30+ 126 244130861 (26) 165(27) 6267(875) N
B Co* 126 244221002(23) 138(27) 8045(1192) N
STNiF 126 244301627(19) 146(20) 10311(1198) N
WCut 126 244373018(23) 156(24) 9302(1252) N
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Table D.8. Tsomers identified in the °Se*" data sets, along with their nuclear properties [134].

IsoMErR  ENERGY (keV) JT Ti/o a
45mG 21+ 12.40(5) 3/2%  325.8(42)ms  423(9)
67m G2t 18.20(5) 5/2=  13.7(9) us 364
TimGeddt 48.78(5) (1/27)  5.6(7) ps 11.86
T3m Byt 26.92(9) (5/2)~ X 100.5(20)
S\t 377.749(5) 2+ 21.1(2) min  0.0399
G4m G a3t 42.86(8) (27)  21.9(7) s 16.23(27)
TmpBrttt 100.76(15) (37) 10.6(3) s 1.145(21)
Bmge2t 151.79(8) 3/2F  438(7) us 0.0406
4sm 22t 36.53(15) 3/2- 3.0(2) ps 6.6(5)

X Not measured.

Table D.9. Tsomers identified in the ?Ge®*" data sets, along with their nuclear properties [134].

IsoMeEr  ENERGY (keV) J7 Ty/2 «
BmGet* T 13.2845(15)  5/2t  2.91(3) us 1063
BmGet* T 66.725(9) 1/27  0.499(11)s 8.42
PmAgIT 303.9243(8)  9/2F  17.62(23)ms  205(5)
MRt 105.86(8) 9/27  4.28(10) min 6.3
TGSt 161.9223(10)  7/2t  17.36(5)s 0.881
60mCo?™  58.59(1) 2% 10.467(6)min  47.3
MmGe® T 198.371(12)  9/2%  20.22(12)ms  207.5(30)
BmAGIT427.902(21)  9/2F  5.7(2) us 0.01315
4omG 21+ 12.40(5) 3/2  325.8(42)ms  423(9)
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Table D.10. Results of the mass measurement of the °Se®*™ data set from June.

IoNn REFeRENCE T (ns) AMep — AMang (keV)  AMeg (keV) oA, (keV)  oanyg: (keV)
M9 Cu?t Y 515.605 —2.493 —56360.947 15.249 0.528
TN+ Y 515.756 0.164 —56083.797 10.884 0.566
5320t Y 516.117 1.737 —50945.745 12.140 1.669
WOt Y 516.541 1.824 —45330.528 12.085 2.202
TARK 36t Y 518.361 —0.205 —62332.049 3.138 2.013
2Rt Y 518.574 2.180 —59059.570 5.006 1.025
108e3* Y 518.773 —1.722 —61931.622 2.130 1.584
08 Ag33F Y 519.010 0.502 —58894.025 2.007 1.846
06GedtT Y 519.236 0.710 —61606.331 1.971 2.401
G4Gastt Y 519.502 1.576 —58831.251 2.823 1.429
62730+ Y 519.762 —0.939 —61169.027 3.070 0.615
60Cu2* Y 520.065 2.654 —58342.608 4.852 1.613
B8N {28+ Y 520.366 —7.928 —60236.799 5.622 0.349
60T Y 520.721 13.700 —56026.818 10.993 0.475

Table D.11. Results of the isochronicity curve of the °Se®*™ data set from June.

Ion o7 (ps) oy (ps)  doy. (PS)
YCu®t 0.329  0.051  0.006
SINi®T 0.308 0.042  0.006
BFe?t  0.349  0.057  0.006
Yot 0239 0.051  0.006
MKyt 0152 0.006  0.006
Bt 0.180  0.021 0.006
08¢t 0.184  0.006  0.006
BAs¥T  0.170  0.006  0.006
6Ge**T  0.178  0.008  0.006
64Gas'™  0.187  0.013  0.006
627130t 0.206  0.013  0.006
0Cu®™t  0.247  0.021 0.006
BNt 0292 0.023  0.006
%6Co?™  0.305 0.034  0.006
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Table D.12. Results of the mass measurement of the 7°Se?** data set from May.

Ton REFERENCE  T'(ns) AMep — AMpng (keV)  AMeyy, (keV)  oans,,, (keV)  Taniygs (keV)  oan,,, (keV)
708e31+ Y 517.953 —10.996 —61940.896 5.824 1.584 8.730
68 Ag33+ Y 518.189 —16.470 —58910.997 4.941 1.846 8.730
66Ged2t Y 518.414 2.368 —61604.673 4.657 2.401 8.730
627730+ Y 518.937 2.582 —61165.506 4.338 0.615 8.730
T4, 36+ Y 517.544 9.160 —62322.684 7.627 2.013 8.730
3910+ Y 517.160 14.900 —33792.296 6.724 0.005 8.730
4522+ Y 516.236 3.803 —39006.463 13.805 0.836 8.730
902+ Y 515.733 —12.148 —45344.500 24.670 2.202 8.730
601y 29+ Y 519.238 22.375 —58322.887 3.752 1.613 8.730
B8N 28+ Y 519.538 0.978 —60227.893 3.528 0.349 8.730
5627+ Y 519.891 9.674 —56030.844 3.747 0.475 8.730
5420+ Y 520.248 —3.742 —56258.357 2.996 0.343 8.730
TTRB3T+ Y 520.845 15.435 —64815.065 4.018 1.304 8.730
5024+ Y 521.089 —10.643 —50272.007 2.333 0.094 8.730
R+ Y 521.133 14.609 —64309.023 3.214 8.104 8.730
T3R5+ Y 521.438 19.389 —63626.398 3.401 6.741 8.730
18y28+ Y 521.583 —4.908 —44482.913 2.300 0.972 8.730
T1g 34+ Y 521.760 —3.666 —63150.181 3.356 2.794 8.730
46j22+ Y 522.087 —6.501 —44134.770 2.157 0.09 8.730
6732+ Y 522.463 —4.141 —62677.859 2.723 4.319 8.730
B5Ga3t Y 522.848 4.674 —62652.812 2.659 0.791 8.730
63730+ Y 523.261 4.936 —62208.493 2.396 1.560 8.730
61Cu* Y 523.702 4.602 —61979.461 2.139 0.951 8.730
BIN 28+ Y 524.178 4.102 —61152.731 2.335 0.351 8.730
STCo*T Y 524.694 —3.919 —59349.577 2.421 0.516 8.730
38 A p18+ Y 524.732 —1.590 —34716.417 1.743 0.195 8.730
BT Y 525.614 —2.171 —29524.179 1.886 0.036 8.730
53Mn %+ Y 525.859 —3.541 —54693.891 2.511 0.346 8.730
51024+ Y 526.520 3.755 —51446.96 3.526 0.167 8.730
149y723+ Y 527.241 0.995 —47961.162 7.193 0.824 8.730
69 Ag33+ N 522.100 -18.231 —63130.412 2.822 31.999 8.730
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Table D.13. Results of the isochronicity curve of the °Se®* data set from May.

IoN o7 (ps)  dop (PS) oy, (PS)

08e*T  1.995  0.013  0.040
8Ag3T  1.950  0.013  0.040
66Ge32t  1.834  0.013  0.040
0273 1731 0.013  0.040
MKyt 2221 0.017  0.040
K9 2116 0.045  0.040
BT 2297 0.049  0.040
Vet 2531 0.053  0.040
0Cu®**  1.643 0.015  0.040
BNi%®T 1560  0.013  0.040
6Co*™ 1429  0.017  0.040
MFe?0t 1385  0.011  0.040
TR 1194 0.011  0.040
0Cr*T 1.144  0.013  0.040
TRKr3%T 1189 0.007  0.040
BBr¥t 1.038  0.009  0.040
By2+ 1056 0.009  0.040
m8e*t 0977 0.009  0.040
T2t 0.833  0.009  0.040
67Ge¥*t  0.785  0.006  0.040
BGa’t  0.709  0.006  0.040
B37n3t  0.599  0.006  0.040
ICu®*t 0497  0.006  0.040
YNi®T 0416 0.006  0.040
7Co?™  0.383  0.006  0.040
BAr®T 0.333  0.009  0.040
BCIT 0 0.395  0.011  0.040
5Mn?T 0408  0.009  0.040
S1Cr?tT 0.485  0.009  0.040
VyB+ 0593 0.015  0.040
9Ag3T  0.871  0.009  0.040
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Table D.14. Results of the mass measurement of the "2Ge®?* first data set.

Ton REFERENCE  T'(ns)  AMeg — AMang (keV)  AMey, (keV)  0aM,, (keV)  Targ (keV)  oan,, (keV)
5022+ Y 520.983 14.604 —51417.263 7.414 0.082 8.530
57TMn %+ Y 521.854 —14.118 —57500.397 15.968 1.505 8.530
66Cy20+ Y 521.363 —8.576 —66266.865 15.261 0.649 8.530
75 Ag33t Y 520.999 —16.086 —173050.289 11.350 0.884 8.530
687,30+ Y 520.263 16.462 —69990.692 6.757 0.778 8.530
7232t Y 518.294 2.813 —172583.097 2.590 0.076 8.530
63N 28+ Y 518.285 1.226 —65511.665 2.065 0.426 8.530
5424+ Y 518.281 2.679 —56932.700 1.885 0.132 8.530
T4\ 33+ Y 517.413 6.174 —70853.890 1.899 1.693 8.530
T4Ge33F Y 517.408 —18.213 —72231.423 1.401 0.015 8.530
657,29+ Y 517.274 13.560 —65898.464 2.180 0.646 8.530
65y 20+ Y 517.268 7.064 —67256.613 1.929 0.643 8.530
56N+ Y 517.110 5.632 —56906.034 1.744 0.293 8.530
A7g 21+ Y 516.906 8.267 —44328.575 1.529 1.931 8.530
BOPTH Y 516.621 5.909 —29792.207 1.666 0.098 8.530
6Ge34+ Y 516.562 —6.753 —75258.712 2.825 0.016 8.530
67Ga%0t Y 516.329 —8.795 —66887.951 4.214 1.176 8.530
677030+ Y 516.325 10.004 —67870.372 2.576 0.755 8.530
820+ Y 516.006 7.261 —62148.010 2.417 0.316 8.530
49§22+ Y 515.617 14.510 —48549.502 2.166 0.078 8.530
69331+ Y 515.441 3.965 —69323.855 3.021 1.197 8.530
40 A 18+ Y 515.055 15.989 —35023.911 3.952 0.002 8.530
60(1p27+ Y 515.013 0.936 —61649.501 2.810 0.403 8.530
nGedt Y 514.617 —1.438 —69908.095 3.434 0.815 8.530
51y23+ Y 514.446 8.974 —52194.131 3.243 0.097 8.530
62\;28+ Y 514.067 —8.959 —66755.399 3.487 0.425 8.530
4219+ Y 513.694 4.889 —35017.142 4.249 0.106 8.530
53 Cp24+ Y 513.378 —1.507 —55289.125 4.002 0.116 8.530
64Cu® Y 513.216 —8.365 —65432.783 5.144 0.427 8.530
5726+ Y 511.500 13.525 —60168.492 7.958 0.268 8.530
441,20+ Y 512.430 3.962 —41464.768 4.814 0.325 8.530
5391027+ Y 510.669 4.519 —62225.319 9.686 0.397 8.530
4822+ Y 510.289 —1.175 —48494.127 8.477 0.074 8.530
6128+ Y 509.899 —8.172 —64230.201 12.357 0.355 8.530
S0y 23+ Y 509.376 —1.555 —49224.795 13.570 0.093 8.530
5224+ Y 508.512 3.778 —55415.730 31.313 0.112 8.530
72 p 32+ N 518.311 -28.411 —68258.219 2.143 4.083 8.530
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Table D.15. Results of the isochronicity curve of the ?Ge®** first data set (I).

IoNn or (pS) 50’T (PS) 50'sys (pS)

SOT%F  0.757  0.015  0.045
S"Mn*T  0.982  0.026  0.045
6Cu®t  0.884 0.013  0.045
AT 0.744  0.013  0.045
87n%*t  0.612  0.017  0.045
2Ge*t 0160  0.002  0.045
BNi%®t  0.160 0.002  0.045
MCrt 0.162  0.002  0.045
AT 0208  0.002  0.045
Qe 0.215  0.002  0.045
®7n?%t  0.261  0.006  0.045
BCu®t  0.236  0.004  0.045
Mn®t 0272  0.004  0.045
79¢2t 0310 0.004  0.045
VO 0.358  0.011  0.045
68e3T 0409  0.004  0.045
7Ga’*t  0.396  0.017  0.045
677n3t  0.465  0.004  0.045
BFe?t 0558  0.004  0.045
T2t 0671 0.006  0.045
MGa®t  0.721  0.004  0.045
WA 0739 0.027  0.045
0Co?™  0.859  0.006  0.045
G 0996  0.004  0.045
Sly2+ 1015 0.013  0.045
2Ni%*t  1.095  0.004  0.045
LKW 1349 0.025  0.045
8Ot 1.316 0.008  0.045
G4Cu®*t  1.332  0.008  0.045
TRt 1.857  0.015  0.045
“Ca?™ 1557 0.015  0.045
9Co*™ 2156 0.032  0.045
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Table D.16. Results of the isochronicity curve of the ?Ge*** first data set (IT).

ION or (ps) 50'T (ps) 50'sys (ps)

BTt 2230 0.019  0.045
GINi%*T 2187 0.029  0.045
0yt 92425  0.019  0.045
20?1t 2,682 0.023  0.045
As%T 0164 0.002  0.045
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32+

Table D.17. Results of the mass measurement of the "2Ge?*" second data set.

Ton REFERENCE T (ns) AMe, — AMang (keV)  AMey, (keV) oA, (keV)  oamyg (keV)  oan,, (keV)

6428+ Y 522.523 —20.738 —67119.772 15.912 0.463 7.920
5022+ Y 520.983 19.369 —51412.498 3.971 0.082 7.920
5TMn** Y 521.854 —9.800 —57496.079 8.386 1.505 7.920
6629+ Y 521.363 11.309 —66246.980 7.310 0.649 7.920
75G 33+ Y 521.002 —10.839 —72180.328 6.036 0.073 7.920
68730+ Y 520.263 0.254 —70006.900 3.295 0.778 7.920
52y/23+ Y 519.587 1.368 —51441.664 1.781 0.159 7.920
61127+ Y 519.384 1.702 —62896.477 1.726 0.839 7.920
Gt Y 519.256 —1.312 —68911.462 1.834 1.201 7.920
oGt Y 519.249 —15.757 —70577.793 1.734 0.820 7.920
2Ged2t Y 518.294 1.446 —72584.464 1.481 0.076 7.920
63328+ Y 518.285 0.221 —65512.670 1.015 0.426 7.920
54024+ Y 518.281 1.524 —56933.855 0.947 0.132 7.920
T4Ag3T Y 517.413 3.539 —70856.525 1.390 1.693 7.920
Qe Y 517.408 —17.122 —72230.332 1.129 0.015 7.920
65729+ Y 517.274 —10.323 —65922.347 1.874 0.646 7.920
65120+ Y 517.268 3.987 —67259.690 1.304 0.643 7.920
56Mn 2+ Y 517.110 3.932 —56907.734 1.213 0.293 7.920
4721+ Y 516.906 4.181 —44332.661 1.065 1.931 7.920
38 LT Y 516.621 0.986 —29797.130 1.249 0.098 7.920
6G o34+ Y 516.562 —1.418 —75253.377 2.208 0.016 7.920
677030+ Y 516.325 5.106 —67875.270 1.869 0.755 7.920
826+ Y 516.006 5.501 —62149.770 1.828 0.316 7.920
4922+ Y 515.617 8.534 —48555.478 1.669 0.078 7.920
6931t Y 515.441 2.041 —69325.779 2.425 1.197 7.920
40 Ay 18+ Y 515.055 0.062 —35039.838 2.741 0.002 7.920
60002 Y 515.013 1.862 —61648.575 2.270 0.403 7.920
5128+ Y 514.446 —9.909 —52213.014 2.207 0.097 7.920
62328+ Y 514.067 —10.106 —66756.546 2.732 0.425 7.920
42§10+ Y 513.693 —3.231 —35025.262 2.275 0.106 7.920
B2t Y 513.378 —3.638 —55291.256 2.980 0.116 7.920
64120+ Y 513.215 —4.492 —65428.910 3.713 0.427 7.920
STRe20+ Y 511.500 10.534 —60171.483 5.175 0.268 7.920
46G 21+ Y 511.326 16.509 —41745.134 4.554 0.671 7.920
441,20+ Y 512.430 5.889 —41462.841 3.244 0.325 7.920
BGadtt Y 511.664 —7.054 —67093.108 7.418 1.430 7.920
39127+ Y 510.669 —0.065 —62229.903 6.110 0.397 7.920
4822+ Y 510.288 —0.152 —48493.104 5.247 0.074 7.920
6128+ Y 509.899 —0.710 —64222.739 7.302 0.355 7.920
50723+ Y 509.375 —1.925 —49225.165 7.109 0.093 7.920
39 A p18+ Y 508.569 27.075 —33215.120 8.132 5.000 7.920
52024+ Y 508.511 —2.023 —55421.531 13.078 0.112 7.920
5\ [ 25+ Y 507.748 —27.469 —55585.716 20.088 1.007 7.920
419+ Y 507.547 11.397 —35548.152 17.107 0.004 7.920
252 N 518.311 -27.458 —68257.266 1110 4.083 7.920
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72 Ge32+

Table D.18. Results of the isochronicity curve of the second data set (I).

Ion o1 (ps)  Oop (PS)  Jonye (PS)

GINi®T  0.632  0.017  0.022
0Tt 0500 0.011  0.022
S"Mn®T  0.549  0.013  0.022
6Cu®t 0499  0.006  0.022
BSe¥t 0455 0.009  0.022
87n3*t  0.361  0.006  0.022
52y2+ 0251 0.006  0.022
1Co*™ 0214  0.002  0.022
0Ga*t  0.197  0.002  0.022
0GeMt 0193 0.002  0.022
2Ge*t 0124 0.001  0.022
BNi®T  0.125  0.001 0.022
S4Cr?T 0.124  0.001  0.022
MAs®T 0 0.183  0.002  0.022
GeT 0193 0.002  0.022
B7n?%t  0.197  0.006  0.022
BCu®t  0.202  0.002  0.022
Mn*T  0.216  0.002  0.022
79¢HT 0246 0.002  0.022
VO 0284 0.006  0.022
68e3T 0294 0.004  0.022
677n3t  0.315  0.002  0.022
8BFe?®t  0.357  0.004  0.022
T2 0416 0.004  0.022
MGa*t 0434  0.004  0.022
WA 0533 0.019  0.022
0Ce*™  0.509  0.004  0.022
Sly2+ 0561 0.006  0.022
2Nt 0.628  0.004  0.022
LK+ 0678  0.008  0.022
BCr**t  0.713  0.006  0.022
G4Cu®*t  0.746  0.006  0.022
STFe?t 0963  0.010  0.022
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Table D.19. Results of the isochronicity curve of the 2Ge3*T second data set (II).

Ion  o7(ps) Oop (PS) oy (PS)

65c2 1,056 0.015  0.022
“Ca?  0.842  0.008  0.022
BGa’t  0.957  0.021  0.022
MCo?™  1.060 0.013  0.022
BT 1147 0.013  0.022
GINi%®T 1155  0.015  0.022
y2+ 1325 0.010  0.022
AT 1452 0.023  0.022
20+ 1428  0.013  0.022
4Mn?T 1468  0.069  0.022
ARKY+ 1571 0.042  0.022
As*T 0126 0.001 0.022
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