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Abstract

A search is performed for Higgs-boson decays to neutralinos and/or gravitinos in events
with at least one photon, missing transverse momentum and two forward jets, a topology
where vector boson fusion production is enhanced. The analysis is based on a dataset
of proton-proton collision data taken at +/s = 8 TeV delivered by the Large Hadron Col-
lider and recorded with the ATLAS detector, corresponding to an integrated luminosity of
20.3 fb~!. The observation is consistent with Standard Model expectation and upper limits
are set on the production cross section times branching fraction of the Higgs-boson to decay
to neutralinos and/or gravitinos.
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Figure 1: Diagrams for the production and decay of the Higgs-boson leading to (a) the y+ ErTniss + jjfinal
state and (b) the yy + ET + jj final state. Such signals are predicted by GMSB (h — G’ > GGy
orh - -G v G ¥) and NMSSM (h N yorh N I ’y/\7(1) v) models.

1 Introduction

A particle consistent with the Standard Model (SM) Higgs-boson (#) was observed by the ATLAS [1]]
and CMS [2] collaborations in 2012. The Higgs-boson was observed in various SM channels, and the
observed data was fit to obtain the coupling constants to SM fermions and gauge bosons. These fits help
constrain the branching fraction (BF) of the Higgs-boson to beyond-the Standard Model (BSM) parti-
cles [3]]. Depending on the Higgs-boson production cross section, BF(h —BSM) could be O(50%) [4].
Supersymmetric (SUSY) [5H13|] extensions to the SM can explain the mass of the Higgs-boson and
address the hierarchy problem [14-H19]]. In certain extensions the Higgs-boson is predicted to decay
into SUSY particles. Specifically, a class of gauge mediated supersymmetry breaking (GMSB) mod-
els [20-25]) predict a Higgs-boson decay to a nearly massless gravitino G (the lightest supersymmetric
particle, LSP) and a neutralino X 0 (the next-to-lightest supersymmetric particle, NLSP), where the mass
of the neutralino is between half the Higgs-boson mass and the Higgs-boson mass (mp/2 < my <
my,) [26]]. The neutralino decays to a photon (y) and a gravitino, which escapes detection and leads to a
signature of y 4+ missing transverse momentum (whose magnitude is denoted E?iss). In GMSB models,
many mechanisms exist [27-31]] to generate a Higgs-boson mass compatible with that observed, without
changing the phenomenology of the models considered in this search. Next-to-Minimal Supersymmetric
Standard Models (NMSSM) [32] also predict a y + E?isg signature where the Higgs-boson decays to

the next-to-lightest neutralino X 8 (NLSP) and the lightest neutralino X (1) (LSP), and the X’ 8 decays to a
photon and a )N((l). This decay chain also occurs when my;, /2 < Mgy < my. In the NMSSM, the mass
difference between the dominantly bino-like NLSP and singlino-like LSP is more free, when compared
to the MSSM [4]. The GMSB and NMSSM decays leading to this signature are shown in Fig.[I|(a). The

case where mgo < my, /2 (or Mgy < my/2) is also considered, which leads to a diphoton + E?i“ signature,

as shown in Fig.|1|(b). The analysis is optimized for the y + E?iss signature.

For Higgs-boson production via vector-boson-fusion (VBF), the Higgs-boson is produced along with
two jets. These “VBF jets” are widely separated in pseudorapidity rﬂ and have a high di-jet invariant
mass, m;;. In the VBF topology, the Higgs-boson is often boosted in the transverse plane, forcing the
decay products to be closer to each other, so the photon and E?i“ are not necessarily back-to-back.
Additional variables, such as the angles between the VBF jets, the photon, and the ETT“‘SS, can be used

IThe ATLAS reference system is a Cartesian right-handed coordinate system, with nominal collision point at the origin.
The anti-clockwise beam direction defines the positive z-axis, with the x-axis pointing to the center of the LHC ring. The
pseudorapidity is defined as n = -In(tan(6/2), where the polar angle 6 is taken with respect to the positive z direction.



to reduce backgrounds and define control regions to measure backgrounds using the data. In gluon-
gluon fusion (ggF) Higgs-boson production, the Higgs-boson is typically produced at lower transverse
momentum (pr), so the photon and the E?issare more back-to-back in the transverse plane. This final
state is dominated by y+jet and multijet backgrounds, and electroweak backgrounds (mainly W boson
decays to ev, where the electron is misidentified as a photon). Furthermore, in the ggF topology, it is more
difficult to define control regions to accurately measure the y+jets and multijet backgrounds. Therefore
this analysis searches for Higgs-boson decays to neutralinos and/or gravitinos using the VBF topology.
A cut-and-count experiment is performed and the total number of expected background and signal events
in the control and signal regions are used to set limits on (o/osy) X BF(h — NLSP + LSP).

2 The ATLAS detector

ATLAS is a multipurpose particle physics experiment [33]. It consists of a detector with forward-
backward symmetric cylindrical geometry. The Inner Detector (ID) covers || <2.5 and consists of a
silicon pixel detector, a semiconductor microstrip detector, and a transition radiation tracker. The ID is
surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field. A high-granularity
lead/liquid-argon (LAr) sampling calorimeter measures the energy and the position of electromagnetic
showers within || < 3.2. Sampling calorimeters with LAr are also used to measure hadronic showers
in the end-cap (1.5 < || < 3.2) and forward (3.1 < || < 4.9) regions, while a steel/scintillator tile
calorimeter measures hadronic showers in the central region (7] < 1.7). The muon spectrometer (MS)
surrounds the calorimeters and consists of three large superconducting air-core toroid magnets, each with
eight coils, a system of precision tracking chambers (|| < 2.7), and fast trigger chambers (] < 2.4). A
three-level trigger system consisting of Level 1, Level 2 and Event Filter (EF) levels, selects events to be
recorded for permanent storage.

3 Monte Carlo simulation

The Higgs-boson signal Monte Carlo (MC) samples are generated using MadGraph-5.1.5.12 [34] in-
terfaced with Pythia 8.175 [35] for the decays of the Higgs-boson and the SUSY particles, and for the
parton showering and hadronization. The CTEQ6L1 parton distribution functions (PDF) [36] are used.
The production cross section of the ggF process is calculated using MCFM [37]], while VBENLO [38]]
is used for the VBF process. The obtained Higgs-boson production cross section including the signal
region jet requirements is 936 + 50 fb, with 75% of the events from the VBF process and 25% of the
events from the ggF process. The BF(h — NLSP+LSP) is set to 10% when showing representative yields
and distributions.

The Z(— vv)y, W(— Iv)y and W(— 7v) samples are generated using MadGraph-5.1.5.12 and Pythia
8.175. The production of single electroweak bosons is generated using Alpgen-0.0.19 [39]] + Jimmy [40]
and Sherpa-1.4.0 [41]], with up to 5 and 3 additional partons respectively. The Alpgen W(— uv), W(— 1v)
and Z(— [l) samples, and the Sherpa W(— ev) and Z(— vv) samples, are all normalized to next-to-
next-to-leading order (NNLO) cross sections [42]. W(— 7v) is a sizable background and high MC
statistics is required in the signal region. A MadGraph sample with a generator-level filter is used for
the signal region, while an unfiltered Alpgen sample is used for the control regions defined in Sec. [5.2]
The diboson samples (WW, WZ, ZZ, Z(— [l)y) are generated using Sherpa with the CT10 PDF set [43]],
and are normalized to next-to-leading order (NLO) cross sections [37|]. The single-top and #f samples
are generated using MC@NLO [44]+Jimmy with the CT10 PDF set, and are normalized to NLO cross
sections [45]]. The process h — yZ with Z — vv is not included since the branching fraction of this
background is very small [0 gig9s X BF(h — Zy) X BF(Z — vv) =936 b X 1.6 x1073 % 0.2 = 0.3 fb] [46].



The propagation of particles in the detector is simulated using GEANT4 [47] within the full ATLAS
detector simulation [48]] for all MC samples except for the signal, Z(— vv)y, W(— lv)y and W(— 1v)
samples for which fast simulation based on a parametric response of the calorimeters is used [49]]. The
effect of multiple pp collisions from the same or nearby bunch crossings (in-time or out-of-time pileup)
is included in the MC samples by overlaying minimum-bias events onto the hard-scatter events. The MC
samples are reconstructed in the same way as the data.

4 Event reconstruction

Photons are reconstructed from energy deposited in clusters of cells in the electromagnetic calorimeter.
Photons with || < 2.37 are used. The cluster size is 3 X 5 cells (7 X ¢) in the barrel region and 5 X
5 cells in the end-cap region. The photons for this analysis are required to be unconverted [50], having
no reconstructed tracks matched to the cluster, to reduce the background from electrons misidentified as
photons. The granularity of a cell is 0.025 x 0.025. Any photon pointing to the transition between the
barrel and the end-cap (1.37 < || < 1.52) is not considered.Quality requirements are applied to reject
bad quality clusters (clusters with dead cells or cells with distorted signal) or clusters consistent with
calorimeter noise. Photons are flagged as bad if they have energy deposited in a narrow 1 X ¢ window
or if they are formed from energy deposits that are inconsistent with originating from a pp collision,
based on the time of bunch crossing and energy deposition. Identification requirements are made based
on shower shapes in the various layers of the electromagnetic calorimeter. Two types of identification are
defined, loose and tight [|51]|. The tight selection has stronger constraints on the discriminating variables
and helps reduce backgrounds from 7° mesons decaying to photons. The signal photon is required to
be tight. The signal photon is also required to pass a calorimeter isolation requirement: The transverse
energy (E;fo) in the photon cone with radius AR of 0.4 (AR = +/(An)? + (A¢)? = 0.4 around the photon
cluster), not including the photon cluster, corrected for pileup and energy leakage is required to be less
than 5 GeV [52]. The signal photon is also required to be track isolated: The ratio of the scalar sum pr
of all tracks in the photon cone with radius 0.2 to the photon pr is required to be less than 0.05. Signal
photons are required to be unconverted and have pr > 40 GeV.

Electrons are also reconstructed from energy clusters in the electromagnetic calorimeter. The same
quality criteria applied to photons are applied to electrons. The ‘medium’ working point defined in
Ref. [53}/54] is modified for 2012 data conditions and is used, which requires track-cluster matching and
requirements on track hits, along with loose selections on the cluster variables. Electron candidates are
required to have pr > 7 GeV and || < 2.5. Muons are reconstructed by combining ID tracks with
segments in the MS using the STACO algorithm [55]. Muon candidates are required to have pr > 6
GeV and || < 2.5. Object specific energy scale and resolution corrections and identification efficiency
corrections are applied to MC objects based on measurements with data.

Jets are reconstructed from three-dimensional clusters using the anti-k, algorithm [56] with a radius
parameter of 0.4. The clusters are calibrated, weighting differently the energy deposits arising from the
electromagnetic and hadronic components of the showers. Area corrections described in Ref. [57] are
applied to account for the effects of pileup. Only jets with pr > 20 GeV and || < 4.9 are considered.
Quality criteria are applied to jets, and events with bad jets consistent with noise in the calorimeter or
non-collision background are vetoed. In order for a jet to be considered for the jet veto (see Sec.[5.2)), at
least half of the summed pr of tracks matched to the jet must be associated with tracks originating from
the primary vertex (for jet || <2.4), or the jet must have pr >50 GeV. The primary vertex is defined as
the vertex with the highest sum of p% of tracks associated to it. These requirements suppress jets from
pileup pp interactions.

Potential ambiguities between reconstructed photons, leptons and jets are resolved by using an over-
lap removal procedure. The signal photon is identified first, and all objects overlapping with the signal



photon are removed. Jets within the signal photon cone of radius 0.2 are removed. An electron within a
jet cone of radius 0.2 is considered to be an electron and the jet is removed. A jet with an electron within
an annulus with radius between 0.2 and 0.4 is retained and the electron is removed. A similar annular
overlap removal procedure is applied to muons and the remaining jets.

Missing transverse momentum is defined to be the negative vectorial sum of the transverse momenta
of the reconstructed electrons, muons, photons, jets and the calorimeter clusters not associated with these
objects [58] and its magnitude is denoted by ErTniSS. The EITIliSS can be calculated using clusters calibrated
at electromagnetic (EM) scale or clusters calibrated individually based on the reconstructed objects they
belong to. In this paper EITniSS refers to the calculation with calorimetric clusters at EM scale, unless
otherwise specified. This choice is made to be consistent with the trigger.

5 Event selection

5.1 Triggering

A combined photon plus E?i” trigger is used to select events. At the EF level, the photon pr threshold
is 40 GeV and the ET"™ threshold is 60 GeV. The trigger selections are the most appropriate for this
analysis as the signal is mostly in the region of low photon pr and E7™. A substantial portion of the
signal events populate the region where the trigger efficiency is not 100%. The efficiency is measured as
a function of the offline photon p7 and E?iss in data and the measurement is used to correct the trigger
simulation.

The trigger efficiency is separately measured for the photon and E‘;‘iss as functions of offline photon
pr and EITni“, and the two are multiplied to obtain the total trigger efficiency. The photon trigger efficiency
is determined as a function of the photon pr using triggers with lower pr thresholds [59]. The photon
trigger is fully efficient for photon py > 43 GeV. To study the E?i“ efficiency, the photon cluster
selection is replaced with an electron cluster selection, as the difference between a photon and an electron
cluster is negligible when calculating the E?i” at trigger level. The sample is obtained with an electron
trigger and is required to have an electron with pr > 40 GeV and at least two jets. It is dominated by W(—
ev)+jets events. Corrections are made for other backgrounds (e.g. y+jets and multijet backgrounds). The
E?i“ trigger starts to become efficient for E?i“ of about 50 GeV and becomes fully efficient for E?iss of
about 90 GeV.

5.2 Event selection requirements

The baseline event selection requires events to first pass standard data-quality requirements (accounted
for in the calculated integrated luminosity of the data), and pass the combined photon plus E?i“ trigger
described in Sec. The selected primary vertex must have at least 5 associated tracks. The values of
both calibrated and uncalibrated E%‘iss must be greater than 50 GeV. At least one tight isolated photon
with pr > 40 GeV is required. Only unconverted photons are used in order to reduce the background
from electrons misreconstructed as photons (primarily from W boson decays). If more than one such
photon exists in the event, the highest p7 photon is defined to be the signal photon candidate. At least
two jets are required with pr > 40 GeV and at least one jet pair must have m;; > 400 GeV and |An;;| >
3.0, where mj; is the invariant mass of the two jets and |Azn;;| is the magnitude of the separation of
the two jets in 1. This is done to loosely select the VBF signature. If more than one pair satisfies
these requirements, the pair with the highest invariant mass is considered for further selections described
below.

For the signal region, the validation region and most of the control regions, events with a lepton
are vetoed in order to reduce electroweak backgrounds. Events are also vetoed if they have more than
one selected non-VBF jet with pr > 30 GeV and 7 in the range spanned by the VBF jets, as the VBF
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Table 1: Cutflow for data and GMSB signal (myrsp , mrsp) = (100, 0) GeV for the signal region as
described in Sec. Uncertainties are statistical only.

Requirement Data (myrsp , mesp) = (100, 0) GeV signal

Data quality and trigger 1.53x 107 337+4

Good vertex 1.53x 107 336+4

EMss > 50 GeV 1.26x 107 27943

Selected photon pr > 40 GeV 7.41% 10° 128+2
VBE m; >400 GeV and |An;;| >3.0  3.17x 10* 96.4+1.9
VBF jet pr > 40 GeV 6870 58.0£1.5
Lepton veto 6040 57.2+1.5
< 1 non-VBF jet 4620 50.4+1.4
|AG(ER'SS, VBF jet)|i > 1.4 600 30.1x1.1
IAG(E™S, non — VBF jet)|pin < 2.0 565 28.2+1.0
OPV 425 27.6+1.0
17| =50 GeV 337 26.9+1.0
IAG(EDS, y)] <1.8 100 21.6+0.9
VBF m;; >600 GeV and |Az;;| >4.0 50 14.6+0.7

Higgs-boson signal has less QCD radiation between the VBF jets than the background processes. To
reduce the background from y+jets and multijet events, the azimuthal angle between the E ?iss and either
of the VBF jets, [A@(ET™, VBF jet)|nin must be >1.4, and the azimuthal angle between the E™* and
the closest non-VBF jet (if there is one), [AG(ER"™, non — VBF jet)|yin, must be < 2.0, as described in
Sec.5.2.11

Following the above requirements, the phase space is divided into regions based on the angle between
the photon and E‘Tniss (see Fig.[2) and the kinematic quantities that distinguish VBF production (m;; and
|An;;| shown in Figs. [3| (a) and (b) respectively). These regions are used for the combined y+jets and
multijet background estimation (described in Sec. [6.3).

e Region B : 400 GeV < m;; <600 GeV or 3.0 < |An;;| <4.0, and |A¢(E‘Tniss,y)| <1.8

e Region D : 400 GeV < mj; <600 GeV or 3.0 < |Ap;;| <4.0, and |A¢(E‘T“i”,y)| > 1.8 (rich in
y+jets and multijet backgrounds)

Lastly, the selected photon is required to be between the VBF jets in 7 (outside photon veto or OPV),
and the magnitude of the vector sum py of all jets and photons in the event, | ﬁTTOTl, is required to be >
50 GeV to balance E7"*°. After these two final selections, regions A and C are defined. Region A is the
signal region. TableEI shows the cutflow for data and the GMSB (m)?o, m¢) = (100, 0) GeV signal point.

e Region A : m;; >600 GeV, [An;;| >4.0 and |A¢(ErTniSS,y)| < 1.8 (signal region)
e Validation region : 400 GeV < m;; <600 GeV or 3.0 < |An;;| <4.0, and |A¢(E1Tniss, v) <1.8

e Region C : mj; >600 GeV, |An;;| >4.0 and |A¢(E%1iss,y)| > 1.8 (rich in y+jets and multijet
backgrounds)

5.2.1 Event selection optimization

Most selection requirements were optimized using the validation region, since this region has similar
kinematics to region A but with fewer expected signal events. Each selection requirement was chosen
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Figure 2: Division of phase space for the combined y+jets and multijet background estimate.
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Figure 3: (a) VBF m;; and (b) VBF |An ;| distributions after all requirements in the combined signal and
validation regions. The ‘Others’ contribution comprises of top and diboson (WW, WZ, ZZ) production.
The filled and the hashed regions represent the background yield and the statistical uncertainty on the
total background respectively. The black dashed histogram shows the (myrsp , mrsp) = (100, 0) GeV
)/+ErTniss signal. The shape of the combined y+jets and multijet background in the signal region are
taken from region B, as described in Sec.[6.3] The expected combined y+jets and multijet background is
obtained using the ABCD method as described in Sec. @ assuming no signal in the CR.
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Figure 4: (a) The |A¢(E¥‘iss, v)| distribution with the requirement on it removed and (b) the E%‘iss distri-
bution in the validation region. The ‘Others’ contribution comprises of top and diboson (WW, WZ, ZZ)
production. The filled and the hashed regions represent the background yield and the statistical uncer-
tainty on the total background respectively. The black dashed histogram shows the (myrsp , mrsp) =
(100, 0) GeV )/+E‘TIliss signal. The arrow at 1.8 in (a) indicates the requirement on |A¢>(E$iss, v)| used to
define the validation region. The rightmost bin in (b) includes overflow. The expected combined y+jets
and multijet backgrounds in (a) is obtained using the ABCD method as described in Sec. [6.3] assuming
no signal in the CR.

to give the highest S/ VB in this region, where S (B) is the number of signal (background) events. Fig-
ures a) and Ié—_lkb) show the |A¢(E$iss, v)| and E?iss distributions in the validation region. All selection
requirements were optimized; a few important requirements are highlighted here.

The electroweak background is almost flat in |A¢(E$iss,y)|, while the y+jets and multijet events
are mostly in the high |A¢(ErTniSS,y)| region, as shown in Fig. E| (a). This EITniSS in y+jets and multijet
events arises from mismeasurement of jets opposite to the photon in azimuth. Figure [d(b) shows the
E‘Tniss distribution in the validation region. The signal is concentrated at low ErT"iSS; the E‘T‘rliss threshold is
set to 50 GeV to match the trigger threshold.

A selection on |A¢(Emlss VBF jet)|min 1s applied to remove y+jets and multijet events. Flgure [a)
shows that most of the y+jets and multijet events are concentrated at low |A¢(Emm VBF jet)|min, since
they have significant Em‘“ due to jet mismeasurement. A requirement of |A¢(EmlSS VBF jet)|in =21.4is
optimal for the analys1s Figure [b) shows the distribution of background events at high IAQS(E“[llss non—
VBF jet)|min where there is very little signal. The y+jets and multijet events at high
|A¢>(E¥ﬁ“, non — VBF jet)|min values are due to a too large measured value of the pr of a non-VBF jet.
The requirement [AG(EL™, non—VBF jet)|yin < 2.0 is optimal for the analysis. This requirement is fixed
in a higher statistics region, obtained by relaxing the requirement |[A¢(ET", VBF jet)|nin 21.4.

6 Background estimation

The sources of backgrounds are outlined in Table [2] and described in the following sections. Table [3]
summarizes the requirements used to define the signal region, the QCD validation region and the various
control regions.
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Figure 5: (a) |A¢(E$iss, VBF jet)|min and (b) |A¢(EIT“iSS, non — VBF jet)| i, distributions in the validation
region, with the selection requirement on the plotted variable removed. The ‘Others’ contribution com-
prises of top and diboson (WW, WZ, ZZ) production. The filled and the hashed regions represent the
background yield and the statistical uncertainty on the total background respectively. The black dashed
histogram shows the (myrsp , mrsp) = (100, 0) GeV y+E¥liSS signal. The arrows in (a) and (b) indicate

the requirements on |A¢(ErTniss, VBF jet)|min and |A¢(ErTniss, non — VBF jet)| i, respectively to define the
validation region.

Table 2: Summary of backgrounds and estimation methods. The dominant backgrounds are normalized
to control regions (CR) in data.

Background Distributions Normalization
W(— ev) W(— ev) MC with e — y misidentification rate from data Data CR
W/Z + jets W/Z + jets MC with jet— y misidentification rate from MC Data CR
Wy/Zvy MC Data CR
Top and diboson MC MC
v + jets and multijet Data CR Data CR




6.1 W/Z + jets

The W/Z + jets backgrounds are modeled using a misidentification rate for e— vy (Sec. [6.1.1), jet— y
(Sec.[6.1.2)), or 7 — 7, and an overall normalization of the MC using W(— ev) + jets data (Sec. [6.1.3).
The total rate for a jet to fake a photon is approximately (2.5 + 0.3) x 10™* for hadronic jets, and
(4.2 + 1.6) x 107 for jets from 7 lepton decays. These rates were derived separately in MC before
applying the VBF selection and are not used to obtain the background from jets misidentified as photons.
The rate of tight photons in a loose photon sample is used instead, as described in Sec.[6.1.2]

6.1.1 Electrons misidentified as photons: W(— ev) + jets

The rates of electrons misidentified as photons are derived from data as a function of pr and |n|. These
rates are applied to electrons in the W(— ev) + jets MC sample. The sample is normalized to data in
the electron control region (see Sec. [0.1.3). The e— y misidentification rate is obtained using a tag-
and-probe method based on Z(— ee) events. Events are selected using an electron trigger, and the tag
electron is required to pass tight criteria, to be isolated, and to be matched in AR to the electron trigger
object that triggered the event. The probe electron/photon is required to be outside the cone of radius
0.4 of the tag electron and the tag-probe system is required to have an invariant mass consistent with the
mass of the Z boson (71 GeV < m,, < 101 GeV). The misidentification rate is defined as the ratio of the
number of probe photons to the number of probe electrons in the sample. This sample is dominated by
Z — ee events, and the effect of backgrounds is negligible. The misidentification rate is on average 1%
in the barrel region and 2% in the end-cap region.

6.1.2 Jets misidentified as photons: W(— uv, tv) + jets, Z(— pu, 7, vv) + jets

The rate at which a jet is misidentified as a photon is obtained from W/Z+jets MC. Direct photons from
the underlying event and final state radiation are modeled with MC and not included in the calculation
of the misidentification rate. The misidentification rate is obtained before applying the baseline VBF
selection. The rate is measured using a sample with loosely identified photon candidates, and is applied
to loosely identified photons in the W/Z+jets MC samples with all other selection requirements applied.

The misidentification rate is calculated and applied separately for jets from quark or gluon hadroniza-
tion and for jets from 7-lepton decays. A photon candidate within a cone of radius 0.2 from a generated
7 lepton is considered to be from the hadronic decay of a 7 lepton, while photon candidates outside the
T-lepton cone are assumed to result from other jets. Such a separation is not applied to W(— uv) and
Z(— pu, vv) samples since the misidentified photons are assumed to come from jets and not from a 7
lepton decay.

6.1.3 Electron control region

An electron control region is defined to normalize the W/Z+jets MC samples in our signal region. A
tight isolated electron is required instead of a signal photon, while keeping all other selections fixed.
The selected events are dominated by W(— ev) + jets events. To estimate the small jet background in
this region (< 3% of the total background), the electron identification is loosened while still requiring
the electron to be isolated, giving a sample rich in jets misidentified as electrons. A jet-to-electron
misidentification factor, defined as the ratio of data after subtracting the EW background contributions in
the tight isolated sample to the loose sample, is obtained after requiring the loose VBF selections, m; >
400 GeV and |Anj;| > 3.0. This jet-to-electron misidentification factor is used to scale down the loose
sample obtained after all event selections for the electron control region, to obtain the jet background
contribution.



In order to fix the normalization of W/Z+jets backgrounds using this control region, the jet back-
ground and non-W(— ev)+jets backgrounds (estimated from MC) are subtracted from the data. The
W(— ev)+jets MC sample is then scaled to match the data in each electron control region. The pro-
cedure fixes the W(— ev)+jets MC to the data, and fixes the remaining W/Z+jets normalizations using
both the W(— ev)+jets data and the production rates relative to this process. The normalization factors
are obtained in a W(— ev) + > 2 jets and are applied to a sample of W/Z + > 3 jets where one of the
jets fakes a photon. The extrapolation uncertainties are negligible and the other W/Z+jets backgrounds
are small. The normalization factors are obtained separately in the signal-like electron control region (e
A) and the corresponding regions e C, e D, and e B. These regions are defined with the same selection
as regions A, B, C and D, except with the photon replaced by an electron. The normalization factor is
0.90+0.06 for region e A and 0.93+0.05 for e B.

6.2 W(— ev,uv,mv) +y and Z(— vv,ee, uu, 77) +y

The W + v and Z(— vv) + vy background contributions are obtained using a MadGraph lvy sample
generated in a VBF phase space. The other Z + y background contributions are obtained from Sherpa
samples.

A lvy data control region is defined to obtain the normalization for W(— [v) + y events, split into
subregions lvy A, lvy B, lvy C, and lvy D. It requires events to fail the lepton veto and have a tight,
isolated lepton, with all other analysis selections unchanged. The normalization factor of W/Z+jets
backgrounds is fixed using the electron control region as described in Sec.

The non-W/Z+y backgrounds are obtained using MC and subtracted from the data. The normaliza-
tion factor is obtained by calculating the ratio of this difference to the W/Z+y MC estimate. The regions
Ivy A and lvy C (high mj; and |An;;| regions) are combined to obtain the normalization factor for regions
A and C. Similarly regions vy B and Ivy D (lower m;; and |An;;| regions) are combined to obtain the
normalization factor for regions B and D. The normalization factors are 1.33+0.42 for regions A+C and
1.17+0.27 for regions B+D.

6.3 7y + jets and multijet

The combined y+jets and multijet background contribution (including all sources with no significant
EIF“iSSat production) are obtained from data, using an “ABCD” method. The phase space is divided based
on the OPV, p?OT, mjj, |An;;l, and the angle between the photon and E?iss. Figure |2| illustrates this
division. Regions A, B, C and D were defined in Sec. @

Regions D and C are rich in y+jets and multijet events, since at large |A¢(E¥‘i“,y)| a missing or
under-measured jet can be the source of ErTniSS, as shown in Figure @ The combined y+jets and multijet
contributions in regions D and C are defined as the number of observed data events in each region, after
subtracting the number of expected background events from the other sources.

The expected combined y+jets and multijet events in regions D and C are normalized with the same
scale factor ppcp, to obtain the combined y+jets and multijet background in regions B and A respec-
tively. The shape of the combined y+jets and multijet background in the signal region shown in Fig-
ures [7(a), [7(b) and [§[(b), and is taken from region B. The use of a common scale factor is tested in a
y+jets validation region (VR) defined by inverting the |A¢(Efrni“, VBF jet)|min requirement while keep-
ing all other cuts fixed. The ratio of the number of events in VR y+jets B to those in VR y+jets D is
multiplied by the number of events in VR y+jets C; the result differs from the number of events in VR
y+jets A by a factor of 1.16 + 0.25; the statistical uncertainty of + 0.25 from this measurement is taken
as the systematic uncertainty for the expected combined y+jets and multijet background in the signal
region. In the statistical fit used to obtain the final result, the combined y+jet and multijet normaliza-
tion pocp is constrained by the number of observed events in regions B and A and is obtained from a
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Table 3: Summary of requirements for various regions. All other analysis requirements are the same for
all the regions.

Requirements Main analysis  Electron CR lyy CR y+jets VR
EM object(s) Photon Electron Photon + lepton Photon
|AG(ERSS, VBF jet)|in >14 >14 >1.4 <14
mj; <600 GeV or |[An;;| <4.0, [A¢(ET™,y)| < 1.8 B eB lvyB y+jets B
mj; > 600 GeV, |An;;| > 4.0, OPV, pT°" >50 GeV and A eA vy A y+jets A

IAG(EF™, y)| < 1.8

simultaneous fit of the control and signal region, as described in Sec.

7 Systematic uncertainties

The systematic uncertainties on the background and signal yields are described below and summarized
in Table [

The electron control region is used to obtain the normalization factors for the W/Z+jet backgrounds
in each of the four regions A, B, C and D; resulting in an uncertainty of 6% on the W/Z+jet background
yield in the signal region. The /vy control regions are used to obtain the normalization factors for the
W/Z+y background; resulting in an uncertainty of 31% on the W/Z+y background yield in the signal
region. The statistical uncertainty on the ¢ — y misidentification rate leads to a 5% uncertainty on the
W(— ev) background in the signal region. The electroweak backgrounds due to jets faking photons
are very small and determined from MC. An uncertainty of 100% is assigned on the probability for a
simulated jet to be misidentified as a selected photon, based on a study comparing data to MC photon
identification and isolation fake rates in the electron control region with loose cuts after the VBF baseline
selection. An uncertainty of 100% is assigned to the W(— uv) and W(— tv) backgrounds when the
photon comes from the underlying event. This leads to an uncertainty of 0.2 events and 0.17 events on
the W(— wv) and W(— 7v) background estimates respectively. The relative uncertainties on Z+jets and
W(— uv) background yields are greater than 100%, but the absolute uncertainties on these backgrounds
are much smaller than the total expected background.

Since the combined y+jets and multijet background is obtained from a fit to the data with the elec-
troweak backgrounds subtracted, the normalization uncertainty on these backgrounds leads to an (anti-
correlated) uncertainty on the combined y+jets and multijet background estimate. There is also a sys-
tematic uncertainty on the combined y+jets and multijet background in the signal region due to the
assumption that the combined y+jets and multijet background scales the same way in region AC as in re-
gion BD. This uncertainty is 25% on the estimate in the signal region, as found from the QCD validation
region (Sec. [6.3).

The photon trigger efficiency uncertainty is negligible. The E‘T’fliss trigger efficiency is obtained from
data and MC by studying W(— ev)+jets events with an electron having pr > 40 GeV, and at least two
jets. The efficiency curves are also studied using events with other topologies. Events with (a) no jets,
(b) two jets satisfying the VBF topology and (c) transverse mass of the electron - EITIliSS system, mr >
50 GeV, are used to obtain separate efficiency curves. The final yield is compared using the different
efficiency curves, leading to an uncertainty on the signal efficiency of < 2%. This uncertainty is applied
to all signal models considered.

The uncertainty on both the jet energy resolution and the jet energy scale [[60]] leads to an uncertainty
of 4% and 7% respectively on the signal efficiency. The uncertainty on both the photon energy scale and
photon energy resolution leads to an uncertainty of 1% respectively on the signal efficiency.

11



Table 4: Summary of the systematic uncertainties on the number of events for the (myrsp , mrsp) =
(100, 0) GeV )/+E‘T’fliss signal and background in the signal region. The ‘Others’ background consists of
top and diboson (WW, WZ, ZZ) production. The last column shows the breakdown of the systematics
on the signal yield in the signal region. The total uncertainty is calculated by adding all the uncertainties
in quadrature. Correlations between the control and signal regions are not taken into account in the
calculation of the total uncertainty shown here.

Systematic Z(=wy | W=y | Z(=w) | Z(=11) | W(—ev) | W(—puv) | W(— 1v) | Others | y+jets | Signal
W/Z+jets norm. 0 0 0.02 0.01 0.64 0.01 0.25 0 0.28 0
W/Z+y norm. 0.19 22 0 0 0 0 0 0 0.28 0
e — vy misid. rate 0 0 0 0 0.54 0 0 0 0 0
jet— y misid. rate 0 0 0.28 0.24 0 0.01 0.42 0 0 0
MC vy rate 0 0 0 0 0 0.2 0.17 0 0 0
Trigger efficiency 0.01 0.14 0.01 0 0.21 0 0.08 0.01 0 0.29
ABCD 0 0 0 0 0 0 0 0 35 0
Jet energy resolution 0.03 0.22 0.28 0 0.43 0.09 0.18 0.14 0.28 0.58
Jet energy scale 0.02 0.5 0.28 0.02 1.2 0.08 0.17 0.22 0.14 1.0
7y energy resolution 0.01 0.07 0 0 0 0 0.19 0 0 0.15
7y energy scale 0.02 0.22 0.01 0 0 0 0.19 0 0 0.15
Cross section 0 0 0 0 0 0 0 0 0 0.8
Total 0.2 23 0.48 0.24 1.5 0.24 0.65 0.26 35 1.2

The signal production is divided into ggF and VBF production channels. The uncertainties on the
NLO normalization factors result in an uncertainty of 42 fb on the ggF cross section, and an uncertainty
of 33 fb on the VBF cross section, leading to an uncertainty of 50 fb (5.3%) on the total cross section.
These normalization factor uncertainties were obtained by changing the renormalization and factorization
scales by a factor of +2.

8 Results and interpretation

The expected number of signal events in the signal region, assuming BF(h — NLSP + LSP) = 10%,
is shown in Figure @ The distributions of my, v pr, |A¢(E¥‘i“,y)| and Efr“i“ are shown in Figures.
[8] after applying all signal region selections and background normalization factors; my is defined as

mr = \/2 E; EITniSS[l — cos A¢(Eme“,y)] . The combined y+jets and multijet distribution in the signal
region is taken from the y+jets validation region and scaled to the expected combined y+jets and multijet
background yield in the signal region. The distributions are not used in setting limits, only the numbers of
events. In particular, the number of selected photons and other distributions based on a second-leading-
pr photon, are not used for the search.  Table [5]shows the expected number of background and signal
events, as well as the observed data events, in the signal region and the various control regions. The
combined y+jets and multijet yields in y+jets A and region B are defined as the number of observed
data events in y+jets A and region B, after subtracting EW background events in the respective regions.
Thus the total background agrees with data in y+jets A and region B by construction. The expected
background events in e A and /vy A are shown before applying the obtained normalization factors. A
simultaneous fit to the regions B and A is used to derive the combined y+jets and multijet background
and signal yields. The combined y+jets and multijets background and signal in regions B and A are both
included in the fit and constrained by the number of observed events in the two regions. Table [] shows
the results of the signal+background fit for the reference signal point, (myrsp , mrsp) = (100, 0) GeV.
The best fit value of the signal yield corresponds to a BF of 11.6% + 10.9%. Table /| shows the results of
the background-only fit in the combined CR+SR. The significance of the excess of observed data over
the expected SM backgrounds is 1.10~. The combined y+jets and multijet background is higher after the
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Figure 6: Expected number of signal events (assuming BF(h# — NLSP+LSP) = 10%) in the signal region
for different NLSP and LSP masses. The vertical line separates signal final states of yy+ER"™ (left) from

y+E%1iSS (right).
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Figure 7: (a) Transverse mass (my) and (b) photon pr distributions in the signal region. The ‘Others’
contribution comprises of top and diboson (WW, WZ, ZZ) production. The filled and the hashed regions
represent the background yield and the statistical uncertainty on the total background respectively. The
black dashed histogram shows the (myrsp , mrsp) = (100, 0) GeV )/+EITniss signal. The rightmost bin in
(a) and (b) includes overflow.
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Table 5: Summary of expected background and signal yields, along with the statistical and systematic
uncertainties, in various control and signal regions. The expected combined y+jets and multijet back-
ground is obtained using the ABCD method as described in Sec.[6.3] assuming no signal in the CR. The
‘Others’ background consists of top and diboson (WW, WZ, ZZ) production. The systematic uncertain-
ties are obtained by adding the various uncertainties in quadrature. Correlations between the control and
signal regions are not taken into account in the calculation of the total uncertainty shown here.

SR Region B y+jets A e A vy A
W(— ev) 10.7+0.7+1.5 245+1.0+33 52+04+0.6 956 + 53 £ 133 | 0.02 +£0.01 +0.00
W(— uv) 021 +0.1£0.24 14+13+03 | 0.1 +0.06+0.06 0 0.66 +£0.17 £ 0.09
W(— 1v) 42+0.8+0.6 47+26+24 1.7+06+0.8 62 +3.4+37 09+05+0.33
W(— lv)yy 72+£05+23 11.9+0.6 +4.1 360312 40+03+0.2 600404
Z+jets 0.52+028+054 | 3.7+£35+35 0 123+7.1+29 0
Z+y 061+0.05+02 | 261414 1.1 £0.8+0.8 0 0.37 £ 0.37 £ 0.09
Others 0.68+04+026 | 26+0.8+0.6 0.8+04=+0.6 99.8 £5.1 +4.0 20+£0.7+0.8
y+jets and multijet 139+ 1.7+35 266+22+08 | 31.5+£6.7+2.0 37+ 11 +36 0
Total background 380+£22=+45 78+54+7 44 +68+28 1170 £ 55 + 143 100+1+09
Data 50 78 44 1079 12
(myrsp , mrsp) (100, 0) GeV 146 +0.7+1.2 85+0.6+0.6 30+03+0.5 03+0.1+0.1 | 0.11 £0.06 +0.07
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Control region

Signal region

Observed events 78 50
Fitted events 78.0+74 50.0 + 8.1
Fitted Z(— vv)y events 0.71+0.2 0.62+0.21
Fitted Z(— 77)y events 1.9+12 0.0+0.0
Fitted W(— lv)y events 11.9+42 72+24
Fitted Z(— vv) events 0.02 = 0.01 0.28+092
Fitted Z(— 77) events 3.6+34 0.24f§:§j
Fitted W(— ev) events 245+ 3.7 107+ 1.8
Fitted W(— uv) events 1.4+0.2 0.21*92¢
Fitted W(— 7v) events 47+24 42+0.8
Fitted Others events 2.6+0.6 0.68 +0.27
Fitted y+jets and multijet events 16.8*17¢ 8.841%0
Fitted (myysp, mrsp) = (100, 0) GeV events 9.9+9.7 17.0 £ 159

Table 6: Signal+background fit of regions B and A for (myrsp, mrsp) = (100, 0) GeV signal showing the
best fit values and uncertainties for the background and signal events. The ‘Others’ background consists
of top and diboson (WW, WZ, ZZ) production. The fit includes the correlation of uncertainties between
the control and signal regions.

fit than the expectation in the SR as seen in Table [5] because of the excess of observed data in the SR.

Figure E] and Table E] show the expected and observed limits on the (o-/0s 31) X BF(h — NLSP+LSP)
at 95% confidence level (CL) for the monophoton and and diphoton signal samples, obtained using the
CL; method [61]] with an Asimov approximation, implemented in HistFitter [[62]. The 10 and +20
excursions of the expected limit in absence of signal are shown for all model parameters considered. The
observed limit is higher than the expected limit for all signal points since the number of events observed in
the signal region (50) is larger than the number of events expected from background processes (38). For
instance the observed limit on (o-/0 s 31) X BF(h — NLSP+LSP) for the reference signal (myrs p, mrsp) =
(100, 0) GeV (0.33) seen in Table[§] is approximately 20~ higher than the best fit value (0.12 + 0.11) which
corresponds to the best fit signal yield (17.0 + 15.9 events) seen in Table[6] Figure[I0[shows the observed
limits for different NLSP and LSP masses. Although the analysis was optimized for a )/+ErTniSS search,
strong upper limits are obtained on the branching fraction of the Higgs-boson to NLSP+LSP particles
leading to a )/)/+EIT’“iSS final state.

9 Conclusion

A search has been performed for Higgs-boson decays to neutralinos and gravitinos, using VBF Higgs-
boson production and a final-state signature of at least one photon, E?iss, and two VBF jets. The full
2012 8 TeV pp dataset from the ATLAS detector at the LHC was studied, corresponding to an integrated
luminosity of 20.3 fb~! . The search was optimized for 1 — ¥°G — y G G signal leading to a y + Emiss4

jJj final state, and also applied to models with 7 — )?3)?? - y)?(l) )?(1) leading to a y + ETmiSS+ JjJ final

state, and h — ¥9%5 — y v X X} leading to a yy + EXSS+ jj final state. After all selections, the number
of events observed agree with the SM backgrounds within uncertainties. The limits obtained are similar
to or stronger than indirect limits from the Higgs-boson coupling measurements, and are the first direct
limits on these Higgs-boson decays.
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Figure 9: Observed and expected limits for various NLSP and LSP masses for (a) monophoton signals
and (b) diphoton signals. The green and yellow bands show the +10 and +2¢" excursions of the expected
limits respectively
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Control region

Signal region

Observed events 78 50
Fitted events 79.6 +7.2 432 +44
Fitted Z(— vv)y events 0.72 £ 0.16 0.74 +0.19
Fitted Z(— 77)y events 2.0+09 0.0+0.0
Fitted W(— lv)y events 11.9+3.0 8.6+2.2
Fitted Z(— vv) events 0.02 +0.01 0.25%04¢
Fitted Z(— 77) events 42 +2.7 0.28 £0.24
Fitted W(— ev) events 249 + 2.7 114+1.3
Fitted W(— uv) events 1.5+02 0.25+02¢
Fitted W(— 1v) events 51+22 45+0.6
Fitted Others events 2.7+0.5 0.75+0.21
Fitted y+jets and multijet events 265+ 1.8 164 +34

Table 7: Background-only fit of regions B and A showing the best fit values and uncertainties for the
background events. The ‘Others’ background consists of top and diboson (WW, WZ, ZZ) production.

The fit includes the correlation of uncertainties between the control and signal regions.
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Figure 10: Observed limits for various NLSP and LSP masses. The black squares indicate the generated

signal points that are used for interpolation.
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Slgnal myrsp (GCV) Mmysp (GCV) 95% CL Obs. 95% CL EXptig
y+EDSS 65 0 0.78 0.47°017
y+ESS 70 0 0.64 0.4070-15
y+EDs 80 0 0.54 0.337012
y+EMs 90 0 0.43 0.267 019
y+ES 100 0 0.33 0.2070:97
y+EDs 110 0 0.28 0.1775:0¢
y+EMs 120 0 0.26 0.16 0
y+ES 65 10 0.59 0.37+0 0
y+EDs 70 10 0.66 0.407015
y+Ems 80 10 0.41 0.25+0:10
y+ES 90 10 0.38 0.23700
y+EDs 100 10 0.31 0.197007
y+Ems 110 10 0.25 0.14+0:9
y+ES 65 20 0.73 0.4570-18
y+EDs 70 20 0.58 0.3670 10
y+Ems 80 20 0.57 0.37+:18
y+ES 90 20 0.38 0.2370%
y+EDs 100 20 0.35 0.217508
y+Ems 65 30 0.79 0.48+0-1%
y+ES 70 30 0.89 0.57+29
y+EDis 80 30 0.53 0.337008
y+EMs 90 30 0.53 0.330.15
y+ES 65 40 1.10 0.6970:2
y+EDs 70 40 1.35 0.84+039
y+EMs 80 40 1.09 0.6770%
y+EDS 70 50 2.82 173709

yy+Emss 1 0 0.29 0.17+50
yy+EDSS 10 0 0.25 0.14+0:9¢
yy+EDSS 20 0 0.30 0.18+0:07
yy+Emss 30 0 0.29 0.18%0.07
yy+EDSS 40 0 0.29 0.17+5:9
yy+EDSS 50 0 0.24 0.1575:0¢
yy+Emss 60 0 0.21 0.13+94
yy+EMSS 11 10 8.69 5.56+1%
yy+EDSS 20 10 0.24 0.14700
yy+EDiss 30 10 0.25 0.1670
yy+EMSs 40 10 0.26 0.15+0:9
yy+EDSS 50 10 0.22 0.1470%
yy+Emss 60 10 0.21 0.13003
yy+EDSs 21 20 28.48 17.47+%%
yy+EDSS 30 20 0.21 0.1370%
yy+Emss 40 20 0.23 0.13003
yy+EDSs 50 20 0.25 0.1570:%
yy+EDSS 60 20 0.23 0.14700
yy+EDss 31 30 21.87 14.10+463
yy+EDSs 40 30 0.34 0.23+0:08
yy+EDSS 50 30 0.18 0.11750%
yy+EDss 60 30 0.21 0.137003
yy+EDSS 41 40 15.44 9.735%
yy+ERSS 50 40 0.80 0.517 13
yy+Emss 60 40 0.30 0.1877:9
yy+EDSS 51 50 51.26 3764755
yy+Emiss 60 50 4.26 2.30703)
yy+EDSs 61 60 60.67 37.71%1838

Table 8: 95% CL observed and expected limits on (o/osy) X BF(h — NLS P + LS P) for all the signal
points. The +1 o excursions of the expected limit are also shown for all the signal points.
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