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1 Introduction
The simultaneous discovery by ATLAS and CMS of a neutral boson with a mass close to
125 GeV during the first LHC run [1, 2] not only motivates the measurement of its proper-
ties, but also the studies of the related scalar sector nature. Extensions of the scalar sector of the
standard model (SM) predict the existence of additional Higgs bosons. A simple scenario is the
two Higgs doublet model (2HDM), where a second doublet of complex scalar fields is added to
the minimal SM scalar sector lagrangian. The generic 2HDM potential [3] has a large number
of degrees of freedom. Assuming the preservation of the electromagnetic gauge symmetry, the
CP invariance on the bosonic sector of the theory, the choice of the custodial phase and the
suppression of the tree-level flavour-changing neutral currents, the number of free parameters
is reduced to six. If the twisted custodial symmetry is considered, the free parameters of the
theory are the mass of the Higgs bosons h (mh), the mass of the pseudoscalar A (mA), the triplet
mass mT defined by the masses of the charged Higgs bosons (mH

±) and the CP-even state H
(mH), the ratio of the vacuum expectation values tan β, and the mixing angle α between the two
CP-even eigenstates. In the non-twisted custodial symmetry scenario, e.g. characteristic of the
MSSM scalar sector, A and H are exchanged, leading to a mass triplet mT : mH

± ∼ mA.

Several Higgs boson mass hierarchies are possible. The MSSM-like hierarchy implies a heavy
pseudoscalar while other studies [3–5] have shown that an inverted mass hierarchy (im2HDM)
with a heavy H and a light pseudoscalar is possible and well motivated. This is illustrated in
Fig 1 (left).

This work follows the previous search on a similar topic [6], where a pseudoscalar and a Z/γ∗

boson (henceforth simply denoted Z boson) are decay products of a heavier H boson. This
situation is described in the context of the twisted custodial symmetry. An example of the
branching fractions of H and A, calculated with 2HDMC [7] for mH = 300 GeV and mA = 200
GeV, is shown in Fig 1 (right). The branching fractions show a large dependency on β− α, and
in the limit where cos(β− α) is close to zero, the decay of the heavier neutral boson to a Z and
a lighter boson is among the largest.
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Figure 1: Left: 2HDM hierarchies considered in this search. Right: Branching fractions of the H
and A bosons, for tan β = 1.5, mH = 300 GeV, mA = 200 GeV and m2

12 = 41538 GeV2.

In the 2HDM, the dependency of the neutral boson couplings to the gauge bosons is given by:
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ghVV

gSM
hVV

= sin(β− α),
gHVV

gSM
hVV

= cos(β− α). (1)

In the limit cos(β− α) = 0, the boson h behaves exactly as the SM higgs boson, and the heavy
H is decoupled from the gauge bosons. This alignment limit scenario is favoured by the mea-
surement of the couplings of the 125 GeV boson [8]. The branching fractions of the H and A
bosons are shown in Fig. 2 (left) for cos(β − α) = 0.01, mA = 200 GeV and mH = 300 GeV,
with respect to the value of tan β. In the tan β range between 0.5 and 1.5 [8], the decay mode
H → ZA is largely dominant. The decay mode A → bb is significant above tan β ∼ 0.5 (and
dominates above tan β ∼ 1), i.e. where the coupling to the top quarks becomes sufficiently
small. In the context where cos(β− α) ∼ 0 and 0.5 < tan β < 1.5, the decay modes H → ZA
and A → bb are particularly interesting experimentally, and therefore define the final state
considered in this work.

The decay of the Z boson into a pair of muons or a pair of electrons, together with the dominant
decay of the A boson into a pair of b quarks, leads to the final state composed of a pair of
same-flavour and opposite-sign leptons in association with a pair of b jets. The equivalent
Next-to-Next-to-Leading-Order (NNLO) cross section evaluated with SusHI [9] and 2HDMC
for different values of mA and mH is shown in Fig. 2 (right). It assumes the soft Z2-breaking
mass to be m2

12 = m2
H±

tan β
1+tan β2 , tan β = 1.5, mt = 173.2 GeV and αs(mZ) = 0.117 . The cross section

reaches at most 500 fb for the lowest values of mA, and mH typically below 500 GeV. It drops
quickly as either the mass of the A or H boson increases. The increase of cross section observed
around mH ∼ 350 GeV corresponds to the range where the top quarks involved in the gg→ H
coupling (through the top-quark loop) become on-shell.
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Figure 2: Left: Branching fractions of the H and A, for cos(β − α) = 0.01, mH = 300 GeV,
mA = 200 GeV. Right: Cross section of pp→ H→ ZA→ llbb (in fb).

Several SM processes with a production cross section relatively large compared to that of the
signal yield the final state. The background process with the largest cross section is the Drell-
Yan (DY) pp→ Z+jets. First, there are pp→ Z+jets events with jets from initial-state radiation
initiated by the emission of b quarks, and second, light and c jets have a non negligible prob-
ability to be tagged as originating from a b quark, and therefore mimick the signal signature.
The other dominant background process is the production of top-antitop quark pairs (tt), each
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decaying into a W boson and a b quark. Finally, background processes with a smaller cross
section are also considered: single-top, ZZ and Zh.

In this work, the background level is controlled in a partly data-driven manner as described
below by measuring the background in a control region, and extrapolating it in the signal re-
gion using the simulated prediction. This follows to some extent the approach adopted in [6]
and fits the needs given the available statistics from the 2015 Run II data taking.

Thirteen signal hypotheses are defined from particular choices of mA and mH. The Higgs
bosons mass choices (henceforth denoted HH

A with H and A in GeV) are H300
50 , H300

100, H300
200,

thenH500
50 ,H500

100,H500
200,H500

300,H500
400, and finallyH800

50 ,H800
100,H800

200,H800
400 andH800

700.

For each HH
A , a signal region SH

A is defined in the plane formed by mbb and mllbb (henceforth
denoted P) as a rectangle centered onHH

A . The size of SH
A is set to three times the experimental

resolution. At small Higgs boson masses, the experimental width of the signal is driven by
the detector resolution, while for higher masses (or large mass gap between mA and mH), the
natural width may be dominant. The experimental resolution is typically 15% of the Higgs
boson masses. In addition, each SH

A is also defined by a restriction on the invariant mass of
the two opposite charge and same flavour leptons, which has to be between 75 and 105 GeV, in
order to reduce the tt contamination.

Correspondingly, control regions CH
A = P − SH

A are used to control the background level nor-
malization. The condition that invariant mass of the two opposite-charge and same-flavour
leptons is between 60 and 120 GeV is applied as an additional constraint on all CH

A . The estima-
tion of the background normalization is done by fitting the mll distribution in CH

A .

The evaluation of the background contamination in each SH
A using the comparison of data and

the prediction from theory in CH
A allows to establish the upper limit on the cross section of

pp→ H→ ZA→ l+l−bb for eachHH
A .

Section 2 of this note describes the experimental apparatus and the set of simulated event sam-
ples used in this work. Section 3 describes the event reconstruction and selection, Sec. 4 details
the background control and lists the systematic uncertainties, and finally the results and the
conclusions are found in Sec. 5 and Sec. 6 .

2 CMS detector and simulated samples
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap
sections. Forward calorimeters extend the pseudorapidity (η) [10] coverage provided by the
barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in
the steel flux-return yoke outside the solenoid. The first level (L1) of the CMS trigger system,
composed of custom hardware processors, uses information from the calorimeters and muon
detectors to select the most interesting events in a fixed time interval of less than 4 µs. The
high-level trigger (HLT) processor farm further decreases the event rate from around 100 kHz
to less than 1 kHz, before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [10].

The samples of the signal events for different mA and mH, as well the samples of background
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events, are modeled using various event generators, and can be compared with the recorded
data thanks to the CMS response simulation based on GEANT 4.

The thirteen signal samples, each corresponding to one HH
A , are produced at tree-level using

MADGRAPH aMC@NLO 5.2.2.3 [11] interfaced with the parton shower (PS) generator PYTHIA

8.2 [12]. The parton distribution function (PDF) is NNPDF 2.3 lo 4F [13], and the factorization
and renormalization scales are estimated dynamically. The shower tune is the CUEPT8M1,
derived from the MONASH tune [14]. Only one partonic multiplicity is considered in the ME
calculation, hence no ME+PS merging technique is needed. The justification of this choice
is that the uncertainties on initial-state radiation modeling is expected to be negligible in the
context of this study. The value of tan β is set to 1.5, and that of cos(β − α) to 0.01, and the
width of each Higgs boson is predicted by the matrix-element calculation. As an illustration,
the width of the H boson is, for tan β = 1.5: ΓH ∼ 6 GeV for H300

50 , ΓH ∼ 230 GeV for H800
50

and ΓH ∼ 15 GeV for H800
700. The cross section of each signal sample [15] is the product of the

NNLO cross section for the process pp→ H calculated with SusHI and the branching fractions
estimated with 2HDMC.

There are two dominant background processes to be considered. First, the production of a
Z boson in association with a pair of b quarks. This process has been studied at Tevatron
and with the LHC Run I data by both CMS and ATLAS, and is shown to be correctly de-
scribed by the most recent simulation tools if the two b jets are sufficiently hard and well sepa-
rated [16–18]. This process is modeled using MADGRAPH aMC@NLO 5.2.2.3 interfaced with
PYTHIA 8.2, using the matrix-element (ME) calculation of pp → l+l− + 0, 1, 2 partons at Next-
to-Leading-Order (NLO) in QCD. The merging of the ME+PS description is done with the FxFx
scheme [19], based on a merging scale of 30 GeV. The PDF used is NNPDF 3.0 nlo. The nor-
malization is set to the NNLO production cross section in QCD [20].

The second dominant background process in this study is the production of a pair of top
quarks, each providing naturally a b jet and either jets or a lepton and missing transverse en-
ergy. The tt background is simulated with POWHEG v.2 interfaced with PYTHIA 8.2. The PDF
in that case is NNPDF 3.0 nlo (with αs(MZ) = 0.118). The normalization is set to the NNLO
(+NNLL) production cross section in QCD [21].

Other background processes with a smaller impact in this study are present as well. The s-
and t-channels of the single top production is modeled with MADGRAPH aMC@NLO 5.2.2.3
interfaced with PYTHIA 8.2, in the 4-flavour numbering scheme, i.e. not including the b quarks
as initial states of the involved Feynman diagrams. The PDF used is NNPDF 3.0 nlo. The pro-
duction cross section of both channels is estimated at the NLO precision in QCD [22, 23]. The
associated tW process is modeled using POWHEG v.2 interfaced with PYTHIA 8.2 in the 5-flavour
numbering scheme. The PDF in that case is NNPDF 3.0 nlo, the production cross section is es-
timated at NNLO in QCD [24, 25]. The diboson process involving two Z bosons, one decaying
into a pair of leptons, and the other decaying into a pair of quarks is modeled at NLO with
MADGRAPH aMC@NLO 5.2.2.3 interfaced with PYTHIA 8.2, with up to one parton in the ME
calculation. The PDF in that case is NNPDF 3.0 nlo. The production cross section is evaluated
at the NLO in QCD. The production of the 125 GeV h boson through the Higgstrahlung process
Zh, with h→ bb is also considered as a background. The modeling is this process is carried out
using POWHEG v.2 interfaced with PYTHIA 8.2 with NNPDF 3.0 nlo as PDF. The production
cross section is calculated including NNLO QCD and NLO EW corrections [26].

Additional piled-up interactions (PU) per bunch crossing are included in the simulation to
match the PU distribution observed in data.
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3 Event reconstruction and selection
The first step of this search is the online selection of the events based on the dilepton triggers.
The study is based on the 2015 Run D dataset, totalizing 2.3 fb−1 of integrated luminosity. Be-
sides loose identification and isolation criteria, the lepton candidates are required to have a
sufficiently large transverse momentum (pT). In both the muon and electron cases, the thresh-
olds are asymmetric: 17 and 8 GeV for the first case, 17 and 12 GeV for the second case.

The final selection of electrons [27] and muons [28] relies on the particle-flow (PF) [29, 30] event
algorithm output. The PF algorithm reconstructs and identifies each individual particle with
an optimized combination of information from the various elements of the CMS detector. The
energy of electrons is determined from a combination of the electron momentum at the primary
interaction vertex as determined by the tracker, the energy of the corresponding ECAL cluster,
and the energy sum of all bremsstrahlung photons spatially compatible with originating from
the electron track. The transverse momentum of muons is obtained from the curvature of the
corresponding track.

Both electrons and muons are required to have at least 20 GeV of pT and be within the η range
|η| < 2.4. The origin of the leptons must be compatible with the primary pp interaction (iden-
tified as the vertex with the largest quadratic sum of its constituent tracks pT). This is done by
imposing that the distance of closest approach between the vertex and the lepton track is less
than or equal to five times the sum of the vertex and track position resolution. Both leptons
must fulfill an isolation condition, computed using the PF technique. The isolation of the muon
(electron) is defined as the ratio (R) between the scalar sum of pT or energy of PF objects in a
cone of 0.4 (0.3) around the muon (electron), divided by the pT of the lepton. The isolation is
corrected for the contamination from PU interactions occurring at each bunch crossing. R must
be at most 0.25 for the muons, while for the electrons it is at most 0.035 in the barrel region
(|η| < 1.479), and 0.064 in the endcap region (1.479 < |η| <2.4). The lepton reconstruction
and identification efficiency differences observed between the data and the simulation require
defining a correction factor (Cl) to be applied on the simulation to compensate for these differ-
ences as a function of the lepton pT and η.

The distribution of the invariant mass of the two leptons (mll) is shown in Fig. 3. The dimuon
case (left) shows an excellent agreement between data and prediction from theory. The small
discrepancy observed between 80 and 95 GeV in Fig. 3 (right) comes from a slight misestimation
of the electron energy scale .

Jet momentum is determined as the vectorial sum of all PF particle momenta in the jet, built
with the anti-kT algorithm [31, 32], using a jet radius of 0.4. Only jets with at least pT > 30
GeV and η <2.4 are retained for the analysis. The reconstructed jet momentum is found from
simulation to be within 5% to 10% of the true momentum over the whole pT spectrum and
detector acceptance. An offset correction is applied to jet energies to take into account the
contribution from additional proton-proton interactions within the same bunch crossing. Jet
energy corrections are derived from simulation and are confirmed with in situ measurements
of the energy balance in dijet and photon+jet events. Additional selection criteria are applied
to each event to remove spurious jet-like features originating from isolated noise patterns in
certain HCAL regions. Jets quality criteria require less than 90% of the neutral electromagnetic
(EM) and hadronic deposits to come from neutral particles and that the jet be composed of two
or more objects. Additionally, tight jets are required to have a charged hadron fraction and
multiplicity greater than zero as well as a charged EM fraction smaller than 99%.

The b tagging of the reconstructed jets is realized through the use of the new version of the
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Figure 3: Left: invariant mass distribution for the dimuon system. Right: same for the electrons.
The brown shaded band is the MC statistical uncertainty, and the error bars is the data statistical
uncertainty.

Combined Secondary Vertex (CSV) algorithm, prepared for the Run II, which combines in one
output the long lifetime and heavy-flavour characteristics of the b hadrons. It is an MLP-based
discriminator, which uses among others the secondary vertex mass, the multiplicity of charged
particles associated to the secondary vertex, the flight significance associated to the secondary
vertex and the energy of charged particles associated to the secondary vertex divided by the
energy of all charged particles associated to the jet. The b tagging efficiency difference observed
between the data and the simulation requires defining a correction factor (Cb) to be applied on
the simulation to compensate these differences, as a function of the jet pT, η and flavour. The
discriminant distribution (output of the CSV algorithm) obtained from the two leading jets in
the dilepton events with at least two jets is shown in Fig. 4, prior to Cb application. In this
analysis, jets are tagged as originating from a b quark if the CSV discriminant is higher than
0.8.
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Figure 4: B-tagging discriminant for the leading jet (left) and subleading jet (right) in pT, for
Z+>=2 jets. The brown shaded band is the MC statistical uncertainty, and the error bars are
the data statistical uncertainty. No Cb is applied on the simulation to match the data.
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Figure 5: From left to right, and top to bottom: pT of the leading jet; pT of the sub-leading
jet, η of the leading jet; η of the sub-leading jet. The brown shaded band is the MC statistical
uncertainty, and the error bars is the data statistical uncertainty. The distributions are obtained
after the fit on the background.

4 Background control and systematic uncertainties
As discussed in Sec. 1, the signature of the events of interest for this work is defined by the pres-
ence of two opposite-charge and same-flavour leptons, as well as two jets tagged as originating
from a b quark. For eachHH

A , a fit is performed in CH
A to match the background processes to the

data. The fit is performed using the invariant mass of the dilepton system, which allows the
distinction between the DY (dominated by the associated production of a Z boson and a pair
of b quarks) and the tt components.

The rescaling factor obtained from the fit, together with the resulting statistical and systematic
uncertainties, are propagated into SH

A , and the comparison between the data and the predicted
background processes is used for a statistical interpretation either in terms of agreement be-
tween the data with the SM prediction, or with a particular signal hypothesis. Typically, the
scaling factor for the DY process is close to -20%, while the one for the tt is -5%, and it remains
stable from one CH

A choice to another. The pT of the two leading jets ordered in pT and their η
distribution, after fitting the predictions from theory to the data in one of the control regions,
are shown in Fig. 5.

Different sources of systematic uncertainties are considered in the background fitting proce-
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dure:

• The uncertainty on the jet energy corrections (JEC) and resolution, which aligns the
measured and the generated jet momentum. The JEC uncertainties are evaluated by
applying a 1-σ deviation with respect to the default correction factors.

• The uncertainty on the b tagging of the jets is obtained by varying Cb on the pre-
dictions from theory by one standard deviation (up and down). The b-tagging scale
factor variation is taken to be correlated with the c-mistag scale factor variation,
while the light scale factor variation are considered uncorrelated.

• The uncertainty on PU is obtained by varying the hypothesis on the minimum bias
cross section by 5%.

• The uncertainty on the luminosity (2.7%).

• The uncertainty on the lepton reconstruction and identification efficiency is obtained
by varying Cl by one standard deviation. Typically, this leads to a 2% effect on the
event acceptance.

• The uncertainties on the predictions from theory for the dominant backgrounds are
obtained as follows. The shape uncertainty on the factorization and renormalization
scales is obtained by varying them by a factor two, independently, excluding the
variations {µF, µR}: {×2, /2} and {/2,×2} [33, 34]. The shape uncertainty on the
PDF is estimated in the same way, running on the PDF replicas of the NNPDF 3.0
PDF set. For both cases, an envelope is computed, and the respective upper and
lower limits represent the shape uncertainties for the predictions from theory. The
uncertainty on the normalization is directly deduced from the uncertainties of the
cross sections described in Section 2, and impacts the background fit independently
from the PDF and scale shape uncertainties.

The comparison between data and the prediction from theory for the distribution of mbb and
mllbb are shown in Fig. 6, together with the uncertainty band resulting from the quadratic sum
of the systematic uncertainties discussed above. In addition, the predictions for the signal
shape forH500

300 andH300
100 are shown in overlay.

5 Results
This work aims at finding new resonances in the l+l− + 2 b jets final state, which may cor-

respond to a 2HDM Type II signature from the process pp → H → ZA. This search is done
for three choices of mH and for each of them, between three and five hypotheses of mA are
considered. For each SH

A definition, corresponding to one HH
A hypothesis, the upper limits are

computed on the basis of two histograms. First, the mll distribution in CH
A , and second, the

1-bin content in SH
A . The dielectron and dimuon contributions are summed. The calculation of

the limits done on that basis is used to derive model-independent limits on the cross section
of a new signal. These limits are valid for models in which the width does not impact the effi-
ciency and acceptance of the signal in SH

A compared to that of the simulated samples used to
derive the model-independent limits. This means that the Higgs bosons widths must be either
small compared to the typical 15% resolution on the Higgs boson masses, or smaller than the
widths corresponding to the generated samples used to compute the limits (width criterion).

The expected and observed limits are shown for each HH
A in Fig. 7. The green and yellow

shaded bands represent the 1- and 2-σ uncertainty bands. For mH = 300 GeV, the expected
limit on σ × BR ranges from ∼ 200 fb to ∼ 1 pb. For mH = 500 GeV, the expected limit is
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Figure 6: The distribution of the mbb (left) and mllbb (right). The shaded bands show the
quadratic sum of the systematic uncertainties, and the error bars show the data and MC statis-
tical uncertainties added quadratically. The predictions for the signal shape for H500

300 and H300
100

are shown in overlay.

generally lower, from around 80 fb for the lowest mA hypothesis, up to reaches ∼ 250 fb for
large mA. The situation is similar for mH = 800 GeV. An interesting aspect is that for H800

50 the
sensitivity degrades due to the increasing collinearity of the two jets tagged as originating from
a b quark. The observed limits, for each HH

A , are in agreement with the expected limits. The
CLs criterion [35, 36], used to determine at 95% confidence level (CL) the upper limits on the
signal cross section, are derived with the asymptotic method reported in [37].

In comparison to the results from the similar studies done with the data accumulated during
the first LHC Run [6], the model-independent limits are not as stringent in this case. The reason
for this is a trade-off between the change of the parton (essentially gluon) luminosity with the
increase of the center-of-mass energy at Run II, and a ratio close to one order of magnitude
between the respective integrated luminosities in Run I and Run II.

The predicted cross section of pp→ H→ ZA→ l+l−bb is also shown, for tan β = 0.5, 1 and 1.5
(for mH = 300 GeV), tan β = 1 and 1.5 (for mH = 500, 800 GeV). The predictions for tan β = 0.5
are not shown forH800/500

x because they do not fulfill the width criterion discussed previously.
The uncertainty band is obtained by adding quadratically the PDF and scale uncertainties.
The PDF uncertainty is estimated by comparing the cross sections obtained with CT10 [38],
NNPDF 3.0 and MMHT [39]. The scale uncertainty is deduced by varying the factorization
and normalization scales by a factor 2, independently. It turns out that over the entire set of
tested masses, three points can already be excluded so far. These areH300

50 for tan β =1 and 0.5,
H500

50 for tan β =1 and 1.5, andH500
100 for tan β =1.

6 Conclusion
This note describes the search for the signature of the process pp → H → ZA → l+l−bb ,

using the Run II data recorded by the CMS detector in 2015, for a total integrated luminosity
of 2.3 fb−1. The experimental final state is composed of a pair of opposite-charge and same-
flavour leptons with mll between 75 and 105 GeV, and two jets tagged as originating from a b
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Figure 7: Limit on the σ× BR(H → ZA)× BR(Z → ll)× BR(A → bb), for mH = 300, 500, 800
GeV. The predicted production cross section of pp → H → ZA → l+l−bb are also shown for
different values of tan β.
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quark. For a series of mA and mH hypotheses, a rectangular signal region and a complementary
control region are defined in the plane formed by mbb and mllbb. The search is performed by
counting events in each signal region. For each mass hypothesis, the normalization of the stan-
dard model background processes is done on data in the control region, and propagated into
the signal region. At this stage, no significant deviations from the standard model expectation
are observed for mH = 300, 500 and 800 GeV.

Model-dependent interpretations are also presented in the context of the Type-II 2HDM, with
cos(β− α) = 0.01. In this context, the mass hypothesis corresponding to mH = 300 GeV and
mA = 50 GeV is excluded for tan β = 1 and 0.5. The mass hypothesis mH = 500 GeV, mA = 50
GeV is excluded for tan β =1 and 1.5. Finally the mass hypothesis mH = 500 GeV, mA = 100
GeV is also excluded for tan β =1.
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