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1 Introduction
Leptoquarks (LQs) are hypothetical particles proposed to explore the similarities between the
quark and lepton sectors of the standard model (SM). Leptoquarks were initially proposed in
early extensions of the SM, such as Grand Unified theories based on SU(5) and SU(10) [1–
5] like the Pati–Salam model, composite models [6, 7], and technicolor models [8–10]. They
have also been proposed as mediators of interactions between the SM and dark matter [11,
12], and appear in R-parity violating supersymmetry models [13]. Recent results from the
Muon g− 2 experiment show deviations in the experimental value of the anomalous magnetic
moment of the muon, at the level of 4.2σ [14], though the deviation is reduced when updated
lattice quantum chromodynamics (QCD) calculations are considered [15]. A massive LQ could
contribute to the anomalous magnetic moment by mixing with the SM Higgs field [16].

Leptoquarks are electrically charged, color-triplet bosons, either scalar or vector, that carry
baryon number as well as lepton number. They carry fermion number F = 3B + L of 0 or
−2; however, F = −2 LQs can mediate proton decay, and stringent limits from dedicated pro-
ton decay searches have strongly constrained such LQs. Distinctions between different LQs
are based on their SM gauge group transformation properties, giving rise to twelve LQ mul-
tiplets [17]. Only six families do not mediate proton decay. Leptoquarks are labelled as first-,
second-, third-, or mixed-generation based on the SM quarks and leptons with which they
interact.

The quark-LQ-lepton interaction is characterised by the LQ-fermion coupling constants, yLQ
for the scalar case and gLQ for the vector case. In colliders, LQs can be produced singly or in
pairs, or manifest via t-channel exchange. The pair-production channel is dominated by gluon-
gluon fusion, with cross section proportional to the square of the strong coupling (α2

s ). Since
this production mode proceeds via the strong interaction, it is insensitive to the LQ-fermion
coupling, and is responsible for the most stringent bounds at lower LQ masses (mLQ). The
single-production cross section scales as αsy2

LQ, but the channel can be more sensitive than pair
production at high mLQ or yLQ. Finally, the t-channel exchange process, shown in Fig. 1, has
a cross section proportional to y4

LQ, with additional contributions proportional to y2
LQ from the

interference with dilepton production via the Drell-Yan (DY) process. This channel can have
superior sensitivity at very high mLQ, as its cross section decreases more slowly as a function
of mLQ.

Several searches for LQs have been performed by the ATLAS and CMS Collaborations. Lepto-
quarks coupling to τb were studied in Ref. [18], targeting single and pair production as well as
t-channel LQ exchange. Leptoquarks with masses below 1.22–1.88 TeV were excluded for LQ-
b-τ coupling values below 2.5, while an excess with a local significance of 2.8σ was observed
for mLQ = 2 TeV and yLQ = 2.5. The t-channel exchange process is the most sensitive channel
at large mLQ and yLQ, excluding LQs with masses up to 2.3 TeV for yLQ = 3.5. Vector LQs in
ττ final states were studied in Ref. [19]. Limits were set on mLQ as a function of gLQ for two
benchmark scenarios for the right-handed τb coupling matrix. Leptoquark masses of 1–5 TeV
were excluded for all gLQ greater than 1.3 (0.8) - 5.6 (3.2) for the first (second) benchmark sce-
nario. The ATLAS Collaboration excluded LQs coupling to τb with mLQ < 1.49–1.96 TeV in
the pair-production channel [20], as well as placing coupling-dependent limits on the single
production and t-channel exchange of such LQs, up to 1.53(2.05) TeV for scalar (vector) LQs
with yLQ = 2.5 [21]. For LQs coupling to first- and second-generation fermions, the most strin-
gent limits have been set by ATLAS, excluding LQs with masses below 1.8 TeV and 1.7 TeV,
respectively, independent of gLQ and assuming a branching fraction of 100% [22]. Single pro-
duction of first- and second-generation scalar LQs has been studied by CMS [23], in which LQs
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with masses below 1.73 TeV and 530 GeV respectively were excluded, assuming gLQ = 1 and
a branching fraction of 100%. Pair production of first- and second-generation scalar LQs have
also been studied by CMS [24, 25]. First generation scalar LQ masses were excluded up to
1.44 TeV, and second generation scalar LQ masses were excluded up to 1.53 TeV, independent
of gLQ and assuming a branching fraction of 100%.

This note presents the first search for the t-channel exchange of LQs coupling to first- and
second-generation SM fermions, probing scalar and vector LQs with masses in the range 1–
5 TeV. The search uses proton-proton (pp) collision data at

√
s = 13 TeV corresponding to an

integrated luminosity of 138 fb−1, collected by the CMS experiment at the CERN LHC in 2016–
2018. The hypothetical signal process results in the nonresonant production of electron or muon
pairs. It is distinguished from the dominant background of SM DY events using the differential
distributions of the dilepton invariant mass, the angle between the incoming quark and the
outgoing lepton, and the rapidity of the dilepton system. The observed dilepton distributions
are fit with a combination of signal and background templates, both produced by reweighting
SM DY Monte Carlo (MC) events. Following the notation of Ref. [26], three families of LQs
are considered: two scalar doublet families, R2 and R̃2, and one vector triplet family, U3. The
subscripts refer to the dimensionality of the SU(2) representation. Within the R2, R̃2, and U3
families, we search for first-generation and mixed-generation LQs that couple up and down
quarks to electrons and muons. For the scalar doublet families, following Ref. [26], we consider
the case where the LQ couples only to right-handed quark multiplets and left-handed lepton
multiplets (RL). The LQs are assumed to couple to a single quark and lepton, resulting in four
scalar LQ coupling scenarios: two R2 LQs, Seu and Sµu , and two R̃2 LQs, Sed and Sµd , where
the subscripts denote the SM fermions. Similarly, four U3 vector LQs are considered: Veu , Vµu ,
Ved , and Vµd . The SM gauge group transformation properties for the chosen LQ models are
summarized in Table 1. A more detailed review of LQ physics in precision experiments can be
found in Ref. [17]. The R2 LQs appear in potential solutions to the muon anomalous magnetic
moment problem [27], and U3 LQs appear in models that describe scenarios for lepton flavour
violation [28].

Table 1: Properties of the R2, R̃2, and U3 LQs. Specifically, this analysis searches for R2 LQs
with RL couplings and charge 5/3, R̃2 LQs with RL couplings and charge 2/3, and U3 LQs
with charges 2/3 and 5/3.

LQ family (SU(3), SU(2), U(1)) Spin Charge
R2 (3, 2, 7/6) 0 5/3, 2/3
R̃2 (3, 2, 1/6) 0 2/3, −1/3
U3 (3, 3, 2/3) 1 5/3, 2/3 − 1/3

The LQ-quark-lepton interactions are defined by the following terms in the Lagrangian:

L ⊃ g`u ūLγµ`LU5/3
µ + g`dd̄Lγµ`LU2/3

µ + y`u ūR`LR5/3 + y`dd̄R`LR̃2/3 + h.c., (1)

where g`u (g`d) are the vector couplings of the charge 5/3 (2/3) vector U3 LQs to fermions and
y`u (y`d) are the scalar couplings of the charge 5/3 (2/3) R2 (R̃2) scalar LQs to fermions.

2 Analysis strategy
The t-channel LQ exchange occurs in conjunction with the SM DY process, which is the primary
background for this search. This analysis utilizes three variables computed from the dilepton
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Figure 1: Leading order diagrams for SM DY production (left) and t-channel LQ exchange
(right). The LQ amplitude interferes with the Z/γ∗ amplitude.

system: the invariant mass, m`` ; the rapidity y; and cos θ∗ (abbreviated as c∗), the cosine of
the angle between the quark (as opposed to the antiquark) and the lepton in the Collins-Soper
frame [29, 30]. At a pp collider, the direction of the incident quark is unknown, so we in-
stead define an approximation, cos θR ≡

pz
|pz|

c∗ (abbreviated as cR), which uses the fact that the
quark will typically have higher longitudinal momentum than the antiquark, and hence the
longitudinal momentum of the dilepton system will more often align with that of the quark.
The observed distributions in these three variables can be expressed as a convolution of the
underlying differential cross section:

f (mr
`` , yr, cR) = C

∫
dm`` dy dc∗R(m

r
`` , yr, cR; m`` , y, c∗)ε(m`` , y, c∗)

d3σ

dm`` dy dc∗
(2)

where the superscript r distinguishes reconstructed variables from generator-level variables,
C is a normalization constant, R is a resolution function that incorporates detector resolution
and parton shower effects, and ε is an efficiency function. Since the convolution is a linear
function of the cross section, σ, the resulting reconstructed distribution can be expressed as a
sum of convolutions of different contributions to the total cross section. The linearity allows
the expected observation for a given signal hypothesis to be represented as a sum of templates
that are individually independent of the parameters of interest. Specifically, the parton-level
differential cross section of the SM DY process can be written as:

[
dσ

dc∗
(m2

``)

]
DY

∝
3
8

{
(1 + c2

∗) + A4c∗ +
A0

2
(
1− 3c2

∗
)}

, (3)

where A4 and A0 are the standard dimensionless coefficients parametrizing the angular dis-
tribution of the DY process [31, 32]. This form of the angular distribution is general for any
spin-1, s-channel process. The first two terms correspond to the leading order (LO) in QCD,
and the third term corresponds to next-to-LO (NLO). The coefficients A0 and A4 are functions
of m`` , the transverse momentum (pT) and y of the dilepton system. Measurements of A0
probe higher-order corrections in perturbative QCD, whereas A4 is directly related to the SM
forward-backward asymmetry, AFB = (σF − σB)/(σF + σB) = 3

8 A4, where σF and σB are the
cross sections for forward (c∗ > 0) and backward (c∗ < 0) events, respectively.

The leading-order doubly differential cross section for t-channel exchange of a scalar LQ can
be expressed as [26],
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d2σ

dm``dc∗
∝

[
d2σ

dm``dc∗

]
DY

+ y4
LQNS

LQ(pure)(m``)

 1− c∗

1− c∗ +
2m2

LQ

m2
``


2

+ y2
LQNS

LQ(int)(m``)

 (1− c∗)2

1− c∗ +
2m2

LQ
m2

 ,

(4)

and the differential cross section for a vector LQ exchange can be expressed as,

d2σ

dm``dc∗
∝

[
d2σ

dm``dc∗

]
DY

+ g4
LQNV

LQ(pure)(m``)

 1 + c∗

1− c∗ +
2m2

LQ

m2
``


2

+ g2
LQNV

LQ(int)(m``)

 (1 + c∗)2

1− c∗ +
2m2

LQ

m2
``


(5)

where NS,V
LQ(pure) and NS,V

LQ(int) are functions of m`` . The first LQ-specific term corresponds to pure
t-channel LQ exchange, while the second term corresponds to the interference of the t-channel
LQ exchange with the SM Z/γ∗ diagram.

Following a similar approach to that in Ref. [30], the templates are histograms binned in three
variables (m`` , cR, and y), constructed from simulated SM DY events that are reweighted using
functions of the generator-level variables to represent each of the terms in Eqs. (4) or (5). A max-
imum likelihood fit of a linear combination of the templates to the observed data is performed
to extract the signal and background parameters, namely A0, A4, and either yLQ or gLQ. The
template construction is described in more detail in Section 7. Each of the eight combinations
of spin and coupling to SM fermions is probed separately.

3 The CMS detector and event reconstruction
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside
the solenoid. A more detailed description of the CMS detector, together with a definition of the
coordinate system used and the relevant kinematic variables, is reported in Ref. [33, 34].

Events of interest are selected using a two-tiered trigger system. The first level, composed of
custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [35]. The second
level, known as the high-level trigger (HLT), consists of a farm of processors running a version
of the full event reconstruction software optimized for fast processing, and reduces the event
rate to around 1 kHz before data storage [36].

A particle-flow algorithm [37] aims to reconstruct and identify each individual particle in an
event, with an optimized combination of information from the various elements of the CMS
detector. The energy of photons is obtained from the ECAL measurement. The energy of elec-
trons is determined from a combination of the electron momentum at the primary interaction
vertex as determined by the tracker, the energy of the corresponding ECAL cluster, and the
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energy sum of all bremsstrahlung photons spatially compatible with originating from the elec-
tron track. The energy of muons is obtained from the curvature of the corresponding track. The
energy of charged hadrons is determined from a combination of their momentum measured in
the tracker and the matching ECAL and HCAL energy deposits, corrected for the response
function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is ob-
tained from the corresponding corrected ECAL and HCAL energies. The primary vertex is
taken to be the vertex corresponding to the hardest scattering in the event, evaluated using
tracking information alone, as described in Section 9.4.1 of Ref. [38].

Muons are measured in the range |η| < 2.4, with detection planes made using three technolo-
gies: drift tubes, cathode strip chambers, and resistive-plate chambers. The single-muon trig-
ger efficiency exceeds 90% over the full η range, and the efficiency to reconstruct and identify
muons is greater than 96%. Matching muons to tracks measured in the silicon tracker results
in a relative pT resolution of 1% in the barrel and 3% in the endcaps for muons with pT up to
100 GeV, and of better than 7% for muons in the barrel with pT up to 1 TeV [39].

The single-electron trigger efficiency is approximately 80% over the full η range, and the effi-
ciency to reconstruct and identify electrons is greater than 65% for electrons with pT > 20 GeV.
The momentum resolution for electrons with pT ≈ 45 GeV from Z → ee decays ranges from
1.7–4.5%. It is generally better in the barrel region than in the endcaps, and also depends on
the bremsstrahlung energy emitted by the electron as it traverses the material in front of the
ECAL [40].

For each event, hadronic jets are clustered from these reconstructed particles using the infrared
and collinear safe anti-kT algorithm [41, 42] with a distance parameter of 0.4. Jet momentum is
determined as the vectorial sum of all particle momenta in the jet, and is found from simulation
to be, on average, within 5–10% of the true momentum over the whole pT spectrum and detec-
tor acceptance. Additional pp interactions within the same or nearby bunch crossings (pileup)
can contribute additional tracks and calorimetric energy depositions, increasing the apparent
jet momentum. To mitigate this effect, tracks identified as originating from pileup vertices are
discarded and an offset correction is applied to correct for remaining contributions [43]. Jet
energy corrections are derived from simulation studies so that the average measured energy
of jets becomes identical to that of particle level jets [44]. In situ measurements of the momen-
tum balance in dijet, photon+jet, Z+jet, and QCD multijet events are used to determine any
residual differences between the jet energy scale in data and in simulation, and appropriate
corrections are made [44]. The missing transverse momentum vector (~p miss

T ) is defined as the
negative vector pT sum of all the particle-flow candidates in an event, and its magnitude is
denoted as pmiss

T [45]. The ~p miss
T is modified to account for corrections to the energy scale of the

reconstructed jets in the event.

4 Simulated event samples
Various MC event generators are used to simulate the SM background processes. The DY sam-
ples are generated at NLO in QCD with up to two extra partons using MADGRAPH5 aMC@NLO [46]
v2.2.2 (v2.6.0) for samples corresponding to the 2016 (2017–2018) data-taking period. The par-
ton shower, hadronization, and quantum electrodynamics final-state radiation are simulated
with PYTHIA v8.226 (v8.230) [47], using the FXFX merging scheme and parton shower tune
CUETP8M1 (CP5). The NLO NNPDF 3.0 parton distribution functions (PDFs) [48, 49] are used
for all three data-taking periods.

Additional backgrounds include diboson production (WW, WZ, ZZ), photon-induced dilep-
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ton production (γγ → ``), top quark pair production (tt), and single top quark production
in association with a W boson (tW). The tt and tW backgrounds are generated at NLO us-
ing POWHEG v2.0 [50–53], and interfaced to PYTHIA with the CUETP8M2T4 [54] (CP5) tune
for the 2016 (2017–2018) data-taking period. The diboson background samples are gener-
ated at NLO, with ZZ → ``` ′` ′, ZZ → ``νν, and WW → `ν`ν processes generated using
POWHEG and WZ → qq``, WZ → ```ν and ZZ → qq`` processes generated using MAD-
GRAPH5 aMC@NLO. All diboson samples are showered using PYTHIA and tune CUETP8M1
(CP5) for the 2016 (2017–2018) data-taking periods. The tt, tW, and diboson backgrounds use
the NNPDF 3.0 (3.1) PDFs for 2016 (2017–2018) data-taking periods. The photon-induced back-
ground, γγ → ``, is simulated using the CEPGEN [55] implementation of LPAIR [56, 57],
interfaced to PYTHIA v6.429 [58], using the Suri-Yennie proton structure function parametriza-
tion [59]. This contribution is split into three parts because the interaction at each proton vertex
can be elastic or inelastic.

The cross sections for the WZ and ZZ samples are normalized to the NLO predictions calcu-
lated with MCFM 6.6 [60], while the cross sections of the WW samples are normalized to the
next-to-NLO (NNLO) predictions [61]. The total cross section for the tt process is normalized to
the prediction with NNLO accuracy in QCD and next-to-next-to-leading-logarithmic accuracy
for the soft gluon radiation resummation calculated with TOP++ 2.0 [62].

Leptoquark signal samples are generated using the SLQrules package [63]. These samples are
used only for cross checks on the LQ template method.

The detector response for all MC samples is simulated using GEANT4 [64]. The pileup distri-
bution in simulation is weighted to match the one observed in data.

5 Event selection
Events are required to have two leptons of the same flavor and opposite charges. The dimuon
and dielectron events are selected by single-muon and single-electron triggers, respectively.
The leading muon and electron pT requirement for all three years is 40 GeV. The subleading
lepton is required to have pT > 15 GeV. The events selected by the triggers are reconstructed
and required to satisfy a number of offline requirements. All muons are required to be within
the acceptance of the muon system (|η| < 2.4), and all electrons must be within |η| < 2.5,
excluding the barrel-endcap transition region of the ECAL (1.44 < |η| < 1.57). Additionally, to
remove cosmic ray-induced events, the azimuthal angle (φ) between the two muons is required
to differ from π by more than 5 mrad.

Each reconstructed muon is required to pass identification criteria that are based on the num-
ber of hits observed in the tracker, the response of the muon detectors, and a set of matching
criteria between muon track parameters, as measured by the inner tracker and muon detec-
tors. To suppress nonprompt muons coming from heavy-flavor decays, both muons must be
isolated from other particles in a cone of size ∆R = 0.3, where ∆R =

√
(∆η)2 + (∆φ)2 refers

to the distance from the muon to a given track. More details on the muon identification and
reconstruction used in this analysis can be found in Refs. [39, 65].

The reconstructed electron candidates are required to pass identification criteria that are based
on electromagnetic shower shape variables. Electrons originating from photon conversions are
suppressed by requiring that the candidates have at most one missing inner tracker hit and not
be consistent with being part of a conversion pair. Electrons are also required to be isolated
from other particles within a cone of size ∆R = 0.3. The electron isolation criteria are based
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on the ratio of the electron pT to the sum of energy deposits associated with the photons as
well as with the charged and neutral hadrons reconstructed by the particle-flow algorithm.
More details on the electron reconstruction and identification criteria used in this analysis are
described in Ref. [40].

Events in the signal region must have m`` > 500 GeV. We do not apply any selection criteria
based on pmiss

T , nor do we veto events containing b-tagged jets. In Ref. [30], which considered
events with m`` > 170 GeV, these cuts were applied to suppress backgrounds that contain the
decays of top quarks; in this analysis, such backgrounds are suppressed by the m`` > 500 GeV
requirement. Moreover, we retain sensitivity to some LQ scenarios producing b jets in the final
state, as predicted by some models that could explain lepton flavour universality violation
using mixed-generation LQs [66].

6 Backgrounds
The dominant background comes from DY events, and the subdominant background consists
of fully leptonic decays of tt events. Backgrounds from tW events, diboson processes and ττ
leptonic decays are also included. All of these backgrounds are well modeled in simulation.
The estimated event yields of the tt, tW, ττ and diboson backgrounds are validated in data in
a control region of eµ events.

An additional background arises from events where one or more jets are incorrectly identified
as leptons, primarily W+jets events and events composed uniquely of jets produced through
the strong interaction, referred to as QCD multijet events. Such events are referred to as MisID
events. This background is larger for the ee channel than for the µµ channel. A technique
based on control samples in data is employed to estimate this background. A small fraction of
the background comes from t-channel photon-induced dilepton production, which is modeled
with MC simulation as well. For the dimuon (dielectron) channel, the background consists of
approximately 85% (82%) DY, 10% (9%) tt, 5% (4%) diboson, and 0.5% (5%) MisID events.

The MisID background is estimated from data using the “misidentification rate” method [67,
68]. The misidentification rate is defined as the probability of a jet, having been reconstructed
as a lepton candidate, to pass the lepton selection requirements. This rate is measured in a
sample with two reconstructed leptons from a Z boson decay and an additional, potentially
misidentified lepton. The two leptons corresponding to a Z decay are required to pass the
lepton identification requirements and have an invariant mass within 7 GeV of the Z boson
mass [69]. The third lepton candidate is used as a probe to measure the misidentification rate.
This third lepton candidate is required to pass a less stringent set of identification and isolation
requirements than the full selection requirements of the analysis. The MisID background can
then be estimated from control samples of data events with two lepton candidates: one sam-
ple in which one lepton fails the full selection requirements which would model the W+jets
events, and another sample in which both leptons fail the requirements, whch would model
the QCD multijet events. Events from this sample are assigned weights based on the expected
misidentification probability of the failing lepton candidates. Contamination of this sample by
lepton pairs from DY and other prompt processes is subtracted using MC simulation. These
reweighted events are used to estimate the yield and shape of the MisID background.

The MisID background estimation is validated in a control region with the same selection cri-
teria as the signal region, except the lepton pairs are required to have same-sign rather than
opposite-sign charges. A large fraction of the events in this control region stem from misidenti-
fied jets. In the ee channel, there is a significant contribution to this sample from opposite-sign
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DY events where the charge of one of the electrons has been incorrectly assigned. The rate of
charge misassignment in simulation is corrected using a sample of dilepton events near the Z
peak with 70 < m`` < 110 GeV. The MisID background estimate as well as MC estimates of
other backgrounds are compared with the observed yield of same-sign events. A cR-dependent
correction to the MisID background estimate is derived using the ratio of the MisID estimate
to the number of observed same-sign events minus other backgrounds. The uncertainty in
this correction is calculated as the quadratic sum of the statistical uncertainties from the lim-
ited sample size, uncertainty in the number of DY pairs reconstructed as same-sign pairs, as
well as a systematic uncertainty reflecting possible differences in shape between same-sign and
opposite-sign MisID estimates.

The ττ , tW, tt , and diboson backgrounds are validated in data using eµ events. The eµ control
region has the same selection criteria as the signal region, except that events are required to
have one muon and one electron rather than a pair of the same flavor. The muon is required
to have pT > 40 GeV and pass the single-muon trigger, and the electron is required to have
pT > 15 GeV. The MisID background is also present in this eµ control region and is estimated
using the misidentification rate technique previously described. Good agreement is observed
between the simulated and observed yield of eµ events across the entire mass range.

Because diboson events are produced via electroweak processes, they are expected to have a
small forward-backward asymmetry in their lepton pairs; tt events are also known to have an
asymmetry, but it is too small to be detected using leptons alone [70]. The QCD and W+jets
backgrounds are expected to have no asymmetry. Based on MC and control sample estimates,
we predict an overall forward-backward asymmetry of AFB ≈ 0.01 in the sample of eµ events.
The observed value in the eµ control sample is AFB = 0.012± 0.003, consistent with this expec-
tation.

Although the overall normalizations and asymmetries in eµ events are observed to be consis-
tent between data and simulation, there are discrepancies between the predicted and observed
shapes of the cR distribution. To address these discrepancies, a correction is derived from the
ratio of the cR distributions in data and simulation in eµ events, and applied to the shape of
the cR distributions in simulation. Because the asymmetry is modeled well, this correction is
derived symmetrically in cR using four bins of |cR|. A single correction is derived in the 500–
3000 GeV mass range because of the limited event count. This correction modifies the shapes
of the templates used to model the corresponding backgrounds in the signal region by 5–25%.
The statistical uncertainty in each of the four |cR| bins is modeled as a separate shape nuisance.

Figure 2 shows a comparison between measured µµ and ee events and the background predic-
tion in the signal region after all corrections have been applied. Good agreement is observed
between the simulated and observed number of µµ and ee events.

7 Template construction
To model the dilepton differential distributions, we construct parameter-independent tem-
plates for each piece of the differential cross section of LQ production shown in Eqs. (4) and (5).
For the SM DY component, the differential cross section is reparametrized as follows:[

dσ

dc∗
(m2

``)

]
DY

∝
3

4(2 + α)

{
(1 + c2

∗) +
(2 + α)

2
A4 c∗ + α(1− c2

∗)

}
, (6)

where α = 2A0
2−A0

. The first two terms are symmetric and antisymmetric in c∗, respectively, and



7. Template construction 9

500 1000 1500 2000
 (GeV)-µ+µ m

3−10

2−10

1−10
1

10

210

310

410

510

610

710

E
ve

nt
s 

/ G
eV

Dimuon signal region
Data DY

 + single ttt QCD and W+jets
WW + WZ + ZZ  µµ → γγ

=2.0)
uµ

 (yuµ2.5 TeV S =1.0)
uµ

 (guµ2.5 TeV V
Sys. unc.

500 1000 1500 2000
 (GeV)µµm

0.6
0.8

1
1.2
1.4

O
bs

. /
 E

xp
.

 (13 TeV)1−138 fbCMS Preliminary

500 1000 1500 2000
 (GeV)-µ+µ m

3−10

2−10

1−10
1

10

210

310

410

510

610

E
ve

nt
s 

/ G
eV

Dielectron signal region
Data DY 

 + single ttt QCD and W+jets
WW + WZ + ZZ   ee→ γγ

=2.0)
eu

 (yeu2.5 TeV S =1.0)
eu

 (geu2.5 TeV V
Sys. unc.

500 1000 1500 2000
 (GeV)eem

0.6
0.8

1
1.2
1.4

O
bs

. /
 E

xp
.

 (13 TeV)1−138 fbCMS Preliminary

1− 0.5− 0 0.5 1
r
)θ Cos(

500

1000

1500

2000

2500

3000

3500

4000

E
ve

nt
s 

/ 0
.2

Dimuon signal region
Data DY

 + single ttt QCD and W+jets
WW + WZ + ZZ  µµ → γγ

=2.0)
uµ

 (yuµ2.5 TeV S =1.0)
uµ

 (guµ2.5 TeV V
Sys. unc.

1− 0.5− 0 0.5 1
Rθcos 

0.6
0.8

1
1.2
1.4

O
bs

. /
 E

xp
.

 (13 TeV)1−138 fbCMS Preliminary

1− 0.5− 0 0.5 1
r
)θ Cos(

500

1000

1500

2000

2500

3000
E

ve
nt

s 
/ 0

.2
Dielectron signal region

Data DY 
 + single ttt QCD and W+jets

WW + WZ + ZZ   ee→ γγ
=2.0)

eu
 (yeu2.5 TeV S =1.0)

eu
 (geu2.5 TeV V

Sys. unc.

1− 0.5− 0 0.5 1
Rθcos 

0.6
0.8

1
1.2
1.4

O
bs

. /
 E

xp
.

 (13 TeV)1−138 fbCMS Preliminary

2− 1− 0 1 2
 y

500

1000

1500

2000

2500

E
ve

nt
s 

/ 0
.2

5

Dimuon signal region
Data DY

 + single ttt QCD and W+jets
WW + WZ + ZZ  µµ → γγ

=2.0)
uµ

 (yuµ2.5 TeV S =1.0)
uµ

 (guµ2.5 TeV V
Sys. unc.

2− 1− 0 1 2
Dimuon rapidity

0.6
0.8

1
1.2
1.4

O
bs

. /
 E

xp
.

 (13 TeV)1−138 fbCMS Preliminary

2− 1− 0 1 2
 y

200
400
600
800

1000
1200
1400
1600
1800
2000

E
ve

nt
s 

/ 0
.2

5

Dielectron signal region
Data DY 

 + single ttt QCD and W+jets
WW + WZ + ZZ   ee→ γγ

=2.0)
eu

 (yeu2.5 TeV S =1.0)
eu

 (geu2.5 TeV V
Sys. unc.

2− 1− 0 1 2
Dielectron rapidity

0.6
0.8

1
1.2
1.4

O
bs

. /
 E

xp
.

 (13 TeV)1−138 fbCMS Preliminary

Figure 2: A comparison of data and expected background distributions in dilepton invariant
mass (upper row), cR (middle row) and dilepton rapidity (lower row). The left (right) plots
show the µµ (ee) channel. The blue histogram represents the signal yield of a hypothetical
2.5 TeV Seu (Sµu) with yeu(yµu) = 2.0, while the yellow histogram represents the signal yield
of a hypothetical 2.5 TeV Veu(Vµu) with geu(gµu) = 1.0. The black points with error bars
represent the data and their statistical uncertainties. The background expectation is shown as
stacked histograms. The hatched band shows the total systematic uncertainty in the expected
background yield. The lower panels show the ratio of the data to the expectation. The gray
bands represents the normalized uncertainty in the predicted yield. The error bars in the ratio
plot represent the normalized statistical uncertainty of the data.
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the third term is proportional to α. The LQ exchange comprises two terms with coefficients
y4

LQ or g4
LQ for the pure exchange of the LQ and y2

LQ or g2
LQ for the interference with Z/γ∗. We

denote the templates for these five pieces of the cross section as fs, fa, and fα for the three DY
templates and fLQ(pure) and fLQ(int) for the pure and interference LQ terms.

In Ref. [30], the fs, fa, and fα templates are constructed by binning events in cR and |y|. We
extend these two dimensional templates to three dimensions by additionally binning in recon-
structed dilepton mass. The templates are constructed by reweighting simulated DY events as
analytical functions of generator-level quantities to match the differential distributions of the
three pieces of the DY cross section. To reduce statistical fluctuations in the MC, each event is
used twice, once with +c∗ and once with −c∗, with a weight of 0.5 to keep the normalization
unchanged. The reweighting functions for the DY templates, fa, fs, and fα respectively are:

wa(c∗) =
c∗

1 + c2
∗ + α (1− c2

∗)
(7)

ws(|c∗|) =
1 + c2

∗
1 + c2

∗ + α (1− c2
∗)

(8)

wα(|c∗|) =
1− c2

∗
1 + c2

∗ + α (1− c2
∗)

. (9)

The denominator of the DY reweighting functions is extracted for each event by looking up
the bin contents of simulated DY events that are binned in cos θ∗ and generator-level |y|. The
α values in the denominator are determined by fitting the generator-level distributions of the
simulated events. Finally, to avoid negative values in the antisymmetric template, fa, a linear
combination of fs and fa is used in the fit, defined by f± = fs± fa

2 .

For the templates corresponding to the two LQ terms, fLQ(pure) and fLQ(int), events are reweighted
as functions of both c∗ and m`` . The reweighting functions are given by:

wS,V
LQ(pure)(c∗, m``) =

NS,V
LQ(pure)(m``)

(1∓ c∗)2

(1− c∗ +
2m2

LQ

m2
``
)2

 1
NSM(m``)(1 + c2

∗)
(10)

wS,V
LQ(int)(c∗, m``) =

NS,V
LQ(int)(m``)

(1∓ c∗)2

(1− c∗ +
2m2

LQ

m2
``
)

 1
NSM(m``)(1 + c2

∗)
, (11)

where S and V denote the scalar or vector case. The prefactors, NS,V
LQ (m``), depend on the vector

and axial vector couplings of the quarks and leptons to the Z boson, as well as the charges of the
quarks. Thus, templates for different LQs coupling different leptons and quarks have different
shapes. The NSM(m``) prefactor represents the coefficient of the symmetric term (1+ c2

∗) in the
SM DY angular distribution. Note that the denominators of the LQ reweighting functions are
different from those of the SM DY functions, calculated from the analytical form of the LO SM
DY cross section for each event. This is because the LQ modifies the dilepton mass distribution,
which must be taken into account in the reweighting.
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The reweighting procedure described above has several benefits. The effects of misassigning
the direction of the incident quark in the c∗ computation, called the “dilution” effect, are ac-
counted for correctly. Additionally, no dedicated MC samples need to be produced for the LQ
process or its interference. The distribution of LQ events can be obtained by reweighting SM
DY MC events using the analytical functional form of the LQ differential cross section.

The total template for the scalar LQ case, binned in reconstructed m`` , y, and cR is given by:

fdata = ∑
j

f j
bk + N(α)

(
α fα +

(
1 +

3A4

8N

)
f+ +

(
1− 3A4

8N

)
f−

)
+ y4

LQ fLQ(pure) + y2
LQ fLQ(int),

(12)

where f j
bk are templates for the non-DY backgrounds and N(α) = 3

4(2+α)
. The same template is

used for the vector LQ case using the corresponding reweighting functions, and replacing yLQ
with gLQ. The coefficients A4, α, and either y2

LQ or g2
LQ are extracted in the fits to data.

Events are divided into bins based on m`` , |y|, and cR. For m`` , four bins are used with bin
edges at 500, 700, and 1000 GeV, with the fourth bin containing all events with m`` > 1000 GeV.
Three bins are defined for |y|, with edges at 0, 0.6, 1, and 2.4. The binning in cR depends on
the rapidity. Within the first rapidity bin, events are divided into eight bins in cR of width 0.25.
For the other two rapidity bins, events are divided into six bins in cR, with edges of −1, −0.5,
−0.25, 0, 0.25, 0.5, and 1.

Additional templates are created for the other background processes, with one template each
for the MisID background, photon-induced dilepton production, DY ττ production, the com-
bined top quark backgrounds (tt , Wt), and the combined diboson backgrounds (WW, ZZ, WZ).
The top quark and MisID templates are symmetrized in cR to reduce statistical fluctuations (the
top quark backgrounds do have a small inherent asymmetry, below the sensitivity of this anal-
ysis). The diboson, photon-induced dilepton, and DY ττ backgrounds are not symmetrized
because of their significant inherent asymmetry.

8 Systematic uncertainties
Systematic uncertainties in the normalization and shapes of the templates arise from a variety
of sources, and are incorporated in the fit to data through nuisance parameters in the likelihood.
Systematic uncertainties affecting template normalizations are included using log-normal pri-
ors. For systematic uncertainties that change the shape of a template, shifted templates are
constructed by varying the source of the systematic uncertainty up and down within its un-
certainty. The uncertainties are incorporated into the likelihood by interpolation between the
nominal and shifted templates, constrained with a Gaussian prior. Tables 2 and 3 shows the
impact of each uncertainty on the fitted LQ coupling for representative scalar and vector signal
hypotheses.

A significant source of uncertainty is due to the creation of the LQ signal templates using LO
reweighting of NLO DY MC events. An uncertainty of 60% is assigned on the LQ interfer-
ence template, and 120% on the LQ pure template. These uncertainties are based on bias
tests performed on simulation with injected signal events that were generated using MAD-
GRAPH5 aMC@NLO using Ref. [63].

Several sources of systematic uncertainty are due to the modeling of leptons in simulation.
These include uncertainties in the momentum scale, the efficiency of the reconstruction and
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identification criteria, and the trigger efficiency. These uncertainties are small for the muon
channel, but are the dominant uncertainty for the electron channel at high LQ masses, con-
tributing up to 0.16–23% of the uncertainty on g2

LQ or y2
LQ.

Additional systematic uncertainties are applied to templates estimated from simulation. The
uncertainty in the PDFs is assigned from the Hessian variations of the PDF sets. Uncertainties
due to missing higher order contributions are estimated by varying the renormalization and
factorization scales independently by factors of two. Additional uncertainties are assigned to
the cross sections of the DY, tt , and diboson processes based on comparisons between gen-
erators, of size 3%, 5%, and 4%, respectively. Similarly, an uncertainty of 6% is assigned to
the normalization of the γγ → `` process, based on a comparison between the Suri-Yennie
structure functions and the LuxQED photon PDFs [71, 72]. The statistical uncertainties due
to the limited number of MC events is implemented using the simplified Barlow-Beeston ap-
proach [73]. Since the bin contents of ±c∗ are correlated because each event is used twice, each
pair of ±c∗ bins is varied together and accounts for a separate nuisance.

The MisID background is assigned a normalization uncertainty of 50% based on closure stud-
ies of the misidentification rate in simulation, and a separate shape uncertainty based on the
difference between the MisID estimate in same-sign and opposite-sign events. The MisID un-
certainty primarily affects the electron channel, given the higher rate of misidentified electrons
than muons.

The tt and diboson templates are assigned a shape uncertainty due to the correction to the
cR distributions derived from eµ events. The integrated luminosities for the 2016, 2017, and
2018 data-taking years have 1.2–2.5% individual uncertainties [74–76], while the overall uncer-
tainty for the 2016–2018 period is 1.6%. Small uncertainties in the modeling of pileup are also
incorporated.

In general, systematic uncertainties are found to be sub-dominant as compared to statistical
ones, except for the vector LQs that couple to muons.

Table 2: The contribution of statistical uncertainty and individual sources of systematic uncer-
tainty to the total variance on the fitted value of y2

LQ for a scalar LQ mass of 2.5 TeV. For a given
source of uncertainty, the impact is determined by fixing its associated nuisance parameter to
the nominal expectation and evaluating the change in the total uncertainty.

Source Contribution to uncertainty on y2
LQ (%)

y2
eu y2

ed y2
µu y2

µd
Statistical uncertainty 82 82 83 78
LQ LO reweighting 3.3 4.3 2.7 3.2

MC and MisID backgrounds statistical uncertainty 1.6 3.2 1.3 1.9
αs + renormalization/factorization scales 0.5 0.7 2.9 4.0

eµ shape corrections 0.6 0.6 1.4 1.1
Background cross sections 0.8 0.5 5.3 6.6

Luminosity & pileup 0.7 1.1 2.1 3.2
PDFs <0.1 0.3 0.5 0.5

Trigger & prefire correction 0.8 0.6 0.1 <0.1
Momentum scale 3.6 4.7 0.1 <0.1

Identification/isolation 3.9 0.4 <0.1 0.7
MisID shape & normalization 2.1 4.1 1.4 1.9



9. Results 13

Table 3: The contribution of statistical uncertainty and individual sources of systematic uncer-
tainty to the total variance on the fitted value of g2

LQ for a vector LQ mass of 2.5 TeV. For a given
source of uncertainty, the impact is determined by fixing its associated nuisance parameter to
the nominal expectation and evaluating the change in the total uncertainty.

Source Contribution to uncertainty on g2
LQ (%)

g2
eu g2

ed g2
µu g2

µd
Statistical uncertainty 99 52 31 46
LQ LO reweighting <0.1 4.1 20 10

MC and MisID backgrounds statistical uncertainty <0.1 6.6 6.9 5.7
αs + renormalization/factorization scales <0.1 2.1 5.8 6.6

eµ shape corrections <0.1 0.3 1.8 0.4
Background cross sections <0.1 3.3 21 16

Luminosity & pileup <0.1 3.3 7.4 10
PDFs <0.1 0.5 0.9 0.9

Trigger & prefire correction <0.1 0.5 0.1 0.3
Momentum scale 0.1 0.7 1.5 0.3

Identification/isolation 0.2 23 1.0 1.6
MisID shape & normalization <0.1 8.6 7.0 6.0

9 Results
Template fits are performed to the data for each LQ signal hypothesis, following Eq. (12). The
COMBINE package [77] is used to perform maximum likelihood fits to the data. The fit results
are shown in Figs. 3–10. The extracted best fit parameters for a candidate LQ mass of 2.5 TeV
are shown in Tables 4 and 5. All results are found to be consistent with SM background expec-
tations. The uncertainties on the couplings are asymmetric due to the nature of the likelihood.

Limits at 95% confidence level (CL) are set on the absolute value of the LQ-fermion couplings
as a function of the LQ mass for each coupling and spin hypothesis. The limit setting procedure
uses a modified frequentist approach based on the CLs criterion [78, 79] using an asymptotic
approximation for the test statistic [80]. The limits are shown in Figs. 11 and 12 for the scalar
case and Figs. 13 and 14 for the vector case, assuming branching fractions of 100% for each
channel. In general, for equal coupling values, the cross sections for vector LQ production are
larger than for scalar LQ production, hence the limits on gLQ are generally stronger than those
on yLQ. The limits on up-type couplings are stronger than the limits on down-type couplings
because of the larger up quark content of the PDFs. Additionally, the limits on LQs coupling
to muons are slightly more stringent than LQs coupling to electrons because of more efficient
selection criteria.

For the scalar case, coupling values of 0.4–1.1 (0.3–1.0) are excluded for LQs coupling to elec-
trons (muons) with masses between 1–5 TeV. These limits significantly extend the previous
best limits from single production [23], which excluded Seu and Sed masses upto 1.7 TeV de-
pending on the coupling, and pair production [24], which excluded Seu and Sed masses upto
1.4 TeV independent of the mass. Similarly, for the vector case, couplings values of 0.2–0.5
(0.1–0.4) are excluded for LQs coupling to electrons (muons). These are the first limits set on
vector LQs coupling to first- and second-generation fermions.

10 Summary
A search for the t-channel exchange of leptoquarks (LQs) coupling to first- and second-generation
fermions has been presented. The search uses proton-proton collision data at

√
s = 13 TeV, cor-
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Table 4: Best fit values of A0, A4 and y2
LQ for scalar LQ models. Results are shown for a candi-

date mLQ of 2.5 TeV.

Model A0 A4 y2
LQ

Seu 0.07± 0.07 1.61± 0.08 −0.10+0.15
−0.17 (stat)+0.07

−0.11 (syst)
Sed 0.07± 0.07 1.62± 0.08 −0.09+0.20

−0.23 (stat)+0.11
−0.13 (syst)

Sµu 0.02± 0.06 1.59± 0.07 −0.13+0.14
−0.15 (stat)+0.06

−0.11 (syst)
Sµd 0.02± 0.06 1.60± 0.07 −0.11+0.18

−0.20 (stat)+0.09
−0.13 (syst)

Table 5: Best fit values of A0, A4 and g2
LQ for vector LQ models. Results are shown for a

candidate mLQ of 2.5 TeV.

Model A0 A4 g2
LQ

Veu 0.05 ± 0.07 1.66 ± 0.08 -0.09+0.03
−0.03 (stat)+0.04

−0.08 (syst)
Ved 0.06 ± 0.07 1.64 ± 0.08 0.13+0.06

−0.06 (stat)+0.17
−0.09 (syst)

Vµu 0.01 ± 0.05 1.63 ± 0.06 -0.10+0.02
−0.02 (stat)+0.04

−0.08 (syst)
Vµd 0.01 ± 0.05 1.61 ± 0.06 0.14+0.05

−0.05 (stat)+0.14
−0.07 (syst)
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Figure 3: The observed data in the dielectron channel and the fitted signal-plus-background
templates, shown for the Seu scenario with a candidate LQ mass of 2.5 TeV. The black points
are the observed data, the stacked histograms represent the backgrounds, and the yellow his-
togram shows the fitted LQ signal multiplied by 10. Distributions of events are binned in
reconstructed m`` , |y| and cR.
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Figure 4: The observed data in the dielectron channel and the fitted signal-plus-background
templates, shown for the Sed scenario with a candidate LQ mass of 2.5 TeV. The black points
are the observed data, the stacked histograms represent the backgrounds, and the yellow his-
togram shows the fitted LQ signal multiplied by 10. Distributions of events are binned in
reconstructed m`` , |y| and cR.
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Figure 5: The observed data in the dimuon channel and the fitted signal-plus-background tem-
plates, shown for the Sµu scenario with a candidate LQ mass of 2.5 TeV. The black points are the
observed data, the stacked histograms represent the backgrounds, and the yellow histogram
shows the fitted LQ signal multiplied by 10. Distributions of events are binned in reconstructed
m`` , |y| and cR.
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Figure 6: The observed data in the dimuon channel and the fitted signal-plus-background tem-
plates, shown for the Sµd scenario with a candidate LQ mass of 2.5 TeV. The black points are the
observed data, the stacked histograms represent the backgrounds, and the yellow histogram
shows the fitted LQ signal multiplied by 10. Distributions of events are binned in reconstructed
m`` , |y| and cR.
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Figure 7: The observed data in the dielectron channel and the fitted signal-plus-background
templates, shown for the Veu scenario with a candidate LQ mass of 2.5 TeV. The black points
are the observed data, the stacked histograms represent the backgrounds, and the yellow his-
togram shows the fitted LQ signal multiplied by 10. Distributions of events are binned in
reconstructed m`` , |y| and cR.
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Figure 8: The observed data in the dielectron channel and the fitted signal-plus-background
templates, shown for the Ved scenario with a candidate LQ mass of 2.5 TeV. The black points
are the observed data, the stacked histograms represent the backgrounds, and the yellow his-
togram shows the fitted LQ signal multiplied by 10. Distributions of events are binned in
reconstructed m`` , |y| and cR.



20

Template Bins

1−10

1

10

210

310

410

510

610

E
ve

nt
s 

/ b
in

 0.6]
[0,

∈|y| 

 1.0]
[0.6,

∈|y| 

 2.4]
[1.0,

∈|y| 

 0.6]
[0,

∈|y| 

 1.0]
[0.6,

∈|y| 

 2.4]
[1.0,

∈|y| 

 0.6]
[0,

∈|y| 

 1.0]
[0.6,

∈|y| 

 2.4]
[1.0,

∈|y| 
 [500, 700] GeV∈ llm  [700, 1000] GeV∈ llm  > 1000 GeVllm

 mass = 2500 GeV
uµ

 channel, Vµµ
Data  Signaluµ10 * V
DY WW + WZ + ZZ

 + Single Top tt W+Jets + QCD
 γγ Total fit unc.

 (13 TeV) 1−138 fbCMS Preliminary

0 10 20 30 40 50 60

Template Bins

0.5
1

1.5

D
at

a 
/ f

it

Figure 9: The observed data in the dimuon channel and the fitted signal-plus-background tem-
plates, shown for the Vµu scenario with a candidate LQ mass of 2.5 TeV. The black points
are the observed data, the stacked histograms represent the backgrounds, and the yellow his-
togram shows the fitted LQ signal multiplied by 10. Distributions of events are binned in
reconstructed m`` , |y| and cR.
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Figure 10: The observed data in the dimuon channel and the fitted signal-plus-background
templates, shown for the Vµd scenario with a candidate LQ mass of 2.5 TeV. The black points
are the observed data, the stacked histograms represent the backgrounds, and the yellow his-
togram shows the fitted LQ signal multiplied by 10. Distributions of events are binned in
reconstructed m`` , |y| and cR.
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Figure 11: Upper limits at 95% CL on the LQ-fermion couplings, yeu (left) and yed (right),
versus mLQ for scalar LQs coupling to electrons. The black points show the observed limits, the
red line shows the expected limits, and the yellow and blue bands show the variations on the
expected limit at the 1 and 2 standard deviation levels.
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Figure 12: Upper limits at 95% CL on the LQ-fermion couplings, yµu (left) and yµd (right),
versus mLQ for scalar LQs coupling to muons. The black points show the observed limits, the
red line shows the expected limits, and the yellow and blue bands show the variations on the
expected limit at the 1 and 2 standard deviation levels.
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Figure 13: Upper limits at 95% CL on the LQ-fermion couplings, geu (left) and ged (right),
versus mLQ for vector LQs coupling to electrons. The black points show the observed limits,
the red line shows the expected limits, and the yellow and blue bands show the variations on
the expected limit at the 1 and 2 standard deviation levels.



References 23

1000 1500 2000 2500 3000 3500 4000 4500 5000
) (GeV)

uµ
m(V

0

0.5

1

1.5

2

2.5

3

| uµ
Li

m
its

 o
n 

|g Observed

Expected

 Expectedσ1±

 Expectedσ2±

 (13 TeV) 1−138 fbCMS Preliminary

1000 1500 2000 2500 3000 3500 4000 4500 5000
) (GeV)

dµ
m(V

0

0.5

1

1.5

2

2.5

3

| dµ
Li

m
its

 o
n 

|g Observed

Expected

 Expectedσ1±

 Expectedσ2±

 (13 TeV) 1−138 fbCMS Preliminary

Figure 14: Upper limits at 95% CL on the LQ-fermion couplings, gµu (left) and gµd (right),
versus mLQ for vector LQs coupling to muons. The black points show the observed limits, the
red line shows the expected limits, and the yellow and blue bands show the variations on the
expected limit at the 1 and 2 standard deviation levels.

responding to an integrated luminosity of 138 fb−1. Both scalar and vector LQ scenarios are
considered, with masses between 1–5 TeV for exclusive LQ couplings to an up or a down quark
and an electron or a muon. The t-channel exchange of a LQ modifies the dilepton angular dis-
tributions at masses well below the resonance mass of the LQ. A template fit to the angular and
invariant mass distributions of high-mass dilepton events is used to distinguish the signal pro-
cess from the dominant Drell–Yan background, incorporating interference effects. No evidence
for such LQs is observed, and limits are set at 95% confidence level on the LQ-fermion cou-
plings. Coupling values greater than 0.4–1.1 (0.3–1.0) are excluded for scalar LQs with masses
from 1–5 TeV coupling to an electron (muon) and a first-generation quark. Similarly, for vector
LQs, coupling values greater than 0.2–0.5 (0.1–0.4) are excluded. This search is sensitive to LQs
with significantly higher masses than prior single- and pair-production searches, establishing
the best limits on LQs with masses up to 5 TeV, and is also the first to set limits on vector LQs
coupling to first- and second-generation fermions.
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