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ABSTRACT

The diffractive production of p mesons. has been

observed in the scattering of 147 GeV muons by deuterium.

The pion pair from p decay and the scattered (triggering)

muon were observed and momentum analyzed by a wide aperture

spectrometer featuring a 74 KGm magnet. Out of over 100,000

analyzed triggers 459 events ascribed to this exclusive

channel were used for the extraction of differential cross

sections for the process in four different bins in Q2, the

square of the four-momentum transfer to the virtual photon

which mediates the muon interaction. The Q2 variation of

the cross section is best described by the square of the rho

propagator but is also consistent with Vector Dominance pre­

dictions. By extrapolating to Q2 = 0 we predict that

a(Vp ~ pp) = 8.7 ± 0.4 ~barns (not including a 7 percent

systematic error) for E = 112 GeV. Coherent rho production
V

by virtual photons is seen for the first time, manifested as

an enhancement in the very forward (\tl < 0.1 GeV2 , where t

is the square of the four-momentum transfer from the virtual

photon to the rho) cross section. It is, most likely,

. d b h Q2.. Th d· 'b'character~ze y t e same var~at~on. e t- ~str~ ut~ons

can be described by a diffraction peak slope parameter which

is independent of Q2. This is evidence against the concept

of photon shrinkage.

xi
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CHAPTER I

THEORETICAL AND EXPERIMENTAL BACKGROUND

General Introduction

It is a remarkable feature of the particles of nature

that none are truly elementary. Each comes with an admixture

of every other particle with which it can interact. For

example the electron, which by virtue of its electric charge

can interact with the electromagnetic field, has associated

with it a cloud of photons, the quanta of that field.

Similarly, photons may transform into any of the several

vector mesons, strongly interacting particles with the same

quantum numbers. Such vector mesons have a virtual existence.

Once formed they quickly revert into photons again so that

energy conservation is kept within the bounds admissible by

the uncertainty principle. However, at sufficiently high

energies and in the presence of a nucleus that takes up the

·1 th t . ·1· 1 dmomentum reco~, ese vec or mesons may mater~a ~ze an

be observed.

This dissertation is a study of such a process. In

particular, we have observed the diffractive production of

po mesons in the scattering of 147 GeV muons by deuterium.

Out of all the events recorded when an incident muon lost

energy by scattering off deuterium, we selected those which

1
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+gave a n -n pair with invariant mass close to that of the p

meson. We limited our study to rhos that were elastically

produced. That is events in which all the energy lost "by

the muon appeared in the two pions of p decay, due allowance

for recoil being made.

In this dissertation we describe how the p mesons

were identified. We show how their production depends on the

momentum transferred to the virtual photon, through which

the scattering takes place, and on the momentum transferred

to them from this photon. Finally, it is shown how the

muoproduced rhos are related to those observed in photopro­

duct ion.

Notation and Definitions
of Variables.

The scattering of muons from nucleons proceeds primarily

thru the electromagnetic force. It is an important feature

of our experiment that the interaction is dominated by single

photon exchange and that the simple Feynman diagram of

Figure 1 provides an adequate description of diffractive rho

production. An incoming muon of four-momentum k emits a

virtual photon y* and emerges with outgoing four-momentum k'.

The four-momentum of the virtual photon is q = k - k'. The

photon materializes into a po meson with the nucleons taking

up the recoil four-momentum whose square is given by

2 2
t = (q - p) = (p - p')p
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where p is the four-momentum of the po and where p and pI are
p

the four-momenta of the nucleon system before and after the

scattering, respectively.

The invariant q2 is given in terms of measurable

quantities by

where E and ~ (E ' and k' ) denote the laboratory energy and

momentum of the incident (scattered) muon and 9 is the ~ngle

b ~k and ~k'.etween Only scatterings with

2 2
Q > Qmin = - 2m2 + 2 (EE I - \~1 \~ I D

~

are allowed by kinematics. It is a good approximation to take

where v = E - E ' denotes the energy loss of the scattered muon

(or the laboratory energy of the virtual photon).

The recoil N of Figure 1 could be the deuteron in its

ground state or in the continuum. In a truly diffractive

reaction N just absorbs momentum and allows the virtual photon

to transform into a rho meson. In te:tms of observable quan­

tities the square of the four-momentum transfer to N is given

by
2 -+-+

Q + 2 1p 1 {p {COSey - 2vE
y p p p

""" -
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where 9vp is the laboratory angle between the_directions

of incidence of the virtual photon and of emergence of the

rho, and

l "'p 12 2 2= v + Q
V

The approximation neglects a correction term equal

to Q2{(2MN v), which never exceeds a few percent in the

kinematic region under investigation. In the case of deu­

terium this expression for t has the additional advantage of

making no assumption about the nature of the recoil; which

was not observed in this experiment.

The cross section for the leptoproduction of a final

state is related to that for the virtual photoproduction of

the same state. In the Hand notation2 the relation for the

react ton of interest is

(1.1)

where rT represents the flux of tran~verse virtual photons

in a small (q2, v} area and is given by

TT

EE'

rt E'
4n2 E

2

l-e
(1.2)

with e being the virtual photon polarization parameter, deter-

mined by kinematics as



e = 1 + 2

5

2
'V

2 Q2. 2
Q (1 _ mJ.n)

Q2

-1

and M being the mass of the proton.

Figure 2 shows the variation of rT with Q2 for

three values of ~ within the range of our acceptance,

assuming an incident muon beam of 147.6 GeV. Since the

virtual photon flux factor decreases as 1/Q2 most of the

events are expected and found to populate the low Q2 region.

In the Q2 region of practical interest for this study the

virtual photon flux is approximately 500 times smaller than

the incident muon flux.

The cross section for the production of any final

state f by virtual photons incident on nucleons (y* + N ~ f)

depends on the values of Q2 and 'V characterizing the virtual

photon and is defined as

222a(Q , 'V, f) = aT (Q , 'V, f) + e aL (Q , 'V, f)

Here aT and aL denote the cross sections for the production

of the same final state f by transverse and longitudinal

virtual photons, respectively. In the limit Q2 ~ 0, aT

approaches the real photoproduction cross section while

cL ~ O. This shows that the variation of the cross section

with Q2 will be different for each polarization and makes

necessary the decomposition shown above. The polarization
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parameter e enters because at each (Q2, v) point the flux

of longitudinally polarized photons is given by

The cross ~ection appearing in (1.1) (corresponding to f =
po + N) stands for this combination of aL and ~T and so do

the results reported in later chapters. The ratio of the

longitudinal to the transverse p production cross section is

denoted by

R
p =

~L (Q2, v, po + N)

aT (Q2, v, po + N)

following the symbolism for the inclusive case.

Theoretical Considerations.

The transformation of a virtual photon into vector

1 . +mesons a so occurs ~n e - e annihilation. The Feynrnan

diagram for rho production in this case is shown in Figure

3. The virtual photon is timelike with q2 = s the total

c.m. energy of the colliding leptons. The production of a

vector meson V of mass mv occurs at positive values of
2 2q (= mv). The transformation into a rho is governed by a

coupling constant which has been evaluated by observing

+ - + -. h 3e + e ~ p ~ n + n w~th t e result

y2/4n = 0.64 ± 0.06.
p
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The matrix element of the process is given by4

+ -\ 1 + -, 1< 't1 TT J I 0 > = < TT TT P > """"'ll:Z....;.-"""Z...-----
~ q - m + if m

p p p

< P IJ to>
~

where J is the hadronic part of the electromagnetic current
~

operator and proximity of q2 to the p pole is assumed. Using

the notation of Figure 3 to replace the amplitude and the

matrix element on the right hand side of the above equation

by the coupling constants to which they are proportional,

l"Je arrive at

f
pTTTT

2"1
P

2m
p (I.3)

Since our measurements involve spacelike virtual photons we

need to know the behavior of the coupling strengths for

q2 < O.

Vector Meson Dominance (VDM)

According to the ideas of Vector Meson Dominance the

interactions of photons with hadrons are explained in terms

of the ability of the photon to turn into vector mesons, V.

Another common assumption, borne out by the available

observations, is that the v-V coupling constants (gv = 2yv)

are independent of Q2 and have the value determined by the

annihilation experiments. In the case of the p this means

that the ratio (f /2'(1) is a constant independent of Q2.
PTITT p
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The consequences of these simple,ideas were verified

by experiments, although the agreement was often unimpressive.

For example, the prediction relating the total photoabsorp­

tion cross section to the sum of those for vector meson

photoproductionS is off by approximately 20 percent, with the

discrepancy presumably due to vector mesons heavier than the

o and to cross terms. This sort of agreement showed that one

could use Vector Dominance to describe approximately the

behavior of the cross sections of reactions involving phot"ons

in regions not yet covered by experiment. The domain of

such predictions is augmented when the basic .premises of

Vector dominance are combined with the idea of quark struc­

ture for hadrons. 6

Of particular interest to our experiment is the

resulting prediction on the variation of the cross section of

the reaction y + N ~ po + N with energy. Vector dominance

. supplies the relation

L
V = p,w,0

where f denotes the amplitude for its argument. However,

because of the isospin change involved when V = wand V = 0,

the p term is expected to become dominant with increasing

energy. Therefore



(1.4)

9

Simple quark models predict that ~(po N) = ~(rro N), thus

providing a link to observable hadronic reactions. Since

isospin considerations imply that

o 0 1 (+ +) - -~(IT N ~ IT N) = 2 [~ IT N ~ IT N + a(IT N ~ IT N) ] ,

rho photoproduction is related to elastic pion-nucleon scat-

tering by

~(VN ~ pON) = ~ ~ [ Cet(IT+N) + cret(n-N) ]
Vp

The validity of this relation can be tested by extrapolating

our results to Q2 = o.
This experiment also tests the Vector Dominance

prediction for the Q2 variation of the cross section for the

process v* + N ~ po + N. For transverse rho production

the cross section is expected 7 to reflect the rho propagator

variation, namely

(1.5)

omitting kinematic factors. This would seem to result from

a naive generalization of the applicability of (1.3) into

the region of spacelike q2 The prediction is however based

on firmer theoretical foundations, involving the basic

VDM assumption of slow variation of (s-channel helicity

frame) amplitudes with Q2, with eventual independence at

sufficiently high energies. 7 , 8, 9, 10 This'assumption
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also predicts that the production of .longitudinally polarized

rhos will be characterized by the Q2 variation of (1.5)

multiplied by the

Here the quantity ~

cross sections (that for

The total cross section is thenmultiplied by the factor R .
P

predicted to be proportional to (1.5)
222

e S (\J)Q 1m ).
p

the total pN

factor (1 + eR ) = (1 +
p

stands for the ratio of

longitudinal rhos divided by the one for transverse rhos)

and it therefore varies (but slowly) with energy.

Since this Q2 variation is predicted without any

reference to the nature of the recoil N the same variation

is expected to characterize the reaction y* + d ~ po + d

as well.

2 .
Q Dependence of the
daldt Slope

The ability of the photon to turn into a strongly

interacting particle can be thought of as a form of hadronic

vacuum polarization effect. Such a virtual transition is

allowed by the uncertainty principle to last for an amount

of time ~T equal to the inverse of the energy violation

involved. The latter is given by

2 2as long as Q «\J. The hadronlike behavior of the photon

is expected to be more evident when the length traveled by

the transition product is large compared to the "size" of
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the nucleon. In our case this means that

- > 1 -
When both sides of the above inequality are multiplied by

the mass of

(where w' =v

the proton, the approximate condition w' > 6.7
2 2 p

2 mp v/[Q + mv ]) results. This shows that
2m v

virtual photons with high w (= p) are the ones most
Q2

likely to exhibit this behavior. At the same time it illus-

trates the importance of having large v available if one is

interested in studying the process over as large a Q2 range

as possible.

These virtual transitions give a spatial extension

to the parent photon, characterized by a radius R. Thisv
radius constitutes a measure of the effective size of the

virtual hadronic cloud associated with the photon. Such a

measure is provided by the study of the Q2 variation of

the da(v* p .~ pp)/dt cross section. In common with other

diffractive reactions this is given by

dO'at = A exp (Bpp t)

where (B )1/2 is the effective interaction radius betweenpp
a photon and a proton.

The possibility of variation of this photon "size"

with Q2 has been the subject of several theoretical
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. .. 11 d h b d .
~nvest~gat~ons an as een pursue v~gorously by exper-

imenters. The theories disagree about the physical

mechanism responsible for such a size and consequently

about the mode and amount of any variation as well. They

all agree however that the most promising route for an

experimental determination of the issue is provided by the

study of the Q2 variation of B .pp
In an optical model B ~ ltR2 + R2) where R is the

pp 4' y P P
effective radius of the proton. Therefore, if as most

models predict, there is a decrease of R with Q2 ("photon
y

shrinkage") it will manifest itself as a slower decrease of

the slope B (=B ). Maximal shrinkage (R ~ 0) would resultpp y

in a slope B of value half that of the proton-proton scat-

tering slope at the same energy.

While a shrinking photon radius implies a decrease

of Bpp with increasing Q2, the converse is not necessarily

true. An observed change in B may be due to processes other

than those involving a photon size. For example, when the

contributions of transitions of the type p'p ~ pp are taken

into account, they are shown12 to predict a slow decrease

of B with Q2, if steeper t-slopes for these off-diagonal

processes than for the elastic (diagonal) one are assumed.

(Here pi stands for a higher mass vector meson of the p

family, within the context of a generalized vector dominance

model).
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By measuring da/dt cross sections for several Q2

bins we are able to determine the corresponding slopes

B(Q2) and thus provide experimental information on this

issue from a kinematic region previously inaccessible and
2safely satisfying the condition WI> 6.7 throughout the Q

p

range under study.

The variable mass of the virtual photon (Q2) clearly

provides a unique and additional dimension to the study of

the phenomena associated with the photoproduction of vector

mesons.

Experimental Background

The most recent comprehensive review of the experi­

mental result-s for the process y* p ~ po p is that by Wolf. 13

A comparison of several aspects of the experiments considered

in that review14 , 15, 16, 17, 18 as well as of our own

experiment is presented in Table 1. The Q2 range covered in

all of the experiments is roughly the same but because of

the higher incident energy available in our experiment

measurements with v up to 10 times larger than in previous

work could be obtained. This in turn meant that the con-

dition w' > 6.7, which was seldom met in previous work,
p

could be guaranteed throughout the range of our measurements.

Wolf's review showed that once all appropriate

corrections had been applied the Q2 variation of the cross

section was in agreement with the VDM prediction for



14

W> 2 GeV 1 where W2 = 2 mpv + m~ - Q2 is the total hadronic

center-of-mass energy squared. However 1 " when our experi­

ment was being proposed there were conflicting claims

regarding the steepness of the Q2 variation. In particular,
. . 19

one exper~ment had found that a(v* ~ p) was consistent

with being equal to 0.15 *~(v* ~ all) for Q2 < 0.33 (Gev/c)2.

, up to

be slowly

parameterization R
P

The value of ~2 was

The measurements reviewed by Wolf were also found

= !;2 ~
m

p
found to

compatible with the

decreasing (with increasing W) and of the order of 0.5 above

W = 2 GeV. For our experiment W~ 14 GeV and, given the

observed decrease of R with increasing W1 the value of
p

;2 is expected to be even lower than 0.5.

The question of the variation of the slope B of the

t distributions with Q2 (or with ~T) remained unsettled.

Each separate experiment shows trends of decrease in B but

they are statistically insignificant as can be seen from

Figure 4. Moreover several of the measurements are either

close to or even below the w' ~ 6.7 threshold. At least
p

one of the relevant theories (Nieh's) predicts that the

slope will indeed be increasing with w', until it reaches
-2 p

values of the order of 8 GeV at w' ~ 6.7. Decreasing
p

slopes would therefore be expected below the threshold.

In contrast the lowest w' of our measurements is greater
p

than 30.
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Target Choice

In our experiment we wanted to study rho production

in both deuterium and hydrogen targets. Since protons and

neutrons are expected to contribute equally to the process

a deuterium target will double the event rate.

Measurements in deuterium are of value for checking

the isospin independence of the process. Moreover, with

deuterium the coherent (v*d ~ pOd) production and its

variation with Q2 can be measured. The use of the same.

equipment and analysis methods for both targets el~inates

many of the systematic uncertainties in comparing the results

from hydrogen and deuterium.



CHAPTER II

THE EXPERTh1ENT

The experimental apparatus was set up inside Fermi­

lab's Muon Laboratory by a collaboration of physicists from

the University of Chicago, Harvard University and the

Universities of Illinois and Oxford (CHIO). The general

objective was to extend the study of inelastic lepton­

nucleon scattering in the region of Fermilab energies. The

apparatus formed a large-aperture, high resolution magnetic

spectrometer designed to detect both the scatte.red muon and

the forward-going reaction products. Thus studies of the

final state hadrons as well as of the inclusive reaction

could be performed.

Most of the previous studies of diffractive rho

leptoproduction employed a beam of electrons. Our experi­

ment used muons because these are more readily available at

Fermilab and because muons at high energy have the advantage

of smaller radiative corrections and easier identification.

Given ~ - e universality, the experiment was designed to

provide results either directly comparable or complementary

to those already available from lower energy electron beams,

while exploring kinematic regions previously inaccessible.

16
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Muon Beam

In Figure 5 we show how the Fermi1ab muon beam was

produced. Following their acceleration to 300 GeV the cir­

culating protons were extracted slowly from the main ring.

A portion (usually more than half) of the extracted proton

beam ended up heading towards the production target of the

neutrino area. This target was a 30 cm (one interaction

length) rod of aluminum. For pions the highest yield occurs

at an energy roughly half that of the primary proton beam.

Therefore, immediately after the production target a triplet

of quadrupole magnets (Q1) selected all forward-going (with­

in ± 2 mrad) charged secondaries within a wide momentum band

centered on 150 GeVlc, focusing them into a 500 m long

evacuated decay pipe. At this point a much more restrictive

(± 2 percent) momentum selection was made by the first

bending station (D1) magnets. All selected particles were

then focused by a pair of quadrupole doublets (Q2, Q3) so as

to converge into approximately 19 m of CH2 hadron absorber,

filling the aperture of the magnets of the third bending

station (D3). The muons, which had been produced by the rr

decays up to this point, emerge from the absorber accompanied

by a negligible (- 10-6) fraction of hadrons. The last set

of quadrupo1es (Q4) focuses the muons onto the experimental

target. The three 20' dipoles of the last bending station

(D4) were used to measure the momentum of the beam muons.
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They will be denoted as LE4 elsewhere.

The resulting muon beam had a typical intensity of

750 K per accelerator pulse corresponding to a ratio of

(muons/incident proton) of approximately 10-7 . In addition

to what was electronically defined as the beam proper, a

comparable and usually larger number of 'halo' muons entered

the laboratory on every pulse. The halo is due to the high

penetrating power of the. muons. The presence of the halo

gave rise to stale tracks in the spark chambers and com-

p1icated the analysis of the data.

The Apparatus

A schematic drawing of the main elements of the

apparatus is shown in Figure 6. A short description of each

of the components is given in the rest of this section.

Beam System

The horizontal direction of an incident muon before

and after the last bending station (1E4) was measured by four

mu1tiwire proportional chambers (SO) of 8" x 8" active area

with vertical readout wires, spaced twelve to the inch. The

most upstream such beam MWPC is located immediately after the

last beam line quadrupole magnet, which also has an 8" x 8"

aperture, while the 1E4 dipoles have an aperture four inches

in diameter. The wire spacing and long lever arms involved

allow the measurement of a momentum in the 150 GeV/c region
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with a 0.1 perc·ent accuracy, close to the multiple scattering

limit. Each one of the two beam stations (SO) downstream of

1E4 houses an additional beam MWPC with horizontal readout

wires. These chambers determined the projection of the

trajectory of the incident muon in the vertical plane. Thus

both the momentum and the direction of the incident muon

were measured. Each of the ordinates (X, Y) of the point

of intersection of an incident muon track with a plane

transverse to the z-axis (the nominal incident beam direc­

tion) anywhere inside the Muon Laboratory could be deter­

mined with an accuracy of approximately 0.5 mm, thanks to

the long lever arm (some 31 m) between the last two beam

stations.

Each of the six beam MWPC wire planes is complemented

by a corresponding beam hodoscope mounted on the same stand.

Each such hodoscope consists of eight scintillator strips

0.75 inch wide, 6 inch long and 0.125 inch thick (except

for the most upstream one for which the width is 1 inch and

the length 8 inches). The space resolution of the beam

hodoscopes is worse than that of the beam chambers but

their time resolution is much better (15 nsec compared to

100 nsec). Whenever there was more than one wire set in a

beam chamber the corresponding beam hodoscope was used to

help single out the one set by the triggering muon.

Except for the requirement that no more than a

single strip of each of the pair of beam hodoscopes nearest
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to the target be set, the information of the beam hodoscope

and the beam chambers was not used in deciding whether to

trigger the apparatus. The time coincidence of four trigger

counters, one per beam station (SO), combined with the

absence of a signal from any of a number of veto counters

(scintillators with a circular hole in the middle) strategically

located along the beam line, did however constitute one of

the components of the trigger. Since this component refers

to the presence of a beam signal it is denoted by B (see

Figure 6). The most prominent of the veto counters was

located inside the muon laboratory and is indicated by V in

Figure 6. It consisted of a bank of large scintillators

covering an area 3 meters high and 4 meters wide and pre-

vented halo muons from triggering" the apparatus. Directly

behind this halo veto hodoscope a I meter thick concrete wall

made sure that interactions with-products traveling backwards

in the laboratory would not be self-vetoed.

The Target

The liquid deuterium was contained inside a cylindrical

mylar flask, 1. 2 m long and 7" in diameter. The flask

material presented 0.4 gm/cm2 to the beam, roughly 2 percent

of the target proper. The flask was surrounded by a thin-

walled, evacuated, aluminum, cylindrical can. The upstream

face of the can was far enough from the end of the flask to

allow unambiguous separation of the events originating there. -
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The same target flask, but filled with hydrogen, was used

for the proton-target studies of the collaboration.

The 1 m x 1 m MWPC

Eight multi-wire proportional chambers of large (1m x ~

1m) active area and with shift register readout were installed

directly downstream of the target. They were grouped into

four pairs (Sl) each consisting of one chamber with vertical

readout wires (referred to as an X-chamber in this exper~ent)

and one with horizontal ones (or a Y-chamber). They. were

used to determine the trajectories of the scattered muon and

of all other forward-going charged products of an interaction,

upstream of the spectrometer magnet. Their good (- 100 nsec)

time resolution insured that most of the tracks detected by

them were indeed associated with the interaction. Their wire

spacing (16 per inch) coupled with the way they were

positioned resulted in an angular resolution of 0.6 mrad.

More details about the construction and mode of operation of

these chambers are given in References 20 and 21.

Spectrometer Magnet

As the initials CCM indicate, the momentum analyzing

magnet of this experiment was the magnet of the Chicago

(Synchro-) Cyclotron. 22 The radius of the pole faces was

kept at 2.2 m but the gap between them was increased to 1.5 m

to increase the acceptance. The nominal field was 15 Kg and
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gave a transverse momentum kick of 2.22 GeV/c to singly

charged particles traversing a diameter. Only particles of

momentum greater than approximately 6 GeV/c were transmitted

through the magnet into the downstream experimental" aperture .

.The cylindrical symmetry and uniformity of the field reduced

the task of associating upstream to downstream tracks to a

simple comparison of their impact parameters. This will be

discussed later.

Downstream Spark Chambers,
Hodoscopes, and Absorbers

Two sets of physically distinct spark chambers, each

employing its own readout method, were used to measure the

trajectories downstream of the CCM. They were arranged to

maximize the solid angle acceptance with the longest possible

lever arm.

The first set consisted of 12 wire planes separated into

three groups (S2) each containing two spark gaps 2 m x 4 m

in area. The two wire planes across each gap had a spacing

of 1 mm and were arranged to form alternating pairs of U-X

and X-V planes (A U wire makes an angle of tan-1 (1/8) with

the vertical and a V wire the same angle but with a negative

sign). They employed capacitive signal storage and shift

register readout. 23 They could therefore operate inside

the CCM fringe field and required low spark currents. Their

long sensitive time (more than 2 ~sec) combined with the

fact that they were active in the region traversed by the
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beam and with their proximity to the remnant radioactivity

of the CCM resulted in many spurious sparks. They did how­

ever complement the information that could be provided by

the rest of the momentum measuring planes and resulted in

an improved resolution. Additional details on the construc­

tion and performance of these chambers are given in References

24 and 21.

The second set consisted of a series of 8 wire planes

forming the sequence UXUXVUXV across four gaps (83). The

wire spacing was also 1 rom and the area covered was 2 m x

6 m. They employed magnetostrictive delay line readout.

Unrelated sparks were reduced by deadening a 10 cm radius

area centered on the deflected beam. The large currents

they required for sparking set an upper limit of 15 for the

maximum number of triggers that could be allowed per second.

More information about all magnetostrictive readout spark

chambers can be found in Reference 25.

Immediately following the second set of momentum

measuring spark chambers there is a pair of hodoscopes (H,

G) with crossed counter elements. They form a gr~d,

covering most of the active region of the 2 m x 6 m chambers,

that was used to separate stale from intime downstream

tracks. The G counter consists of horizontal strips of

scintillator and features an adjustable hole in the region

traversed by the deflected beam. A signal from at least one

of the G counters was required in order to trigger the apparatus.
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Behind these two hodoscopes there was a 3 radiation

length (2") steel plate not shown in the figure.' Electrons,

positrons and photons shower in passing through this plate.

Four gaps (eight wire planes) of 2 m x 6 m magnetostrictive

chambers, referred to as the photon chambers and also not

shown in the figure, detected these showers by the presence

of a cluster of sparks around the projection of the tra­

jectory of .the inc ident light lepton. The photon chambers

were used to separate electrons from pions in some cases.

A 16 inch thick (~ 70 radiation length) lead brick

wall followed by three more 2 m x 4 m spark chamber gaps

was positioned directly behind the photon chambers for the

purpose of inducing and detecting showers by neutrons.

These so called neutron chambers, again not shown in the

figure, were not used in the data analysis.

All particles other than muons were stopped in the

final absorber (A) which consisted of staggered steel

blocks, 8 feet thick. Here the penetrating power of muons

was used for their identification.

The main veto counter of the experiment, the N

hodoscope, was situated behind the hadron absorber. It con­

sisted of 13 horizontal counters, each 66 cm long and 7.7 cm

wide arranged to overlap halfway, thus covering an area

54 cm wide and 66cm long. Its purpose was to veto the muons

of the beam that had either not interacted or had undergone
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little energy loss. Its position sideways (in the x-direc­

tion) was adjustable. The requirement that none of the N

counters be set was one of the components of the trigger

of the experiment.

Accurate temporal and rough spatial information about

muons penetrating the hadron absorber was provided by the

set of M and M-prime hodoscopes. As shown in the figure

the M counters were horizontal and the M-prime vertical.

Their combination therefore forms a grid similar to that of

the G and H hodoscopes. Details about all hodoscopes of

this experiment are given in Reference 26. The relevant

triggering requirement was that at least one of the M or

the M-prirne counters be set, indicating the presence of a

scattered muon.

The trajectories of muons downstream of the hadron

absorber were determined by the last set of magnetostrictive

chambers (54). 'Four chambers, each containing two wire

planes of 2 m by 4 m active area, formed this set which was

referred to as the muon chambers.

Electronic and Physical
Trigger Components

The apparatus was triggered whenever the electronic

coincidence B·N· CM or M').G was satisfied. The objective

was to preferentially detect the muon-nucleon interactions

occurring in the target while minimizing the fraction of

the triggers due to extraneous processes.
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The signal B (see Figure 6) guarantees both the

presence of an incident muon of approximately the correct

beam energy and the simultaneous absence of a halo muon.

Muons interacting upstream of LE4 move out of the beam

spot and are vetoed by the several small veto counters along

the beam line, which are an integral part of B. To insure

that the incident muon has not interacted between 1E4 and

the muon laboratory, the requirement that no more than one

of the elements of each of the two beam hodoscopes nearest

to the target be set was made part of B. Since muons arrived

in "buckets" 18 ns apart (reflecting the frequency of the

RF acceleration in the main ring) this requirement also

insures that the bucket contains only one beam muon. This

avoids an event veto by a companion beam muon not interacting

in the target. SLmilarly, a companion halo muon outside

the beam aperture will be detected by the halo veto hodoscope,

which prohibits the formation of the signal B.

The signal N vetoes any event in which the muon was

not scattered enough to miss the N counter. The size of the

N counter was chosen large enough to veto, in addition to the

unscattered beam, a large fraction of the more numerous low
2Q events and so prevent them from saturating the trigger.

The probability that two beam muons arrive in the same RF

bucket was measured to be 0.06 ± 0.02, varying with the beam

tuning of each run. Since the beam and halo fluxes are
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approximately equal, accidental halo-beam coincidences occur

at a similar rate. It was therefore necessary to install a

highly efficient N veto counter. Otherwise, there would

have been accidentals with the beam muon providing the B

and the accompanying halo muon, undetected by the halo veto,

providing the M·G.

A set M or M' hodoscope counter, in the absence of

an N signal, indicates the presence of an interacting muon

inside the aperture of the detectors.

Since the G hodoscope has a hole through which the

deflected non-interacting beam passes, the G counters can

only be set by the scattered muon or by the products of the

interaction. A-G signal therefore indicates that the inter­

action took place upstream of the plane of the G hodoscope,

given that we already have a B·N.(M or M') coincidence.

Without the G requirement triggers from muons interacting

in the absorbers downstream of G would have overwhelmed those

due to interactions within the target because of the dis­

parity between the amounts of material involved.

The only trigger component which could be adjusted

was the position of the N counter across the beam. Vertically

the counter was centered on the nominal beam height. The

horizontal position adopted for data taking was chosen

following a study of the behavior of the triggering and

other rates, with the N counter traveling across the beam and
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always containing most of it. The results of this study

are presented in Figure 7. The chosen operating point was

a compromise between the conflicting objectives of minimizing

the triggering rate and of being insensitive to small

changes in the beam spot, position, and shape. The trig­

gering rate [B.N.(M or M')·G/B] indeed remained inside the

(9.5 % 0.6) x 10-6 range throughout the data taking. The

target empty rate was approximately half of the target

full value.

The anticipated triggering rate due to muon-target

nucleon interactions27 was of the order of 2 x 10-6 , for any

reasonable position of the N counter. A muon could however

also lose energy in the target by scattering elastically
I

off an electron or by bremsstrahlung. Our acceptance

calculations showed that in addition to the beam the N

counter would also veto all scatterings with Q2 < 2 (GeV/c)2

as long as v is less than roughly 90 GeV. The ~-e elastic

and muon bremsstrahlung interactions are characterized by

low Q2 (small angles) and their cross section decreases

with increasing~. Therefore the N counter prevented most

of such interactions from triggering. Even so, since for
2v > 90 GeV interactions of any Q would trigger the

apparatus, the triggering rate from ~-e elastic scatters

was also approximately 2 x 10-6 while that from muon

bremsstrahlung was about half as large. A small fraction
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of the recorded triggers was due to various combinations

of accidental coincidences which satisfied the triggering

criterion. Examples are positrons from beam ~ decay

setting Band G in random coincidence with M or M' and beam

muons interacting downstream of G (setting B.N.[M or M'])

in random coincidence with G.

Different triggers, such as 'B' alone or 'Halo',

were occasionally employed to record information necessary

for surveying, normalization, and monitoring purposes.

The B·N·(M or M')·G trigger was the only one used for data

taking. The primary objective of this trigger is to

facilitate the study of the inclusive reaction. A large

fraction of diffractive rho events was not observed because,
,

in pursuit of this objective, the N counter was set to veto

2low Q events with v < 90 GeV. For this reason and since

we want to study just one exclusive channel, the number of

events in which a rho is diffractively produced is expected

to constitute a small fraction of the triggers. The

numerical value of this fraction depends strongly on the
2nature of the Q dependence of the cross section for the

diffractive process. The value predicted by Vector

Dominance, using Eq. (1.5), is of the order of 0.005 and

is lower than any of the other expectations.
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Data Acquisition

Information from physically dissimilar detectors

such as counters and wire chambers, as well as from

auxiliary pieces of. equipment, such as scalers,· had to be

recorded. A CAMAC system was therefore used in order to

standardize the end products of the electronic readout

systems and to facilitate the interfacing to the online

computer. The information was stored in CAMAC modules

(scanners for the chambers, latches for the counters and

quad scalers for the scalers) prior to being transferred to

the computer. Although each such module consisted of dis­

tinct hardware, designed to encode the information according
.

to a predetermined convention, they all shared two common

features: Their sequence of operations was initiated by a

"prompt out" Le., a signal generated by the fast electronics

of the experiment no later than 6 ~sec from the moment the

triggering criterion was satisfied; and when their opera­

tions had been completed they issued a "look-at-me" (LAM)

indicating to the computer that data transfer was allowed

and desirable.

The following sequence of events took place every

time the triggering criterion was satisfied: The scalers

were stopped and the circuit that produced the trigger was

disabled to insure that the recording of the event would

proceed uninterrupted. The scaler and counter information
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was read out and stored into their respective CAMAC

modules. A strobe signal was sent to all proportional

chambers, freezing the information from each wire into

its respective shift register. Some 300 nsec later the

spark chambers were fired. -After the noise from the sparks

had died down, some 5 ~sec later, the "prompt outs"

initiating the transfer and encoding of the chamber infor­

mation into their respective scanners were sent. In less

than 5 msec all modules had issued their LAM. The computer

was then interrupted and began the process of transferring

the event data through the CAMAC interface into its fast

memory, in 600 (16 bit) word blocks, filling up to four

(but typically two) such blocks per event. This process

lasted for some 50 msec on the average. The scalers and

the triggering circuit were then enabled and the sequence

was repeated following the o~currence of the next trigger.

There were twenty 600-word blocks available in the

computer memory. Since the average triggering rate was

four per pulse and since most of the events would need no

more than two such blocks in which to store their informa­

tion (the number of sparks being the only variable quantity)

the twenty blocks proved adequate for most of the spills.

On the few occasions that seventeen or more of these blocks

had been filled, the computer gated the experiment off for

the rest of the spill so as not to allow a bias in favor

of events with fewer sparks.
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The first task of the computer during the five

second interval between spills was to copy the contents of

this memory buffer onto tape, again in 600 word records.

At tape density of 800 bpi, up to 5000 triggers could be

recorded on a single tape forming a unit which was called

a run. Shorter runs were ho~ever often necessitated by

malfunctions of the equipment, loss of the beam, or com­

puter problems. Additional information about the structure

and the contents of these so-called raw data tapes can be

found in Reference 28.

The online computer, a Xerox L-3 featured a hardware

priority-interrupt system. Event acquisition had the

highest priority, followed by the logging of the data on

tape. In addition to these two tasks the computer also

performed a host of useful checks both at the individual

event level and on a statistical basis. It therefore served

as a monitor of the proper functioning of the equipment,

pointing out to the experimenter problems that might have

otherwise gone undetected until the data was analyzed off­

line. Details about these and other functions of the on-

line control system and software can be found in References

21 and 29.

There were 64 usable runs corresponding to a flux

of 2.628 x 1010 muons incident on the full liquid deuterium

target during the time that the apparatus was in a position

to be triggered. Approximately two hundred and fifty thousand

recorded triggers formed the dataset on which this study was

based.
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DATA REDUCTION

The rudimentary information about each trigger, such
-

as the location of the sparks within each chamber and the

set elements of the various hodoscopes, recorded online on

the raw data tapes had to be transformed to make them useful

for the extraction of physics results. A two-step process,

with the output of the first serving as input to the second,

was employed to reduce the contents of these tapes to a more

suitable form. In the first step the alignment of the

active elements of the apparatus was determined for each run

and then the real space coordinates of the sparks were cal­

culated and recorded on secondary ("scaled data") tapes. The

core of the second step consisted of trackfinding programs

which used the scaled data to determine the tracks of charged

particles. The parameters from which these tracks could be

reconstructed were then written onto tertiary (data summary)

tapes.

The secondary and tertiary tapes were produced by

other members of the collaboration at che Rutherford Lab-

oratory's IBM 360/195. The physics analysis reported in this

thesis was performed at Fermilab's CDC 6600 and at the

University of Chicago's IBM 370/168, using the tertiary tapes

33
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as the starting point. The rest of this chapter describes

the raw ~ scaled ~ tertiary reduction process in detail.

Secondary Data Tapes

The coordinate system with respect to which the

positions of the chambers and their sparks were measured was

a right-handed one with the positive z-axis along the nominal

incident beam direction and with the positive y-axis pointing

upwards along the vertical. The center of the CCM was chosen

as the origin.

To determine the real space location of each spark

we needed to know the alighment of the various chambers.

The starting point for alignment was provided by the two

pairs of beam MWPC downstream of lE4. These chambers had been

positioned by surveyors so that the line joining the centers

of their active areas coincided with the z-axis and so that

their readout wires stretched along the vertical or the

horizontal directions. Therefore the absolute (with respect

to this coordinate system) value of the .ordinate of their

set wires could be easily deduced. Whenever one and only

one wire was set in each of these four chambers, the incident

muon track was unambiguously and absolutely determined. Due

to the relative distances involved the projection of such a

track onto any chamber plane downstream of the target was

predictable to within .7 mm, a length comparable to the

intrinsic space resolution of the chambers. With the CCM
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turned off the position of each chamber transverse to the

z-axis could then be determined as the one minimizing the

square of the difference between observed and predicted

intercepts of the muon track.

The alignment of the 1 m x 1 m MWPC was determined

once and for all by this method. However, variations in the

temperacure of the muon lab resulted in changes in the speed

of sound and thus in the calibration of the magnetostrictive

lines, making necessary a separate alignment procedure for

each run for the rest of the apparatus. First the relative

positions of the twenty momentum-measuring planes downstream

of the CCM were determined by considering iteratively the

tracks through these planes which had been found in the first

few hundred events of each run. The absolute position was

determined by linking tracks through the CCM. Tracks in the

x-z plane were matched by minimizing the difference of their

impact. parameters; at the same time the consistency between

the beam height and the projection of the downstream tracks

back to the target was optimized. (The vertical focussing

was negligible.) This procedure required knowledge of the

absolute positions of the MWPC's upstream of the CCM. The

only other group of chambers for which alignment was indis­

pensable were the muon chambers. Here the non-linear

response of two wands had to be corrected for and then the

relative alignment of the chambers determined using tracks

through the chambers. Finally, the set was aligned as a
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unit with respect to the downstream momentum-measuring planes,

by matching muon tracks.

The alignment procedure was complicated even further

by an intermittent malfunctioning of the BMWPC readout hard­

ware: It turned out that for some of the runs the 5 ~sec

(following a trigger) during which the clock line was

blocked was not always long enough for the spark chamber

noise to die down. As a result the BMWPC data would be

shifted by the same number of counts in each of the chambers

but this number would vary from trigger to trigger. For­

tunately the beam runs, which were interspersed among the

data runs, served to fix the alignment between the beam

chambers and the corresponding beam hodoscope elements.

(The spark chambers were not energized during beam runs.)

The known position of the hodoscope elements and the nature

of the defect (a uniform shift) were in turn utilized to

establish a reverse shift that provided the best match

between beam chamber and beam hodoscope information for all

the triggers of a data run. Deviations of x 2 wires, com­

pared to 9 wires per hodoscope element, were then allowed

for individual triggers for which this reverse shift had

not removed the discrepancy. It was estimated25 that less

than 10 percent of the triggers may have been processed with

a shift off by 1 wire. At any rate the effect on the resolu­

tion of the kinematic quantities is negligible. Also, since
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only a translation is involved, no change in the momentum

determination by 1E4 had to be made. In the data taking

that followed this exper~ent the problem was solved by

increasing the blocking time and by incorporating fiducials

(i.e., wires set all the time).

A less elaborate alignment process would have suf­

ficed if there were fewer stale and noise sparks mixed in

with the real ones. Their presence made the use of the full

resolving power of the detectors necessary for efficient and

reliable trackfinding. In any case, once the locations of

the chambers had been determined for each run, the spark

information was converted to real space coordinates, which

were then recorded onto the secondary (scaled data) tapes

along with the counter counts for each event.

Event Reconstruction

The event reconstruction process had the following

objectives:

(a) To identify all the tracks of charged particles

traversing any segment of the apparatus,

(b) To determine the temporal relationship of every

such track to the moment that the triggering interaction

took place,

(c) To pick out the track of the triggering muon,

(d) To determine the coordinates of the interaction

vertex, and



38

(e) To calculate the momentum of every particle

emerging from the vertex and detected downstream of the CeM

and to determine the kinematic quantities, such as Q2 and

~, associated with the event.

Only a fraction of the recorded sparks was associated

with the interacting muon or with the products of the inter­

action. The rest were caused by stale muons, by the residual

radioactivity of the CCM and by "noise." Each spark was

either assigned to a track of a particle traversing the

apparatus or discarded as extraneous in the first step in

the event reconstruction process.

Four different and independent programs performed the

trackfinding, one for each of four regions into which the

chambers were allocated according to function. These were:

(a) The beam region (encompassing the beam chambers), (b)

The upstream region (containing the 1 m x 1 m MWPCs) , (c)

The downstream region (containing the momentum-measuring

spark chambers), and (d) The muon chamber region. By linking

the track segments at the boundaries of adjacent regions the

path of a particle could be traced through the apparatus.

Also, cross-checks could be made and the efficiency of

individual pieces of the apparatus as well as of the track­

finding routines themselves could be determined. If a

sequential procedure had been used, i.e., one in which the

results of the trackfinding in one region were used as seeds
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for the search of an adjacent region, such measurements,

necessary for the extraction of cross sections, would have

been much more difficult.

Trackfinding by Region

In the beam region the fine spatial resolution of the
-

beam chambers, was combined with the superior time resolution

of their associated beam hodoscopes to identify the path of

the incident muon prior to the interaction point. Set

wires having a set hodoscope element right behind them were

selected as the true indicators of the point of traversal

over any other set wires in the same chamber. If no wires

were set the center of a set hodoscope element was used

except for the case of the x-y pair in front of the target.

Here the existence of set wires was required because it was

essential for limiting the road within which the interaction

vertex could lie.

The beam-region trackfinding was designed to assure

a sensible, clean,and unambiguous incident muon track at the

expense of efficiency. As a result the efficiency was

typically 68 percent for the trigger (data) runs and 80 per­

cent for the beam runs, with the difference coming from the

sensitivity of the trigger to muons losing energy upstream

of the target and to the contribution by random coincidences

to the "beam" signal. Since failure to identify, clean

incident muon track meant that the ~rocessing of the event

was abandoned, a correction for the possible loss of events
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had to be applied. This is discussed in Chapter V.

As in the case of the beam region the trackfinding

in the 1m MWPCs was done separately for the X and the Y

views. All 3 or 4-spark tracks (there were three Y and

four X chambers) pointing to the incident muon track inside

or upstream of the target were found. Tracks more than 2

percent probable were kept unless they shared more than two

sparks with another track of better chisquared.

In the 2 m x 4 m and 2 m x 6 m spark chambers there

were no planes wired to give the y coordinate directly.

Instead the y coordinate of a spark was deduced by incorporating

the information provided from the tilted (~i = ± 8) plane of

type U or V, across the gap from a type X wire plane. Since

each plane usually records more than one spark several pos­

sible (x, y) pairs are formed for each gap. Such a pair is

acceptable if its y falls within the physical y-boundaries

of the chamber. The spark chamber trackfinder operated on

groups of four adjacent gaps, considered to contain such

(x, y) pairs of scaled data, in the following manner.

The most negative x spark of the group was first

chosen and a strip, centered on the spark and of variable

width proportional to the absolute value of the spark, was

laid down across all four gaps. A search was made within

the strip to see if it contained at least two more x-sparks

in the remaining gaps. In either case the procedure was
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repeated for the next most negative x-spark in the group.

Whenever the search was successful a straight line fit and

chisquared calculation were performed, assuming an error of

1.25 mm for the position of each spark. This is generous

compared to the resolution of 0.5 rom but still an effective

guard against confusion given a typical double spark separa­

tion of some 17.5 mm. Fits surviving the chisquared cut

were identified with a track's projection onto the x-z plane.

The associated y sparks were then treated in a similar manner

to determine the y-z projection. Because the resolution in

y is a factor of 10 worse than in X the assumed y-spark

position error was 15 mm. Sparks assigned to a track were

removed from any further consideration by the trackfinder.

The procedure outlined above was applied first to the

four muon spark chamber gaps and then independently to the

four 6 m momentum measuring gaps. In the case of the latter

set the tracks found constituted a starting point for a

search through the 12 capacitive readout spark chambers

immediately upstream. The extrapolation of the 6 m track in

the X-view served as the center of a 25 mm-wide road within

which the associated sparks were required to lie. A line

connecting the height of the incident muon at the center

of the target to the height of the y-track at the 6 m

chambers served the same purpose in the Y-view. If six or

more sparks were found inside the road a new fit in X, U
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and V was done allowing for as much as 1.75 mm error per

spark. If the chisquared exceeded this cut the sparks con­

tributing the most were suppressed and the fit was redone.

If this too failed then the center of the road was allowed

to swing by as much as 15 mm on either s ide of its origina 1

position at the most upstream shift register plane (with

correspondingly less allowance for planes further downstream)

and a new search and testing were initiated. The extrapola­

tion aimed to lengthen the lever arm along which the down­

stream track was measured thereby improving the accuracy

with which the track parameters could be determined.

The two types of spark chambers were not treated on

the same footing for the downstream trackfinding due to the

observed difference in the density of sparks recorded by

them. The magnetostrictive readout (6 m) chambers had a

deadened region at the location of the deflected beam. They

were also further away from the CCM than the capacitive read­

out (4 m) chambers and had therefore fewer extraneous sparks.

Thus they gave a more manageable number of (X, Y) pairs

which served as seeds for the downstream trackfinding.

(Even so, we needed of the order of 100 msec per trigger

to carry out the downstream trackfinding.)
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Linking of Upstream and
Downstream Tracks

The cylindrical symmetry of the CeM simplified the

process of linking of the upstream and 'downstream tracks

found so far. In the bending plane, the field is adequately

described as having a constant strength with a sharp edge

of effective radius R. With reference to Figure 8 the path.

of a particle is then the segment of a circle such that the

entry and exit trajectories are tangents at points A and B.

The symmetry about the line joining the center of the magnet

(0) to the center of this circle (C) requires that the

impact parameters (b) to the entry and exit trajectories

be equal. The observed distribution of the difference

(b[upstream]-b[downstream]) had a ~ 2 rom and tracks for which

this difference was less than 8.75 mm were considered to

be linked in X.

Since the XandY tracks found upstream were not

associated, separate linking was necessary in the y-z plane.

Compared to the resolution with which track slopes and the

intercepts at z = 0 were measured the effect of the magnetic

field was negligible and each Y track could therefore be

parametrized by a straight line. Two Y tracks on opposite

sides of the CeM were linked if they satisfied the relation:

( 6s10pe )2
6 mrad

+ (6intercept 2
2 cm ) < 1
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where 6 denotes the difference of the values of its subscript

for the downstream and upstream tracks under examination.

As was also the case for the x-z view each track was allowed

to link to as many as four different tracks from the other

side of the CCM, leaving to a later stage the decision

which linkage should be ascribed to the event.

Completion of Trackfinding

To recover from inefficiencies of the detecting

equipment and/or of the region-by-region trackfinding programs

the tracks found in one region were used as seeds for further

trackfinding in adjacent regions.

The impact parameter of upstream X-tracks and a

single (x, y) 6-meter chamber spark, masked by set elements

of the G and H hodoscopes, defined the center of a 1 cm wide

road within which searches for more sparks in the downstream

planes were performed. In the beam region about 10 percent

additional tracks were identified this way_ Next, the

intercept at z = 0 of downstream tracks was used as the

starting point for searches for two-spark upstream tracks.

Since there were only 3 1 m x 1 mY-planes this procedure

helped reduce the dependence of the trackfinding efficiency

(in the upstream region) on the efficiency of the individual

MWPC planes. Because such so-called two-point tracks were

almost always found, additional criteria, to be described

later, were used to establish their legitimacy.
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Timing of Tracks

The fine time resolution and high efficiency of the

counters of the G, H, M, M' and N hodoscopes were relied

upon to determine the temporal relationship of all downstream

and muon tracks to the moment of triggering. The dimensions

of the hodoscope elements were first enlarged ~y 1 cm in X

and by 3.81 cm in Y) to allow for survey and track projec­

tion uncertainties; the number and the identity of set

hodoscope elements along each track's projection were then

determined. Depending on the details of the geometry

various grades of timing agreement could be assigned but

basically tracks were categorized as either "intime" or as

"out of time" or sta1e--the latter occurring when not a

single counter along the track's projection was set. The

relevant hodoscopes were M and M' in the case of muon

chamber tracks and G and H for the downstream tracks.

Linking of Downstream and
Muon Tracks

The next objective of the event reconstruction pro­

cess was the identification of the path of the muon which

caused the triggering. To this effect the linking of the

downstream and muon chamber tracks was first examined. The

momentum-dependent multiple scattering effects of the lead

wall and the hadron absorber (located between the two regions)

complicated the linking process here.
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In the x-z view the effects of multiple scattering

and of the track resolution from either side of the hadron

absorber were comparable. Therefore, to establish linking

in X the difference of the projection of the tracks to the

middle of the hadron absorber was used. This difference was

scaled by a factor compensating for the proportionality of

the mean multiple scattering angle to the inverse of the

muon momentum and then a cut of ± 5 cm was imposed, inde­

pendent of momentum. The difference of the X-slopes of the

two tracks under consideration,again appropriately scaled

for momentum, was simultaneously required not to exceed 15

mrads.

Multiple scattering in Y is the same as in X but the

resolution of the Y tracks is much worse than that of the X

tracks. Given the lever arms involved the resolution errors

from the upstream and the muon Y tracks were comparable close

to the most upstream muon chamber. There the additional

requirement that the difference between the Y-intercepts

should not exceed 15 cm was imposed. Since in this case both

the x-z and the y-z views of each t~ack under consideration

were known, and since multiple linking was not acceptable

here, this loose cut in Y served only to reduce confusion.

If multiple links were not eliminated after the Y cut was

imposed then the tracks with the best matching X-intercepts

were declared as the only linked ones. No restrictions were
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imposed on the total number of possible downstream-muon

track links per event (i.e., all possibilities were given

an equal chance).

Identifying the Scattered Muon

The downstream track due to the scattered muon should

normally (a) be intime and it should (b) link to an upstream

and (c) to a muon chamber track. Features (a) and (b) were

required of all scattered muon candidates but (c) was not.

In such cases, downstream tracks whose projection pointed

to at least one set M or MI counter and to a cluster of muon

chamber sparks became scattered muon candidates. For both

types of candidates the quality of intimeness was graded

depending on the ratio of the number of counters pointed at

and set to the number pointed at. In addition at least three

of the maximum possible four counters had to be set before

either a projected downstream track or a downstream track

linked to a muon chamber track would be declared to be the

scattered muon. Since all these criteria were found to be

satisfied by more than one combination of downstream-muon

chamber tracks in approximately 1 percent of the reconstructed

events, the combination with the best quality was chosen as

the scattered muon. There were, however, provisions for

recording the relevant information for up to 3 such

eligible combinations per event. The validity of the choice

could be questioned later using additional criteria, like

the energy balance.
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For approximately 30 percent of the reconstructed

events (or 15 percent of the triggers) no combination or

projection satisfying the above mentioned criteria was found.

All the information about such events was however recorded

on the tertiary data tape. Only triggers for which either

no clean incident muon or no downstream tracks were found

were considered as reconstruction failures and were there-

fore omitted from the summary tapes.

Determination of the
Interaction Vertex

The upstream track that linked to the downstream

portion of the scattered muon track was used in conjunction

with the incident beam muon track to tentatively identify

the vertex of the interaction. All upstream tracks which

linked to intime downstream ones and passed close to this

vertex were then incorporated in a subsequent recalculation

of the vertex. Thus the interaction vertex for mu1tipartic1e

(here meaning more than two) final states was accurately

known even if Q2 was close to the kinematic limit, provided

that at least one of the angles with the incident muon

track was large compared to the 0.6 mrad angular resolution

of the upstream tracks. Most of the events of interest in

this study possess these features, making their association

to the target easy to ascertain.

To allow for the possibility of secondary inter­

actions within the target and for having selected the wrong
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candidate for the scattered muon up to 5 vertices could be

recorded. These were the 3 vertices located furthest up­

stream from which emerged tracks linking to downstream ones

and the 2 most upstream vertices which had no such tracks

associated with them.

Calculation of Kinematic
Quantities

The accuracy with which the impact parameter was

measured from downstream was much better than that from the

proportional chambers upstream, due to the longer lever arm

and to the larger number of sparks associated with the track.

The scattering angle in x for each upstream track was there­

fore determined by drawing the tangent from the x position

of the vertex to the circle having the center of the CeM

as its origin and with radius equal to the impact parameter

as measured by the downstream linked track. The momentum p

in GeV/c of a particle which travels along a circle of radius

p meters inside a cylindrically symmetric field of radius R

meters and constant strength B kilogauss is given by:

p = 0.03 Bp

The hard edge model of the CeM field used is described by

R = 2.4709 m and B = 15 kilogauss.

From Figure 8 it can be seen that:
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where the angle ABC = 9=1190utl ~ 19in l1 and the + (-)

sign applies to trajectories of opposite (same) sign slopes.

Thus the vertex and the downstream track provide all the

quantities necessary for the determination of the momentum

of the particle in the x-z plane. This is also true for the

y-z plane where the height of the downstream track at its

mean z was used in conjunction with the y of the vertex to

determine the scattering angle in y, following the applica­

tion of simple vertical focussing and helix effect correc­

tions. A momentum could thus only be assigned to those

downstream tracks which linked in at least one view with an

upstream track.

Given the vector momenta, kinematic quantities such
2as Q and v were determined according to their definitions.

Trackfinding Efficiency

It was one of the features of the design of our

experiment to provide the maximum amount of redundancy allowed

by the space limitations. The availability of many more

than the minimum number of planes necessary for momentum

determination eased enormously the task of identifying

the tracks in the crucial downstream and upstream regions

of the apparatus. At the same time the trackfinding

efficiency was rendered largely independent of the efficiency

of individual chambers. The importance of this built-in

feature cannot be overemphasized.
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Due to another design feature, however, it was

anticipated that the efficiency to detect a downstream track

should depend on the X intercept of the track at the 6 m

chambers, which provide the origin of the trackfinding in

this region. The reason for this complication was that

these chambers had a dead area (10 cm in radius) in the beam

region, where the density of tracks was peaking due to the

intense halo around the beam. Special studies were under­

taken to measure this effect.

The efficiency of the trackfinding process was

defined as the probability of detecting the presence of a

random track, externally added to real events at the

secondary tape level. Fake tracks were generated so as to

be beam and target-associated and to cover the aperture of

the detecting apparatus. At the point where such tracks

traversed a chamber, sparks were generated so as to correspond,

on the average, to the measured individual detection char­

acteristics of the piece of apparatus involved. In addition

to efficiency and resolution, particular attention was paid

to simulating the spread of the sparks. The trackfinding

programs were then allowed to operate on the modified event

and the results were checked to see if the inserted fake

track had been detected. As it was pointed out in the first

of a series of reports on such tests,30 this method has the

advantage of using the background sparks present on the

data tapes rather than trying to simulate them.

/
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These studies gave us the overall downstream track­

finding efficiency and determined its variation as a function

of X at the 6 m chambers. As expected, the inefficiency was

found to be strongly and positively correlated with the

density of tracks. The results of the most exhaustive of
. 31

these studies are shown in Figure 9. The peaking of the

inefficiency occurs in the region of the chambers around the

deadener and is attributed to the increase of the confusion

near the beam. (The inefficiency is 100 percent inside the

deadener). Figure 9 is the parameterization of the ·down­

stream trackfinding efficiency used by the Monte Carlo

program which calculated the acceptance for the reaction

under study (see Chapter V).

Tertiary Taees

Once the analysis of an event had been completed the

reconstruction program wrote all its findings on a tertiary

tape and then proceeded with the analysis of the next trigger.

The information recorded included the track parameters for

the incident muon and for the· tracks found in the upstream,

downstream, and muon chamber regions as well as their linking.

The vertex and its error matrix, kinematic quantities and the

vector momentum assigned to downstream tracks were also

written on the tertiary tapes. The counter latching informa­

tion and two sets of scaler counts, one associated with the

trigger and one accumulated since the last event that was
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written on the tertiary tape, were taken or deduced from the

secondary tapes and were also recorded.

A full description of the information available on

the tertiary tapes and of the format with which it is written

is given in reference 32. Basically there are two buffers,

one for the track parameters and another for the momenta.

A set of pointers indicates the beginning of the various

types of tracks in the track buffer and another stores the

assignment of a momentum vector to its downstream track. An

illustration of the kind of information available for each

event on a tertiary tape is presented in Figure 10. Slopes

are given in units of tenths of radians and intercepts in

1/4 mm. By expressing distances along the z-axis in units

of 1/4 em, the product of a slope times a z-distance in these

units is also expressed in 1/4 rom, and is thus directly

comparable to other distances transverse to the z-axis such

as the (x, y) coordinates of the vertex.

Except for indicating whether a scattered muon had

been found no attempt was made at this stage to classify

the type of trigger (inelastic nuclear scatter, muon-

electron elastic scatter, muon-bremsstrahlung, spurious, etc.)

to which each event on the tertiary tape belonged. This was

left up to the users of the tapes, offering them the oppor­

tunity to experiment with and define their own selection

criteria and correction factors.
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In addition to their use as data summary tapes, the

tertiary tapes served as input to programs which determined

the efficiency and other properties of individual detectors

or their components. Also, several of the correction factors,

necessary for the extraction of absolute cross sections,

were deduced from the output of special programs which

operated on the contents of the tertiary tapes. The methods

employed are presented in Chapter V.



CHAPTER IV

EVENT SELECTION

This chapter describes in detail how events were

identified as candidates for the reaction under study and

outlines the process of their selection from a dataset con~

sisting of over 100,000 analyzed triggers. The methods

employed for both the selection of events and for the

evaluation of the cross sections (the latter are described

in Chapter V) also apply, unless otherwise stated, to the

results33 from our hydrogen target data.

Halo Rejection

Some of the tracks found downstream of the COM were

not associated with the interaction of the triggering muon.

Most of the events contained at least one such extraneous

track, thought to be due to halo muons traversing the

apparatus within the sensitive time of the spark chambers

(over 2 ~sec) prior to the moment of triggering. The recordirtg

of such tracks was expected since the halo intensity was of

the order of the muon beam itself and halo muons were spread

throughout the aperture of the detectors. By definition

these tracks are out of time, that is normally the counter

elements to which they are pointing are not set. From the

55
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same spirit, if an out of time muon chamber track linked to

more than one downstream tracks of which only one had been

assigned momentum, the latter was not flagged as halo,

giving it the benefit of the doubt (but still subjecting it

to the rest of the tests described below). Under all other

circumstances a "hadron" (meaning non-muon) downstream track

which had been assigned momentum and which linked to a muon

chamber track was labeled as halo and the count of "hadronsl'

for the event was decreased by one.

Downstream tracks were assigned momentum if "they were

not clearly out of time and if they linked to an upstream

track. Although the momentum was calculated assuming that

the hadron originated at the vertex of the interaction no

checks were made to insure that either the downstream track

or the upstream track(s) to which it linked were indeed

pointing towards the vertex. The next two tests were designed

to impose this requirement.

Since the tracks are bentin x by the COM, only the y

projection from downstream can be checked. Figure 11 com­

pares the distributions of the difference between the y of

the downstream projection, evaluated at the z of the vertex,

and the y of the vertex for negatively and positively charged

"hadron" tracks. The distribution of the positives has

wider wings indicating the existence of halo muons in that

sample of tracks. (The histograms shown correspond to all

downstream tracks that were assigned momentum, irrespective
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of whether they had been labeled as halo.) This was con­

firmed by examinlng the same distribution for downstream

tracks that linked to an out of time muon chamber track.

After taking into consideration these as well as the histo­

gram from the scattered muon it was decided to label a

downstream track as halo if the absolute value of this dif­

ference exceeded 200 1/4 mm.

Downstream tracks could link to as many as four up­

stream ones. At least one of the latter should project within

a reasonable distance back to the vertex. To decide on the

amount of a cut we studied the distribution of this distance

for tracks linked to downstream tracks already identified as

halo. This distribution peaked at zero but had wide wings.

For approximately half the links the absolute value of the

distance was less than 30 1/4 mm. A much more strongly

peaked distribution of this distance resulted when the linkage

was to downstream tracks not yet identified as halo. For

the x-z tracks this is shown by the continuous line of Figure

12. Assuming that all of the links to tracks missing the x

of the vertex by more than 30 1/4 mm are accidental and that

the rest of the accidental links are equal in number and

distributed as those of the halo inside the ± 30 1/4 mm

region, results in the estimate for the background shown by

the dashed line in Figure 12. This represents the maximum

possible background since all linked upstream tracks--not
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just the one projecting closest to the vertex--were con­

sidered. It was decided to apply a generous and safe cut

at ± 30 1/4 mm, within which up to 18 percent of the links

could be accidental, and to rely on the event selection

criteria for the final weeding. Similar results were obtained

for the projections of the y-z upstream tracks, for which

the same cut was also applied. For the purposes of this

test two-point upstream tracks with poor chisquared (greater

than 625 for x tracks or greater than 1250 for y tracks)

were considered as not linking to the downstream track in

question.

To illustrate the effectiveness of the various cuts

the results from a representative sample of tertiary tape

events which contained 20436 downstream "hadron" tracks that

were assigned momentum are presented in Table 2. At the end

7404 of these tracks had been declared as halo. The percent

shown is the number of events failing either only one of the

three tests described above or a combination thereof,

divided by 20436.

Once all tracks had been tested the momenta of the

ones surviving all the tests were added and their sum was

subtracted from the energy loss v of the scattered muon. If

this difference was greater than 5 GeV the momentum buffer

was searched for the existence of a track that would provide

the missing downstream energy. (Particles of momentum less

than about 5 GeV could not have traversed the CeM.) If the



60

absolute value of the difference between v and the new total

downstream energy was less than 5 GeV the halo label was

removed from the track. If more than one such tracks were

found the one providing the closest energy balance was pre­

ferred. The objective of this reversal of opinion was to

allow us to recover from possible misidentifications of

genuine hadrons as halo particles. Both the hadron track in

question and the event were branded, however, so that they

could later be checked for systematic differences from the

rest of the events in the sample. No obvious differences

were found, vindicating the adoption of this precautionary

measure.

At long last the number of "hadron" tracks for each

event could now be ascertained; it was defined as the number

of downstream tracks assigned momentum which were not labeled

as halo or as part of the triggering muon path.

Selection Criteria

A distinguishing feature of the downstream topology

of the reaction

+ + 0 0 +
I.Ir + N ... I.Ir + P + N, p ... TT + TT (IV. 1)

is the presence of just a pair of oppositely charged particles,

in addition to the scattered muon. The few recoils with

kinetic energy large enough to emerge from the target do not

aim towards the CCM. So all events with this topological
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signature downstream are candidates provided that they also

balance energy within reasonable limits.

the process of selection of candidates for the reac­

tion (IV.l) began by requiring this characteristic down­

stream signature: Events with none, one, more than two, or

two but same-sign "hadron" (i.e., non-muon) tracks downstream

were rejected outright and were excluded from any further

considerations. The rest of the selection criteria either

involved a characteristic or desirable property for a

genuine candidate, or simply imposed a restriction in the

range of a var~able, or both. In the case of two of the

properties, namely the energy balance and the pair opening

angle, the.cuts were applied in two stages. During the first

stage loose cuts were applied in order to allow us to study

the nature of, and correct for, any contaminating backgrounds.

There were 1608 events which, in addition to presenting the

correct downstream picture, also survived the two loose cuts.

These events constituted the dataset from which the figures

involving data and presented in association with the rest of

this chapter were derived. The 459 members of this dataset

which survived both the second stage stricter cuts in these

two properties and the rest of the cuts formed yet another

dataset. The latter determined the data-related input to

the programs which calculated the cross sections. The cuts

which were applied are discussed below.
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Pair Opening Angle

The identity of the members of the pair of oppositely

charged "hadrons," also referred to as a neutral pair, could

not be unambiguously determined. .Assumptions about the

nature of the particles had to be made and the consequences

of each assumption had to be compared with the observations.

One of the measurable properties of each pair is its

laboratory opening angle. If the oppositely charged hadrons

are pions originating from p decay, most of the opening.

angles should fall in the 10 to 20 mrad range. This is

simply a consequence of the decay kinematics and is illustrated

in Figure 13 for pairs of combined laboratory energy equal

to 100 GeV and with invariant mass in the region of the p

mass. Any reasonable assumption about the shape of the decay

angular distribution, or equivalently the mode of the sharing

of energy between the two pions, leads to opening angles in

the 10-20 mrad range. This is even more the case when the

COM momentum cutoff is also taken into consideration.

The prominent feature of histograms of the opening

angle was indeed a broad (FWHM ~ 8 mrad) peak centered on

13.5 mrad. Approximately 30 percent of the neutral pairs

had, however, very small opening angles clustered into a

second~ry peak centered on 0.5 mrad (FWHM ~ 0.4 mrad).

The oppositely charged "hadrons" with opening angle in this

secondary peak were interpreted as electrons and positrons
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1n (E )
mec 2.E

pair-produced by photons from muon bremsstrahlung. Since

the root-mean-square angle between either member of such an

e+ - e pair and the direction of a parent photon of energy

E . 34
, 1.S

where me is the mass of the electron, small opening angles

are indeed expected to characterize pairs of this nature.

(Our 0.5 mrad angular resolution dominates and is reflected.

in the measurement of these small angles which are of the

order of 0.1 mrad for a 100 GeV parent photon.) In addition,

this interpretation is consistent with the relative numbers

of pairs in the two (opening angle) peaks observed in our

two targets. 35 Production of rhos is proportional to the

target density while e+ - e pair production is inversely

proportional to the target radiation length. Therefore, the

fraction of e+ - e neutral pairs in hydrogen is expected

and found to be twice as large as in deuterium. (Seventy

percent of the hydrogen neutral pairs had opening angles

< 5 mrad.)

These considerations only argue in favor of the

assumption that most of the pairs with small opening angles

consist of electrons and positrons. The nature of the

members of such pairs was established experimentally (con­

firming this assumption) by examining the distribution of

the photon chambers spark counts associated with the track
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of these particles and then comparing them to the distribu­

tions corresponding to other particles. The photon chambers,

located directly downstream of a 3 radiation length steel

plate, should detect showers in the case of electrons and

positrons as opposed to registering just a few (of the order

of the number of the planes involved) sparks when traversed

by muons and hadrons. The number of photon chamber sparks

associated with each electron track for samples of elastic

~-e scatters was indeed invariably larger than 20 (40 on

the average). A similar distribution was observed for the

spark counts of each of the members of pairs characterized

by opening angle less than 1 mrad. In contrast, the distri­

butions for muons and for members of pairs with larger

opening angles peaked around a spark count of 8, with a FWHM

of 10, but also had a sizable tail in the> 20 sparks region.

Since the tails of the electron and hadron distributions

overlapped and because some members of pairs were not headed

towards the aperture of the photon chambers, particle

identification on the basis of spark counts was not possible

for individual events. We could, however, safely conclude

that electron-positron pairs were responsible for the

secondary peak in the opening angle histograms. The first

stage cut was therefore applied at 1 mrad.

Diffractive production of ~ mesons, followed by

their decay into a K+ - K- pair, has the same topological
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features as (IV.1). We could not distinguish pions from

kaons but we could exclude this source of contamination by a

tighter opening angle cut. This is so because the center of

mass momentum of either kaon from a 0 decay is 0.13 GeV/c

while that of pions from a p decay is 0.36 GeV/c. Therefore,

typical opening angles from 0 decays are a factor of three

smaller than those from typical p decays. Indeed, inter­

preting the members of pairs as kaons (by setting M = mk in

equation [IV.2]) produced a peak in the invariant mass at

m = m0 and the opening angle of essentially all pairs in

this peak was less than 5 mrad. The second stage opening

angle cut was therefore imposed at 5 mrad, eliminating all

0-decay candidates. This cut also guaranteed that the z­

position of the interaction vertex was accurately determined

/independent of Q2, since it insured the presence of two

tracks intersecting each other (and the muon tracks) at

angles large compared to the 0.6 mrad experimental resolution.

Knowing the vertex allowed us in turn to perform a fiducial

volume target cut without the need for a corresponding

subtraction from target empty runs.

We will be analyzing distributions of the invariant

mass m of pairs. This mass is related to the laboratory

opening angle of the pair Ol, by

m2 = M2 P P2 2(2 +.-1+ + 4 P1 P2 sin Ol
(IV.2)-) 2P2 P1
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where M is the mass of either member of the pair and P
1

,

Pz are the momenta in the laboratory. Thus, for a given M,

large opening angles imply large invariant masses and vice

versa. A cut removing pairs with opening angle less than a

certain value is therefore roughly equivalent to a cut of

pairs with mass below a corresponding limit.

The effect of the 5 mrad opening angle cut on the

dataset that survived the loose cuts is illustrated in Figure

14. The pair mass was calculated assuming that all decay

products are pions. Although the cut removed just a small

fraction of the events, it eliminated most of the pairs with

mass less than 0.4 GeV, forcing us to adopt this value as

the lower limit of the range over which the mass distributions

were analyzed. What is more unfortunate but not evident from

the figure is that this cut preferentially removes longi­

tudinally polarized rhos, which favor small opening angles.

The remaining data are therefore less sensitive to variations

of angular distribution and polarization parameters. Since

the cut was unavoidable, it was imposed and, at the same

time, it was incorporated in the acceptance calculation.

Therefore the effect of the cut was properly accounted for.

Interaction Vertex

The Z-distribution of the interaction vertex for the

1608 events which survived the loose cuts is shown in Figure

15. The target peak stands out clearly and it becomes
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even sharper when the 5 mrad opening angle cut is imposed.

The secondary peak around the - 9.5 m mark is due to the

material of the most downstream set of beam hodoscopesand

beam MWPC. Even though 60 percent of our events have

Q2 < 0.2 (Gev/c)2 the distribution is very similar to that

obtained when the vertex was determined by the muon alone

and Q2 was required to be larger than 0.5 (GeV/c)2. This

is due to the presence of the additional two upstream tracks,

which help determine the vertex more accurately than it is

possible from the muon tracks alone, for comparable values

of Q2. As it was mentioned a simple cut could therefore be

imposed. The limits used were - 7.250 m < Z (vertex) <

- 5.125 m and their position is indicated in the figure.

A correction for events originating from the target mylar

cup and from the downstream flange of the target container

will have to be applied, since our vertex resolution could

not exclude them.

Energy Balance

In a truly diffractive process the energy of the

incident muon is accounted for by the sum of the energies of

all particles in the final state of (IV.1). The energy of

the unobserved recoil can be deduced from the value of t

and it is a small correction in any case. In practice,

resolution and radiative effects as well as backgrounds

from inelastic processes complicate the situation. In order
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to avoid any bias due to these and to systematic effects all

events for which the absolute value of the energy balance

was less than 15 GeV were retained at the beginning. The

energy balance distribution for this sample is shown in

Figure 16.

For the purposes of this plot unobserved energy

carriers, such as neutrals and photons, present in the final

state correspond to energy missing from the downstream view.

The tail on the positive side of the peak should therefore

be higher than the negative side one, as observed. The peak

is not centered on zero indicating a 1 percent relative

calibration disagreement between 1E4 and the CCM. One can

use the energy balance plots for ~-e elastic events to center

the distribution either on a run-by-run basis or as a function

of ~ for the dataset as a whole. However, these methods

either make unverifiable assumptions about the relative

stability of the two magnets or assign the full discrepancy

to one of them. It was therefore decided not to adjust the

position of the peak but to apply instead a less restrictive

cut than the ± 3 GeV used for hydrogen. As shown in the

figure, the second stage energy balance cut was applied at

± 5 GeV.

Radiative processes shift events towards the tails

of the peak. A cut in the energy balance will thus result

in the loss of a fraction of elastic events. Following
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b 36 F' d d th 1 l' f hDr an, W. R. ranc~s exten e e ca cu at~on 0 t e

radiative corrections to our case and found that 'they were

1 d 1 1
. 37smal an s ow y vary~ng. Throughout most of the region

of interest they only necessitated an increase of the cross

sections by 3 ± 2 percent, for the hydrogen energy balance

cut.. For a looser cut the correction is even smaller and

none was therefore applied. A correction for background

remaining under the peak is, however, still necessary.

The reduction of this background was one of the reasons for

which the cut described next was applied.

Recoil Momentum Transfer (t)

The t-distribution of a diffractive process is char­

acterized by an exponential falloff. This distribution for

the 1608 events which survived the loose cuts in energy

balance and opening angle, is shown in Figure 17. Clearly

there is no point in including events with ttl ~ 1.0 GeV2

since there the signal has dropped down to the level of the

background, which is approximately flat. Even if all back­

grounds were to be removed by the rest of the cuts, still

the number of remaining events would be statistically

insignificant. This so-called diffraction cut was therefore

used to remove all events with ttl> 0.8 GeV2 , as indicated

in the figure.

In addition to being practical, such a cut enhances

the signal of interest by suppressing its contamination by
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other processes. Events in which the p is produced inelas­

tically but is accompanied by one or more undetected low­

energy pions (so that the energy balance is satisfied),

constitute the most obvious source of background. Inclusive

po production by real and virtual photons has been studied

Similar slopes are observed for inclusive

at lower energies.

tion38 the slopes

/
-2(GeV c) range.

In the case of inelastic po photoproduc­

of the t-distribution fall in the 3-4

po production by hadrons, while elastic po photoproduction

is characterized by much steeper (~ 7 [GeV/c]-2) slo~es. In

virtual photoproduction39 the inelastic background in the

region of the elastic peak has been measured to be less than

10 percent, and to be Q2-independent. In our case the energy

balance cut is roughly equivalent to requiring that the

quantity z = E /~ be larger than 0.95. The background in
p

this very forward region is therefore expected to be

dominated by inelastic diffraction. Wolf40 has predicted a

t-slope of 5.5 for inelastic diffractive rho photoproduction

at 10 GeV. Moreover, the inelastic diffractive scattering

of pions has been measured at Fermilab energies41 and found

to be characterized by slopes of the order of 4.5 to 5.0.

To the extent that these considerations are applicable to

our case they predict a steeper t-slope for events passing

the energy balance cut compared to the slope for those

failing it and therefore that the t-cut would be more effec-

tive in removing events outside the energy balance cut.
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These expectations were verified by our observations:

The t-slopes from number of events distributions were of the

order of 7 inside compared to 2.5 outside the energy balance

cut. In addition, the t-cut removed some 20 percent of the

events passing all but the energy balance cut, while removing

only 6 percent of those passing all other cuts. We concluded

that only a small fraction of the events passing all cuts

involved rhos which were produced inelastically. This

fraction was estimated to be of the order of 7 percent by

considerations which are outlined below.

Since only a small fraction of unrelated upstream

tracks accidentally passes within 7.5 mm of the corresponding

vertex ordinate (at the z-position of the vertex) it is

possible to identify events which are clearly inelastic,

using only tertiary tape information, even though the down­

stream topology of all candidates is identical. For each

event all upstream tracks that do not link downstream are

examined for association with the vertex. If one or more

such tracks point (within 7.5 mm) to the vertex the event

is most likely inelastic and is so branded.· We observed

that the t-distribution of the thus defined inelastic events

peaks at t ~ 0, with the peak shifting towards t = 0 as

E Iv approaches unity. This verifies the inelastic nature
p

of these events and justifies the method of their selection.

(Note, however, that inelastic events involving neutrals

cannot always be picked up in this way.)
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The loose (= 15 GeV) energy balance cut allowed us

to investigate the region of z > 0.85. Events passing all

other cuts were grouped in several z-bins and the fraction

of flinelastics" in each bin was determined. This fraction
,

was found to decrease from 0.6 =.0.1 for z < 0.90 to 0.06 :

0.02 in the region inside the energy balance cut. Studies

of our deuterium dataset for inclusive rho production42 have

shown that the ratio of the rho signal to the phase space

background increases with increasing z, becoming approxi-

mately equal to one in the region 0.7 < z < 0.9. This cor­

responds to a fraction of inelastics of 0.5 if we attribute

the rho signal in the region of z < 0.9 solely to inelastic

rhos. This comparison shows that a fraction of 0.6 is

reasonable. As z increases less energy is available to the

secondaries and so the fraction is expected to decrease.

Since the fraction of inelastics observed inside the energy

balance cut can be completely accounted for by accidentals,

no reliable lower limit of the remaining background can

be derived in this way.

The number of inelastic rhos remaining under the

energy balance peak, i.e., having z > 0.95, was estimated

using a triple-Regge analysis. It was also assumed that

the topology cut did not remove any of the inelastic rhos

with z > 0.85 from our sample. The effective triple­

Pomeron coupling was parameterized as

Gppp(t) - ~ exp (B t)
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Fits to the results of Hidaka43 yielded

~ == 0.9 mb/GeV2 and B = 4 (GeV/c)-2

The relative numbers of inelastic rho events in our z bins

were then predicted from the re1ation44

da!!!. (B ) ~1_crz == B ex p t max 1 - z

where t - (1 - z) (m2 + Q2).max p

Neglecting acceptance variations with z (a 10 per-

cent effect), it was'ca1cu1ated that the number of back­

ground rhos produced by inelastic diffraction and having

z > 0.95 is approximately three times the corresponding num­

ber with 0.90<z < 0.95 and five times the 13 inelastic

events with 0.85 < z < 0.90 passing all other cuts. The

result of lower energy inclusive pO photoproduction38 that

only half of the inclusive cross section is diffractive (con­

serves s-channe1 he1icity) was then assumed for our case.

The resulting background estimate was (7 ± 2) percent,

depending on how the relative amounts of diffractive­

inelastic and phase-space rhos were allowed to vary with z.

(For 0.85 < z < 0.90 they were taken as equal but the

ine1astics should predominate as z approaches zmax).

For hydrogen this background was estimated by

extrapolation under the energy balance peak and was found

to be (3 ± 2) percent. Extrapolation in deuterium again



74

resulted in a background estimate of about 8 percent. A

purely theoretical estimate of this background can be derived

from the work of Pirogov· and Ter-Isaakyan. 45 The predicted

maximum intercept at t = 0 of the inclusive rho production

cross section (for z > 0.95) is approximately 5 ~b/GeV2,

forQ2 = 0.05 (GeV/c)2 and a proton target. This cross

section is of the order of 10 percent of our corresponding

v*p -+ pP (i.e., elastic) cross section and in better agree­

ment with the background correction used for deuterium.

Invar iant Mas s (m)

The opening angle cut eliminates most pairs with

invariant mass less than 0.4 GeV. In addition, all rho

mass peak signs disappear fOr m larger than 1.1 GeV.

Therefore, in the analysis of the mass distributions only

pairs for which 0.4 < m < 1.1 GeV were considered. In the

case of elastic rho photoproduction the tails of the mass

distribution were found to be dominated by events due to

diagrams other than the one resulting in a Breit-Wigner

resonance. For this reason, in the case of the analysis

of the t-distributions a more restrictive cut, namely

0.6 < m < 1.0 was applied. This difference in the allowed

invariant mass range for the two distributions studied was

incorporated in the acceptance calculations.
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Kinematic Range

This study was restricted to Q2 < 5.0 (GeV/c)2 for

lack of events above this limit. Moreover only for ~ > 80

GeV were there events throughout this Q2 range because

10w-Q2, low-~ events were vetoed along with the unscattered

beam by the N-veto counter.

The following construction was used to determine

(for demonstration purposes) the fraction of scattered muons

with given Q2 and ~ that would escape the N-veto. The

momentum vector of a muon scattered by an angle 9 lies with

equal probability everywhere on the surface of a cone of

half-angle 9 and having the direction of the incident muon

as its axis. We assume that the cone angle is preserved

following passage through the CCM, but that the cone axis is

bent by the magnetic field by an amount that is inversely

proportional to the momentum of the scattered muon. A given

set of [~, Q2 J values then determines a unique ellipse on a

plane at distance Zh from the CCM center and parallel to the

planes ot the various downstream hdodscopes. This ellipse,

which we approximate as a circle, is the intersection of the

cone emerging from the CCM with the plane. The scattered

muon corresponding to this set is equally likely to land on

any point of the periphery of this circle at Z = Zh' For

a muon incident with momentum Pl and emerging with momentum

P2 ~ Pl - ~ after the scattering, the center of this circle
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is situated at

= -

where Pt is the transverse momentum kick of the CCM. The

radius of the circle is given by

R = ~Z * (Q2_ Q2.- )/(P * P ) 1/2
c m~n 1 2

where AZ is the distance between the point of interaction

and the plane at Z = Zh' Therefore, for a fixed v (andP2)

the radius increases like the square root of Q2 and for a

fixed Q2 the radius incre~ses with increasing v.

The situation at the plane of the N-veto counter is

illustrated in Figure 18, for which Pl = 147.6 GeV and AZ =

21 m. A muon landing inside any of the three rectangles

bounded by dashed lines will be vetoed. The large rectangle

in the middle corresponds to the position of the scintillators

of the N-veto counters. Its two satellite rectangles show

the location of the thick portion of the lightguides of

the same counter, which were found to also act as vetoes of

indeterminate efficiency, and were, therefore, considered

(by the software) as parts of the N-veto. It can be seen
2

that for v = 80 unless Q is larger than approximately 3

the acceptance, i.e., the fraction of the circumference of

a circle outside the rectangles, is close or equal to zero.

(The size and the position of the N-veto were chosen to
2prevent the more numerous low-Q , low-v events from saturating



77

the trigger.) For a fixed Q2 (0.5 in the figure) as \)

increases the acceptance also increases, until the circle

starts intersecting the most negative x boundaries of the

M hodoscope or until the momentum of the scattered muon

becomes smaller than the CeM cutoff.

Factors such as the variable position of-the inter­

action vertex, multiple scattering, and the beam phase-space

combine in real life to smear the circles into annuli. These

effects were incorporated in the Monte Carlo acceptance

calculation and were found to constitute corrections of the

order of 10 percent in the range 90 < \) < 135. Outside this

range the corrections become larger due to the rapid decrease

of the acceptance. In view of the uncertainties in the

corrections we limited our study to this region of \).

Muon Heading Toward N-Veto

For the purpose of the acceptance calculations the

thick parts of the lightguides of the N-veto counters had to

be considered as an integral part of the veto. Therefore

the events in which the scattered muon was heading into this

software veto had to be removed from the final sample. The

reason some events of this kind were recorded is that the

1ightguides were not 100 percent effective as hardware vetoes.

Moreover their effectiveness seemed to vary along their

height making a simple average correction impossible.
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DATA ANALYSIS

The final data set consisted of 459 events. These

were grouped into eight bins to show the variation of the

production cross section with Q2 and v. The distribution of

the events and the boundaries of the bins are shown in

Figure 19 together with Q;in' the minimum Q2 allowed by

kinematics for incident muons of momentum 150 GeV/c. The

number of events and the averages of several kinematic

quantities for each bin are listed in Table 3. Table 4

gives the distribution of the invariant mass, m of the

+rr - rr pair in each of the bins. The contents of Table 4

are shown plotted in Figure 20 after summing over v. The
2 0strong Q dependence of the p signal is already evident in

the raw data. Table 5 gives the distribution of the events

as a function of t, the square of the four-momentum transfer

to the recoiling particle.

Raw Cross Sections Evaluation

We obtain average differential cross sections < ~: >

for each [Q2, v] bin by relating them to the number of

elastic po events in the bin observed within a mass interval

78
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(V.l)

where NB is the number of incident virtual photons within

the corresponding ~Q2.~~ bin,

NT is the number of scattering centers per unit area

of the target,

e is the product of all efficiency factors, and

A is the geometrical acceptance of the apparatus,
2a function of Q , ~, m, and t.

In equation (V. 1) . <~: > is the average dif"ferential

cross section in the bin of width ~m, centered on m',

defined by
m' + ~m

2

<da > 1 J da dm
dm = ~m dm

m' ~m
-2

daThe cross sections dt are obtained by interchanging

m and t.

In evaluating the cross section we have taken into

account: (a) the variation of the cross section over the

finite extent of the bins; (b) the effect on the acceptance

of the angular dependence of po production, which arises

from the spin structure of the Y ~ po transition; and (c)

the variation of the virtual photon flux with Q2 and ~.

Thus, we write46
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du[~N ~ ~N(p ~2n)]

dQ 2d v dm

( 2 )" (fI. fl.) d0!± dcos9d¢
= rT Q ,\1 W ~~,cos 9,~ 2n 4n dcr(Y*N ~ NCe ~ 2n) L

dm (V.2)

where, as shown in Figure 21, ~ is the angle of inter-
~ "

section of the muon scattering plane with the rho produc-

tion plane, 9 and ~ are the polar the azimuthal angles

of the n+ in the rest frame of the rho, and W(~ , cos9, 0)
. ~.

is the function describing th~ angular distribution, with

norma1izat ion

Jw(~~' cos 9, ~) dcos9d0
4n = 1

These corrections are summarized by the factor I!J,

the incorporation of which turns equation (V.l) into

(V.3)

where N is one of the entries of Table 4, N is the number
p ~

of incident muons, and· I is a multiple integral normalized

by J and given by
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I = f -f f f f f
~m t Q2 ~ 0 cosQ

~

W(0 ,cosQ,0) 2 l
* * 4n * G(Q ,~,m,t)J (V.4)

The integrations are over the full range of values covered

in the bin. The function G describes the variation of the

cross section within the integration volume. This is

normalized by writing

2 -1
J = (~Q ~~~m~t) ffff

~m t Q2 ~

The acceptance function A is the probabili~ of detection of

the scattered muon and both pions from the rho decay for

the particular set of values of its arguments. As such it

incorporates all apparatus efficiency corrections which

depend on one or more of the integration variables. For

more details and for the functional form of W used the

reader is referred to the third section of this chapter.

The multiple integral of (V.4) was calculated by

the Monte Carlo method of estimation because of the large

number of variables. Details of the calculation are also

given in the third section of this chapter. Here it suf­

fices to say that the form for the function G for use in

the final calculations could be reduced to that of the
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square of the rho propagator, namely,

(V.5)

where m is the mass of the rho. As a result, the nor­
p

malizing integral J assUI!1ed only one of four possible values.
2(One for each Q range.) These four values are listed in

Table 6, along with their corresponding Q2·range.

The values of <~:) obtained from (V.3) correspond

to data which have not been corrected for the smearing

effects of the experimental resolution. These values are

therefore referred to as the ~ or smeared cross sections.

The unfolding of the smearing from resolution·effects was

done by methods designed to match the particular parameteriza­

tion chosen for the description of each distribution studied.

These methods are discussed in the fourth section of this

chapter. Here we give a description of the evaluation of

each of the terms in (V.3).

Effective Luminosity

The effective luminosity L is defined as

The total number of incident muons, counted by a .scaler

which was gated by the experimental lifetime, for the runs

included in this study was

N = 2.628 x 1010 muons
1.10
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If we are to consider each nucleon as a scattering center,

NT is given by the product of the target length, the

target density, and Avogadro's number. For our liquid

deuterium target,

NT = 1.168 x 1025 nuc1eons/cm2

The efficiency e is the product of the following seven

independent corrections. Several of these have been deter­

mined in the muon-inclusive studies of the dataset. 25 , 26

Beam Reconstruction Efficiency,
£1

As mentioned in the description of trackfinding in

the beam region (Chapter III) the requirement of a clean

incident muon track removed about 32 percent of the events

from any further consideration. A correction of about 25

percent was made fQr the events lost only because of

inefficiencies of the beam system. No correction was made

for the difference which was attributed to truly "bad beam"

resulting in spurious triggers.

For the measurement of this correction the elastic

~ - e scatters were used as a monitor. These occurred with

the same experimental conditions as the event triggers and

were identifiable without reference to the incident beam.

They were recorded throughout each run and were characterized

by an opening angle (6 mrad) large enough for the accurate

determination of the location of the vertex with respect



84

to the target. The inefficiency of the beam system is then

the fraction of those triggers, identified as ~ - e events

originating in the target, for which the beam region track­

finding programs failed to produce a clean incident muon

tract. With this definition the average over all the runs

was sl = 0.756 =0.010.

Upstream Reconstruction
Efficiency, e2

Some 7 percent of otherwise perfectly good scattered

muon candidates;- detected in the downstream portion of the

apparatus, linked. to no upstream track, either in X or in Y.

Such a link was required for momentum to be assigned, with­

out which a track was bypassed as due to a halo muon.

Since we have three particles in the final state and since

each one of them is required to satisfy the same linking

criteria the factor employed was s2 = 0.80 =0.04.

Pion Absorption
Correction, s3

Following the rho decay, each of the pions could be

lost (i.e., not seen downstream) due to interactions in the

intervening material. Absorption by the target material

itself is substantial (- 12 percent per pion) but is incor­

porated in the Monte Carlo acceptance calculation. The

probability of absorption of either pion by the material

downstream of the target and upstream of the momentum

measuring planes is estimated to be s3 = 0.980 ± 0.005.
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Downstream Planes
Efficiency, €4

The value obtained from trackfinding studies and used

for the muon inclusive analysis, namely &4 = 0.996 ± 0.005

was also adopted for this work. It is basically the result

of a two-out-of-four requirement, with each of the four

being more than 92 percent efficient.

Random Vetoeing
Correction, €5

Events may be lost when a.n improper veto is caused

by accidental coincidence. This is the case when an N-

counter is set by a real beam muon accompanying the inter­

acting muon within the coincidence time gate. Muons

arrived in r.f. buckets 2 nsec wide, separated by 18 nsec.

Thus, the correction is the probability that two muons

arrived in the same r.f. bucket. Estimates of this prob­

ability are provided by monitoring and comparing ratios

of the form T.(Sdelayed)!T, where T stands for some measure

of the incident muon beam, S denotes the same or a dif­

ferent measure, and the subscript indicates a delay of

the signal, typically 54 nsec. By taking into considera­

tion the spatial distribution of the beam, the correction

arrived at was e = 0.994 ± 0.030.
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Target Vessel
Subtraction, e6

The number of incident muons for the target-empty

runs was approximately 12 percent of that corresponding to

the target full ones. Moreover, the material of the target

vessel that could produce a contamination in our final

sample of events constituted only 2 percent of the mass of

the deuterium target. As a result, the number of candidates

for (IV.l) from the target-empty runs was statistically

insignificant, making a simple subtraction impossible.

When all nuclear scatters are considered the ratio

of target-empty to target-full in our region of interest is

typically 0.08 with no apparent trend with Q2 or~. Since

we are dealing with a subtraction the correction factor

should be larger than 1.00. Based on these considerations

the correction factor e6 = 1.05 =0.03 was applied.

Inelastic Background
Suhtraction, e 7

The final data sample of events, obtained following

the application of all the cuts, is somewhat contaminated

by inelastically produced rhos, accompanied by other

undetected slow particles. As discussed in Chapter IV the

t-cut reduces but does not eliminate this background and

therefore a correction of 7 =2 percent had to be applied.

Comparable estimates resulted from fitting the background

outside the energy balance cut and extrapolating the fit
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inside the cut. From these considerations we obtained

e 7 = 1.07 ± 0.02.

The overall efficiency is then e = 0.659 ± 0.046

where the error includes a systematic error possibly as

large as 7 percent. The resulting effective luminosity

for this experiment is

L =(2.024 ± 0.142)x 1035 (muons x nucleons/cm2)

Monte Carlo
Acceptance Calculation

The multiple integral I is the only element of (V.3)

that has not yet been given. As its definition by equation

(V.4) shows, it is intimately related to the acceptance of

our apparatus for the reaction of (IV.l). The quantitative

nature of this relationship can be derived by comparing

equations (V.l) and (V.3). This will be discussed later.

To estimate the integral of a function f(v) by Monte

Carlo integration we select N different values of the

variable v, uniformly over the interval of integration

6.v = b - a, with a < v <b. The estimate for the integral

K = Jb f(v) dv
a

is given by
N

K = 6.v .... ( L f (v.) ) IN
est~

.-

j = 1 J



88

In the case of a multiple integral the index j refers to a
set of values of the several variables of integration. Let

Zj denote the value of the integrand. (the expression on

square brackets) in (V.4) corresponding to a suitably

chosen set j of values of the seven variables of integration.

By forming a large number N of such sets the estimate for

the multiple integral of interest is therefore given by

I =

7

IT 6. vk
k.= 1

*

7

IT
k = 1

6. v * Sk

(V.6)

This is the expression used for the evaluation of I, which

appears in (V.3)~

Within each Q2 bin the values of all variables,

except for t, were selected uniformly from their allowed

range. The values of t were picked so as to simulate the

exp (7t) distribution roughly characterizing the data (and

our hydrogen results) thus improving the computational

efficiency of the Monte Carlo calculation. As long as the

apparatus acceptance does not vary sign~ficantly over the

range of a variable, a judiciously chosen sampling method

produces the same results while expediting the computations

substantially for a desired level of accuracy. It was

indeed found that for a given Q2 bin the t-acceptance was

flat within the calculation error estimates. This was

also the case for the mass acceptance.

i'l
,"'1
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The preliminary cross sections calculated for the

two ~ regions of each Q2 bin were found to be equal within

errors, as was the case with our hydrogen results, and

consistent with the slow (proportional to a + bl/~) energy

variation expected from a diffractive process. Accordingly,

an overage over ~, was taken giving half as many results

with better statistics.

For the angular distribution function W we used the

form predicted by Schilling and Wo1f47 under the assumptions

of s-channe1 he1icity conservation and natural parity

exchange. It involves two amplitudes of relative phase

angle 5. The trends of the variation of the parameters R
17 p

and &, determined by lower energy experiments were extra-

polated to the region of our measurements and were incor­

porated in the calculations. Specifically R was set to
p

the lesser of Q2 and 0.3 while cos 5 was set equal to 1.0.

Our hydrogen results were also found to be consistent with

such a behavior. This expression for W in (V.4) then becomes

W{~ ,cos9,~) = W{cos9,Y) c 1.5*{1 +eR )-1 * {sin29{1 + ecos2Y)
~ . p

+ 2eR cos 29-[2e{1 + e)R ]1/2 sin29cosY}
p p (V.7)

where Y - ~ - ~ (see Figure 21).
~

The direction and energy of the incident muon were

selected so as to simulate the beam phase space used in the muon­

inclusive analysis. The interaction vertex was chosen
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uniformly along the target. Having checked that the scat­

tering was kinematically allowed, the scattered muon was

then propagated through the CeM and into the planes of the

M and N hodoscopes. All corrections employed in the inclu-

sive analysis, such as self-vetoing, were taken into con­

sideration in determining the probability of a trigger by

the scattered muon. Rho production and subsequent decay

were then simulated and the probability of detection of each

of the decay pions was determined. This included correc­

tions for absorption in the target and for the effect of

the desensitized region of the downstream chambers. Finally,

a check w~s made whether the trial event satisfied the

opening angle cut of 5 mrad, which was imposed on the data.

The acceptance for each trial event consisted of the

product of these individual "acceptances" and correction

factors.

The product of the acceptance with the rest of the

factors inside the square brackets in (V.4) for a trial

event j has been des ignated as Z.. Track was kept of the
J

sum of these Zj for each of the (Q2 - ~ - m} and (Q2 - ~ - t}

bins of Tables 4 and 5 as well as of the number of trial

events, whether they resulted in a Z. = 0 or not, falling
J

inside each of these three-dimensional volumes. Thus the

values of the quantity (~ Zj)!N corresponding to these or

any coarser bins were known. The results for each of the

four Q2 regions, averaged over ~, are given in Table 7 for
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the mass bins and in Table 8 for the t bins. The corres-

ponding values of the product of the widths are listed in

Table 6. Since the width of the t bins was variable, the

entries in the last row of Table 6 have to be multiplied

by the t-bin width, as indicated, in order to evaluate I

using (V.6). In addition, for the t distributions Am was

taken as 0.7719, which is the fraction of the rho Breit­

Wigner contained in the 0.6 < m < 1.0 GeV mass range. This

is all that is needed for the evaluation of the raw cross

sections (At = 1.0 for ~: ).

The absolute value of the acceptance was obtained

by combining equations (V.l) and (V.3) and using the rela­

tionship between the number of virtual photons (NB) and

that of muons (N ).
\-It

the Q2. cutoff the relation is
m~n

and can be used to derive lower limits (due to the opening

angle cut in the Monte Carlo) of the acceptance. The result

is then

A

which gives acceptances in the 0.25 to 0.50 range, increas ing

with Q2.
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Distributions Studied

By solving equat ion (V. 3) for <~: ) or < ~~ ) we

obtain values of the smeared differential cross sections.

These are given in Tables 9 and 10. The entries of the

former are the cross sections per nucleon while those of

the latter have been multiplied by 2 so as to give ~~

per deuteron. The contents of Table 9 are also shown

graphically in Figure 22, in which the p.resonance signal

is still evident.

Experimental Resolution

To extract the unmeasured cross sections the effects

of our experimental resolution have to be taken into account.

Since events'were binned finely in m and t it is necessary

to know how accurately each of these variables can be

measured throughout the range of observations. The expres-

sions

2 2 P+ P- 2
m = m (2 + - + -) + 4 P+ P_ sin (C/2 )

TT P _ P+

and t

involve both laboratory momenta and angles. The studies of

the ~ - e elastic scatterings showed that the measurement

error for a momentum p in GeV/c is given by

~ = 0.035*p% (FWHM)p
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The same studies have also determined that we can measure

angles upstream with

~9 ~ 1.41 mrad (FWHM)

which at Q2 ~ 2 me ~ - 0.11 is equivalent to

2
~ = 0.471 (FWHM)
Q

Since the energy lost by the muon is shared by two

pions, the overwhelming majority of events have P+ and p_

less than 100 GeV/c, and therefore measured to within

better than 1.5 percent. Similarly, ~ = E - E' is deter­

mined even more accurately since E' < 60 GeV always and E

is measured to within a fraction of a percent. On the

contrary, for most of the events ~g constitutes a substantial

fraction of the characteristic pair opening angles (a =

14 mrad for a symmetric 100 GeV pair) and of 9 . We there-
VP

fore expect the uncertainty of the upstream angle measure-

ments to dominate the error of determining m and t. For

symmetric pairs in the region of the p mass peak the

momentum uncertainties result in a ~m which is less than

1/3 of the ~m due to angle uncertainties. As a consequence,

in calculating the smearing corrections the contribution

from the momentum uncertainties was neglected.

Th . t· f ~m f t" f . h "e var~a ~on 0 ml as a unc ~on 0 m ~s s own ~n

Figure 23. The results were obtained from a separate
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Monte Carlo program, which calculated the resolution

smearing corrections for the mass distributions.

The error in the measurement of t, assuming domi­

nance of the angular errors and neglecting the momentum

uncertainties, is given by,

~t = 2 ~2 9 ~ 9 = 2~ /t ~ 9

which for A9 = 0.6 x 10-3 and ~ = 100 GeV leads to

..

At = O. 12 /t = /:

and therefore,

At 1
t = 8ft

Mass Distributions

The possibility that nonresonant pion pairs might

be included in our events was anticipated by Soding,48 who

+was the fir,st to point out that a n - n pair could be

produced, without first forming a p meson, by the diffrac­

tive scattering of pions according to the diagrams of

Figure 24. The amplitudes for these so-called "Drell-type"

processes can interfere with the resonant amplitude and

give rise to a shift in the position of the maximum and in

the skewing of the peak. Soding made this suggestion in

order to explain the shift in the value of the rho mass

observed in rho photoproduction (compared to m
p

from e+ - e
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annihilation). We have to take this effect into account

in our analysis.

In Soding's original model this effect contributes

dO"almost the same amount to dm ' independent of m. More

recently, Bauer49 improved the theoretical treatment of

this effect by incorporating the possibility that both

nonresonant pions scatter from the target. The resulting

proper description requires that this nonresonant dipion .

background should vanish at m == m and that it should then
p

increase again. The shapes of the resonant, nonresonant

background, and interference contributions to ~: are

illustrated in Figure 25. The observed cross section is

the sum of the three contributions and it is also shown.

Spital and Yennie50 formulated Bauer's analysis in

a way that can be easily compared to experimental results.

The curves of Figure 25 correspond to a simplified form of

their parameterization of ~:. We parameterized our mass

distributions using the same simplified form, namely,

dCT
dm ==

where r == r ~ (m~2_-_4_m*~ )3/2
p m m; - 4m~

In applying this formula we used m == 0.77 GeV and r == 0.15
p p

GeV. Each sat of coefficients (C1 , C2 , C3} corresponds to
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a particular mixture of resonant, interference, and back­
dcrground contributions to dm .

A unique feature of this parameterization is that

the total cross section for a given Q2 bin has the value,

!!.. r dcr
2 p dm

m = m
p

TT r Cl =
= 2' p r

p

TT"2 Cl . . . (V.9)

in which only the coefficient of the Breit-Wigner term

appears. Thus, we avoid uncertainties, inherent i~ dif­

ferent parameterizations, arising from the particular way

of handling the large width of the rho.

The parameterization chosen here involves three

functions of the mass,

Each measured value of the raw ~:tabulated in Table 9 cor­

responds to the integral of the right-hand side of the

above equation over the appropriate mass bin, once the

smearing has been taken into account. Estimates of the

integral of each of the smeared F., i.e., F.(m) ~ F.(m: am),
~ ~ ~

were obtained for each mass bin j by Monte Carlo integra-

tion. These integrals are denoted by

K~ = f F. (m :!: am) dm (i = 1, 2, 3)
~ ~

mass bin j
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with values listed in Table 11. The smeared cross sections

could then be directly fitted to

dcrdm (smeared)
bin j

(V.10)

This method avoids integrations during fitting.

At the same time we obtained estimates of the

integrals of the unsmeared functions F .. These are denoted
~

by

M~
~

= f
mass bin j

Fi (m) dm (i = 1, 2, 3)

with values listed in Tabl"e 12. For each mass bin j we

can write

dadm (unsmeared)
bin j

= r *j
drr (smea red)
dm

bin j

where the resolution correction factor r. is determined by
J

the corresponding pair of coefficients (C2 ' C3}, obtained

from the fit, given by

(V.ll)

The main effect of the resolution was to broaden

and to lower the rho mass peak by shifting events to its

sides. For the best fits the magnitude of this correction

never exceeded 10 percent.
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t~Di~tributions

The t dependence of diffractive rho production by

real and virtual photons incident on protons is, as expected,

a simple exponential in t. In the case of deuterium target,

when the recoiling particle is not detected, the situation

is more complicated. Allowance has to be made for the

possibility of coherent production by the deuterium nucleus,

for the screening of one nucleon by the other, and for

Fermi motion. Indeed, the most prominent feature of the

raw t distributions was an excess of events in the region

of small t, where the coherent contribution is expected

to be relatively strongest.

The formalism for the scattering of high energy

particles incident on deuterons has been developed by Franco

and Glauber. 5l The predictions of the Glauber theory for

photoproduction of rho mesons in deuterium give a good

account of the observations52 , 53 and suggest the

parameterization

~ (v*d ~ dpo or pnpo) = 4'To12 [!<l + S(t»eBt - Ge3Bt / 4]

(V.l2)

where S(t) is the deuteron form factor, G stands for the

Glauber shadowing correction at t = 0, and where the

amplitudes for rho production off bare protons and bare

neutrons were assumed to be equal and given by
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In this notation, the contribution of the coherent component

. . b 52
~s g~ven y

(V.13)

In order to simplify the calculations we used the

Hu1then wavefunction for the deuteron obtaining,

~1

S (t) = (icY + h - ~ ~ ~ )

2where t - u . Following Fridman,54 the wavefunction

parameters ~ and ~ were set to 0.0456 and 0.260 GeV/c,

respectively. The value used for the shadowing correction

was

G =
Gtot (pN)

411 <~) -0.068
r~ .

n - p

Using a Monte Carlo calculation in a manner similar

to that of the mass distributions, estimates of the smeared

(i.e., t ~ t =5t) and unsmeared integrals of the fitting

function given by (V.12) were obtained for each of the 12

t-bins. Since the fitting function involves the unknown

slope parameter B, these estimates were obtained for
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several values of B in the range 3 < B < 11 (GeV/c)-2.

It was found that the resolution correction varied linearly

and rather slowly with B, i.e., that

r. (t bins) = C. + D. * B
J J J

The values of C. and D. corresponding to each of the t-bins
J J

are listed in Table 13. The unsmeared value of the cross

section for each t-bin can be obtained by multiplying the

raw cross section by the r. corresponding to the value of
J

the slope B.



CHAPTER VI

RESULTS

The results given below were obtained by bin

maximum likelihood fits to the integral of the function

parameterizing the differential cross sections. It was

assumed that events populated the various bins according

to the Poisson distribution. To each set of the parameters

of the fit there corresponds a calculable probability for

observing the number of events contained in each bin. The

product of the probabilities over all (m or t) bins across

each QZ range was maximized separately by adjusting the

variables of the fit. The software employed for this pur­

pose relied on the MINUIT package.

Mass Cross Sections

In the case of the mass distributions the output

of the fitting program gave one set of coefficients
. Z

{C1 , CZ' C3 } for each of the four Q regions. These sets

are presented in Table 14 together with the maximum

likelihood chisquared,

(N N )Z/Nobserved - expected expected ,

corresponding to each of the best fits.

101
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The values of the resolution correction factors r.
J

of (V.ll) corresponding to the best fits are listed in Table

15. It can be seen that none of them exceeds 10% as it

was already mentioned.

Figures 26 through 29 show the unsmeared fitting

functions corresponding to the best fits together with the
~-

cross sections, corrected for resolution. The data points

are the bin-centered values of the measured cross sections.

This makes ~ direct visual comparison fair. The quality

of the fit is good.

The presence of a nonresonant dipion background,

with its resulting complications, is supported by the data.

Except for our highest Q2 range, the fits to a pure Breit­

Wigner term are poor. The amount of this background is

found to decrease with increasing Q2. In Figure 25 we show

approximately the relative strengths of the three terms

for the region 0.1 < Q2 < 0.3 (GeV/c)2. Quantitative

estimates of this background are obtained by comparing the

integral of the fit to the integral of the Breit-Wigner

term alone over the same mass range. For Q2< 0.1 (GeV/c)2

and 0.4 < mnn < 1.1 GeV the contamination, defined as the

relative difference of the two integrals, amounts to 18.7

Percent. The restriction 0.6 < m < 1.0 GeV reduces thisnn
contamination to 7.5 percent in the same Q2 range and

results in proportionately similar reductions in the other
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three Q2 ranges. This provides justification, based on our

own data, for the decision to impose the 0.6 < m < 1.0
TTTT

GeV restriction in the analysis of the t-distributions.

The total cross section for the process for each

Q2 region, a p (Q2), was calculated from the corresponding

Cl according to equation (V.9). The results (cross sections

per nucleon) are presented in Table 16 together with the

correspond ing average values of Q2. As in the acceptance

calculation, these averages were obtained assuming that the

cross section has the Q2 variation of the square of the

rho propagator. Such a relationship implies that a plot of

(J' (Q2) against (m2/(Q2 + m2))2 should yield a straight line
p p p

through the origin, with a slope equal to a p (Q2 = 0), which

is the rho photoproduction cross section at our energy.

Our results are plotted in this way in Figure 30 and are

found to be consistent with such a relationship. The value

of the slope resulting from the fit is

2
~ (Q = 0) = 8.7 ± 0.4 ~barns.

p

Thus, our data predicts the value of the total cross section

of the reaction vp ~ pOp, for incident real photons at 112

GeV. This result is in agreement with that obtained from

our hydrogen data.

The mass distributions were also analyzed using the

Soding parameterization, i.e., assuming a constant background
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Figure 31 shows the Q2 variation of
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ter~. The extraction of ~p(Q2) is less clear cut in this

case but the fits also resulted in a Q2 variation of C
1

consistent with that of the square of the rho propagator.

We compare directly results of different experi-

ments, performed at

ratio a (Q2)/a (0).
p P

this ratio for our results and for data from a lower energy

experiment. 15 The square of the rho propagator gives a

good fit to both datasets.
9 10 .

Vector meson dominance models' predict that the

Q2 dependence of this ratio is given by the product of the

square of the rho propagator with the factor (1 + eR ).
p

(See pages 5 and 6 for the definitions of e and R , respec­
p

tive1y.) At comparable Q2 the average value of e for the

Cornell experiment is twice as large as ours and, for

fixed Q2, R decreases with increasing energy. (See page
p

14 for the Q2 and energy v~riation of R.) Therefore the
p

comparison presented in Figure 31 would seem to contradict

the predictions of Vector Dominance. The complete theo­

retical prediction for this ratio must, however, incorporate

corrections for kinematic effects such as the variation,

at fixed energy, of the virtual photon flux with Q2 and

the cutoff due to the minimum allowable t, t. = «m2 +
m~n p

Q2)/2v)2. Such corrections, while negligible at our energy,

Provide a compensating effect to the (1 + eR ) factor at. p
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lower energies, bringing the Cornell and other energy data

(as long as w> 2 GeV) in agreement with the VDM predic -

tion. 13 At our energy, on the other hand, both e and R

Q2
P

are small. The average value of e for our highest bin

for R , which are best
p

y ie1d R = 0 . 7 at Q2 = 2.4
p

R = 0.5, with large errors.)
p

curve predicted by VDM is higher than thatTherefore, the

is 0.44 and our hydrogen results
2 2described by R = 0.17 Q 1m ,

p p

GeV2/c 2 . (The measurement is

of Figure 31 by about 30 percent in the vicinity of our

highest Q2 point (7 percent for the second highest). Since

our highest Q2 cross section is only measured to 25 percent

and since there are large uncertainties in the R parameteriza­
p

tion, such a shift would still be consistent with our results.
J

A more accurate measurement is needed to decide the issue.

Until then equation (1.5) should be used as the best account

f h Q2 . t' f to t e var~a ~on 0 our measuremen s.

There exist many measurements of the rho photo-

production cross section at lower energies. By comparing

these measurements to the extrapolation of our results to

Q2 = 0 we extend the study of the energy variation of the

cross section for the process vp ~ pOp by a factor of five

in incident photon energy. Figure 32 presents a compari­

son of our extrapolated results to those from two other
. 55 56

exper~ments' performed at lower energies. The curve

in the same figure corresponds to the right hand side of
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equation (1.4) and is calculated using the value of the rho~

photon coupling constant obtained by colliding beam experi­

ments. The good agreement between the data and the curve

justifies combining the basic tenets of Vector Meson

Dominance and quark structure of hadrons (from which the

curve resulted) to relate the rho photoproduction cross

section to that of elastic pion-proton scattering. (At

higher energies the latter is more likely to be measured

first and it can then be used to predict the former.) In

addition, the slow energy variation of the rho photoproduc­

tion cross section is a strong indication that the process

is diffractive.

t Cross Sections

The ~~ cross sections were derived from the analysis

of dipions with invariant mass m restricted to 0.6 < m < 1.0

GeV to minimize the effects of the nonresonant background.

The appropriate correction for the loss of the portion of

the Breit-Wigner resonance outside this mass range was applied.

The results were fitted to the functional form of equation

(V.l2). Since the resolution smearing correction depends on

one of the parameters of the fit, the slope B, the unsmeared

cross sections also vary with B. With few exceptions, the

resolution corrections are less than 10 per cent. In Figures
dO'33 through 36 we show the best fits and the dt cross sections,

corrected for re~olution by the amount corresponding to the
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value of B indicated in each figure. The agreement is good.

The output of the fits to the t-distributions con­

sists of values for the quantities 4tTo\2 and B appearing

in (V.12). The former, when multiplied by 0.932 ( = 1 - G ),

. ld h 0 . t h·l B d t the daY1e s t e t = 1n ercept, w 1 e correspon·s 0 dt

slope for a proton target. The values of these two

limit could be increased to 0.6

is smaller at higher Q2). Con-(The bac kground

parameters resulting in the best fits are given for each of

the four Q2 regions in Table 17. They correspond to fits

in the range t. <ttl< 0.4 (GeV/c)2 except for the highestm1n .

which the upperQ2 bin for

(GeV/c) 2 .

tributions from the neglected D-wave admixture become

important around t = 0.5 (GeV/c)2 and therefore the parame­

terization used is not expected to be valid too far beyond

this point.

A typical contour on which the logarithm of the

product of the probabilities differs by 0.5 from its maximum

can be traced by drawing a line joining the symbol "1" in

Figure 37. The errors listed in Table 17 include the

maximum excursion of this correlation ellipse.

The values of the slope parameter B obtained for each

of the four Q2 regions are presented graphically in Figure 38.

The corresponding results from our hydrogen data are also

shown. We conclude that the results are consistent with no

change in B with Q2. This result is in agreement with the

observed flatness of <PT~ of hadrons in our data,S7
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independent of Q2. This increase of <PT2> with Q2 has been

postulated by Cheng and Wu, in Reference 11, to predict a

corresponding decrease of B(Q2).

A comparison of equations (V.12) and (V.13) shows

that the relative amounts of coherent and incoherent con-

tributions to the observed cross section are determined by

the value of the slope B. For B - 7 (GeV/c)-2 the coherent

contribution amounts to 40 percent. At t = 0 the final

state pOd dominates (over pnpo) and, extrapolating out data

to Q2 = 0, we predict that at our energy the t = 0 intercept

of the cross section for yd ~ pOd is 234.6 ± 19.2 ~b/GeV2.

This has to be compared to corresponding lower energy meas­

urements of the same quantity52, 53, 58 "in the range 300 to

500 ~b/GeV2. Our prediction is consistent with the observed

decrease of cross section with energy.

The Q2 variation of the t = 0 intercepts, and con­

sequently, for a fixed B, of the total cross section, is

consistent with that of the square of the rho propagator.

Also, within errors, the value of IT 12 obtained from ouro

hydrogen data agrees with the deuterium result, once our

hydrogen t-results are normalized to yield the same cross

sections for rho production as obtained from the analysis
2of the mass distributions in the same Q range. (The

dohydrogen dt refer to dipions with 0.6 < m < 1.0 and not to

rhos.)
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Conclusions

In this paper we have shown how rho mesons appear in

virtual photon processes by a diffractive mechanism. In

particular we show that our measurements of the virtual

photoproduction of rhos exhibit the following characteristics.

The measured Q2 variation of the total cross section

is described well by that of the square of the rho propagator

and is consistent with VDM predictions.

The estimate for the photoproduction cross section at

our energy, obtained by extrapolation to Q2 = 0, agrees with the

expectation that it should be proportional to the elastic

pion-proton cross section, scaled by a factor prescribed by

Vector Dominance. Such a slow variation with energy is

indicative of the diffractive nature of the process.

There is no evidence for flattening of the diffraction

peak with increasing Q2, although the experiment lacks the

sensitivity necessary for a definitive determination of the

issue. Coherent rho production by virtual photons has been

seen for the first time. It is manifested as an enhancement

of the cross section in the forward <ttl < 0.1 GeV2) region

compared to the extrapolation from larger \tl values and

is described well by Glauber theory.

We have estimated that 40 percent of our events are

due to coherent scatters. Although their presence is only

evident in the low ttl region, they have Q2 values throughout
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the accepted range; as ind icated by the pers istence o·f the

enhancement in all Q2 bins. The observed Q2 dependence of

the cross section is the same as that in the case of single

nucleon (i.e., proton) targets. This constitutes evidence

in favor of the conclusion that both coherent and incoherent

rho production are characterized by the same Q2 variation.

Observations of the production from a higher A nucleus,

where most of the events will be coherent, are needed in order

to answer this question definitely.

We find that the Q2 variation of the cross section

can be described without any reference to t and, conversely,

that the t variation does not depend on Q2. Thus the cross

section may be factorized into a product of functions each

only involving one of these two variables. Thus, for a

given energy s, the cross section can be written as

= a (s, 0, 0) * f(Q2) * g(t)p

where f and g are the functions determined by our analysis.
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TABLE 1

EXPERIMENTS ON RHO PRODUCTION BY VIRTUAL PHOTON~

Item
SLAe-SPCHa Cornellb SLAC-HBCc DESyd UCSC-SLACe FNAL E98

(CHIO)f

Beam Particles -e e ~

Beam Energy (GeV) 19.5 12 16

Target 4 cm LH2 1.3 cm LH2 1 m LH2
Spectrometer Wide Aperture, Two-arm. Fast-cycling. hybrid
Features 17 KGm magnet Small Solid Angle bubble chamber

e

7.2

9 cm LH2

... 4rr, 18 KGm
magnet,
streanier
chamber

+
~

14

40 cm LH2g

... 4n, 32 lCGm
magnet.
streamer
chamber

+
~

147

1.2 m LH2 • LD2

Large aperture.
74 Kem magnet

..........
V1

(Other) Track­
Measuring Detectors

Particles Detected
in the Final State

Q2 r nge
(Gev~/c2)

v range (GeV)

Optical Spark
Chambers

+ -e. 'IT • ".

0.25 - 2.0

5 • 16

Magnetostrictive
Spark Chambers

e, p

0.4 - 2.2

2.7 - 8.6

Magnetostrictive
Spark Chambers

+ -
~, n , n • p

.05 - 2.5

1.7 - 13

Proportional
Chambers

+ -e, n , ". , P

0.3 - 1.4

0.6 - 5.1

Spark
Chambers

+
~. n , n • p
but not
always

0.3 - 2.5

2 • 12

Proportional and
Spark Chambers

+
~. n • n

0.01 - 5.0

90 - 135·

•
aRcf.·14. bRcf. 15. cRcf • 16. dRcf • 17. eRef . 18. Lrhifl cxperiment.

gData were also taken with a LD2 target but no results have been report~d.
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TABLE 2

HADRON ASSIGNMENT TO HALO BY TEST

Test Failed

(1) Linking to muon chamber track

(2) Y projection missing y of vertex

(3) None of upstream linked tracks aiming
towards vertex

(4) 1 and' 2 above

(5) 1 and 3 above

(6) 2 and 3 above

(7) 1 and 2 and 3 above

aPercentage

8.7

7.4

6.2

3.9

1.9

5.0

3.2

aThe rema~n~ng 63.7 percent of the tracks were
associated with the triggering interaction.



TABLE 3

BIN KINEMATICS

Q2 range

(GeV2 /e 2)

(Q2)

(GeV2/e 2)

( v)

(GeV) (e) Events

.010 - 0.10 0.052 101 .69 0.36 97

.025 - 0.10 0.067 119.20 0.15 77
t-'
t-'
'-J

0.10 - 0.30 0.181 103.70 0.49 64

0.10 - 0.30 0.171 122.16 0.24 99

0 • .30 - 1.00 0.510 102 .. 41 0.53 42

0.30 - 1.00 0.514- 121.40 0.29 50

1.00 - 5.00 1.812 100.62 0.55 17

1.00 - 5.00 1.875 123.53 0.29 13



TABLE 4,

EVENT DISTRIBUTION INTO THE m BINS

, 2 ' . 2 ' 2 2
O.O'<Q < 0.1 0.1 <Q < 0.3 0~3 <Q < 1.0 1.0 <Q < 5.0

LI"\ If) Lf) If) Lf) If) If) If). C""l . C""l . C""l . C""l
N r-l N .-4 N .-4 N r-l
r-l

~
r-l ~' r-l

Y>
.-4

~r-l r-l r-l .-4
rn range ~ V ,~ V .~ V' ~ V

If) If) If) Lf)

V .
,~

. V .
~

.. '

(GeV) ~o N 'N 0 N N

'" r-4
' '" .-4 '" .-4 0 ... r-l

.-4 .-4 .-4 .-4 t-'
t-'

0.4 - 0.5 5 5 2 4 4 1 0 0
0)

0.5 - 0.6. 10 e 5 10 3 3 1 1

0.6 - 0.7 19 15 9 18 6 7 4· 4

0.7 - 0.8 32 32 28 34 21 19 4 l:l"
\;I

o.a - 0.9 23 9 .. 12 2() 7 1:~ 4 1

0.9 - 1.0 'S 7 6 4 () 7 3 :2

1.0 - 1.1 0 1 2 3 1 0 1 0



TABLE 5

DISTRIBUTION OF THE EVENTS WITH 0.6 < m < 1.0 GeV INTO THE t BINS

2 2 2 20.0 <Q < 0.1 0.1 <Q < 0.3 0.3 <Q < 1.0 1.0 <Q < 5.0

LI"'\ LI"'\ LI"'\ LI"'\ LI"'\ LI"'\ LI"'\ LI"'\. C"'1 . C"'1 . C"'1 . C"'1
N ...-f N ...-f N ...-f N ...-f
...-f V ...-f V' ...-f

~
...-f ¥>-t range ...-f :> ...-f :> ...-f ...-f

¥>' V V V V V ~ V t-'
LI"'\ ::> LI"'\ ::> LI"'\ LI"'\ t-'

(G'eV2fe 2) V . V . V . V . \0
0 N 0 N 0 N 0 N
0\ ...-f 0\ ...-f 0\ ...-f 0\ ...-f

...-f ...-f ...-f ...-f

O.BO - 0.1.>0 3 3 '0 ';) ,') ,') 1 1.. .:. ....
otf.')o - 0.40 0 1 1 ~l 2 4 1 0
0.40 - O.:~O 5 1 3 6 3 :~ 0 ()
o•:~o - o. 2() B 1 ,') 5 8 2 ,') 0 1.:- .:.

0.20 - 0.16 5 2 1 6 1 3 0 0
0.:L6 - 0.12 13 6 6 7 5 4 1 1
0.12 - 0 •.10 7 3 :5 2 2 0 1 1
() .:L 0 - 0.08 3 1 3 5 3 1 0 1
O.OB - 0.06 6 6 6 5 3 5 1 1
0.06 - 0.04 B 5 5 6 '") ~! 2 1A.

0.04 .- 0.02 1'/ 14 8 1~ 3 8 ? 2.:.. ...
0.02 - 0.00 15 9 14 19 6 12 6 3



TAB~ 6

ACCEPTANCE-RELATED QUANTITIES DEPENDING ONLY ON Q2

aSee page 81 for the definition of J and page 82 for its evaluation.

bSee page 88 for the relation of this quantity to the acceptance.

cThe t bin width is variable.
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TABLE 7

VALUES OF THE ACCEPTANCE-RELATED QUANTITY Sa
AND OF ITS· ESTD1ATED ERRORb FOR

THE m BINS

m range

. (GeV) .

0.3 - 0.4

0.4 - 0.5

0.5 - 0.6

0.6 - 0.7

0.7 - 0.8

0.8 - 0.9

0.9 - 1.0

m range

(GeV)

0.3 - 0.4

0.4 -. O.S

0;5 - 0.6

0.7 - 0.8

·0.8 - 0.9

0.9 - 1.0

. 2 .
0.0 < Q < 0.1

2.19E-08 +/- 6.90E-09

2.56E-07 +/- 2.07E-08

2.48E-07 +/- 2.02E-08

2.75E-07 +/- 2.28E-08

2.95E-07 +/~ 2.20E-08

2.82E-07 +/- 2.09E-08

2.63E-07 +/- 2.13E-08 .

2.55E-07 +/- 2.00E-08

2.94E-07 +/- 2.17E-08

2.93E-07 +/- 2.21E-08

o.3 < Q2 < 1. 0 .

2.16E-09 +/- 5.67E-10

2.20E-08 +/- 1.51E-09

2.40E-08 +/- 1.61E-09

2.40E-08 +/~ 1.78E-09

2.40E-08 +/- 1.51E-09

2.43E-08 +/- 1.69E-09

2.23E-08 +/- 1~60E-09

2.45E-08 +/- 1.56E-09

2.33E-08 +/- 1.47E-09

2.61E-08 +/- 1.64E-09

0.1 < Q2< 0.3

8.01E-09 +/- 2.16E-09

1.21E-07 +/- 8.19E-09

1.42E-07 +/~ 7.77E-09

1.33E-07 +/- 7.48E-09

1.44E-07 +/- 9.11E-09

1.41E-07 +/- 8.63E-09

1.38E-07 +/- 8.47E-09

1.0 < Q2 < 5.0

1.15E-l0 +/- 4.24E-ll

1.10E-09 +/- 1.02E-l0

1.29E-09 +/- 1.23E-l0

1.27E-09 +/- 1.11E-l0

1.27E-09 +/- 1.12E-l0

1.10E-09+/- 9.44E-ll

1.27E-09 t/- 1.10E-l0

1.29E-09 +/- 1.04E-10

1.47E-09 +/- 1.30E-l0

1.19E-09+/- 1.08E-l0

aThe quantity S is defined by equation
(V.6) in page 58.

l)
. The error, being the Monte Carlo

estimate, is purely statistical.
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'TABLE 8

VALUES OF THE ACCEPTANCE -RELATED QUANTITY Sa.
AND OF ITS ESTIMATED ERRORb FOR THE

t BINS

t range

(GeV2 {c 2)

0 .. 800 - 0.600
0.600 - 0.400
0.400 0.300
0.300 - 0.200
0.200 - 0.160
0+160 - 0.120
0.120 - 0.100
0.100 - 0.080
0.080 - 0.060
o.060 _. 0.040
0.040 - 0.020
0.020 - 0.000

0.800 - 0.600
0.600 - 0.400
0.400' - 0.300,
0.300 - 0.200
0.200 - 0.160
0.160 - 0.120
0.120 - 0.100
0 .. 100 - 0.080
0.080 - 0.060
0.060 - 0.040
0.040 - 0.020
0.020 - 0.000

20.0 < Q < 0.1

2.84E-07 +/- 9.33E-08
3.15E-07 +/- 4.95£-08
3.54E-07 +/- 4.92E-08
2.79E-07 +/- 3.17E-08
2.70E-07 +/- 3.59E-08
3.20E-07 +/- 3. 94E·-()S
2.76E-07 +/- 4.31E-08
3.06E-07 +/- 4.34E-08

. 2.56E-07 +/- 3.50E-08
2.30E-07 +/- 3.08E-08
2.46E-07 +/- 3.00E-08
2.69E~07 +/- 2.S0E-08

0.3 < Q2 < 1.0

1.96E-08 +/- 5.90E-09
2.66E-08 +/- 3.78E-09
2.47£-08 +/- 3.37E-09
2.55£-08 +/- 2.22E-09
2.18E-08 +/- 2.53E-09
2.23E-08 +/- 2.59E-09
2.46E-08 +/- 3.16E-09
2.27E-08 +/- 3.11E-09
2.54E-08 +/- 3.42E-09
2.26£-08 +/- 2.56E-09
2.11E-08 +/- 1.98E-09
2.51E-08 +/- 2.59E-09

2 .
0.1 < Q < 0.3

1.98E-07 +/- 5.71E-08
1.32E-07 +/- 1.65E-08
1.77E-07 +/- 2.07E-08
1.26E-07 +/- 1.20E-09
1.10E-07 +/- 1.26E-03
1.28E-07 +/- 1.22£-08
1.19E-07 +/- 1.39£-08
1.30E-07 +/- 1.42E-08
1.32E-07 +/- 1.25E-08
1.59E-07 +/- 1.38E-08
1.32£-07 +/- 1.06E-08
1.60E-07 +/- 1.33£-08

21.0<Q <5.0

1.41E-09 +/- 4.45£-10
1.77E-09 +/- 2.94E-10
1.55E-09 +/- 2.69E-10
1.12E-09 +/- 1.31E-10
1.45E-09 +/- 2.06E-10
1.04E-09 +/- 1.S8E-l0
1.44E-09 +/- 2.28£-10
1.32£-09 +/- 2.50E-10
1.27E-09 +/- 1.78E-10
1.41E-09 +/- 1.86E-10
9.28E-10 +/- 1.08E-l0
9.62£-10 +/- 1.30E-10

aThe quantity S is defined by equation (V.6) in page 58.

bThe error, being the Monte Carlo estimate, is purely
stat ist ica1.



TABLE 9

RAWa'm DIFFERENTIAL CROSS SECTIONS, PER NUCLEON, IN ~BARNS/GeV

m range

(GeV)
2 . 2 . 2 20.0 < Q < 0.1 O.l<Q <0.3 0.3 < Q < 1.0 1.0 < Q < 5.0

0.4 - 0.5
b 1.95 +/- 0.81 1.13 +/- 0.51 0.00 +/-0.13c4.64 +/- 1.52

0.5 - 0.6 8.66 +/- 2.16 4.19 +/- 1.11 1.24 +/- 0.51 0.21 +/- 0.15

0.6 - 0.7 14.69 +/- 2.80 8.07 +/- 1.62 2.69 +/- ,0.77 0.87 +/- 0.32 t-'
N
w

0.7 - 0.8' 25.82 +/- 3.76 18.44 +/- 2.56 8.25 +/- 1.40 0.98 +/- 0.34

0.8 - 0.9 13.51 +/- 2.59 10.46 +/- 1.82 4.09 +/- 0.96 0.63 +/- 0.29

0.'9 - 1.0 6.79 +/- 1.84 2.81 +/- 0.91 1.56 +/- 0.60 0.-55 +/- 0.25

1.0 - 1.1 0.47 +/- 0.47 1.46 +/- 0.66 O.~!O +/- 0.20 0.11 +/ ... 0.11

aThat is, not corrected ,for resolution.

~rrorsstatisticalonly.
c . daError shown corresponds to a- resulting if one event had been observed in

the bin. m



TABLE 10

RAWa
t DIFFERENTIAL CROSS SECTIONS, PER DEUTERON, .IN ~BARNS /GeV2

t range

(GeV2/e 2) 2•O<Q <.1 .1 < Q2 < .3 2.3 < Q < 1. 21. < Q < 5 .

0.800 - 0.600 3.26 +1- 1.71 b 0.52 +1": 0.39 1.31 +1- 0.76 0.26 +1- 0.20

0.600 - 0.400

0.400 - 0.300

0.300 - 0.200

0.200 - 0.160

0.160 - 0.120

0.120 - 0.100

0.100 - 0.080

0.080 - 0.060

0.060 - 0.040

0.040 - 0.020

0.020 - 0.000

0.49 +1- 0.50·

5.24 +1- 2.26

22.17 +1- 5.56

19.98 +1- ' 8.00

45.05 +1- 11.94

55.97 +1- 19.74

20.15 +1- 10.47

72.43 +1- 23.14

87.11 +1- 26.82

144.24 +1- 34.85

137.75 +1- 31.56

1.94 +1-. 0.90

5.23+1-'1.85

10.55 +1- 3.09

16.31 +1- 6.44

26.07 +1- 7.65

21.54+/- 9.96

31.51 +1- 11.66

42.87 +1- 13.55

35.54 +/-:0 11.15

78.00 +1- 18.54

106.10 +1- 20.53

1.45 +1- 0.63

3.13 +1- 1.35

2.02 +1- 1.03

5.90 +1- 3.03

12.97 +1- 4.58

5.23 +1- 3.76

11.32 +1- 5.87

20.23 +1- 7.65

11.38 +1- 5.84

33.l.0 +1- 10.61

46.21 +1- 11.89

·0.10 +1- 0.10
c

0.00 +/- 0.24

0.32 +1- 0.32

c
0.00 +1- 0.63

1.73 +1- 1.25

2.50 +1- 1.81

1.36 +1- 1.39

2.85 +1- 2.05

3.82 +1- 2.26

7.76 +/- 3.98

16.B5 +1- 6.06

.....
N
.po.

in the

a'That is, not corrected for resolution.

bErrors statistical only.
d· ,

~Error shown corresponds to d~ resulting if one event had been observed
bm. .



TABLE 11

INTEGRALS OF THE SMEARED FUNCTIONS PARAMETERIZ ING THE
MASS DIFFERENTIAL CROSS SECTIONSa

Mass range
of integration

(GeV) j

(Breit-Wigner)

Kj
1

(Interference)

Kj
2

(Background)

Kj
3

0.4 - 0.5 1 0.082 0.141 0.256

0.5 - 0.6 2 0.345 0.286 0.259
.....
N
V1

0.6 - 0.7 3 1.839 0.571 0.221

0.7 - 0.8 4 5.308 0.226 0.057

0.8 - 0.9 5 3.459 . -0.497 0.094

0.9 - 1.0 6 1.468 ..0.473 0.158

1.0 - 1.1 7 0.818 -0.370 0.169

aSee page 96 for the definition of these integrals.



TABLE 12

INTEGRALS OF THE UNSMEARED FUNCTIONS PARAMETERIZING THE
MASS DIFFERENTIAL CROSS SECTIONsa

Mass Range
of integration

(GeV) j

(Breit-Wigner)

Mj
1

(Interference)

Mj
2

(Background)

Mj
3

a See page 97 for the definition of these integrals'.



TABLE 13

COEFFICIENTS DETERMINING THE t RESOLUTION
CORRECT~ON FAC~ORa .

"'!t range

(GeV2/c 2) j Cj Dj

0.80 - 0.60 1 1.338 -0.086

0.60 - 0.40 2 j.• 17EJ -0.045

O.·lO - 0.30 3 1.168 -0.035
~

0.30 - 0 .• 20 4 1.095 -0.017 N
-...J

0.20 - 0.16 5 1.055 -().C>OS

0.16 - 0 ..12 6 1.064 -0. ()08

O.g! - 0.10 7 1.040 -0.002

0.10 - 0.08 a 1.128 -0.012

().OS - 0·.06 9 1.0:1.1 0.005

0.06 - 0.04 10 :L • 0~~2 O. 00~5

0.04 - 0.02 11 0.955 0.017

0.02 - 0.00 12 0.913 0;005

-Given by r j ,= Cj + Dj * B.



TABLE 14

RESULTS OF THE FITS TO THE MASS DIFFERENTIAL CROSS SECTIONSa

2 2 2 2O.O<Q <0.1 O.l<Q <0.3 0.3 < Q < 1.0 1.0<Q <5.0

Item

Cl (~barns)
b 3.24 :!: 0.24 1. 34 :!: O. 14 0.24 :!: 0.064.63 :i: 0.34

C2 1.9l:i: 0.36 1.44:!: 0.33 1. 45 :!: 0.45 0.69:!: 0.73

~

C3 2 . 44 :I: O. 70 1. 24 :!: 0.56 0.90:!: 0.69 0.69:!: 1.99 N
00

x2 (NDF = 3) 7.59 1. 99 4.B6 5.27

aThe functional form of the fit is given by equation (V.B) in page 95.

bThe errors are statistical only.



TABLE 15

MASS RESOLUTION CORRECTION FACTORSa



TABLE 16

Q2 VARIATION OF THE TOTAL CROSS SECTION

Q2 range

(GeV2/c 2)

(Q2)

(GeV2/c2)

m2
p

(Q2) + m2
p

2
2 .

a«Q » per D2/2

(l1barns)

a«Q2» for H2 a

(~barns)

0.0 - 0.1 0.05 0.854 b b7.28 :: 0.54 6.79 ± 0.86

0.1 - 0.3 0.19 0.565 5.09 :: 0.38 4.30 ± 0.57
t-'
w

0.3 - 1.0 0.60 0.244 2.11 :: 0.22 1.29 ± 0.31
0

1.0 - 5.0 . 2.40 0.039 0.38 :: 0.09 0.31 ± 0.11

aprivate communication from W. R. Francis.

bThe errors are statistical only.



TABLE 17

RESULTS OF THE FITS TO THE t DIFFERENTIAL CROSS SECTIONS

Item 2 2 2 20.0 < Q < 0.1 0.1 < Q < 0.3 0.3 < Q < 1.0 1.0 < Q < 5.0

41Tol2 (~b/(GeV/e)2) 224.4 :;I: 29.8 137.5::i: 17.8 57.9 :;I: 10.6 18.4 :;I: 5.1

B( (GeV /e) -2) 7.1 ;i: 0.9 7.0 ::i: 1.0 7.5 :;I: 1.4 12.6 :!:: 2.4

x2
/ NDF 12.80/7 2.95/7 8.83/7 8.42/8 t-'

w
t-'





fL (k)

y*(q=k-k') ~
W
N

pO(pp)

N(p)
~ ~t/-~

N( pi)

fL' (k' )

Figure l.--Feynman diagram for diffractive rho muoproduction via single
photon exchange.
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E~ = 147.6 GeV

!~rT dQ2dll~2x IO-3Ift
10-6 L--l..-----'-..J....L..1..J.J.1"..~L_._J.._L...L..L.L...L.U_.o...---..&..---l-L_J_J.~

.01 .1 I 10
Q2 (GeV2)

. Figure 2. --Variation of the virtua 1- photon flux
factor with Q2, for three values of ~.
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,,
'\

7T~"" ,,
'\
'\

2
~-F .~p-..

P gp

( 2 2q =mp )

--
2

m-/L.
2yp

Figure 3.--Feynman diagram for rho production by
time like virtual photons from e+ - e- annihilation. The
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Figure 4.--Slope of the diffractive peak as a
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photons incident on protons. This figure comes from Ref­
erence l3~ a review of experiments other than our own.
Our measurements correspond to AT> 32 GeV-l, with a lowest
average f:1 T = 91 GeV- l (for our highest Q2 range).
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are equal.



1.0r---------

~.8
()

c
Q)

·u .6.-
Y-
Y- r l t-'

w .4
~
0

.2

0' · ' I , I , , • ,

-125 -100 -75 -50 -25 0 25 50 75
X Position (em)

Figure 9.--Downstream trackfinding efficiency variation along the horizontal
direction. The curve refers to the active area of the 6 m chambers. The dip occurs
in the region surrounding the deadener and is primarily due to confusion from too
many tracks near the beam.



Figure lO.--Tertiary tape information about an
event. This event exhibits the downstream signature that
characterizes the reaction under study. Track slopes are
expressed in tenths of a radian and track intercepts in
quarters of a millimeter. Distances along the z-ax is are
given in quarters of a centimeter while distances per­
pendicular to it are given in quarters of a millimeter.
In these units the product of a slope with a z-distance
is expressed in quarters of a millimeter and is directly
comparable to all distances transverse to the z-axis.
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Figure ll.--Projection to the vertex of downstream Y-Z
"hadron" tracks. We plot the difference between the projection
of the track at the z of the vertex and the y of the vertex
separately for tracks of (a) negatively charged and (b) posi­
tively charged particles assigned momentum, except for the
scattered muon track. The wider wings of the positives
indicate that they are contaminated by halo muons. A cut at
± 200 quarter millimeters was imposed.
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Figure 18.--Scattered muon acceptance variation
with Q2 and v. The large rectangle, outlined by dashed
lines, indicates the position of the N veto counter. The
two small satellite rectangles are the (software) vetoes
and correspond to the thick portion of the light guides
of the same counter. Each set of {Q2, v} values determines
a unique circle at the plane of the N counter. The
scattered muon is equally likely to land on any point of
the periphery of this circle. The acceptance is the frac­
tion of the circumference of this circle outside the 2
rectan21es. For v < 80 GeV most of the events with Q < 3
GeV2/c z are vetoed.
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Figure 19.--Q2_~ distribution of the events passing
all cuts. The boundaries of the bins are shown together
with the minimum kinematically allowed QZ for 150 GeV
incident muons. The latter line is not an imposed boundary
but explains the observed lack of events below it.
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strongly on Q2, is already evident.
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Figure 21.--Definition of the angles of the rho­
decay angular distribution. -The angle between the IJ.
scattering plane and the p production plane is designated
as ~IJ.. The polar and azimuthal angles of the n+ in the
rest frame of the p are designated by 9 and ~, respectively.
The functional form of the angular distribution is given
in page 89.



Figure 22.--Raw mas~ differential cross sections, .
per nucleon, for the four Q ranges. The p signal persists
as a result of the flatness of the acceptance across m, for
a given Q2 range (see Table 7). The slow increase of the
acceptance with increasing Q2 does not result in any sig­
nificant change in the strong Q2 dependence, observed at
the event distribution level (see Table 4 and Figure 20).
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Figure 23.-~ass resolution. The curve joins the
Monte Carlo estimates of the standard deviation of the
fractional mass uncertainty. The mass resolution is
approximately 30 MeV at m = m .

p
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Figure 25.--Resonant, nonresonant background, and
interference components of the mass spectra. The·func­
tional form of each component is given by equation (V.B)
in page 95.
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Figure 26.--Mass differential cross sections and
fit for 0.0 < Q2 < 0.1 GeV2/c2 . The data points have been
corrected for resolution and then adjusted to represent
the bin-centered values of the measured cross section~ to
allow a direct visual comparison. The functional form of
the fit is that of equation (V.B) in page 95, with
coefficients given in Table 14.
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Figure 27.-~ass differential cross sections and
fit for 0.1 < Q2 < 0.3 GeV'L/c 2 . The data points have been
corrected for resolution and then adjusted to represent
the bin-centered values of the measured cross section, to
allow a direct visual comparison. The functional form. of
the fit is that of equation (V.B) in page 95, with
coefficients given in Table 14.
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Figur~ 28.-~ass d~fferentia1 cross sections and
fit for 0.3 < Q2 < 1.0 GeV fc Z. The data points have been
corrected for resolution and then adjusted to represent
the bin-centered values of the measured cross section, to
allow a direct visual comparison. The functional form of
the fit is that of equation (V.8) in page 95, with
coefficients given in Table 14.
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Figure 29.-~ass diff~rential cross sections and
fit for 1.0 < Q2 < 5.0 GeV2/c . The data points have been
corrected for resolution and then adjusted to represent
the bin-centered values of the measured cross section, to
allow a direct visual comparison. The functional form of
the fit is that of equation (V.8) in page 95, with
coefficients given in Table 14.
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cross section. Our results are consistent with a variation
given by the square of the p propagator and shown b2 the
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Reference 15.





40

t-'
-...J
W

500

y2 .
-/L =0.6447T

~/~

Q2=0
)( ABBHHM t Ref. 55
• SLAC, Ref. 56·
o H2 ] This Experiment;
o O2 /2 Extrapolated

5

a~ ~ (O"el (71' +p) + O"el (7T - p))
p

2
0

1

..0 30
::L
~

0..
o

t 20
Cl.

>-...
"'"'--"'"

b 10

10 20, 50 100 200
Ey (GeV)

. Figure 32.--Energy variation of o(Yp ~ pp). Our and lower energy data are
consistent with the prediction, resulting from the combination of Vector Dominance
and quark structure of hadrons ideas, shown by the curve. (See equation [1.4] in
page 9.) The slow energy variation is indicative of the diffractive nature of the
process.



Figure 33.--t dif~erential cross· sections and fit
for 0.0 < Q2 < 0.1 GeV2/c • The data points have been
corrected for resolution. The functional form of the fit
is. given by equat ion (V.12) in page 98, with coeffic ients
given in Table 17.



175

("0

.....
OJ

m
.....
La

r.n

-
t- N

Cl

'"a:_
~O
t:) _ .

.... 0)

CI1m
C .....

CD

&Il

B 7.05

0.500.400.20 0.30
-T rGEV~~2)

0.100.00
-+------y-------r------r-----,r-----_



Figure 34.--t dif~erential cross sections and fit
for 0.1 < Q2 < 0.3 GeV2/c . The data points have been
corrected for resolution. The functional form of the fit
is given by equation (V.12) in page 98, with coefficients
given in Table 17.
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Figure 35.--t ~ifferential cross sections and fit
for 0.3 < Q2 < 1.0 GeV Ic 2 . The data points have been
corrected for resolution. The functional form of the fit
is given by equation (V.12) in page 98, with coefficients
given in Table 17.
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Fig~re 36.--t~ifferentia1 ~ross sections and fit
for 1.0 < Q < 5.0 GeV feZ. The data points have been
corrected for resolution. The functional form of the fit
is given by equation (V.iZ) in page 98, with coefficients
given in Table 17.
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Figure 37.-~Contours of equal probability for the
0.3 < Q2 < 1.0 fit to the t differential cross sections.
The inner ellipse determines the =1 a errors.
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· Figure 38.--QZ variation of B, the ~~ slope. The
comparison of our HZ and D~ results shows that they are con­
sistent with B = 7 GeV-Z, 1ndependent of QZ. This is
evidence against the concept of photon shrinkage with
increasing QZ (see the discussion in pages 10-13). More­
over, this evidence comes from a kinematic region for which
AT> 30 GeV- l , i.e., far from any threshold effects. (See
page 14 and compare with Figure 4.)
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