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We describe a benchmark study of collective and nonlinear dynamics in the Advanced Photon Source
storage ring. A 1-mm long bunch was assumed in the calculation of wakefield and element by element
particle tracking with distributed wakefield components along the ring was performed in an ELEGANT

simulation. Although the accurate prediction of nonlinear beam dynamics with collective effects is
extremely challenging, the simulations agree well with experimental measurements.
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I. INTRODUCTION

Storage rings based on the multibend achromat (MBA)
lattice concept [1] are emerging as part of a worldwide push
beyond the brightness and coherence reached by present
third-generation storage rings. MAX-IV [2] was the first
MBA machine to be built and is now in operation. It will be
followed shortly by SIRIUS [3], which is currently under
construction. Other projects are underway to convert an
existing, third-generation storage rings such as ESRF, APS,
Spring-8, and ALS [4–7] into a fourth-generation storage
rings (4GSR). In the upgrade lattice designs for these
facilities, the beam emittance is pushed down to a few
hundred picometers, or even ≤100 pm.
When the emittance of storage ring is pushed to an

extremely small value, such as the 42 pm achieved by the
APS Upgrade (APS-U) design [8], two primary conse-
quences emerge: first, the dynamic aperture typically
becomes insufficient to enable accumulation based injec-
tion, so only on-axis swap-out injection [9,10] is workable.
Second, the maximum single bunch intensity is signifi-
cantly reduced due to intrabeam scattering (IBS) and beam
instabilities. Recent simulations [11] indicate that collective
effects at injection are a critical issue when striving to
achieve high single-bunch charge. For example, in a
previously considered alternative design to the APS-U,
simulations showed that collective effects at injection

precluded accumulation of the 4.2 mA=bunch desired
for timing mode [12]. This, in addition to the desire for
lower emittance, was a primary reason that the APS-U
design abandoned accumulation in favor of swap-out.
Beam loss at high charge during injection into a 4GSR

is a critical issue for operating these challenging future
facilities, so careful modeling, simulation, and benchmark-
ing studies must be conducted to validate the methods used
in modeling collective effects. The existing APS storage
ring and its impedance model provide the opportunity to
perform such studies. As a first step in this process, the
existing impedance database [13,14] for the APS storage
ring was updated to reflect recent changes to the vacuum
system. This is described in more detail in [11] and below.
As reported in [11], using this impedance model, simu-
lations were performed with ELEGANT [15] and compared
to new measurements. The predicted bunch length and
energy spread vs bunch charge were found in good
agreement with measurements, as was the accumulation
limit. Other efforts to validate the APS impedance model
have shown similarly good agreement. For example, in [16]
we measured the effect of lattice function changes at the
insertion devices and found that it agreed with predictions.
This level of agreement was achieved by first carefully
identifying all relevant sources of impedance and then by
refining our techniques to numerically calculate both the
wakefields and particle dynamics in tracking.
In this paper, we extend these studies with a detailed

investigation of the stability of high-charge bunches when
given large transverse kicks, which is relevant to accumu-
lation of high-charge bunches when the dynamic accep-
tance (DA) is small, requiring sharing of the dynamic
aperture between the stored and injected beam. Rather than
characterize this in terms of the accumulation limit, we look
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at a more fundamental quantity, the inferred DA. This is
determined in terms of the fraction of the stored bunch that
is retained after kicking the bunch, as a function of the kick
amplitude. Section II provides more detail on the con-
struction of the impedance model for APS, then describes
the methods used to track particles with collective effects.
Section III describes the results of the simulations.
Section IV compares measurement and simulation, and
also provides an intuitive explanation of the beam dynam-
ics. Finally, Sec. V presents conclusions.

II. IMPEDANCE MODEL FOR APS

The effects of impedances (wakefields) may be modeled
using a number of discrete impedance elements distributed
throughout the lattice. As discussed in [11], in many
simulations it is sufficient to include one impedance
element in the ring for simulating wakefield effects, in
part because the synchrotron frequency is much longer than
the revolution frequency. If the betatron tune approaches an
integer, however, then modeling the ring-distributed imped-
ance by a single element applied once per turn is no longer
a good approximation, because all the simulated kicks add
coherently in a way that is quite different from the actual
system. Since we are simulating the behavior of the beam
near the stability boundarywe sought to avoid this problemby
dividing the impedance into 40 identical elements that were
applied in every straight section of the simulated APS. It is
reasonable to locate the impedance elements in the straight
sections since the majority of the effects come from the
insertion device chambers. Additionally, given that we must
use element-by-element tracking in these simulations (see the
next section), the use of multiple impedance elements does
not result in a large increase in simulation run time.
The impedance model is developed by separately con-

sidering its resistive and geometric components. The
resistive wall impedance is computed using analytic for-
mulas for elliptical chambers, which is approximately the
same as that for two flat plates for the 2∶1 aspect ratio of
the APS geometry [17]. In contrast, because the geometric
impedance depends on the detailed cross-sectional varia-
tion of various components along the vacuum vessel, the
geometric contribution must be built up from the individual
wakefields generated by various elements around the
ring. The wakefields are calculated using the fully 3-D
finite-difference time-domain code GdfidL [18]. To balance
numerical efficiency and accuracy, we model the point-
particle wakefields by using the wake potential generated
by a 1-mm-long Gaussian bunch in GdfidL; this approxi-
mation has had success in predicting the onset of various
instabilities in the current APS, as described in [11,13,14].
In addition, numerical tests have been performed using
wake potentials derived from electron bunches <1 mm
long, and these have proven to give the same longitudinal
bunch lengthening and microwave instability limit as well
as the same single-bunch current limit. Since simulations

with more frequency bins require proportionally more
particles, we use the impedance from the 1 mm bunch
for all results here.
To understand why using a 1-mm-long Gaussian bunch

is workable, one should first recognize that the impedance
generated by a numerical code that employs a Gaussian
bunch of width σb is equivalent to applying a Gaussian
filter of frequency width σf ¼ c=2πσb ≈ 50 GHz to the
“true impedance.” Our choice of σf ≈ 50 GHz is much
higher than the frequency spectrum of the zero-current
APS bunch (whose length is 6 mm), and also is sufficiently
high to resolve the relevant impedance features of the APS.
In particular, Fig. 1 shows that we resolve the first major
resonancelike peak in ZzðfÞ that occurs around 20 GHz
and is the main driver of the microwave instability.
Furthermore, the filter width is much larger than the
maximum chromatic frequency shift, which is required
to predict transverse collective effects; for the present
results with ξ ¼ 6, this chromatic frequency shift is about
6 GHz. Of course, the wakefields from a Gaussian bunch
are not strictly causal, but we believe that this is a
reasonable sacrifice to make in order to have a well-
understood and controlled approximate prescription for
calculating the impedance.
Once we have computed the wakefields of all compo-

nents, the total transverse wake potential of the ring is
found by weighting the individual geometric contributions
by their respective local lattice functions, then summing.
More precisely, if each element is indexed by j and the
lattice functions at that element are represented by βx;j
and βy;j, the weighted geometric wakefields along the
x direction is given by

hβxWgeo
x i ¼

X
elementsj

βx;jW
geo
x;j ; ð1Þ

with a similar expression in y. The total longitudinal
wakefield is given by the simple sum

hWgeo
z i ¼

X
elementsj

Wgeo
z;j : ð2Þ

The corresponding geometric impedances are then com-
puted using the discrete Fourier transform, and the total
impedance is obtained by adding the resistive wall con-
tribution. Finally, each impedance element is applied in the
particle tracking code ELEGANT by dividing by the lattice
function at its chosen location.
In a two-particle model, the longitudinal wakefield

changes the test particle energy according to

Δγtest ≈ −
e

mc2
Wzðzdrive − ztestÞ ð3Þ

where zdrive is the location of the drive particle, ztest is the
location of the trailing particle, and Wz is the longitudinal
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wake function. Similarly, the transverse wakefield changes
the test particle slope in the horizontal plane according to

Δx0test ≈ −
e

γmc2
½Wx;Mðzdrive − ztestÞ

þ xdriveWx;Dðzdrive − ztestÞ
þ xtestWx;Qðzdrive − ztestÞ�: ð4Þ

The first term is a monopole wakefield that is generated by
a chamber that is not mirror symmetric; this term can cause
emittance to increase. The second term is dipole wakefield
that is a source of collective instabilities, since it scales with
the displacement of drive electron. The third term is the
source mainly of tune-shift, as it scales with the displace-
ment of the test electron. The sum of the longitudinal and
transverse impedances of the APS storage ring is shown in
Fig. 1, and we note that the impedance distributions in the
two transverse planes are similar to each other.
In ELEGANT, we model the electron bunches with a

collection of, typically 104 to 105 macroparticles. Rather
than compute the effect of each macroparticle on those
following it using the above equations, we use the more
efficient method of computing a z-dependent current
distribution (typically with a bin size of ∼0.3 mm), then
performing convolutions of each z-dependent beam
moment with the relevant wake function. Although it is
conceptually more transparent to describe these effects in
terms of the wakefields, our simulations evaluate the
collective force in frequency space by multiplying the
impedance with the Fourier transform of the current. This
conveniently sidesteps the acausal nature of the wakefields,
described above, although ELEGANT can be directed to

ignore this issue even when performing computations in the
time-domain.

III. ELEGANT SIMULATION FOR
KICK APERTURE

The impedance model and methods described in the
previous section have successfully reproduced various
impedance-driven collective effects observed in the APS
ring [11,13,14,16]. To further validate the simulations in a
way directly relevant to phenomena observed in simula-
tions of injection for APS-U, we employed these methods
to simulate the kick aperture at various charges. The kick
aperture, as the name suggests, is the aperture of the
accelerator viewed as a function of the strength of a kick
imparted to the beam. In this section, we describe the
simulation methods and results for the kick aperture.
In addition to the impedance model and a method of

using it in tracking studies, our simulations require an
accurate model of the single-particle beam dynamics. As
mentioned above, the starting point for the single-particle
dynamics model is application of the response matrix fit
method [19]. For APS, this has some challenges because of
the size of the ring and the multiplicity of sources of error
(e.g., quadrupole strength errors and sextupole alignment
errors). Rather than attempt to determine the actual errors,
which may well be impossible given the closeness of the
elements and the limited number and accuracy of the beam
position monitors, we instead determine a set of quadrupole
strength errors and tilts that replicate the measured same-
plane and cross-plane response matrices, horizontal
dispersion, and vertical dispersion [20].
Because nonlinear dynamics is important in the mea-

surements, we must perform the kick-aperture simulations

FIG. 1. APS impedance; longitudinal impedance (z), transverse (x and y) dipole impedance, and transverse (x and y) quadrupole
impedance.
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using the same type of element-by-element tracking
that would be used for determining dynamic acceptance
(DA). This is different from typical collective effects
simulations, in which the single-particle transport around
the ring is replaced by a one-turn map, e.g., using
ELEGANT’s ILMATRIX element [21]. Since the simulations
require a large number of simulation particles and a large
number of turns, these simulations are only practical with a
parallel code. Hence the parallel version of ELEGANT [22]
was used throughout. The transport was modeled using
symplectically-integrated kick elements, a standard feature
of ELEGANT and many other codes. A fourth-order inte-
grator [23] was used with the exact (i.e., unexpanded)
Hamiltonian in the hard-edge approximation.
Synchrotron radiation is calculated in all magnets, which

results in an energy loss of 5.353 MeV per turn. Both the
classical and quantum aspects of the radiation are included,
so that both damping and quantum excitation are modeled.
For simplicity, a single rf cavity in Sector 40 represents all
16 APS rf cavities distributed in sectors 36, 37, 38, and 40.
The rf harmonic number is h ¼ 1296 and the total rf
voltage is 9.5 MV.
In order to avoid spurious effects in the kick-aperture

tracking, the starting particle distribution should be at
equilibrium on the closed orbit that includes synchrotron
radiation effects. It should also reflect the effect of the
longitudinal impedance on the bunch length and energy
spread. In order to generate this equilibrium particle
distribution, preliminary tracking was performed without
the impedance with 100 000 particles for 10 000 turns,
which is more than sufficient to reach equilibrium given
that we started with a beam distribution characterized by
the nominal lattice functions and emittances. We then track
another 10 000 turns with the impedance, which is suffi-
cient for the beam to reach the equilibrium bunch length
and energy spread. The output from this tracking run was
used as the initial distribution for all subsequent simula-
tions. Note that although we used 100 000 particles to
ensure that the equilibrium properties of the beam had fully
converged, the results shown below changed little even if as
few as 10 000 particles were used.
In order to investigate the impact of collective effects on

dynamic aperture, large-amplitude beam motion is excited
by a fast kicker, and the beam loss dependence on the
bunch charge is simulated. The simulation results are
compared to the experiment.

IV. KICK APERTURE MEASUREMENT
AND ANALYSIS

Data for the kick aperture were collected in January
2017. Beam parameters for the experiments are listed in
Table I. Prior to data collection, the linear optics was
characterized using the response matrix (RM) fit method
[19,20]. The model generated by the RM fit does not
reproduce measured betatron tunes and chromaticity to the

level required for benchmarking of turn by turn motion.
Further tune adjustment in the model of 0.007 was needed,
which constitutes a 2 × 10−4 fraction of the overall tune, as
well as chromaticity adjustment of 0.5 which corresponds
to a 1% error in sextupole strength. The stable range of a
single-bunch current was explored at fixed chromaticities
ξx, ξy ¼ 6.6, 5.9, for which a single bunch was found to
be stable up to 5.33 mA. Kick apertures were measured
with bunch currents of 0.9, 2.3, and 4.1, which are all
<5.33 mA, which justifies the use of equilibrium particle
distributions (Sec. III) in the simulations.
The betatron oscillations that a kick imparts on a single

bunch were measured using turn-by-turn beam position
monitors (BPM). Comparison of the betatron oscillations
after the kick as obtained by measurement and simulation
(Fig. 2) shows that decoherence is significant in the
horizontal plane, and that the amplitude of beam oscillation
due to coupling exceeds 0.5 mm in vertical plane. The
decoherence in the measurement agrees reasonably well
with the simulation.
Benchmarking of the turn-by-turn motion requires good

knowledge of the kick amplitude. To reduce the effect of
the decaying amplitude and improve the kicker calibration
accuracy, data from many BPMs was used, but only from
the first turn after the kick. The measured and simulated
first-turn trajectories were compared, and the kick ampli-
tude in the simulations was adjusted to minimize the
difference. The fit resulted in the kicker calibration of
0.118 mrad=kV. Figure 3 compares the measured and
simulated trajectory after the kicker calibration. The differ-
ence between calculated and measured trajectories does not
show any clear pattern, which means that it is random and
likely dominated by BPM gain errors.

TABLE I. Main beam parameters.

Parameter Value

Tune νx, νy 36.154, 19.223
Emittance ratio ϵy=ϵx 1%
Chromaticity ξx, ξy 6.59, 5.85
rf voltage 9.5 MV

FIG. 2. Beam oscillation in horizontal (a) and vertical
(b) planes following a 0.3 mrad kick in the horizontal plane
for a 0.9 mA bunch.
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Having calibrated the linear optics and the kicker
deflection, we next performed a basic check of the non-
linear dynamics by comparing the measured and simulated
tune shift with amplitude. To determine the tune shift,
measured and simulated turn-by-turn beam position data
were used for a series of kick amplitudes. Due to fast
decoherence, taking the FFT of the beam oscillation on one
BPM does not estimate the tune well. Instead, as suggested
in [24], beam motion is recorded on many BPMs, the tune
is determined separately for each BPM using numerical
analysis of fundamental frequencies (NAFF) [25], and then
the average tune is calculated by averaging over all BPMs.
For a typical motion lasting 30-40 turns recorded on 270
BPMs, this gives a standard deviation of the average tune
of 1 × 10−5. Figure 4 shows comparison of the calculated
and measured tune shift with amplitude. The calculated
tunes were obtained in exactly the same way as the
measured tunes. The difference between measured and
simulated second-order tune shift with amplitude is 7%.
We next turned to comparison of the dynamic acceptance

from measurements and simulations. The dynamic accep-
tance is the boundary in phase space beyond which
particles are lost. This acceptance can be determined by
kicking the beam with increasingly large amplitude until
losses are observed. In our case, the losses were assessed

by measuring the bunch current with a DC Current
Transformer (DCCT) before and after the kick. By taking
measurements at several bunch currents (0.9 mA, 2.3 mA,
and 4.1 mA), we were able to assess the influence of
collective effects and compare this to the predictions of the
simulations. Figure 5 shows the measured and simulated
kick apertures for different bunch currents. The simulated
charge dependence of the aperture agrees very well with the
measurements. One can see that the amplitude at which
50% of the beam is lost is nearly independent of bunch
current and equal to 0.47 mrad for both measurement
and simulation. Also, a bunch with higher charge has more
losses for kicks weaker than 0.47 mrad, but less losses
for kicks stronger than 0.47 mrad. Figure 6 gives direct
comparison of the dynamic acceptance for each bunch
charge. The simulations underestimate the acceptance by
only about 2%.
An additional, even more stringent test of the agreement

between the model and the experiment is the comparison
of the beam losses as a function of turn number. Generally,
the turn-by-turn bunch charge can be extracted from the
BPM sum signal, however, the APS BPMs report logarithm
of the true BPM sum signal mixed with the coordinate.
To perform the comparison, the BPM sum signal was
calibrated versus the bunch charge as measured by the

FIG. 3. Comparison of the measured and calculated first-turn
trajectory after the difference was minimized by adjusting the
kicker calibration.

FIG. 4. Horizontal detuning with amplitude. Error bars based
on averaging over 270 BPMs are not shown as they are smaller
that the symbols on the plot.

FIG. 5. Comparison of the kick aperture experiment and
simulation for different bunch charge. The charge dependence
agreement is remarkable.
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current monitor, while the sum signal dependence on the
coordinate was simply ignored (since the vertical beam
motion is much smaller than the horizontal, the vertical
BPM sum signal was used). Figure 7 shows comparison of
the normalized bunch charge as a function of turns after the
kick; lines show simulations and symbols represent mea-
surements. While the simulations do not exactly match the
experiment, they reproduce the general features, such as
the speed of the losses and the steplike behavior. The
discrepancy of the remaining charge after the kick approx-
imately corresponds to the discrepancy shown in Fig. 6.

We can understand the basic phenomenology of the
beam loss as a function of current and kick strength by
considering the schematic in Fig. 8. The dynamic accep-
tance is represented as the black curve in the figure, and
particles are lost if the kick is large enough to put them
beyond the dynamic acceptance. The fraction of particles
that are lost when the bunch is near the boundary will
depend on the emittance of the bunch. Figure 8(a) and 8(b)
show cases where the beam centroid is kicked just below
and just above the aperture, respectively. As indicated in the
figure, higher (lower) beam current is accompanied by
larger (smaller) post-kick emittance.
We can get a more quantitative picture and understand

the basic order of magnitude of the observed emittance
growth by introducing a simple test particle model in the
spirit of those described in [26]. For this model we consider
a test electron with natural transverse frequency ωj and
transverse position in the bunch zj that is driven by the
transverse wakefield of the preceding electrons. The
equation of motion is

d2xj
dt2

þ ω2
jxj ¼

e2Ne

γmcT0

Z
dz0 λðz0ÞWxðzj − z0ÞhxðtÞi

¼ hxðtÞiWj; ð5Þ

FIG. 6. Comparison of the kick aperture experiment and simulation separately for each bunch charge. The simulation underestimates
the dynamic aperture by about 2%. For a given kick, the simulations underestimate the beam losses by about 10%.

FIG. 7. Comparison of the turn-by-turn beam normalized bunch
intensity for several kick amplitudes for a 2.3-mA bunch (top)
and a 4.1-mA bunch (bottom). Lines show data from simulations,
while connected points are from the experiments.

FIG. 8. Schematics for understanding current-dependence of
the measured acceptance. The black curve represents the dynamic
acceptance (DA), while the colored lines indicate the extent of the
beam. For larger bunch current, after being kicked the beam size
inflates more significantly due to collective effects. As a result,
for a weaker kick (a), a larger fraction of the high-current bunch is
lost; more of the low-current bunch is on the damping side of the
DA boundary. Similarly, for a stronger kick (b), a larger fraction
of the high-current bunch is still within the acceptance.
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where hxi is the beam dipole moment and Wj is the
wakefield related force that we have defined in terms
of the current distribution λðzÞ (normalized such thatR
dzλðzÞ ¼ 1), the number of electrons in the bunch Ne,

and the revolution time T0. We imagine that the entire
bunch executes large-amplitude betatron oscillations after
being kicked to the angle x00 at t ¼ 0, so that

hxðtÞi ¼ cx00
ωβ

sinðωβtÞe−t=τ: ð6Þ

Here, we assume centroid oscillation frequency is close to
that of any individual particle, Δωj ¼ ωj − ωβ ≪ ωβ,
while τ provides a simple damping model of the coherent
betatron oscillations due to chromatic and nonlinear effects;
a more accurate model of these physics is described in
Ref. [27]. Since the damping of the coherent oscillation is
primarily due to the spread in frequency, most particles
satisfy jΔωjj ≲ 1=τ; for the APS the damping time is about
30 turns, τ ≈ 30T0.
Within this model, if we retain only lowest order terms in

τωj ≈ τωβ ≫ 1 and consider times much longer than the
damping time, t ≫ τ, the solution to (5) and (6) with
xð0Þ ¼ 0 and x0ð0Þ ¼ x00 is

xjðt ≫ τÞ ≈ cx00
ωβ

�
1 −

τWjðτΔωjÞ
2ωβ½1þ ðτΔωjÞ2�

�
cosðωjtÞ

−
cx00
ωβ

τWj

2ωβ½1þ ðτΔωjÞ2�
sinðωjtÞ: ð7Þ

The first term oscillates in phase with the main bunch and
decreases due to dephasing if ωj differs ωβ, while the
second term tends to increase the oscillation amplitude;
both lead to emittance growth. For example, if we define
the amplitude of the oscillation as Ax, particles that oscillate
at the same frequency as the centroid get the amplitude

Δωj ¼ 0∶ Ax ¼
cx00
ωβ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ τ2W2

j

4ω2
β

s
: ð8Þ

On the other hand, assuming Wj > 0 those particles
whose frequency difference Δωj ¼ 1=τ (Δωj ¼ −1=τ)
end up with the smallest (largest) oscillation amplitude,

Δωj ¼ þ1=τ∶ Ax ¼
cx00
ωβ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

τWj

2ωβ
þ τ2W2

j

8ω2
β

s
; ð9Þ

Δωj ¼ −1=τ∶ Ax ¼
cx00
ωβ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ τWj

2ωβ
þ τ2W2

j

8ω2
β

s
: ð10Þ

Equations (9) and (10) approximately give the maximum
and minimum amplitude of the particles, provided
τWj=ωβ < 1. We graph the fractional change in the oscil-
lation amplitude of the particles as a function of the
longitudinal position in Fig. 9. Panels (a), (b), and (c) assume
the current of 0.9, 2.3, and 4.1 mA, respectively, and
each plot shows the amplitude for the frequency
differences (8)–(10).
Within this test particle theory nearly all the particles

have amplitudes that are bounded by the blue and red lines
in Fig. 9. This implies, for example, that we expect the first
sign of losses to appear for the 2.3 mA bunch at a kick
amplitude that is ∼88% of that at 0.9 mA, while the 4.1 mA
bunch should have a similar sign of loss at ∼75% the
0.9 mA kick. Both of these predictions agree reasonably
well with that shown in Fig. 5.
The theory just presented gives a reasonable description

of the basic physics and scalings of the charge-dependent
beam loss, but is only approximate. In particular, the model
has only a simple description of the nonlinear and chro-
matic effects, neglects the synchrotron motion entirely,
and is not a self-consistent description of the collective
forces. To look at the dynamics in more detail we turn to
the numerical ELEGANT simulations. Figure 10 compares
the horizontal phase space evolution for bunches with the
relatively low current of 0.9 mA to those of 4.1 mA for a
kick of 0.35 mrad. One can already see on turn 12 that the
phase space distribution of the 4.1 mA bunch becomes
fatter, which then lead to some particles being kicked out of
the separatrix. This result justifies the schematic descrip-
tions in Fig. 8.
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(c) 4.1 mA. Within this model nearly all the particles should be between the blue and red lines at Δωj ¼ �1=τ.
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V. CONCLUSIONS

We have described simulations and measurements of
the impact of collective effects on dynamic acceptance
in APS. Although the accurate prediction of nonlinear
beam dynamics with collective effects is extremely chal-
lenging, the simulations agree well with experimental
measurements. Based on the agreement of simulations
with measurements, the simulation describes current-
dependent nonlinear beam dynamics in detail. This result
provides confidence in predictions of high-charge injected-
beam dynamics in the APS upgrade storage ring.
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