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Abstract

This thesis presents studies of three body decays of b baryons, in particular the =" and 2,
baryons decaying to ATh~h'~ final states, where h") is a kaon or pion. Additionally, studies of
the mode B~ — ATpK ™~ are also presented. The analysis makes use of the data collected by
the LHCb experiment at pp collision centre-of-mass energies of 7, 8 and 13 TeV from Run I and
Run II, corresponding to an integrated luminosity of 8.7fb~1. We observe significant yields in
four decays: B~ — AfpK~, 5, - AYK " K~, 5, — AJK 7~ and 2, — AfK~ K~ which
have never been observed before at any experiment. The branching fractions and production
rates of all the studied decays are measured with respect to that of the B~ — Afpn~ decay.
Additionally, branching fractions of the =, decays are measured with respect to =, — AT K7,
while branching fractions of 2, decays are measured with respect to 2,” — AF K~ K. Limits
are determined on the branching fractions and production rates of channels for which there is
no significant yield. Studies of the differential production rate of =~ — AF K~ n~ relative to
B~ — Afpr~ are also performed. The production asymmetry of the b baryons and its kinematic
dependence is also studied. A first look at the Dalitz plot distributions and the intermediate

resonances of the modes is also documented.
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Chapter 1

Introduction

“The value of an idea lies in the using of it.”

— Thomas Edison

The standard theories about the start of our Universe, and its early evolution, suggest
that matter and antimatter must have been produced in equal amounts. However experimental
observations show a matter dominated Universe. Theories of baryogenesis aim to provide an
explanation of this effect. In 1967, Sakharov proposed a set of conditions that would support
the condition of baryogenesis [2] : 1) baryon number violation, 2) C' violation and CP violation,

3) interactions out of thermal equilibrium.

Turning to studies of fundamental particles and their interactions, in 1963, Cabibbo
introduced a mixing angle so as to preserve the universality of weak interactions [3]. Later in
1964, Gell-Mann postulated the existence of quarks [4]. Further to which, the Glashow-Iliopoulos-
Maiani proposed a mechanism called GIM mechanism which brought in the fourth charm quark
in 1964 [5,/6]. This led to a Cabibbo matrix with a four-quark model. At the same time, the
phenomenon of CP violation was discovered in 1964 in the kaon decays [7]. This motivated further
searches for CP violation in the quark sector. However, the four-quark model did not provide any
explanation for the observed CP violation. Later in 1973, Kobayashi and Maskawa generalised
the Cabibbo matrix to three generation of quarks in order to explain the observed CP violation,
giving rise to the CKM matrix [8]. This was followed by the discovery of the bottom quark at
Fermilab in 1977 [9], which was followed by searches for and the eventual discovery of the missing
third generation quark, the top quark, in 1995 by the CDF [10] and the DO [11] experiments at
Fermilab. In 1980 Sanda, Carter and Bigi predicted the existence of sizeable CP violation in the
B meson system [12H14]. This motivated the development of dedicated experiments to search
for CP violation in the B system. The CKM mechanism was then confirmed by Belle [15] and
BaBar [16], leading Kobayashi and Masawaka to win the Nobel prize in 2008. LHCb is today’s



leading B physics experiment that detects unprecedented quantities of b hadrons produced by
the pp collisions at LHC. One of its primary aims is to perform CP violation studies in b hadrons.
As CP violation has been observed in B mesons but not in b baryons, this naturally makes it

interesting to look for signatures of CP violation in b baryon decays.

Not many b baryon decays have been discovered as of yet especially for the =" and
(2, baryons [17-24]. New measurements of the production and decay properties of b baryons
will improve our knowledge. In particular, knowledge of production asymmetries is essential
in order to be able to study CP violation in b baryon decays. [20]. Current measurements of
Z, production asymmetries using =,~ — J/4 5~ have large uncertainties [25]. This motivates
more precise measurements of the production asymmetries, which could potentially be made
by Cabibbo-favoured decays of the =, and (2, baryons to Afh~h'— final states, where h is a
pion or kaon. These measurements are the ultimate aim of the work presented in this thesis.
Furthermore, investigations of the phase-space distributions of three-body b baryon decays can be
used to perform spectroscopic studies, in particular of the charm baryons and potentially exotic
hadrons. No observations have been made previously for the decay channels that are studied in
this thesis. This work presents first observations of several decay channels. The first-order tree
level Feynman diagrams for the decays can be seen in Figure No such diagrams exist for the
E > Afnn, Q) - AFK n and 2, — Afn 7~ decays and therefore these are expected

to be significantly suppressed.

The thesis is organised as follows :

e Chapter 2 : This chapter starts with the introduction of the Standard Model of particle
physics and gives some insights into the theoretical aspects of the types of CP violation
in quarks and their relation with the CKM matrix. It also includes a discussion of recent

results and theoretical developments on the production of b quarks and baryons.

e Chapter 3 : A description of the LHCDb detector and its subdetectors is given in this chapter,

along with a discussion about the detector performance.

u a,, - S S _
W- §<dn’ W §<SK ‘%@%<UK
b c b c u
d dAt  d dA: b C/A¢
_ u — u - _ d
s sK s sK s sK

Figure 1.1: Example decay diagrams for the (left) =, — AFK 7, (centre) =, — AFK~ K~ and
(right) 2,7 — AF K~ K~ channels.



Chapter 4 : The data samples that are used in this analysis are described in this chapter.

It also presents details about the event selection to reduce various backgrounds.

Chapter 5 : In this chapter, the fitting strategy and the modelling of the signal and
background contributions are described. Using this, the signal yields for each of the decay
channels can be computed. Once the fit is established, the sPlot technique is used to

perform background subtraction by assigning weights for every event.

Chapter 6 : This chapter presents the techniques with which the efficiencies are computed.
Efficiency maps are obtained as a function of phase space distribution. Using such maps,
the efficiency for every event can be determined depending upon the position in phase

space.

Chapter 7 : The chapter describes the various sources of systematic uncertainties that are

considered in the measurements.

Chapter 8 : This chapter documents all the results of branching fractions and production
properties produced from this analysis. Every measurement in this analysis relies on
two components: the signal weight for every selected candidate, which is obtained from
the fit to the b-hadron candidate mass distribution of the selected candidates and the
efficiency for that candidate. These are used to compute the background-subtracted and
efficiency-corrected yields for each decay as N = ZZ]\; L w;i/€;, where the index i runs
over the N selected events, and w; and ¢; are the signal weight and efficiency, respectively.
The final combination of these ingredients to compute branching fractions and production

asymmetries is described in this chapter.

Chapter 9 : This chapter summarises the work of this thesis and presents the future

prospects for enhancing these studies.



Chapter 2
Theory

This chapter gives an insight into the theoretical background that is relevant for the analysis which
is presented in this thesis. A large fraction of the content of this section has been gathered from
books [26(-28] and reviews [29]. It starts with an introduction of the framework and formulation
of the Standard Model including by the spontaneous symmetry breaking that explains the origins
of the mass terms and mixings of the fermions which give rise to CP violation. Production of b

baryons in high energy proton-proton collisions is also discussed.

2.1 Introduction to the Standard Model

2.1.1 Framework

The Standard Model (SM) is a relativistic quantum field theory that describes the dynamics of
the fundamental forces of the Universe and classifies all the known elementary particles by their
quantum numbers, as shown in Figure The particles are understood as the excited quanta of
the fundamental fields which permeate the Universe. These particles can be classified into two
types: bosons and fermions. Particles having spins that are multiples of an integer are called
bosons whereas those with spins that are half-integer multiples are called fermions. Fermions are
further divided depending on whether or not they couple to the strong interaction (i.e. if they
are charged under SU(3)¢) and are arranged into three generations with increasing mass. The
higher generation particles typically decay into lower generation particles. Every fermion has an
antimatter equivalent having the same mass but oppositely-signed charge quantum numbers and
the interaction of both results in their annihilation. These fermions interact with the fundamental
forces of nature via the bosons. The strong nuclear, electromagnetic and the weak nuclear nuclear
forces are mediated by the gluons, photons and W and Z bosons as described by Quantum
Chromodynamics (QCD) and electroweak theory respectively. The SM also includes a single

scalar boson called the Higgs boson which is an excitation of the Higgs field, as discussed in
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Figure 2.1: The Standard Model classification of elementary particles. [30]

later sections. However, the SM does not have any place for the hypothesised mediators of the
force of gravity called gravitons, despite many attempts to combine Einstein’s theory of general

relativity with quantum mechanics.

2.1.2 Formulation of the Standard Model

The Standard Model is based on the symmetries of the gauge group G = SU(3)cxSU(2), xU(1)y.
The subscripts C, L, Y stand for color, weak isospin and weak hypercharge, respectively. L
indicates that the weak isospin is only on the left-handed (chiral) components of the fermion
fields. The symmetry associated with the strong force is SU(3)¢ described by QCD in which the
gluons are mediators of the strong interaction and, since QCD is a non-Abelian gauge theory,
also carry color charge. The electroweak theory is related to the SU(2); x U(1)y symmetry;
the connection to the physical W*, Z and ~ gauge bosons is described later after discussion of

spontaneous symmetry breaking.

The Lagrangian of the Standard Model can be formulated according to Equation (2.1]).

ESM = ﬁgauge + Efermion + [inggs + EYukawa- (2-1)

The terms Lgauge, Ltermion and Lyiggs describe kinetic terms for the gauge, fermion and Higgs

fields. The term Lyjggs is also responsible for generating the mass terms and mixing of EW



gauge bosons, whereas the Yukawa term is responsible for the mass terms for fermions (except
neutrinos) and is the source of CP violating effects. The SM Lagrangian also exhibits global

continuous symmetries. The gauge boson term is
1. . i . i ,
£gauge = 1 [GLVGM t+ W;VWM b4 BHZ,BM ] (2.2)

where G, W, B are the field strength tensors for SU(3), SU(2) and U(1), respectively and are

given as

wa = 8MG12/ + 81/G'Z - gsfijkG{LGﬁ, i,7,k=1...8
Wi, = 0,W,+ 0,W}, — gueigWiW}, i, jk=1.3 (2.3)
B, = 8,B, + 8,B,

where g, and g, are the strong and weak coupling strengths respectively. The factors f;x, €
are the structure constants for SU(3) and SU(2), respectively. The terms involving the structure
constant describe how the gauge bosons interact with each other. The fermion term describes

the interactions of the fermions with the gauge bosons and is
Lfermion = QZDMQ + UiDNU + DiDuD + EiDML + E_'iDME (2.4)

where Q,U, D, L, E represent the different fermion fields, the properties of which are listed
in Table D,, is the covariant derivative which preserves gauge invariance under the symmetry

group of the Standard Model. It is given by

.Js a .Gw i .g
D‘uw = (()u — ZEAG‘G,U« — Z7O'7;WM + ZinB,u,> ¢ (25)

Table 2.1: Fermionic fields. For SU(3)¢ and SU(2)r, {3,2,1} indicates {triplet, doublet, singlet}. For
U(1)y and Q., the value quoted is the charge.

Fermionic fields Generations SU@B)c | SU2)L | U(L)y Qe
w| [al [t _
o [TLELITT o | 2 [ v
U Uy, Cr b 3 1 +4/3 +2/3
D dy, $p, by 3 +2/3 ~1/3
L [ei], {ML : Ti} 1 2 -1 ~1,0
vl il
E €rs lips T 1 1 +4/3 1

Combining both the terms the combined Lagrangian can be written as below and is
invariant under the Standard Model symmetry group. However, this requires that the bosons

and fermions are massless. Any fermion mass term would couple the left and right-handed chiral



components and since only the left handed component couples to SU(2)r, such terms would
violate the gauge invariance.
1. . : . .
ESM - _Z [GLVGHW + W!lwwuw + BMVBHV] +
~ .9 .g .9
+Q* (8u — ZESAGGZ — z;waiWZL — 251@3,1) Q+

r7 -gS a g
+07 (0 iZ G - ziYuB,J U+

2.6
+Dy (9, — i 2,60 —iZy,B,) D+ 20
Y o 2 ay 9 dPu
+LAyH (GM — ig?woiwz — igYLBu) L+

+ By (0 - igYBBN> E.

The chiral nature of the Standard Model fundamentally forbids mass terms. Since, in reality the
fermions possess mass, this needs to be included in the Lagrangian in a way that preserves gauge
invariance the gauge invariance is preserved. This is done using the Higgs mechanism which is

responsible for the spontaneous electroweak symmetry breaking as discussed in the next section.

2.2 Spontaneous symmetry breaking

The Higgs mechanism [31-33] introduces a new scalar field into the theory. This new scalar
field has a non-vanishing expectation value, which means the resulting Lagrangian maintains the
symmetry of the group, but has a vacuum state which breaks the symmetry transformations.
Consider the terms for the Lagragian that include only the SU(2)r, and U(1)y terms, together

with the new scalar doublet,

L= JWL W BB 4 (Dy8) Dyt — V() (27)

4 M

where ¢ = [d)l

] is a SU(2)r doublet. As per the ¢* theory, the scalar field potential can be
2

written as
V(¢) = —p(97¢) + A(¢T9)?, (2.8)

giving a minimum of the potential of |¢| as v/v/2, where v? = ”72 is called the expectation value.

If 42 > 0, the number of minima is infinite, corresponding to a circle in the complex plane as
shown in Figure A form of ¢ which is a neutral field chosen with the expectation value

1
V2 |y

unbroken U(1)¢q electromagnetic gauge symmetry. This non-zero expectation value gives rise to

as < ¢ >= breaks the SU(2); x U(1)y electroweak gauge symmetry, leaving a new

new terms in the covariant derivative of ¢, which are interpreted as gauge boson masses.



Figure 2.2: “Mexican-hat” potential of vacuum

The same Higgs field also generates fermion mass terms. These occur through the gauge
invariant interaction terms of the fermions with the Higgs field, encoded in the Yukawa term in
the Lagrangian,

Lyukawa = —Aithip @Y (2.9)

where \; represents the interaction strength which is different for each different fermion field.
Using the parametrisation of the field obtained from the bosonic interaction terms, we get the

mass terms for the fermions,
_Agv

V2

This tells that the mass is proportional to the strength of the interaction between the Higgs

my (2.10)

fields and the fermions.

2.3 The CKM matrix
The Yukawa term for the quarks can be written as

Ly = =Y Qri®dr; — Y} QLic® ug, (2.11)
where Y represent the 3x3 Yukawa matrices in the flavour basis separately for up-type (u,c,t) and

V27l
To convert it into the mass basis, the Yukawa matrices need to be diagonalised. This results in

down-type (d,s,b) quarks. This makes the mass term from Equation 1) become =Y 4G1.qR.

couplings of the charged-current W# interactions to the physical up-type and down-type quark

states drj and ug;, which can be given by the expression

dr,
%(QL,ELJ_L)V“WJVCKM sy | +hc (2.12)
br,



where, Vogm = VEVLd Tis a 3 x 3 matrix and Vi(u,d) are the similarity matrices obtained in the
process of diagonalising Y(u,d). The Vogym matrix, also called the Cabibbo-Kobayashi-Maskawa
(CKM) matrix [3}/8], is a unitary matrix. The elements of the matrix give information about the
strength of mixing between different quarks. The mixing between the down-type quarks’ mass

and weak eigenstates can be formulated as

d Vud Vus Vub d
[d’} = Vokm [d] =15 = Vg Ves Vi s|- (2.13)
v Via Vis Vo] gy LD

The CKM matrix can be parameterised with three mixing angles and the C P-violating KM

phase as
€12€13 $12€13 s1ze” %
VekM = | —S12C23 — 1252351360 —clacos — s12823513€"  sazcis | (2.14)
S12823 — C12023513€°  —C12523 — S12¢23513€"  C23013

where ¢;; = cos0;j,s;; = sinf;; and 0 is the KM phase responsible for the CP violating phe-
nomenon in flavour-changing processes. It is seen experimentally that s13 < so3 < s19 < 1.
Exploiting this fact, Wolfenstein came up with an alternative parametrisation in terms of free

parameters \, A, p and 7 [35], defined as
S12 = A~ 0.23, S923 = A)\z, 813€i6 = A/\S(p — i??), (2.15)

which ensures that this parametrisation remains unitary to all orders in A. Therefore, the CKM

matrix now becomes

1—3)2 A AX3(p — i)
Vokm = -2 — N2 AN? + O\ (2.16)
AN(1 —p—in) —AN? 1

Since the matrix is unitary, VVT = 1. This gives rise to the following equations,

3
> ViV = dij, (2.17)
i=1

where d;; is the Dirac delta. One of these equations can be written as below and can be represented

as a triangle in the complex plane as shown in Figure [2.3
VuaVap + VeaVey + VeaVip = 0. (2.18)

In Figure the triangle has been scaled by 1/V.qV; so that the length of the sides are



(1,0)

Figure 2.3: The unitarity triangle. [36]

. VaaViy 1 VeV
given by 1, |vtjvqf|a| e
Ci

. The angles of the triangle can be written as

VeaVy,

Vid t}k,

a=arg(———)-

( Ved cb)
V *

B = arg(— VCd ). (2.19)

tdVip
VudVo

v = arg(——2d uby,

VeaVy,

From the above it can be seen that for CP violation in the quark sector, we require i)
non-degeneracy among the masses of the up-type and down type quarks, ii) none of the mixing
angles must be zero or 7/2, iii) the C'P-violating phase should be neither 0 or . The area of
the unitarity triangle of Equation then gives the amount of CP violation in the Standard
Model.

From the matrix, it can be seen that the intra-generational couplings are stronger compared
to inter-generational couplings. It is also possible to define a Jarlskog parameter [37] that can be
written as

J = 6120230%3512823813 sin d (220)

or, in terms of Wolfenstein parameters,
J = AZX\0p(1 — A2/2) + O(\10). (2.21)

The area of the unitarity triangle can also be given by the Jarlskog parameter as |J|/2. In
fact, the area of all the possible triangles that can be formed using Equation (2.17)) is the same.

Furthermore, the complex phase § can be directly represented in terms of the UT angles as
y=38+0\). (2.22)

The magnitudes of the elements of the CKM matrix have been measured experimen-
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tally [38], and are

0.00007 0.00042 0.00007
0.9742570 00006 0-225427000037  0.0037170 00006

[Vekm| = [0.2252975:00021 0.9733975:00007  0.04180F5-50033 | . (2.23)

0008677000005 0.041070000ar  0.99911F 009002
Tree-level measurements of Unitarity angle v provides info about the CP violation in
the Standard Model. These measurements are performed using various B and D meson decays.
Combining the results of the measurements from different channels, LHCb has found the value
of v to be
v = (66.2734)°, (2.24)

with statistical and systematic uncertainties combined [39]. This is the most precise value of
to date.

2.4 (P violation in quarks

The Charge-Parity phenomenon is the combination of the charge conjugation (C') and parity (P)
transformations. Under C, particles and anti-particles are interchanged. This corresponds to
conjugating the internal quantum numbers for e.g. charge ) getting inverted as ) — —@). Under
P, spatial co-ordinates are inverted i.e. £ — —Z. This corresponds to changing the handedness i.e.
a left-handed co-ordinate set becomes right-handed and vice-versa. Violation of symmetry under
the combination of charge (C') and parity (P) together is a necessary condition for baryogenesis.
Hadron decays occuring via the weak interaction provide probes of flavour-changing CP violation.

In this section, CP violation due to flavour-changing processes is described.

The source of CP violation in the quark sector is the complex phase that appears in the

CKM matrix. CP-violating effects in hadrons can be distinguished into three types :

e CP violation in decay: Possible if a decay occurs via multiple interaction mechanisms
having different amplitudes. This can potentially occur in the decays of both mesons and
baryons, whether charged or neutral decays. The CP asymmetries are then defined as

f)=T()s — f) _ [ Af/AsP -1

7
D+T()s = /) 1A /AP +1

(O
%

= N0 5 (2.25)

where Ay is the amplitude of the state |¢)) g decaying to final state f and the bar over the
amplitudes represents the conjugate process. I' represents the corresponding decay rate.

This expression shows that a non-zero CP asymmetry occurs when |flf-/Af| # 1. The

11
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Figure 2.4: Flavour Changing Neutral Current (FCNC) transitions leading to B® — B9 oscillations [36].

amplitudes can written in terms of two components.

A = |a1|ei(51+¢1) + ’a2|6i(52+¢2)
_ . . (2.26)
Af — |a1|62(51—¢1) + ’a2|61(52—¢2)

where ¢;, d; and |a;| are the weak phase, strong phase and the magnitude of the component

i. The CP asymmetry can now be re-written as

2|ajas| sin(dy — d1) sin(pa — ¢1)

Apr=— .
11 la1)2 + |az|? + 2|aiaz| cos(6y — 01) cos(ga — b1)

(2.27)

This further implies that for a non-zero CP asymmetry, neither the strong phases nor the
weak phases can be the same between the two components. Additionally, both |ai], |as]

must be non-zero.

e CP violation in mixing: This occurs only for neutral mesons since only these exhibit
flavour oscillations, for example the B® — B9 mixing shown in Figure . This can be
measured using semi-leptonic decays of the neutral meson. Since these decays are flavour
specific (the charge of the lepton unambiguously corresponds to the flavour of the decaying

B meson) and have no C'P violation in decay, the asymmetries in such case are given by

Ao = AL/dtl[(0) — 1 X] — dL/di[y(t)) s — 1 X]
> = arjatf[u(t)) g — 1FX] + dU/dt][o(t)) g — 1= X]
_ 1—1a/pl*
1+|q/p|*

(2.28)

where dI'/dt is the time-dependent decay rate and p and ¢ are complex parameter that
represent the components of a meson (M?) and anti-meson (M) in the heavy (M) and

light (M) mass eigenstates of the M? — MO meson system as formulated as

|My) = p|M°) + q| M),

B} (2.29)
|Mp) = p|M°) — q|M°).

12
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Figure 2.5: Schematic of the amplitudes giving rise to CP violation due to interference in decay with and
without mixing [40].

A non-zero CP asymmetry arises when |q/p| # 1.

e (P violation in interference between decays with and without mixing: This
occurs when BY and B0 can decay to same final state. The interference of a decay without
mixing M9 — f and with mixing M9 — M9 — f can give rise to this type of CP violation
as illustrated in Figure Assuming that the final state is a CP eigenstate, the asymmetry

can be formulated as

_ dv/dif|l$(t)) g — f] = dU/dt[[¢(t)) B — f]
—dr/dtl[y(t)) g — fI+dU/dt][¢ () — f]

Ay (2.30)

This can occur when \; = %j—’; follows the condition arg(Ay) + arg(Af) # 0. For final CP

eigenstate, where there is no distinction between f and f this condition simplifies to Zm (A §)#0

The first discovery of CP violation was made in neutral K decays [7] in 1964. This
corresponds to CP violation in mixing. Later it was also discovered in the B system in 2001 by
Belle |41] and Babar [42], which corresponds to CP violation due to interference between mixing
and decay. Further it was also observed in D system in 2019 [43] by the LHCb collaboration
which corresponds to CP violation in decay. All the 3 categories of CP violation are now observed
in kaons. CP violation in decays is also seen in B meson decays. However, for D meson decays

no CP violation in mixing or interference is observed yet.

CP violation in baryon decays is expected. However, no such effects have been observed
as of yet. Furthermore, other forms of CP violation cannot occur since baryons do not mix due

to baryon number conservation.

2.5 b baryon production

The production of b quarks in hadron collisions is predominantly as bb pairs. This occurs either
through gluon-splitting or flavour excitation [44][45]. The hard process for bb production is
followed by soft processes leading to hadronisation [46]. Even though the b and b quarks occur in
pairs, the production rate of b and b baryons are not expected to be identical. This is because

during the production process the b and b quarks might have different probabilities of coalescing

13



with u or d valence quarks. This implies that production rate of b baryons may exceed those
of b baryons in certain regions of kinematic phase-space and vice versa [47]. The measurement
of such asymmetries thus helps to investigate the b hadron production mechanisms. Moreover,
knowledge of production asymmetries is essential for CP violation measurements at the LHC.

The production asymmetries can be formulated as

O'(Xb) — O’(Xb)

AP(Xb) = U(Xb) T U(Xb)

(2.31)
where X, is any b hadron and o is the associated production cross-section for pp — Xp+
other particles, and can be defined in a certain kinematic (fiducial) region, and for specific pp
centre-of-mass energy. Since each b and b quark must hadronise into something, the production

asymmetries for different b hadrons are related,

> Fx,Ap(Xp) =0 (2.32)

where fx, is the fragmentation fraction of the Xj; hadron and the sum is over all relevant b

hadron species. The only baryons for which production asymmetry measurements currently exist

are the Ag and Z,” baryons [48,49|. For the former, measurements have been made at 7 and 8

TeV

Ap(AD) jsrrey = (1.92 4+ 0.35)%,
(A}

(2.33)

The first measurement of the production asymmetry of the =~ baryon [49] was made using
E, — J/Y=" decays,

b (2.34)
Ap(Zy) jam1smey = (—3.9 £ 4.9 £ 2.5)%,

The results are compatible with zero due to large statistical and systematic uncertainties. Thus

this analysis also aim to improve the precision of the Z;” production asymmetry.

At ete™ colliders, where b quarks are produced from Z° — bb decays we expect
the b quarks to have non-zero longitudinal polarisation around —0.94 [50]. Whereas, the
OPAL [45], ALEPH [51] and DELPHI [52] collaborations measured the AY polarisation to
be —0.56702% +0.09, —0.23702310-%8 and —0.497932 4+ 0.17. Since this was the first b baryon
discovered it has relatively large samples compared to others like =, and €2;,. The sign of the
measured polarization tells us about the chirality of the b quark coupling to the weak charged

current. If the b quarks form B mesons the polarisation is lost, but if they form b baryons,
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it is preserved provided the baryon is produced directly from the collisions and not via any
intermediate state. If it is produced via an intermediate resonance, the b quark polarisation
is not directly transferred to the final b baryon and can depend upon the spin of the diquark
combination in the resonance, degrading the polarisation [44][45][53]. This implies that the
polarisation of all the b baryons produced directly from the collisions should be the same, at least
to a reasonable approximation. However, there are as of yet no measurements with any b baryon
other than the Ay to test this prediction. Similarly to the lepton collider, experiments at hadron
colliders also measured the polarisation of the Ag baryons. CMS measured the polarisation from
the AY decays as 0.00 & 0.06(stat) & 0.06(syst) and LHCb [54] measured a transverse production
polarisation of 0.06 + 0.07 4= 0.02 which is consistent with the theoretical predictions of 0.10 [55]
and 0.20 [56]. As per the heavy quark effective theory, a large fraction of the b-quark polarisation
is transferred to the Ag baryon unlike the longitudinal polarisation which would vanish due
to parity conservation in strong interactions. This thesis therefore assumes a zero polarisa-

tion of the baryons while handling the modelling of the efficiency variation as a part of systematics.

From the Tevatron and LHC data, it is known that the fragmentation fractions of different
b hadrons depend on the production kinematics [29]. This, however, has not yet been measured
for =7 and {2, baryons. This thesis aims to study the variation of the production rate which is
the product of the fragmentation fraction and the branching fraction with respect to production
kinematics. Since the branching fraction is constant, independent of the production kinematics,

this study would help to understand the variation of the fragmentation fractions.
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Chapter 3

The LHC and the LHCDb Detector

3.1 The Large Hadron Collider

The Large Hadron Collider [57] is the most powerful accelerator in the world to date, that is able
to achieve the highest energy particle collisions of up to 13.6 TeV so far. It is a circular ring of
circumference 27 km where the proton beams are accelerated in a 3 m wide tunnel. These proton
beams are counter-circulating and are guided by superconducting dipole magnets of strength 8.7
T which bend the beam in two different beam pipes. These pipes are maintained at a very low
pressure of 1077 Pa to minimise the interactions of the proton beams with the gas inside the
beam pipe.

The generation of protons is achieved by ionising hydrogen gas. These protons are then
accelerated through the CERN accelerator complex as shown in Figure Protons are first
injected into Linac2 followed by the Proton Synchrotron Booster (PSB), the Proton Synchrotron
(PS) and the Super Proton Synchrotron (SPS) accelerators. This helps to increase the energy
of the beam in steps from 50 MeV, 1.4 GeV, 25 GeV and 450 GeV respectively. The beam
is then finally transferred to the LHC which accelerates it up to multi-TeV energies. These
counter-circulating beams are focussed to collide at four crossing points. The crossing points have
4 different experiments LHCb [58], ATLAS [59], CMS [60], ALICE [61] to study the physics of the
collision. ATLAS and CMS are designed in a fashion so as to study particles produced at high
transverse momentum. However, the aim of LHCb is to study the physics of hadrons containing
the b quark. Since such b-hadrons are particles containing b quarks are predominantly produced
in a smaller acceptance region from pseudorapidity 1.5 to 6, it is designed as a single-arm forward

spectrometer.

The circulating beams in LHC are however discretised into bunches of protons rather than
being a continuous beam of particles. This is due to the use of electromagnetic radiofrequency

cavities during acceleration. The bunches are spaced in intervals of 25 ns, corresponding to a
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The CERN accelerator complex
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Figure 3.1: Schematic of the CERN accelerator complex \\

bunch crossing frequency of 40 MHz. The LHC vacuum system has two components: primary
vacuum also called beam vacuum, and secondary vacuum, also called cryogenic insulation vacuum.
They are entirely separate from each other. The pressure of the secondary vacuum is of the order
of 10~%mbar, whereas the beam vacuum is three orders of magnitude better, in order to have a

good beam lifetime.

3.2 The LHCDb detector and its subdetectors

As mentioned in section LHCDb is a forward arm spectrometer designed to study b physics,
since bb pairs are typically boosted in the direction of the beam. The same is true for cé pairs,
so LHCb is also well-suited for charm physics. It provides coverage of 10 mrad to 300(250)
mrad in the horizontal (vertical) direction. A pictorial representation of the experiment and
its sub-detectors is shown in Figure LHCDb operates at a 50 times lower luminosity than
the maximum LHC luminosity in contrast to ATLAS and CMS. experiments. This reduces the
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coordinate system. The z axis is defined as the direction of the beam and the y axis is defined in the
vertical direction normal to the z axis.
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Figure 3.3: (Left) LHCD integrated luminosity for different data taking years. (Right) Instantaneous
luminosity profile during an entire LHC fill duration for LHCb, ATLAS and CMS .

number of pp interactions per bunch crossing to O(1), which helps to correctly associate the
secondary vertices to their corresponding primary vertices from the collisions. The detector has
been designed to operate at a luminosity of 2 x 1032cm~2s~!. However, the detector routinely
operated with twice the designed luminosity during Run I and Run II. It has managed to record
more than 9fb~! in total since 2011. LHCb operates with constant instantaneous luminosity
through the use of luminosity levelling achieved by adjusting the overlap of the beams Figure
At the beginning of every fill the overlap between the beams at the interaction point is minimal,
which is just sufficient enough to reach the target luminosity. As the numbers of protons in the

bunches decrease, the beam overlap is increased to compensate.
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LHCD is divided into subdetectors. The very first subdetector that surrounds the
interaction point is the VErtex LOcator(VELO). The beams, on collision, generate a shower
of particles which then traverses through the other detectors. LHCb uses the VELO, tracking
stations (TT, T1-T3) together with a dipole magnet to reconstruct the trajectory of charged
particles and provide momentum estimates. LHCb additionally has RICH detectors, calorimeters
and 4 muon chambers that help to identify the particle species. Details of each of the sub-detectors

are presented in the following sub-sections.

3.2.1 Vertex Locator

The VErtex LOcator (VELO) [64], is the very first sub-detector that particles cross after emerging
from the pp collisions. It surrounds the interaction point spanning from —0.2 < z < 0.8m and
provides precise measurements of track positions close to the interaction region giving rise to
accurate reconstruction of the primary and secondary vertices. A layout of the detector can be
seen in Figure [3:4]

The VELO is composed of two halves, each side has 21 modules, giving rise to a total of
42 modules, which are oriented perpendicular to the beam line. These modules are more densely
spaced near and more sparsely spaced further from the interaction region, to help reduce the
extrapolation distance from the first measured hit to the actual vertex and thereby give precise
vertex measurements. The spacing is chosen in a fashion such that a combination of hits from at
least four modules can be used to reconstruct a track. Each module consists of two semi-circular
silicon strips sensors, namely R and ¢ sensors. The two halves overlap by around 1.5mm so as to
provide a full coverage of the azimuthal acceptance. This also helps with the alignment of the
different modules in the detector. Each R sensor is divided into 4 equal sectors, each of which
consists of 512 annular silicon strips. A layout of the VELO module can be seen in Figure [3.5
Higher occupancy in the sensor could lead to poor resolution of the hits in the sensor and lower
efficiency. Hence, the division of the sensor is done to reduce the occupancy of a single sensor.
The inner-strip distance, also called the strip pitch, increases with radius from 38 to 102pm. This
is done to equalise the occupancy across the different strips. Similarly, the ¢ sensor is divided
into 2 regions: an inner region with 683 strips and an outer region with 1365 strips. Here again
the pitch increases linearly from innermost edge of a region to outermost edge varying from
38-78um for the inner region and 39-97um for the outer region. A pictorial representation of the
sensors is shown in Figure Additionally, there are 4 modules consisting of R sensors only
upstream of the detector, called the pile-up system. They were initially intended to be used as a
trigger in order to help reject events with large number of primary vertices. However, since it
was realised that LHCb could operate with multiple primary vertices, they are not really used in
the detector. The VELO has been measured to have an impact parameter resolution of around

(15 +29/pr)um for a charged particle.
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Figure 3.5: Strip geometry of the R and ¢ sensor of a module

The VELO modules and the electronics associated to them are placed inside the secondary
vacuum. They are separated from the primary vacuum by the RF foil made from aluminium.
This helps to prevent any RF pickups and interference from the beam affecting the readouts of

the modules. The thickness of the foil is 300pum minimised to reduce the material budget.
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The VELO can operate in both open and closed position. When the VELO is fully open,
the halves are at a distance of 30 mm from the beam. When it is fully closed, they are at a
distance of 8.2 mm from the beam. During the injection phase and the ramping phase the beam
profile is sufficiently large that the VELO must be kept open to avoid the risk of radiation
damage and to avoid interfering with the beam. Once the stable beam state has been reached,
the VELO is gradually closed. For every fill the position of the beam varies slightly. This means

the VELO needs to be centered around the current position for every fill.

3.2.2 Tracking stations: TT, T1, T2, T3

Tracker Turicensis

The next tracking device after the VELO, but before the magnet is the Tracker Turicensis (T'T).
It covers the entire LHCb acceptance and is a silicon strip detector with dimensions 150 x 130cm.
It provides tracking measurements just upstream of the magnet and is also useful to reconstruct
decays of long lived particles like K? mesons or A baryons. Such particles typically do not decay
inside the VELO, which would cause them to have a low reconstruction efficiency. Furthermore,
they also provide reconstruction of soft particles having low momentum, that never reach T1-T3
trackers, but they are rarely used in LHCb analyses. Of the KQ’s that are reconstructed, a bit
less than 1/3rd are from pairs of long tracks which are defined to have hits in VELO and the

tracking stations as also described in Section [3.3.1

The layout of the TT is shown in Figure [3.6] consisting of 4 layers. The first and last
layers are aligned with the z and y axes of the detector, while the second and third layers are
tilted by angles of —5° and 5°. Each half-layer consists of columns of 7 silicon sensors with 512
readout strips with pitch of 183um. Each column is divided into 3 sectors K, L and M, having
different numbers of sensors and separate readout channels. The L sector is the farthest one
from the beam, consisting of 4 sensors. The K sector is the closest to the beam and has only one

sensor. The remaining M sector is the middle one with 2 sensors.

Inner Tracker

In addition to TT, there are 3 tracking stations after the magnet, T1-T3. Every station is divided
into two sections: inner and outer trackers IT [66] and OT [67]. The inner region which is close
to the beam line has the highest multiplicity, thus the IT is a silicon strip detector. Similar to
TT, the IT has 4 layers of silicon microstrip sensors in each station of which the middle two
are rotated by 5°. The layout of the inner tracker can be seen in Figure Every layer has 4
separate sections surrounding the beam pipe. They are roughly 130 cm wide and 45 cm high.
The sections that are above and below the beam have one row of seven silicon sensors, whereas,

those that are on the sides have 2 rows of 7 sensors. Every sensor has 384 silicon strips with a
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strip pitch of 196um. Despite covering only 1.3% of the total area of the tracking station, almost
20% of the charged particles in the LHCb acceptance pass through IT.

Outer Tracker

The outer part of the tracking stations consists of the outer tracker (OT) [67], which is a drift
time detector. It has a horizontal angular coverage of 300 mrad and vertical angular coverage
of 250 mrad. It has 4 modules of straw drift tubes, where the middle two are tilted by +5°,
similarly to the TT and IT. Every module has 2 layers of 64 drift tubes, where each tube has a
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Figure 3.8: (a) Top view of an OT straw tube module. (b) Layout of the OT stations where a part of T2

is retracted .

length of 2.4 m and a diameter of 4.9 mm. A layout can be seen in Figure[3.8] The tubes consist
of 2 layers of thin foil. The inner layer is a carbon-doped polyamide acting as cathode along
with a gold-plated tungsten wire acting as anode through the middle of each tube. The outer
layer provides shielding and helps to avoid any gas leakage, and is a laminate of polyamide and
aluminium. The gas inside the tube consists of 70% Argon, 28.5% CO2 and 1.5% of Os. When
a charged particle travels through the OT, it ionises the gas inside the tubes. The ions travel
towards the anode at the centre of the tube. The travel times of the ions from the interaction
point to the anode which are at the extreme ends of the layers, give information about the

position of the hit mainly in the vertical direction.

3.2.3 Magnet

LHCDb’s warm dipole magnet is positioned between the TT and the T1-T3 trackers. Deflection of

charged particles in the magnetic field allows precise measurement of the momentum and charge
of the particles .
The magnet has 4 Tm of bending power. The magnetic field is parallel to the y-axis

of the co-ordinate system shown in Figure It covers an acceptance range of £250mrad in
vertical direction and +300mrad in horizontal direction. A warm dipole magnet was chosen over

a super-conducting magnet due to economic, power supply and time constraints.

The magnet has two separate aluminimum coils placed symmetrically about the z-axis

consisting of 15 layers of hollow Al conductors. They all have a central water cooling channel.
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Figure 3.9: Picture of the LHCb magnet .

These coils are attached to a slanted rectangular yoke with a wedge-shaped window. The yoke
consists of 27 layers of laminated low carbon steel. Each layer is 100 mm thick and the total
mass is about 25 tonnes. The nominal current passing through the coil is 5.85 kA. A layout of

the magnet is shown in Figure |3.9

The momentum resolution obtained with this design of the magnet, is around §|p|/|p| =
4 x 1073 for particles having pr of 10 GeV/c. To achieve this, the magnetic field is measured to
a relative precision O(10 =) using arrays of Hall probes before collecting the data. This implies
that we can estimate the peak position of the magnetic field within a few mm. The profile of
the magnetic field along the z-axis is shown in Figure Since the magnetic field profile is
small in the VELO region, the tracks are straight. However, since the magnetic field is larger
in the RICH region, there is a possibility for the detectors to be affected. This is prevented by
enclosing the RICH photon detectors with iron shielding.

3.2.4 Ring Imaging Cherenkov Detectors

RICH is one of the detectors which is commonly used in the identification of the different
species of particles, particularly between kaons and pions, over a wide range of momentum. It is
based on the Cherenkov effect, where a charged particle when traversing through a medium with
a speed greater than the speed of light in that medium, emits electromagnetic radiation, in the

form of conical wavefronts as shown in Figure The angle between the wavefronts and the

B _ A/Ip|*+m?
nlpl — nlp]
refractive index of the medium which the charged particle is traversing and [ is the speed of the

momentum of the charged particle can be given as cosf = % = , where n is the
particle relative to the speed of light, p is the momentum, and m is the mass of the particle. The
idea behind the RICH detectors is to obtain the Cherenkov angle in order to compute the mass
of the particle, once the momentum is known from the tracking system. LHCb has two RICH

detectors, that provide particle identification in different momentum ranges.
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Figure 3.11: Cherenkov wavefront

RICH1

RICH1 is located between the VELO and the TT tracker. A layout of the detector can be seen
in Figure It covers a full angular acceptance of 25 — 300 mrad and provides PID information
for particles that have momentum in the range of 2 — 40 GeV/c. It uses aerogel and Cy4F'10
radiators that have refractive index of 1.03 and 1.0014 respectively for light of wavelength 400 nm.
The radiator has 3.5m? volume of C4F1y gas and the silicon aerogel. It also has 4 spherical
mirrors which are placed symmetrically around the beam pipe within the acceptance region,
along with 2 flat mirrors that are located outside the acceptance region, that reflect the photons
to the hybrid photodetectors (HPDs). The use of spherical mirrors, made from light-weight

carbon-fibre reinforced polymer helps to maintain the material budget under 2% of radiation
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length.

The radiators, mirrors and the photon detectors are sealed inside an aluminimum box. The
Cherenkov photons emitted by the track are focused using the optical system on a plane of hybrid
of photodetectors(HPDs). These photodetectors are placed outside the LHCb acceptance. They
are designed to detect photons in the wavelength range of 200 — 600 nm. They are surrounded
by iron shields to prevent interference due to magnetic fields from the LHCb magnet. Given
the radius r of the ring formed on the photodetectors due to the photons, we can compute the
Cherenkov angle as tan 0 = r/ f, where f is the focal length of the spherical mirror. This helps us
to get the mass hypothesis of the particle in order to identify it as a particular species of particle.
The Cherenkov angle as a function of momentum for different species can be seen in Figure [3.13
From the profile of the angle it can be seen that at high momentum there is a saturation of the
Cherenkov angle and at low momentum there is a requirement of a threshold for the emission of
Cherenkov photons. The aerogel was used with an intention to get an improved PID performance
since it provides good discriminating power at low energies. However, since the detector operated
at a luminosity which was higher than the designed value, that was not the case and it was
decided to remove the aerogel for Run II which led to an improved PID performance in

addition to the improvements due to increased boost from the higher centre-of-mass energy.

RICH2

RICH2? is located after the T1-T3 tracking stations. It uses C'Fy gas of volume 95m? as radiator.
It provides particle identification of the species having momentum in the range 15 — 100 GeV/ec.
Hence, the coverage of the RICH2 is less than RICH1 with the angular acceptance of 15-120mrad,

as the tracks with high momentum range are generally closer to the beam line. The layout
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of RICH2 can also be seen in Figure It makes use of 52 spherical mirrors which focus
Cherenkov light onto 2 planes of flat mirrors placed to the left and right of the beam line.

3.2.5 Calorimeters

The next detectors that the particles encounter are the calorimeters. They are principally used
to stop the particles and infer the energy deposited. As the particle traverses, it produces a
cascade shower of particles producing scintillating light and thus losing its energy [73]. Thus
they have high material budgets compared to other detectors. The scintillation light is collected
by the multianode photomultiplier tubes (PMTSs) using wavelength-shifting fibres. The light
is then converted into an electrical signal. The calorimetric system consists of 4-subdetectors:
Scintillator Pad Detector (SPD), Pre-Shower detector (PS), Electromagnetic calorimeter (ECAL)
and Hadronic calorimeter (HCAL). This system of sub-detectors is located between the first
and second muon stations as shown in Figure The information obtained from the system
is used for identifying the species of particle as either electrons, photons or hadrons. All the
sub-detectors make use of scintillator material (doped polystyrene) and absorber material with

large radiation length to contain all the showering particles.

SPD and PS

The SPD and PS detectors are placed before ECAL. They are separated by 15mm thickness
of lead. The SPD is about 0.45% smaller than the PS. This helps to maintain a same angular
acceptance for both. The SPD provides measurement of event occupancy. When a charged

particle travels through SPD, it generates signal unlike neutral particles, this helps SPD to
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black .

determine whether the particle is charged or neutral before it showers. This information is useful
along with the information obtained from ECAL to discrimate between photons, electrons and
pions. Photons however, initiate a shower in the lead absorber layer between SPD and PS and
generate signal in PS. This helps to easily identify a photon, as it will show a signal in PS but
none in SPD. Similarly electrons are more likely to shower in the lead absorber compared to
charged hadrons. This makes it easier for PS to distinguish them from charged hadrons. Thus, we
get the pion-rejection rate of 92% and electron acceptance rate of 95% from PS alone. However,
if the information from ECAL and tracking is included the pion-rejection rate increases to 99%.
These detectors are separated into 3 regions inner, middle and outer region with cell areas in
each as 4 x 4cm?, 6 x 6cm?, 12 x 12cm?. Since we expect large particle flux near the beam line,
the cell size is finer in the innermost region and it increases as you go from inner region to outer
region as shown in Figure Moreover, we also expect the hit occupancy to vary by two

orders of magnitude due to differences in shower size in each region.

ECAL

The Electromagnetic calorimeter has 66 layers of lead absorber and polysterene scintillator
with thickness 2 and 4 mm respectively. These layers are arranged alternatively and are
perpendicular to the beam line with total thickness of 42cm and 25 radiation lengths. This

is sufficient to contain all the electromagnetic showers produced by high-energy photons and
10%

VE/GeV

around 8MeV/c?. The layout of the layers is similar to that of SPD and PS with the layer being

divided into 3 regions with finer cell size near the beam line.

electrons and provide an energy resolution of og/E = @ 1% and a 7° mass resolution of

HCAL

The Hadronic calorimeter make use of the iron as the absorber and scintillating tiles. It has a
depth of 1.65m. The scintillating tiles are kept parallel to the beam axis unlike ECAL. This
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is because the primary goal of the HCAL is to be used in the hardware trigger and it is less
important for the HCAL to fully contain the hadronic shower. Unlike ECAL these layers are
separated into 2 regions inner and outer as shown in Figure [3.14, Moreover, the readout cells
in HCAL are larger than ECAL since the structures of hadronic and electromagnetic shower
are quite different. Hadrons react via long-range nuclear interactions while electrons or photons
interact via electromagnetic interaction. Thus hadrons create a wider shower structure compared
to electrons or photons. Due to this the energy resolution of HCAL is far worse than ECAL with

_ __69%
op/E = N @ 9%.

3.2.6 Muon System

Muons are present in the final state of many decays, particularly decays like leptonic and semi-
leptonic b and c-hadron decays. They have long lifetimes of around 2.2us. Their interaction
probablity is quite low. Hence, they pass through the whole calorimeter system. This makes it
important to detect them additionally, through the use of muon chambers. The muon stations

[75][76] are also useful to get the information for flavour tagging and trigger decision.

The muon system consists of 5 stations (M1-M5) which are perpendicular to the beam
line. All of them have an horizontal acceptance of 20 — 306 mrad and a vertical acceptance of
16 — 258 mrad, the layout of the system can be seen in Figure [3.15, The first muon station,
unlike others, is located upstream of the calorimeter. This helps to obtain a better estimate
for the transverse momentum of the muons before they traverse through the calorimeter. The
M2-M4 stations are separated by 80 cm thick iron blocks. The iron blocks absorb any hadronic
backgrounds. Muons that have momentum greater than 6 GeV/c pass through all the muon
stations. M1-M5 offer a pr resolution of around 20% in horizontal direction. The job of M4 and
M5 is to confirm that the muonic particle has penetrated through the iron absorbers. This tells
us that for a particle to classify as muon, it should have hits in all of the stations. Every station
has multi-wire gas layers to detect the particles. These layers are divided into 4 sections R1, R2,
R3, R4 and can be seen in Figure Similar to all the other detectors, the granularity of these

sections vary as you go away from the beam line to maintain same occupancy and particle flux.

3.3 Detector performance

3.3.1 Tracking and vertexing performance

The hits from different tracking stations are combined to reconstruct the trajectory of the
particles, of which the charge and momentum can be estimated from the magnetic field. The

reconstructed tracks can be classified as below as can also be pictured in Figure [3.10}

29



——
side C y* side A

K

[ R4

it
-
@ I|
ER ]
g:l R3
L d R2
x R1
-3 Q .

II o)
3 &

i =

II E

i @

] 2

y i
T—VZ —-—:4—

Figure 3.15: (Left) Layout of the muon system. (Right) Layout of each muon station \\

VELO tracks - These tracks have hits only in the VELO. They are normally outside the

LHCDb acceptance. They are only used for primary vertex reconstruction.

Upstream tracks - These are low momentum tracks which are typically bent by the
magnet outside the LHCb acceptance. They have hits only in VELO and TT.

Downstream tracks - These are tracks often resulting due to long lived particles that
decay outside VELO and they have hits in the TT,T1,T2,T3 stations.

Long tracks - These are higher momentum tracks originating inside the VELO within the
LHCD acceptance and travel upto the final tracking stations. They have hits in the VELO,
TT, T1,T2,T3 stations. They have the best resolution. In this analysis we focus mainly on
the Long tracks.

T tracks - These are produced from secondary interaction away from VELO. They have
hits in T1, T2, T3 stations.

These reconstructed tracks are used to determine the primary vertices (PV). An important

metric that describes the performance of the VELO is the PV resolution. It depends upon the

number of tracks used in the reconstruction and is measured by taking into the account the

vertices that have a large number of tracks. The tracks are randomly split into two groups and

the PV’s are reconstructed for both the groups. It is then used to obtain a distribution of the

difference in vertex positions from both the groups. The width of this distribution divided by

V2 gives an estimate of the PV resolution. A plot of PV resolution as a function of number of
tracks can be seen in Figure It can be seen from the plot that as the number of tracks

increases the resolution becomes better.
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of data taking

Another metric determining the detector performance is the impact parameter (IP). It
is the distance of the closest approach of a track with the designated PV . This is a useful
parameter in the selection of heavy flavour decays. This is because the tracks from secondary
vertices of such decays will have larger IP as they are significantly displaced from the PV. The
measurement of the IP resolution is done similarly to that of PV resolution. The reconstruction
of a PV requires to have at least 25 long tracks. The IP resolution is given by the width of the IP
distributions obtained by excluding a track randomly and re-fitting the PV again. A plot showing
the 2 and y components of the IP resolution as function of py can be seen in Figure [3.17} It can
be seen that IP resolution is best for high momentum tracks and is around 13um. The VELO
thus helps to reconstruct the primary and secondary vertices, giving a precise determination of

the decay time and impact parameter.

A metric that can be used to study the performance of the TT and IT is the tracking
resolution. The resolution is obtained from the distribution of the difference between the position
of a hit in the detector and the position estimated based on the other hits of the track. The track

resolution is found to be around 50um. A plot showing the resolution of particle hits across TT
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Figure 3.19: Tracking efficiency as a function of momentum (left) and pseudorapidity (right) [63]

can be seen in Figure On the other hand, the performance of the OT can be studied using

drift time resolution and can also be seen in Figure [3.18

The tracking efficiency of the tracks is measured using 'tag and probe’ method. It
makes use of the decay J/v — p*p~ from which one muon is fully reconstructed whereas
the other is partially reconstructed using only the information from the muon system. The
tracking efficiency is thus computed as the proportion of probe muons which can be matched
successfully to fully reconstructed long tracks. This gives rise to an average efficiency above 96%
in the momentum range 5 < p < 200 GeV/c. However, there is a small dependence upon track
momentum, pseudorapidity, track multiplicity and number of primary vertices [72]. A variation

of the efficiency with respect to momentum and pseudorapidity can be seen in Figure [3.19

3.3.2 PID performance

To associate a mass hypothesis to a particle, we need information from RICH, calorimeters and
muon system [80]. This can be done in two ways. In the first approach, the relative likelihood
of a particle being a desired species is computed with respect to the likelihood of being pions

and is given by DLL,, where a is the desired species. The reconstruction algorithm of each sub
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Figure 3.20: PID efficiencies for different mass hypothesis as a function of momentum. (Left) Efficiencies
for correctly identified kaon and incorrectly identified pion as a kaon. (Right) Efficiencies for correctly
identified muon and incorrectly identified pion as a muon for year 2017. [72]

detector is used to get an overall likelihood of a track being a particular species. It is compared
with respect to the likelihoods of pions because pions are the most common particle species.

La

DLL, =InL, —InL, = ln[ﬁ ] (3.1)

™

However this technique does not take into account any effects due to correlations between the
likelihood of different subdetectors.

The second approach tries to cover the limitations of the first approach. It is based on
multivariate analysis. It uses likelihoods and some variables like event multiplicity that describe
the whole event as an input to the neural networks. This ensures that the correlations between
different inputs are taken into account. It also ensures that the information from the calorimeters
is used. This gives rise to PID variables like probNN,,, which give some measure of the probability

of a given particle to be species a.

The performance of the PID techniques and the detectors in terms of PID efficiencies
are obtained from data-driven calibration samples. For pions and kaons, the decay channel
D*t — (D% — K—nT)7t is used. For protons the samples used are A — pr~ and AT — pK 7.
Whereas, for muon PID efficiencies, the samples are J/1¢ — pu*u~. The PID performance plots
for 2017 data samples are shown in Figure A comparison of PID efficiencies for Run 1
and Run 2 from Figure [3.21] concludes that the PID efficiencies are better in Run 2 compared
to Run 1. In addition to the larger boost from the higher centre-of-mass energy in Run II, the
probNN variables are trained on large data samples giving better separation between the PID
hypothesis. These figures also point out the fact that the efficiencies decreases for both high
and low momentum tracks. The decrease at low momentum is due to a minimum requirement
of threshold momentum for the Cherenkov radiation to occur. Whereas, for high momentum

particles it is due to saturation of the Cherenkov angle.
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Figure 3.21: Comparison of the PID efficiencies for Runl and Run2 [72]

3.4 Trigger system at the LHCb

The primary aim of the trigger system is to retain the events of interest. There are abort gaps in
the proton beams. This leads to an average crossing frequency of 30 MHz instead of the 40 MHz
which is the bunch frequency. Given, the inelastic p-p collision cross-section as 60mb at /s = 14
TeV and the luminosity as £ = 2 x 1032cm™2s71, the frequency of p-p interactions is around 12
MHz. Moreover, large quantities of events do not have bb pairs and some events have decays that
are outside the interest of LHCb. Given the limited storage capacity, it is not possible to write
out data from every single bunch crossing. Additionally, there is a hard limit for reading out
the detector electronics of 1 MHz, for which we need a hardware trigger in Run I and Run II,
Therefore, we need a trigger system to reduce this rate and retain the events of interest. The
triggering is done at 2 levels as also shown in Figure : 1) Level Zero (LO0) trigger which is
a hardware trigger and ii) High Level Trigger which is a software trigger. All of that reduces
the rate to 3.5-12.5kHz [81,[82]. The trigger decisions about the offline reconstructed signal
candidates are classified into 3 categories : i) Trigger On Signal (TOS), ii) Trigger Independent
of Signal (TIS) and iii) Trigger on Both (TOB). If a trigger decision is solely due to the final
state of particles of the signal then it would be classified as TOS. Whereas, if a decision is solely
due to other particles in the same event, it would be classified as TIS. TOB decisions are those
that would require both signal and rest of the event to trigger. In a given event there can be
both TOS and TIS trigger decisions with respect to a given signal candidate. Details about the

different trigger system as mentioned below.

3.4.1 Hardware trigger - LO

The hardware trigger is synchronised with the LHC clock through the use of custom electronics.
The hardware trigger is required in order to reduce the rate to, at most, the maximum possible
readout rate of the subdetectors, which is 1 MHz. The L0 trigger is based on the information

from the calorimeters and the muon stations in order to decide if the full event should pass to
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Figure 3.22: Data flow through the trigger system

the HLT or not. After taking into account the cable length, time of flight of the particle and

electronics latency, it has a time limit of 2us to make a decision.

The calorimeter trigger aims to identify high Er clusters that are caused by electrons,
photons or hadrons. The three different cases are distinguished by the response of the SPD and
PS, as well as the relative size of the ECAL and HCAL clusters. Clusters consistent with being an
electron, photon or hadron are, respectively, classified as LO_electron, LO_photon, or LO_hadron,
if they also satisfy the corresponding Er thresholds. It is possible for several clusters in an event
to cause positive trigger decisions but only one is required for the event to be triggered. The
muon system similarly applies pr thresholds to either single muons (LO_muon) or pairs of muons
(LO_dimuon).The energy thresholds of the decisions are different for each year depending upon
the data rate requirements and are quoted in Table

Table 3.1: Thresholds of the transverse energy in GeV/c? for different LO decision .

LO decision 2011 2012 2015 2016 2017 2018
LO_photon 25 3.0 27 28 25 25
LO_electron 2.5 3.0 2.7 2.4 2.1 2.1
LO.hadron 35 3.7 36 37 35 35
LO_muon 1.5 1.8 2.8 1.8 1.4 14
LO_dimuon 1.3 1.6> 1.32 152 13%> 1.3°
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3.4.2 Software trigger - HLT1, HLT?2

The software trigger is asynchronous with the LHC clock unlike the hardware trigger. The high
level trigger (HLT) makes use of the complete event information and reduces the data rate from 1
MHz to 5(12)kHz for Run I(II). The events are then later stored for further analysis offline. The
software triggering occurs in two steps : HLT1, HLT2. In the first step, the events are partially
reconstructed and selections applied to reduce to 40kHz before being passed to HLT2 to perform

full event reconstruction.

The partial reconstruction occurs when minimum of 5 VELO tracks are reconstructed
and the primary vertices are identified by considering vertices that are within 300pum from the
bunch crossing centre. These tracks are used along with the information from the trackers and
a Kalman fit [85] is performed to form upstream and long tracks. The HLT1 trigger makes
use of the transverse momentum of these tracks to make the decision by selecting at least one
track displaced from the primary vertex with high transverse momentum (e.g. a threshold of
pr > 1.6 GeV/c was used in 2012). Further, a full event reconstruction is performed at the HLT2
stage. There are two types of HLT2 lines, which can cause events to be triggered: inclusive and
exclusive lines. Exclusive lines reconstruct and select specific final states, while inclusive lines
perform partial reconstruction of 2-; 3- or 4-body candidates that have a displaced vertex using
a number of topological variables to discriminate against prompt backgrounds. It is possible
for both inclusive and exclusive lines to fire on a given event. The inclusive topological lines
are used in this analysis. The events are saved to the disk if at least one of the HLT2 lines is
fired. As discussed previously for the L0 trigger decisions, it is also possible to classify the HLT
decisions with respect to an offline reconstructed signal candidate as being TOS, TIS or TOB.

The next section describes the the offline selections of the triggered candidates.
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Chapter 4

Dataset and candidate selection

4.1 Dataset

The analysis presented in this thesis is based on the data collected by the LHCb experiment from
proton-proton collisions during both Run I and Run II periods, having centre of mass energies of
7-8 TeV and 13 TeV respectively. This corresponds to an integrated luminosity of approximately
8.7fb~! as shown in Table The focus of this analysis is to select the data corresponding
to the channels =, (£2,) = ATK"K—, 5, (£2,) = ATK 7, 5, (£2,) = Afn~ 7~ and B~ —
AFPK ™ along with the control channel B~ — Afpn~. This decay is used as a control mode in
the analysis to reduce the systematic uncertainties in the final measurements. The motivation
behind choosing B~ — AXpr~ as the control mode is that it has the same topology, and has

similar kinematics as the signal channels. In every channel the A} decays to pK 7.

Table 4.1: Data samples used in the analysis, with year of data taking and integrated luminosity.

Year fﬁdt
Run I 2011 1.0~ T
2012 2.0fb~1
Run II 2015 0.3fb~ !
2016 1.6fh~1
2017 1.7fb1
2018 2.1fb7 !

4.1.1 Trigger, stripping and reconstruction

Charged particles such as kaons, pions and protons are relatively stable compared to other heavy

particles containing b or b quarks. They are able to traverse through the whole detector before
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decaying. Hence they fall under the category of final state particles. The properties of the

particles produced in the collision are inferred through the readout of the detector.

As mentioned in Section only a small fraction of the data from the collision is retained.
It is filtered using the trigger system that decides which events to retain. The triggered data is
reconstructed to form tracks with the help of pattern recognition algorithms. Later the tracks
are fitted using a Kalman filter. Further selection is applied on the properties of tracks and the
resultant subset of data corresponding to a specific decay channels are stored separately. This
process is called stripping and the subset of data is called the stripping line. The stripping lines
store the information of the decay tree of the candidate. Hence, full information of an event is
needed in order to run the stripping. Since the different data-taking years might have different
centre of mass energies and detector configurations, the stripping configurations for different
years can require different tuning and are run independently. However, for the purpose of this

analysis the configurations of the stripping lines from the different years are the same.

4.1.2 Monte Carlo

The analysis also makes use of Monte Carlo simulation. This is done to get confidence on some
aspects of the analysis where a data-driven approach is not viable. This includes multivariate
training for selecting signal-like events, modelling the shapes of the signal and getting the
detection efficiency. These MC samples have been generated using PYTHIA [86][87], which is a
tool that aims to mimic the high-energy collisions comprising modelling the evolution of the
partonic showers from the initial state to the final states. The decays generated in the process
are handled by EvtGen [88], which provides a framework to implement the physics processes of
hadron decays. This helps to get a phase space distribution of the generated decay. This is then
passed through the GEANT4[89][90] package that simulates the passage of the particles through

the detector material.

In this analysis we generate MC samples that mimic the LHCb detector configuration
for each year to match the data samples. The MC samples for different years are generated
in proportion to the luminosity for different years. All the MC samples for this analysis are
generated with a SQDALITZ [91] model for the b hadrons. This model generates events uniformly
across the square Dalitz plot (SDP) of the three-body decay. A SDP is a 2D plot of variables m/
and 0’ that represents the phase-space of a 3-body decay. The variables are defined as [91]

1 _ ,ymin 1
m' = = cos ! (2% - 1) and 6 = =6, (4.1)
™ 12 — Mig ™

where mqo is the invariant mass of the particles labelled 1 and 2 that has kinematic limits
mis™ = my, — mg and mrlgin = m1 + ma. mx, is the mass of the b hadron, m; is the mass of

the particle labelled ¢ and 615 is the helicity angle between the particles numbered 1 and 3 in the
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rest frame of the “12” system. It is preferable to use a SDP to generate uniform distribution of
phase space. This is because such decays generally proceed via intermediate resonances. Thus
they tend to populate the regions around the edges of the conventional Dalitz plot. The SDP
transform tends to enhance these regions with respect to the Dalitz plot centre so we get more
simulated events in the regions where we have more data events. Additionally we use the MC

samples later for making binned efficiency maps, for which having square boundaries is helpful.

We also generate samples for the partially reconstructed background as described in Chap-
ter [5l These are generated using RapidSim [92], which provides fast simulation of the beauty and
charm hadron decays in order to study the signals and also perform background characterisation.
It generates the events uniformly across the phase space with the final state particles lying within
the LHCDb geometrical acceptance. Details of all the simulation samples are shown in Table
and Table These MC samples are generated with the information of the particle properties
available at that time which are described in Table [£.4l These can differ from the latest world

averages from PDG [93], which adds corrections to the simulation as described in Chapter [6]

Table 4.2: RapidSim samples of =, — X Fhh’, where X7 — A 70,

Decay Events Options
E - XIK K~ 10000 2<n<b,8TeV, 13TeV
E, = XIK 10000 2<n<b,8TeV, 13TeV
g = Xtrno 10000 2<n<b,8TeV, 13TeV

Table 4.3: Monte Carlo simulation samples for Run I and Run II at generator level.

Decay 2011 2012 2015 2016 2017 2018
= = Afr~r= 60M 147M 38M 101 M 104M 94 M
E > AfK 7~ 56M 134M 38M 98M 99M 94 M
= = AYK"K~ 5 M 137M 3TM 94M 95M 96 M
Q2 5 Afnm~r~ 59M 141M 39M 100M 97TM 98 M
20 — AFK 7= 59M 143 M 38M 100M 98M 92 M
Q27 - AFKK- 60M 134M 3TrM 92M 92M 90M
B~ — Afpr~ 7O0M 148M 41M 93M 93M 95 M
BT = AfpK~ 73M 151 M 42M 101 M 89M 109 M

Truth matching

The Monte Carlo involves the full pp collision simulation, which is further triggered, reconstructed
and passed through the selections of stripping lines in order to generate samples of a desired decay
similarly to data. This gives rise to a possibility that the candidate built by a stripping line could

be a part of a combinatorial background where tracks that are not a part of a decay are identified
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Table 4.4: Particle properties in simulation and their latest world averages.

Particle Lifetimes Masses
Simulated (ps) PDG (ps) Simulated (GeV/c?) PDG (GeV/c?)
= 1.56 1.572 5.7949 5.797
2 1.1 1.64 6.0488 6.0461
B~ 1.638 1.638 5.27926 5.27934

incorrectly as originating from the decay. Thus we need to ensure that such backgrounds are
excluded while trying to describe a generated decay. This is done through the use of truth
matching. This would ensure that all reconstructed final-state particles are required to match
with the corresponding MC particle in the generated decay. The matching looks at the number
of detector hits that are in common between the MC particle and reconstructed track. If > 70%
of the hits are in common then they are considered to be matched. In this analysis we apply the
truth matching based on the particle ID, which is a ID number used to assign to a species, of the

final state candidates that are reconstructed in MC compared with the ID of the generated decay.

PID variable correction

As mentioned in Section information from the RICH, calorimeters, muon and tracking
system is combined into probNN PID variables for both data and MC. However, the response of
the simulation for these variables, does not match very well with the data. Hence, we cannot
rely on MC samples to compute the efficiencies for our PID selections, which is needed for our
measurement as discussed in Chapter [0} This motivates us to correct these variables, which is
done using the PIDcorr package |77]. This package makes use of the clean and high statistics
samples of D? — K7 for kaons and pions, whereas for protons, it uses A7 — pK ~7~ for Run
I and Ay — pr~ for Run II. The package resamples the probNN values from the control samples
in bins of the track kinematics and event multiplicity. PIDcorr uses MC samples of the control
channels so that it can match the points on the cumulative distribution functions of the MC and
data for each variable - this is how the correlations between the different probNNs for a given
track are preserved. The agreement between our selected data and MC for these variables is
discussed in later Section . The good agreement confirms that we can evaluate the PID

efficiencies from MC using the corrected PID variables.
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4.2 Offline candidate selection

4.2.1 Multivariate analysis

Once the reconstructed data is obtained from the stripping lines, we perform further offline
selections to separate the signal-like events from the backgrounds-like events arising due to random
combinations of tracks, referred to as combinatorial background, by performing multivariate
analysis. A Boosted Decision Tree (BDT) algorithm provided by XGBoost [94] is used. This
is done twice in the study: first to reject fake AT — pK 7t candidates and second to reject
fake X, — AT hh. We perform the procedure separately for Run I and Run II, since the trigger
requirements are different for different runs as well as the centre-of-mass energy. A larger centre
of mass energy in Run II leads to larger boosts of the particles and so the flight distances tend
to be larger. Additionally, the PID variables have different tunings in the two Runs and the PID

performance in Run II is better as discussed before.

BDT1

The first BDT aims to distinguish true A7 — pK~ 7" decays from the combinatorial back-
ground. It is trained using the truth-matched samples from the MC as a reference for signal-like
events and the sidebands of the A} candidate invariant mass distribution from data as a ref-
erence for background-like events. The Al candidate invariant mass distribution can be seen
in Figure (left). The sideband region is chosen as 2190 < m(pK ~7t) < 2241 MeV/c? and
2331 < m(pK~7t) < 2380 MeV/c? and the input variables summarised in Table are used for
the training. Since the MC samples are resampled using PIDcorr, it is trivial to include those vari-
ables in the training. The samples of the three signal modes =,” - AT K~ K~, 5 — AT K 7~

and 5, — Af7n~ 7~ from the simulation are combined.

BDT2

The second BDT aims to distinguish true X, — AFhh decays, where X}, is either the B meson,
Z, or {2, from their fake counterparts. The output of the first BDT1 is now used as an input
to the second BDT. A loose cut is applied on the first BDT so that a significant background
from the fake A} hadrons is reduced. The second BDT is trained in a similar fashion as
done for BDT1. Similar to BDT1, the samples of the three signal modes =~ — ATK K,
E, - AfK 7 and 5 — Afn~ 7~ are combined from simulation as a reference for signal-like
events and the sideband of the X candidate invariant mass distribution in data, defined as
5400 < m(X,) < 5742MeV/c? and 5852 < m(X;) < 7500 MeV/c? is considered as a reference
for the background-like events. The distribution of the X; candidates invariant mass from the

simulation can be seen in Figure The input variables used to train the second BDT are
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Table 4.5: Input variables used to train the XGBoost classifier to identify true AT hadrons, together with
their ranking as obtained from the training. Note that “Children” refers to the AT decay products, i.e. p,
K and 7 (in that order, where appropriate).

Particle Variable Ranking (Run I) Ranking (Run II)

AF minpvs Xip 9 12
Directional Angle 6 13
X\2/ertex distance w.r.t. own PV 2 5
Xvertex distance w.r.t Xb vertex 4 6
Xend vertex 13 16

Children Xteack, NDOF 15, 10, 8 7,8, 10
Highest pr 5 3

ProbNNp 1,17, 11 2,15, 11

ProbNNpi 14, 16, 7 14,17, 4

ProbNNK 12, 3, 18 9,1, 18

shown in Table @ The variable Ay describes the pr asymmetry in a cone with half-angle of 1.5

units in the plane of pseudorapidity and azimuthal angle around the B candidate flight direction.
_ pr(B)=3>, pr(n)

pr(B)+>,PT(n)
within the cone excluding those that are associated with the B candidate. This variable proves

Mathematically it is defined as Apy , where the summation is over the tracks
to be quite helpful to reject the isolated events that have no tracks within a cone of 1.5 rad
around the B candidate momentum direction. The same BDT’s are applied to the control mode

as well as both =" and (2" decays.
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Figure 4.1: Distribution of reconstructed A} — pK~m and =, — AT K~ K.

The outcomes of the training can be seen in Figure and Figure for the first and
second BDTs, respectively. It can be seen that there is good consistency between the training
and the testing samples and there is no overtraining. This is also confirmed by studying the
Kolmogorov-Smirnov test. The p-values for both the signal and background distributions is
greater than 0.05, indicating that we can accept the null-hypothesis that the training and testing
samples have been drawn from the same distribution and there is no over-training within the

classifier.

42



Table 4.6: Input variables used to train the XGBoost classifier to separate X} candidates from combinatorial
backgrounds, together with their ranking as obtained from the training.

Particle Variable Ranking (Run I) Ranking (Run II)
X T 2 2
minpys X%P 1 1
2
Xﬂight w.r.t. own PV 8 8
Apyp in 1.5rad cone 7 7
2
Xend vertex 6 5
AF BDT1(A}) 3 3
Children Highest pr 4 4
Y (minpys XI2P) 5 6
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Figure 4.2: Output of training the BDT1 classifier that differentiates background and signal for AT

candidates in Run I (left) and Run II (right).
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Figure 4.3: Output of training the BDT2 classifier that differentiates background and signal for X,

candidates in Run I (left) and Run II (right).
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Figure 4.4: ROC curves for the BDT1 classifier trained to identify true A} candidates, for Run I (left)
and Run II (right).
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Figure 4.5: ROC curves for the BDT?2 classifier trained to identify true X, candidates, for Run I (left)
and Run II (right).

We also study the performance of the classifiers through receiver operating characteristic
(ROC) curves, which shows the plot of true positive rate vs false positive rate. It can be seen
from Figure [4.4) and Figure [4.5] that the two classifiers perform well.

A requirement on the BDT2 output is then defined through an optimisation procedure
aimed to maintain maximum signal efficiency and minimum background. We perform this using
the Punzi figure of merit defined as

€

FOM = @VE) (4.2)

where € is the signal efficiency obtained from the MC simulation, ¢ is set to 5 and B is the
expected number of background events in the signal region. The signal region is defined to be

the =, candidate invariant mass of range 5770-5830 MeV/ c?. We perform an exponential fit to
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the upper mass sideband of the data distribution defined as (5830-6800 MeV/c?). This, when
extrapolated into the signal region gives the expected number of background events in the signal
region for a given BDT2 requirement. The scans for the FOM are shown in Figure It can be
seen that the maximum value of the FOM occurs when BDT2 is chosen as 0.94 (0.90) for the
Run I (Run II) samples. This is done for all three =, decays, but the final requirement is that
optimised for =, — AF K n~

Figure of Merit (Runl) =, - AJK 1 Figure of Merit (Run2) =, - A;K 1
Z0.01- = F
e (83055;
0.009 0.005
0.008}- 00045
0007 0.004F
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0.005F E
E 0.0025
0.004? 00025
0.003:\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\ OIOOle\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\\\
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Figure 4.6: Figure of merit as a function of requirement on BDT2 output for =" — A K~ 7, and for
Run I (left) and Run II (right).

4.2.2 Particle identification (PID) requirements

In addition to the requirements on the BDT output, we also need to apply requirements on
the PID variables in order to distinguish the different A hh final states. To ensure that we
have reasonable PID information, we put requirements on the momenta of the final state
tracks: 2.5 GeV/e < pg . < 100GeV/c and 9.5 GeV/c < p, < 100 GeV/c. Furthermore, to remove
backgrounds coming from the semileptonic decays, we additionally require each final-state particle
that passes through the acceptance of the muon counters is not identified as a muon. This is

done by adding the requirement of isMuon==0 on all the final states.

In our signal channels, it is possible for a kaon to be misidentified as a pion and vice versa.
Thus, PID requirements reduce the misidentified backgrounds from the reconstructed signal
channels. This is done following the strategy in Ref. [96], illustrated through a 2-D scatter plot
of the variables ProbNNK vs. ProbNNpi as shown in Figure for one of the tracks of the signal
channel =" — AFK~ 7~ from Run II. Particles that are clustered around the upper-left corner
have a higher probability of being a kaon, while those that are clustered around lower-right
corner have a greater probability of being a pion. This helps to separate the two cases using arcs
of a circle that are centered on the bottom right corner of the plot. Particles lying inside the arc
of radius r, are classified as pions and those lying outside the arc of radius (rx) are classified as

kaons.
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Figure 4.7: Scatter plot of ProbNNK vs. ProbNNpi for =, — Af K~ n~ candidates selected in Run II data.

For the tracks that originate directly from the b-baryon, the PID requirements imposed
are

(PNN,, — 1) + (pNNy)? > 7%, (pNN, — 1)% + (pNNg)? < 72 (4.3)

We optimise the radii of the two arcs by minimising the misidentified events. Since we expect
the largest yield in the channel =, — Af K7~ , we consider misidentified backgrounds from
this source to each of the AT K~ K~ and Af7~ 7~ final states. We obtain figures of merit for
the two cases defined as

€sig
FOM — , 44
Esig 1 2T BEmisID ( )

where €4, is the signal efficiency for a given PID cut, enisip is misidentification rate and
rg = B(misID)/B(sig) is the ratio of branching fractions of the signal mode and the misID
background. We define the ratio 75 from the Cabibbo suppression factor |Vys/Vial?, i.e. rg =
1/5% = 20 when =, — AFK 7~ is mis-identified as =, — A K~ K~. However, in the case
where =7 — AFK ™7~ is mis-identified as =, — AF7 7~ we define rz = 1000 as we expect
= = AFm~ 7~ to be highly suppressed since there is no tree-level diagram and neither loop-level

diagram.

The scans for the FOM are shown in Figure for different value of the radii of the arcs.
The figures show that the FOM would be maximum at an optimum value of 1.32 (1.44) for 72 in
the Run I (Run II) samples. However, it prefers a very tight value for 72 which would introduce
large systematics in the later part of the analysis. Hence, we prefer to choose a loose pion 1D
requirement (r2 < 0.2). This ensures that we do not make the selection efficiency sensitive to
small perturbations. The B meson decay modes also have protons coming from the b meson. We
apply a requirement of ProbNNp > 0.5 for the proton tracks. Since, we expect quite large yields

of such channels, we do not perform any optimisation for the proton PID cut. However, we do
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ensure a good background rejection while maintaining high signal efficiency.
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Figure 4.8: Figure of merit as a function of PID requirement, aiming to optimise the rejection of
misidentified background from =" — AF K~ 7~ decays to =, — ATK~ K~ (top) and =, — Afn 7~
(bottom) for Run I (left) and Run IT (right).

After the PID selection is finalised, we revisit the BDT2 optimisation. This is because
there is a possibility for correlations between the PID and BDT variables to result in the change
of the optimal point. The new optimal requirements are 0.85 and 0.90 for Run I and Run II,

respectively.

4.2.3 Clone removal

The two final state tracks originating from the b hadron possess the same charge. This gives
rise to a possibility that they could be clones. This is confirmed by studying the opening angle
between the two tracks in the lab frame of b hadron. Figure shows the distribution of opening
angles both data and MC. It can be seen that there is a small contribution from clones in the
Z, — Afm~ 7 mode. We chose a cut of log(1 — cos(fp)) > —10 to remove the clones from the
samples. The cut is added on all the final states where the two tracks coming from the b hadron

share the same PID requirements.
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Figure 4.9: Opening angle between the two tracks directly originating from the b-hadron decay for
Z, — Afm~n~ candidates for (left) data and (right) MC. The peak at log(1 — cos(6xs)) = —15 is due to
cloned tracks. The shape of the core peak depends on the Dalitz plot distribution and can therefore differ
between data and MC.

4.2.4 Veto of misreconstructed decays

Mis-reconstructed decays occur when the final state tracks originating from the b—hadron and
A} decay vertex are swapped during the reconstruction. This can occur if when they are the
same charged particle species. In this analysis, such backgrounds arise in =" — ATK~ 7 and
B~ — ATpK~ decays, since the b hadron and the A} hadron decay products both include a
negatively charged kaon. Such decays are studied through the 3-body invariant masses calculated
from the final state tracks of all the decay modes. Figure [£.10] and Figure [£.11] show the invariant
masses for the =, — AT K~7~ and B~ — AfpK~ when the two kaons are swapped. A peak can
be seen at 2285 MeV/c? corresponding to misreconstructed decays. Such backgrounds are vetoed
by removing candidates with 2260 < m(p A K *le' i) < 2310 MeV/c?. There is also a possibility
of such backgrounds in the decay =, — AF K~ K. But since there are limited statistics in this
channel no such misreconstructed background peaks are seen in the invariant mass combination

and hence no corresponding veto is applied.

4.2.5 Veto of partially combinatorial background

Partially combinatorial background occurs when a b hadron decay is combined with an extra
random track giving rise to the reconstruction of a signal candidate. In this analysis, such
backgrounds mainly occur from AY — AT7~ or A — AF K~ decays combined with either a kaon
or pion. Such backgrounds are evident from the data seen in Figure that shows the Af7~
and Af K~ invariant mass distributions. Peaks around the known A) mass shows the evidence
of such decays. It can also be seen that the peaks for A) — AF K~ are smaller than those for
AY — AF7~ due to the relative branching fractions .

The background coming from /18 — A7~ with an additional 7~ track is a large source
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Figure 4.10: Three-body invariant mass combinations for the decay mode =, — AFK~n~. Tracks
originating from the A} decay are denoted with a subscript.
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Figure 4.11: Three-body invariant mass combinations for the decay mode B~ — ATpK~. Tracks
originating from the A} decay are denoted with a subscript.

of background in the AT 7~ 7~ final state. Furthermore, this background peaks close to the =y
signal region. As no signal is expected in the =" — Af7 7~ channel, the background is likely
to inflate the invariant mass peak in the =,  region and hence limit the sensitivity. Thus, such
backgrounds are removed by vetoing around the AY peak, 5500 < m(Af7~) < 5700 MeV/c?.
The same veto is applied for the other backgrounds in the invariant mass m(Af7~) and
m(AFK™) for 2 — AT K~ 7~ candidates. Even though in this case the background is much
smaller, it can still limit the sensitivity due to having similar shape as that of signal. This veto

however causes a loss in the signal, which is then treated as a source of systematic uncertainty.

4.2.6 Selection summary

All the selection cuts discussed above are summarised in Table Furthermore, since this is a
first search for these =, and (2" decays, we blind the signal regions throughout the selection
process. The number of retained candidates after all of the selection requirements are shown
in Table This does not include the candidates in the blinded regions.
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Figure 4.12: Two-body A}Y K~ and AFn~ mass combinations in the high X}, mass sideband region of the
signal modes. Top: m(AT K ™) from the AT K~n~ sample; middle: m(AF7~) from the AT K~ 7~ sample;
bottom: m(AF7~) from the AT7~ 7~ sample; all for (left) Run I and (right) Run II.
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Table 4.7: Summary of offline selections. The requirement labelled  is applied in the AT K~ 7~ and
AFPpK~ final states only; that labelled * is applied in the AF7~ 7~ and A} K ~7~ final states only; that
labelled = is applied in the AT K~ 7~ final state only.

Run I

Run II
X, BDT1 > 0.2 BDT1 > 0.2
X BDT2 > 0.85 BDT2 > 0.9
kaons r%{ > 1.3225 r%( > 1.44
pions r2 < 0.2 r2 < 0.2
protons ProbNNp > 0.5 ProbNNp > 0.5
isMuon == 0 for all final state tracks

2 < n < 5 for all final state tracks
2.5 < Pk r < 100GeV/c
9.5 < P, < 100 GeV/c
Veto 2240 < m(ijK_w}r) < 2320 MeV/c? f
Veto 5500 < m(A+r—) < 5700 MeV/c? ¥
Veto 5500 < m(AFK~) < 5700 MeV/c? *
log(1 — cos(6py)) > —10

Table 4.8: Number of candidates retained after the above selection criteria, excluding signal mode
candidates in the blinded regions.

Decay Yields
RunI RunII
B~ — Afpr~ 2299 9707
B~ — ATpK~ 128 512
E,(02)) > AFK K- 40 123
Z,(92,) = ATK 529 1474
E(02)) = Ay 850 720
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Chapter 5

Invariant mass modelling and

backgrounds

Once the candidates are selected, the aim is to determine, statistically, the number of signal
decays in the selected samples. This is achieved by performing the fits that are described in
this chapter. The fits are performed simultaneously so as to be able to share some common
parameters as discussed in Section They are performed separately for signal and control
channels and independently for Run I and Run II. The distributions will contain signal and
background components, the shapes of which are modelled using Monte Carlo simulation. The

different components and their characterisation are discussed in the sections below.

5.1 MC models for the signal and background components

5.1.1 Signal mass shapes

The signal components are modelled from the truth-matched MC. In high-energy physics, it
is common to use the Crystal Ball function [98] to model the invariant mass distribution of
processes that may be affected by final state radiation. This function consists of a Gaussian

combined with a power-law tail as formulated in Equation (5.1)).
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e 202 if L;x > —a

A(B — =Z)="  otherwise

~ al (5.1)

We use the sum of two Crystal-Ball functions which have a common peak position and
width, but independent power-law tails on each side of the peak. The PDF for the combined

function can be defined as
Pisig) (m) = (1.0 — Frac) x CB(m;mp,0,al,nl) + Frac x CB(m;mp, 0,a2,n2). (5.2)

The parameter Frac depicts the fraction between the area of each Crystal Ball functions. The
model parameters are obtained by fitting the MC and are summarised in Table [5.1] and Table
The results of the fits are shown in Figure [5.1] Figure and Figure [5.3

5.1.2 Combinatorial background

Combinatorial background contributes to every decay channel. It occurs due to random combi-
nations of particles. We model this empirically using an exponential function, where the shape
parameter is determined from the fits to the data. This component is the dominant background
in the high mass region of the invariant mass distribution, where the contribution from the other

backgrounds is rare.

5.1.3 Partially reconstructed background

Another common source of backgrounds is due to partially reconstructed decays in which a
particle from a background decay process is not included in the reconstruction. The possible

partially reconstructed backgrounds are listed below.

1. 5, = XFh~h'~ with F — Af#0:

53



Table 5.1: Results of fits to simulated samples of =, (£2,7) — AFh~h'~ decays. Units of MeV/c? for the

peak and width parameters are implied.

E > ATK K- B s AYK nm B = Afnno

Run I
ay 1.08+0.19 1.39+0.13 0.63 £0.06
as —2.05+0.06 —1.89+£0.08 —2.02+£0.03
Frac 0.20£0.05 0.44 +0.08 0.19£0.02
Peak  5795.53 +0.06 5795.39 £0.06 5795.37£0.05
ny 2.32£0.18 2.071+0.08 2.824+0.17
n3 3.77+0.26 3.10£0.15 3.00£0.11
Width 11.29£0.05 12.09 £0.05 12.974+0.05

Run II
ay 1.33+£0.08 1.08 £0.07 0.90£0.06
as —2.04+0.04 —2.00+£0.03 —1.99+0.03
Frac 0.29£0.03 0.27+0.03 0.23£0.02
Peak  5795.91+0.03 5795.81£0.03 5795.70 £0.03
ny 2.17+0.06 2.284+0.07 2.39£0.08
n2 3.56 £0.14 3.09+0.12 3.63+0.11
Width 11.13£0.03 11.90 £0.03 12.73+0.03

Q7 > ATK K~ Q) - AFK 7= Q7 — Afnn

Run I
ay 1.02+0.16 0.97+£0.12 0.78 £ 0.08
as —2.03+0.05 —2.11+0.05 —1.99+0.04
Frac 0.194+0.04 0.24 +0.04 0.25£0.03
Peak  6071.68£0.07 6071.62 £ 0.06 6071.49 £ 0.06
n1 2.21£0.13 2.21+£0.11 2.43+0.11
n3 3.93+£0.29 2.86+0.14 2.78+0.11
Width 12.15+£0.06 12.97+0.06 13.63 £0.06

Run II
ay 1.32+0.09 0.92£0.09 0.74+£0.05
as —2.05+£0.04 —2.02+0.04 —2.06+£0.03
Frac 0.291+0.04 0.21£0.03 0.22£0.02
Peak 6072.114+0.04 6071.98 £0.04 6071.96 = 0.04
ny 2.07+0.06 2.274+0.09 2.474+0.08
n2 3.29£0.14 3.66 £0.15 3.28£0.11
Width 11.93+0.04 12.65+0.04 13.54+£0.04

Since the neutral pion of this decay is not included during the reconstruction, such decays
can act as backgrounds to the =;” modes. This shifts the invariant mass of the X
candidate to lower values. The differences between the ¥.™ and A} baryon masses is
~ 167 MeV/c? [93]. Hence the momentum carried away by the emitted pion is relatively
low (=~ 90MeV/c?). This explains that the shift in the X; mass distribution will be slightly
greater than the mass of the pion. The possibility of such backgrounds in all the three final

54



Table 5.2: Results of fits to simulated samples of control mode B~ — AXph~ decays. Units of MeV/c?
for the peak and width parameters are implied.

ATPpK™ Adpr™
Run I
a1 1.554+0.09 1.174+0.10
as —1.9440.06 —1.884+0.04
Frac 0.394+0.06 0.29 4+0.04
Peak  5279.66+0.04 5279.584+0.04
ni 2.35+0.08 2.34£+0.09
ng 3.15+0.16 3.38+0.14
Width 8.68 +0.04 9.51£0.04
Run II
a1 1.514+0.06 1.374+0.06
as —1.8940.03 —1.854+0.03
Frac 0.374+0.04 0.394+0.03
Peak  5279.80+0.02 5279.86+0.03
ni 2.29£0.05 2.27+0.05
ng 2.97+0.07 2.96 +£0.07

Width 8.50£0.02 9.494+0.02

states of the =" channels is considered. Figure shows fits to backgrounds which are
produced from MC samples using RapidSim [92] and modelled with a RooKeysPDF function,

which is a superposition of Gaussian kernels.

2. E) — X3 Th™h'~ with X1+ — AFf7rT : These backgrounds are similar to the previous ones
except that the missing pion is charged instead of being neutral. The X, mass distribution
appears exactly the same as before. Hence, both backgrounds can be accommodated in the

same shape for all three final states.

3. A decays : Decays like A) — AfrTn~ 7~ [99,100] and A) — AFTKTK 7~ [101] could
potentially act as possible backgrounds to our =~ decays. But, given that the /12 mass is
significantly less than that of the =" baryon, we do not expect such decays to contribute

in the chosen fit range for data as discussed in Section [5.2

4. E, — ATh™h'~7 : Such decays not proceeding through the X, resonance could be another
possible background contribution when the pion is not reconstructed. The distribution
of such background generated through RapidSim, is shown in Figure [5.5] It can be seen
from the figure that the shape of the background that enters the fit range is the same
as that populated by the =, — YFh~h/~ with ¥} — Afa” and =) — XFTh~h/~ with
Xt — Afxt decays. This tells that it is already accounted for through the modelling of
the other decays.
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Figure 5.1: Fits to the X; candidate invariant mass distribution in simulated samples, for (top) =, —
AFK~K~, (middle) 5 — AFK -7, (bottom) =, — Afn 7~ decays, for (left) Run I (left) and
(right) Run II. The simulated data is shown in black and the fit result as the blue line.

5. 02, — XFh™h'~ with X7 — AFa%: Such 2, decays with a missing pion could also be
a possible source of background. However, we do not expect significant yields from (2,°
channels and no excess is seen in the data, in the mass region where this background would

contribute. Thus such contributions are considered to be negligible.

Partially reconstructed backgrounds can also be present in the control channels, par-
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Figure 5.2: Fits to the X; candidate invariant mass distribution in simulated samples, for (top) £2,” —
AFK~K~, (middle) 2,7 — AT K7~ (bottom) £2,” — AF w7~ decays, for (left) Run I and (right) Run II.
The simulated data are shown in black and the fit result as the blue line.

ticularly from B~ — X1ph~ and B? — XF+ph~ with IF — Af7% and X+ — Afat and

the pion not included in the reconstruction. However, since these components are shifted to

lower mass, they can be excluded by appropriately choosing the mass fit range of the data as
5200-6800 MeV/c?.
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Figure 5.3: Fits to the X, candidate invariant mass distribution in simulated samples, for the control
channels (top) B~ — ATpK~ and (bottom) B~ — Afpr—, for (left) Run I and (right) Run II. The
simulated data are shown in black and the fit result as the blue line.

5.1.4 Cross-feed background

In the decays under study, a kaon can be mis-identified as a pion and vice versa. This gives rise
to the possibility of one signal channel acting as a background to another signal channel due
to mis-identification of the final state particles. Such backgrounds are referred to as cross-feed
backgrounds, and they are studied using simulation. The shapes of these backgrounds depend
on the momentum of the particle that is being mis-identified. Hence, the Dalitz plot distribution
of the decay which is being mis-identified affects the shape of the cross-feed backgrounds. Thus,
before modelling such backgrounds the shapes of the cross-feed backgrounds are corrected by
weighting to match the Dalitz plot distribution that is observed in data. This weighting is done
only for the fits of the B meson modes as they are not blinded and therefore the information
about the Dalitz plot distribution is available. We do not perform the weighting in the fits to
the b baryons modes as the signals are blinded and therefore, we do not have any information
about the Dalitz plot distributions. This weighting is then considered as a source of systematic

uncertainty after we unblind the fits.
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Figure 5.5: Partially reconstructed backgrounds to (left) =, — AF K~ K, (middle) 5, — AT K7~ and
(right) =, — Afn~ 7~ decays from the =, = ATK K 7, 5, - ATK 7 7% and =, — Afn 7 n°
modes, respectively for Run I and Run II.

For all possible cross-feed backgrounds, the shape is modelled with a double Crystal-Ball

function using simulation. The results for misidentified =, (£2,) - AF K~ K~ decays are shown
in Figure for misidentified =, (£2,) — AF K7~ decays they are presented in Figure
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whereas for misidentified =, (2,") — A7~ 7~ decays they are shown in Figure Similarly,
the results for misidentified B~ — ATpK~ decays are shown in Figure whereas those for
misidentified B~ — ATpr~ decays are presented in Figure There is also a possibility that
both the final state particles originating from the b hadron are mis-identified simultaneously.
The rate for such double mis-identification is very low, so these backgrounds are expected to be
negligible and hence are not included in the baseline fit to the data. Since the kaon identification
is sufficiently tight there is no mis-identified =, (£2,) = Af7n~ 7~ background in the AT K~ K~
final state of the simulation.

The relative yields of the mis-identified channels with respect to the correctly identified
channels can be estimated using the PID efficiencies and mis-identification rates. Thus the yields
of the mis-identified background components can be constrained in the fit to the data depending
upon the yields of the correctly identified mode of the same decay. The formulation for the
mis-identified yields is given below for B~ — A}pr~ mis-ID backgrounds in B~ — ATpK ™~ for
example,

misID B~ — Afpr~ yield = correct reco. B~ — Al pr~ yield x Rg:rﬁﬂ_}AjﬁK, (5.3)
misID rate of B~ — ATpr~ as B~ — ATpK ™~

where RAjﬁ o ALPK
B PID efficiency for correct reco. B~ — Al prn—

(5.4)

All the Rx, factors for different mis-identified components are determined from the
simulation and are quoted in Table Gaussian constraints are applied to all such factors in
the fit to data.

5.1.5 Charmless peaking backgrounds

There is also a possibility of charmless backgrounds occurring, where the A} candidate is not a
real AT baryon. This is checked for by selecting events in the A} candidate mass sideband regions,
defined as (lower) m(pK ) < 2260 MeV/c? and (upper) m(pKw) > 2310 MeV/c?, for both signal
and control modes. The presence of any peaking structure in the =, mass distribution obtained
from the A} sidebands would be a clear indication of the existence of charmless backgrounds.
The distributions are shown in Figure and Figure for the =, (£2,") candidates and the
B~ meson candidates respectively. The sideband data distribution (red) is compared with the
nominal data (black) where the signal regions around the =, and f2;” mass peaks are blinded.
The figures show no peaks in the sideband distributions and therefore such backgrounds are

considered to be negligible.
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Table 5.3: Rx; factors that have been used as Gaussian constraints in the fit.

Run I Run II
Z, signal modes (x1072)

RATKESATKT  7.89640.085  3.637+0.033
RATKESAITT 0 616£0.033  0.250 £ 0.012
RASKm=AZKIC 709 £0.031 0.143 4 0.008

b
RATKm=ASTT 9139 10109 4.453 £ 0.047
R/:lc AT KK 0 0

=
RA T AT 0.7754£0.019  0.168+0.006
(2, signal modes (x102)

RACKKSATKT 931440.102  4.370+0.042

Rgbcf”“i” 0.869+0.042  0.327+0.016
Ré{iKHA?KK 0.74640.035 0.191+0.011
RASKm=ASmm 10,66£0.131  5.262+0.058
Rgf;”“? KK 0 0

Rf}f”“i“ 0.766+0.022  0.200 = 0.007
: Control modes (x1072)

RAPE=AZPT 1 97340.040 1.12440.018

RAPTATPE () 396.40.015  0.062 + 0.004

5.2 Fits to the data sample

5.2.1 Fit results

As mentioned before, we perform blind fits and check the stability of the fit configuration prior
to unblinding as discussed in Section Once the fit configuration is finalised and shown to
be stable, we then unblind the fits.

Unbinned extended maximum likelihood fits are performed with the fit components
discussed in previous subsections. One simultaneous fit is performed to all the b baryon modes
and a separate simultaneous fit is performed for the two meson modes. This is done in order to
be able to constrain the misidentified background yields. The fits are performed independently
for Run I and Run II as the two runs have independent MVAs used in the selection and also
slightly different trigger conditions. The two meson modes were not blinded unlike the three
baryon modes. The yields of the different fit components are considered to be free parameters of
the fit, except for those of the cross-feed components which depends on the signal yield of the

correctly identified decay as discussed previously. The shapes of the different components that
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Crossfeed of B, ->A; p K™ in B, ->A; P 17 (Runl) Crossfeed of B, ->A; P K™ in B, ->A; P 17 (Run2)
~ e ~ T T T T B R I
2 12F I e X -
P . ] 3 F .
5§ 94 & E
> - - > E ]
w = - w [ -
0.8 — £ 3]
C ] 15— —
06 = E .
F ] L =
0.4~ - r 1
0.2 5 0.5; ?
A <A B N B, . L 3 AT AN -dhinde. NN IR, " reoand]
D00 ~TBO50 5100 5150 5200 5250 - B300° 6350 530C £D00 ~TBO50 5100 5150 5200 5250 . 5300 5350 540C
5 5 .
0 0
00 5050 5100 5150 5200 5250 5300 5350  540C 00 5050 5100 5150 5200 5250 5300 5350  540C
m( AL P 10 ) (MeVic?) m( AL P 10 ) (MeV/c?)

Figure 5.9: Fits to the misidentified background when B~ — ATpK ™ is reconstructed as B~ — Afpn~
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is shown in black and the fit result as the blue line.
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Figure 5.10: Fits to the misidentified background when B~ — ATpr~ is reconstructed as B~ — ATpK ™~
for (left) Run I and (right) Run II. Simulation, weighted to the Dalitz plot distribution observed in data,
is shown in black and the fit result as the blue line.

have been modelled from MC, as discussed in previous subsections, are fixed in the data. This
is however not the case with the combinatorial background components where the exponential
factor is considered to be a free parameter of the fit which is independent in each final state.
Furthermore, the simultaneous fit has additional parameters shared between different components

in particular,

e peak offset of the double Crystal-Ball shape (moffset);

e width scale factor of the core Crystal-Ball function (wscale).

These parameters take into account the differences between the data and MC. This also in-
cludes the mis-identified backgrounds but not the partially reconstructed backgrounds from the

RapidSim, as the data-MC corrections would have negligible impact on those components.
In summary, the different fit components for the b baryon candidates are summarised as :
o AITK K~
— Z, and {2 signals
— cross-feed from =, (£2,) = ATK 7~
— Eb_(o) — ESL(H')K_K_ partially reconstructed background

— combinatorial background.
o NTK 7~
— Z, and {2 signals

— cross-feed from =, (2,) - ATK K~
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histogram), estimated from the sidebands of the A} mass distribution, for the (top) =, — AF K~ K,
(centre) =, — AYK~m~ and (bottom) =, — Afn~ 7~ samples, for (left) Run I and (right) Run II
samples.

b

cross-feed from =, (2,) = Afn—n~
=0 & 3 ) =7 partially reconstructed background

combinatorial background
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Figure 5.12: Expected pollution from charmless background underneath the charm hadron mass peak (red
histogram), estimated from the sidebands of the AT mass distribution, for the control mode (upper) B~ —
Arpr~, and (lower) B~ — AFpK~ samples, for (left) Run I and (right) Run II samples.

o N m™
— Z, and {2 signals
— cross-feed from =, (2,) = ATK 7~
— cross-feed from =, (2,) = ATK~K~

- 504 boAl ) = partially reconstructed background

— combinatorial background
while the fit components for the B meson candidates are,
o Alpr-
— B~ signal

— combinatorial background

— cross-feed from B~ — ATpK~
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o ATPK—
— B7 signal
— combinatorial background

— cross-feed from B~ — Afpr~

It can be concluded from this that there are in total 17 free parameters in the fit to the
b baryon decay invariant mass distributions corresponding to 6 signal yields, 3 exponential
shape parameters, 3 combinatorial yields, 3 partially reconstructed yields, 1 mean shift and
1 width scale. In addition, there are 10 constrained parameters governing the mis-identified
background yields. For the fit to the B meson decay invariant mass distributions there are 8 free
parameters corresponding to 2 signal yields, 2 combinatorial background yields, 2 exponential
shape parameters, 1 mean shift and 1 width scale. There are also 2 constrained parameters

governing the mis-identified background yields.

The results of the fit for the B meson modes can be seen in Figure whereas the
results of the fit for the b baryon modes can be seen from Figure for both Run I and
Run II. Figure and Figure [5.16] are the log-scale versions of the fits. The residuals between
the data points and the fit can be seen from the pulls plotted at the bottom of each fitted
distribution. The fit results are given in Table [5.4] and Table for the b baryon modes and the
B meson modes respectively. The parameter N represents the yields of the given component in
the mass fit.

Table 5.4: Results of the simultaneous mass fit to the control modes B~ — AFph~. Units of MeV/c? for
the wscale parameters are implied.

Run I Run II
N(B™ — AJpK ™) 65.9+£881  288+18.2
N(B™ — Afpr—) x 103 2.02+£0.05  8.4140.09
Neomb bkg (B~ — AFBK ™) 53.74£8.68  218+16.4
Neomb big(B~ — AFpr) x 103 0.284£0.02  1.29+0.04
RATPE AT 02 1.97+0.04  1.12+0.02
RAPTAIPR 073 3284016  0.6240.04
comb slope (B~ — AFpK~) x1073 —2.264+0.72 —1.86+0.34
comb slope (B~ — Afpr~)x107% —1.054+0.33 —1.04+0.15
moffset ~1.3240.26 —1.43+0.13
wscale 1.1140.02  1.12+0.01

5.2.2 Toy studies

Once the fit is finalised, toy studies are performed to check the stability of the fit and look for

any biases in the fit parameters. This is done by generating 500 pseudoexperiments from the
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Figure 5.13: Mass fits to the B meson modes (top) AFpK~ and (bottom) AXpr~ for (left) Run I and
(right) Run II.

result of the fit and then fitting each in the same way as the data. In each pseudoexperiment
the yields of the components are sampled from a Poisson distribution. A pull distribution from
the 500 pseudoexperiments for each of the signal yield parameters is plotted in Figure [5.17
and Figure for the baryon and meson modes respectively. The pulls are defined to be the
difference between the generated and the fitted value divided by the fitted uncertainty of the
signal yield. Ideally, for a completely stable and unbiased fit we expect the pulls to be distributed
normally with mean 0 and width 1. Hence, we fit Gaussian functions to these distributions.
The results of the fits are shown in Table [5.6| and Table for the baryon and meson modes
respectively. The Gaussian fits appear to be reasonably compatible with the expected mean and

width. Hence, it can be seen that there are no large biases to the fit parameters and the fit is
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Figure 5.14: Mass fits to the control modes (top) ATpK~ and (bottom) Afpr~ for (left) Run I and
(right) Run II (log scale).

stable. There are however, small biases seen through the mean deviating from zero. This is

however taken into account as a source of systematic uncertainty, which will be discussed later.

5.2.3 Background subtraction

Once a stable fit is obtained, background subtraction can be performed to obtain the signal
distributions in variables of interest. We determine a weight for every candidate using the sPlot
technique [102]. This technique unfolds the data distributions for the signal and background
components in such a way that requires that only the yields of the different components are
free parameters of the fit, while the shape parameters must be fixed. Yield parameters of some

components can be fixed, for example the mis-identified components in this case. Thus the fit is
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Figure 5.15: Unblinded mass fits to the b baryon channels (top) ATK~ K~
(bottom) Af7~ 7~ for (left) Run I and (right) Run II.

, (middle) AFK~ 7~ and

performed separately for each channel after fixing all the shape parameters to the values obtained
in the original fit to the data, as well as fixing the yields of the mis-identified backgrounds to
the values obtained in the fit. The distributions of the s Weights with respect to the b-hadron

candidate mass for the B meson modes are shown in Figure [5.19
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Figure 5.16: Unblinded mass fits to the b baryon channels (top) ATK~K~, (middle) ATK 7~ and
(bottom) Af7~ 7~ for (left) Run I and (right) Run II (log scale).

The most use of this technique in this analysis is to obtain the previously unknown phase

space distribution of the signal. This requires that the b-hadron candidate mass should be

uncorrelated to the Dalitz plot variables. We make use of the Kendall Rank coefficient to quantify

the correlation between the b-candidate invariant mass and the square Dalitz plot variables. This
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Table 5.5: unblinded results of the simultaneous mass fits to the AFh~h'~ signal modes.

Run I Run II
N2, > AJK K- 6.71+£2.79  22.6+5.15
N(Qb_ o ATK=7m) 3.184+3.39  4.87+3.46

;= T . . —2. .
N(£2, A+ 2.77+6.46 —2.99+4.15
N(Z, — A KK 9.13+3.58  19.445.16
N(E; = AFK -7 )(x10?) 1374014  4.71+£0.24
N(Z; — AFr~77)(x10) 2.27+1.12  1.3640.93

= - - . . . .
N(Z" - SFK-K 0.27+4.60 32.07+8.44
N(=5; - S K1) (x102) 2.204+0.22  7.1140.37
N(5, — Sfn 7 )(x100) 1.084£0.29  0.44+0.29
Neomb bkg(Z; — ATK™K7)(x10) 2244075  4.78+1.08
Neomb bke(Z;, — AFK~m7)(x10%)  1.58+0.25  2.89+0.36
Neomb bkg(Z;, — A7) (x102)  7.04£043  6.41+0.42
RA+KK“+K“(><10 2) 90.31+£0.10  4.37+0.04
R!A;KK*A*”( 10-3) 8.60+£0.42  3.27+0.16

i

R T ATKE (010-3) 746+0.35  1.9140.11
R?;K”_)N”(xm”) 1.0740.01  0.53=0.00
jo,”_’AjK”(XIO*?’) 7.66+£0.22  2.00£0.07
RA+KK_>A+K”(><10*2) 7.80+£0.08  3.64+0.03
RQ?KK*@”(xm*?') 6162033  25040.12
R K”*A+KK(><10*3) 7.09+0.30  1.43+0.08
RA KrAdmm(10-2) 9.14+0.11  4.45+0.05
RA””HA KT (%1073) 7.75+0.19  1.68+0.06
comb slope (AFK~K™) (x1073) —4.214£1.20 —3.5540.75
comb slope (AFK~7n7) (x1073)  —4.1040.52 —5.05+0.46
comb slope (A7~ 77) (x1073)  —3.714£0.21 —4.404+0.25
moffset 0.57+1.67 —0.39+0.71
wscale 1.33+0.14 1.13£+0.05

is determined as ) ) )
(#concordant pairs — #discordant pairs)

nin—1)/2

where concordant pairs are the pairs of candidates for which the differences in the invariant mass

KR coeff =

(5.5)

and a square Dalitz plot variable are of the same sign. For discordant pairs, the differences are
of opposite signs. In Equation (5.5) n is the number of candidates in the sample, So n(n —1)/2
gives the number of pairs that can be formed. The coefficients are computed separately from

MC samples for every component in the fits and with respect to each of the square Dalitz plot

73



Nunbhnd (E;f>l\‘ K N\mbhnd (E-h->/\' pi

Nyping (Sa->AZpi)
pulliean = -0.0094 +0.048 pullMean =0.0396 + 0.0783 unblind b

pullMean = -0.0321 + 0.052

FOO pullSigma = 1.064 +0.034 ;:90; pullSigma = 1.029 + 0.0521 < F pullSigma = 1.159 +0.037
s S80F o80F
280 570; 570;*
g I go0- go0r
W60 Ggoc “J50§
L 40E 40F-
40— E E
r 30E 305
20— 20 2 + +
L = 10
[ Es 10¢ OF +
0 + L L I I I . 0k + L L + [z + L L L L Il +
=5 -4 -3 -2 -1 0 1 2 3 4pulb =5 -4 -3 -2 -1 0 1 2 3 4pu||5 =5 -4 -3 -2 -1 0 1 2 3 Apuid
N, =, >NKK N, =, ->N\Kpi N, (=,->N\pipD)
. oo (55> pullMean = -0.1397 +0.045 P unoina (55> pulliean = -0.0430 + unina (5> pulliean = -0.1146 + 0.047
S90E pullSigma = 1.001 + 0.032 < onE pullSigma = 1.075 +0.034 300 pullSigma = 1.048 + 0.033
Sgo- s £ St +
2705 2 3800
oot 57% g [
i @0 @60
E 50E- [
a0- 00 w0b
30 30- F
20 20> 201
10E 10F F
0ok | | i Obsesd I I | | | 0Ls | I I I |

"
e 5-4"-3 2 -1 0 1 2 3 dpuls

-4 -3 -2 -1 0 1 2 3 4puls

Nunbllnd (ﬂbr K

Nunping (Qp>\cpLpD

pullMean = 0.0574 £ 0.0784 pullMean =-0.1485 + 0.052 P pullMean = -0.0991 + 0.0751
@_007 pullSigma = 0.984 + 0.0526 100~ pullSigma = 1.155 + 0.037 L pullSigma = 1.029 + 0.0497
3 F r
#80° F L
£ [ [
G>J L L
L60p E C
40F : E
20 F =
oo L , NS, T , Oaa ‘ ,
A3 2 -1 0 1 2 3 dpuib 5.4 -3 -2 -1 0 1 2 3 4puls 54 3 -2 -1 0 1 2 3 4pub

(Qp-> a L ->AK pi N, (Qy->Aspipi
= Nurbing pulikiean = -0.0424 + 0,043 - " pullitean = -0.1635 + 0.050 —_ enotnd T puliMean =-0.1281 + 0.045
< 90F pullSigma = 0.965  0.031 <r_90? pullSigma = 1.107 +0.035 < 90 pullSigma = 1.012 + 0.032
—80)
270

>60|
50,

S0t AN Ssok- SeoE
270F 2705 4}, B70E
c E 1= c
Zeor SooE geor
E 50F 50F
E 40F 405
30E 30F 30E
g 20 20F-
E 105 105

40
20
o

10
L L .
= R R Zpulls 5 -4 -3 -2 -1 0 1 2 3 A4puld S5-47-3 -2 -1 0 1 2 3 A4puls

Figure 5.17: Pull distributions for the =" and (2" signal yields from the nominal set of pseudoexperiments
for Run I and Run IT

Table 5.6: Results for the signal yields obtained from the toy studies of the signal modes.

Run I Run IT
Pull mean Pull sigma Pull mean Pull sigma
N(E, - AfK-K~) —0.16374+0.071 1.124+0.050 —0.1324+0.050 1.116+0.035
N(E, — /1+K ) 0.0879+0.078 1.02940.052 —0.051+0.045 0.9984+0.032
N5 — /12_7'[' ) —0.032£0.052 1.159+0.037 —0.122+0.046 1.031+0.033
N2y - AJKK™) 0.057+0.078 0.984+0.053 —0.101£0.046 1.038+0.033
N2, = AFK ) —0.149+£0.052 1.155+0.037 —0.130£0.050 1.113+0.035
N2y — Afn—7n7) —0.099+£0.075 1.029+0.049 —-0.119+0.052 1.162+0.037

variables m’ and #’. However, for the combinatorial background which is not modelled from MC,
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Figure 5.18: Pull distributions for signal yield parameters from the nominal set of pseudoexperiments for
Run I and Run IT B~ — Afph~ samples

Table 5.7: Results for the signal yields obtained from the toy studies of the signal modes.

Run I Run II
Pull mean Pull sigma Pull mean Pull sigma
N(B™ — AfpK~) —0.070240.045 1.01540.032 —0.0737+0.044 0.98640.031
N(B- — Afpr~) —0.1075+0.047 1.050+0.033 —0.0164+0.044 0.988 +0.031

they are determined from the b-candidate mass sideband in data, defined as 5600-6000 MeV/c?

for the B meson modes.

The coefficients are presented in Table It can be seen that these correlations are
very small and justify use of the sPlot technique. Figure [5.20, Figure and Figure show
the scatter of the differences of the b-hadron candidate invariant mass and the differences of
the square Dalitz plot variable for signal, cross-feed and combinatorial background, respectively.
These support that there is very little correlation between the two variables. This is done for the

B meson decays and the behaviour is expected to be similar for b baryon modes.
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Table 5.8: Kendall rank coefficient for control mode fit components.

Run I Run II
Component m/ 0’ m/ 0’

B~ — Afpr~ 0.003 0.021 —0.001 0.002

B~ — ATpK— —0.023 0.006 —0.019 0.009

B~ — Afpr~ misID in B~ — ATpK~ 0.123 0.093 0.056 0.035
B~ = ATpK~ misID in B~ — Afpr~  —0.212 —0.281 —0.177 —0.246
B~ — Afpr~ combinatorial background —0.058 0.054 0.013 —0.005
B~ — ATpK~ combinatorial background 0.258 —0.075 —0.029 0.086
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the corresponding difference in invariant mass for the signal components of the control mode.
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Figure 5.21: Differences in the square Dalitz plot variables (top four plots) m’, (bottom four plots) 6’
and the corresponding difference in invariant mass for the mis-identified background components of the
control mode.
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Figure 5.22: Differences in the square Dalitz plot variables (top four plots) m’, (bottom four plots) 6’
and the corresponding difference in invariant mass for the combinatorial background components of the
control mode.
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Chapter 6
Signal efficiency

The measurements that are being made in this thesis require the computation of the signal
efficiency to correct the measured signal and control channel yields in order to be able to calculate
the branching fraction ratios as seen in Equations and . The efficiencies are computed
from MC simulation as the number of selected events relative to the total number of generated
events. In LHCb, knowledge of efficiencies requires input from various sources that include the
geometrical acceptance of the LHCb detector, the reconstruction of the decay channels and effects
due to trigger and stripping requirements. Since filtered MC samples are used in this analysis as
discussed before in Chapter [4] these effects are studied together and cannot be disentangled. The
efficiency corresponding to all of these sources is denoted as €8, Furthermore, since we also
have performed selection of the candidates along with the PID requirements, we need to compute
the efficiencies of the candidates passing through the selection requirements. The efficiencies for
PID requirements are determined separately from other selection requirements since the PID
is corrected using the PIDcorr and is not computed directly from MC in order to have more
information about the efficiency of the corrected PID variables. The efficiencies are denoted as
et and €P1P for the selection and PID requirements, respectively. The total efficiency of the

measurement is then a combination of all of these efficiencies

tot _ 6gr’ts sel PID (6 1)

€ X € X €

Each contribution to the total efficiency is summarised in following sections.

6.1 Trigger, stripping, reconstruction and acceptance efficiencies

The efficiency for each sample due to the trigger, stripping, reconstruction and geometrical
acceptance requirements is summarised in Table These values are computed as the fraction

of the total number of generated events that pass all the trigger, stripping and acceptance
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requirements.

Table 6.1: Trigger, stripping, geometrical and reconstruction efficiencies, €8 for each year of data-taking
and both magnet polarities.

Polarity 2011(%) 2012(%) 2015(%) 2016(%) 2017(%) 2018(%)

B~ — Afpr— Up 0.395 0.325 0.209 0.237 0.252 0.221

B~ — Afpr— Down 0.395 0.345 0.209 0.239 0.260 0.225
B~ — ATpK— Up 0.166 0.153 0.210 0.237 0.258 0.216
B~ — ATpK~— Down 0.165 0.148 0.210 0.237 0.258 0.221
E, > AFK K™ Up 0.208 0.188 0.269 0.296 0.319 0.273
Z, - AfK"K~ Down 0.215 0.185 0.276 0.302 0.317 0.274
E o AYK no Up 0.216 0.192 0.271 0.290 0.311 0.264
E - ATK 71 Down 0.214 0.188 0.268 0.294 0.318 0.265
E o A nT Up 0.211 0.193 0.271 0.295 0.316 0.276
E = Afrne Down 0.209 0.195 0.268 0.286 0.317 0.274
2, - AFK K~ Up 0.191 0.167 0.234 0.259 0.271 0.236
27 - AfK~K~ Down 0.189 0.168 0.236 0.252 0.277 0.239
Q2 = AFK 7 Up 0.193 0.161 0.229 0.250 0.266 0.232
Q2 = AFK 7 Down 0.189 0.164 0.231 0.257 0.274 0.228
Q2 = Afrno Up 0.189 0.166 0.233 0.246 0.271 0.233

Q7 = Afr Down 0.187 0.163 0.236 0.257 0.275 0.236

6.2 Selection efficiency

The efficiencies corresponding to the selection cuts except the PID are given in Table These
include the effects due to requirements on the BDT outputs, X, mass fit window, X, candidate
mass and the isMuon requirement, computed again from the MC. These correspond to the
fraction of MC events that pass the selection requirements after having passed all the trigger,
stripping, reconstruction and acceptance requirements. However, the Ag — ATh™ vetoes are not
included here while computing them as they remove a significant fraction of the phase space (i.e.
the efficiency is zero in those regions). With no a priori knowledge of the distribution of the signal
over phase space, the fraction of the signal that is removed by these vetoes cannot be estimated
reliably. However, it is expected that the contributions to the Dalitz-plot are dominated by
low-mass resonances, so the amount of signal that is lost should be small. Thus, the vetoes are
not included in the efficiency computation, and instead the amount of signal lost is accounted for

as a source of systematic uncertainty.
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Table 6.2: Selection efficiencies €*°! for each year of data-taking and both magnet polarities.

Polarity 2011(%) 2012(%) 2015(%) 2016(%) 2017(%) 2018(%)

B~ — Afpr— Up 34.95 32.14 30.96 30.34 30.25 30.18

B~ — Afpr— Down 34.89 32.84 30.87 29.89 29.83 30.57

B~ — AfpK— Up 34.67 32.16 30.79 30.26 30.21 29.99

B~ — ATpK~ Down 35.26 32.83 31.31 29.93 29.55 30.39
E > AJK K~ Up 36.20 34.34 32.52 32.13 31.66 32.37
Z, - AfK~K~ Down 36.29 35.00 32.56 31.65 31.54 32.04
E o AFK no Up 34.22 32.17 30.35 30.03 29.73 30.19
E o AYK no Down 34.85 33.07 31.47 30.33 29.69 30.51
E - Afrnm Up 34.81 32.17 29.64 29.68 29.62 29.73
E o A nT Down 34.51 33.06 30.54 29.35 29.66 30.25
2, - AFK K~ Up 33.42 30.79 29.28 29.08 28.56 28.67
2, - AFK~K~  Down 33.40 31.63 29.86 28.49 28.33 29.06
Q2 - AFK 7 Up 31.32 28.92 27.44 27.22 26.90 27.02
Q2 = AFK -7 Down 31.23 30.07 28.41 27.52 26.48 27.61
Q2 = Afrno Up 30.82 28.58 26.55 27.05 26.22 26.45

0 — Afr— ™ Down 30.69 29.24 27.99 26.94 26.14 26.75

6.3 PID efficiency

The efficiencies corresponding to the PID cuts are given in Table [6.3] These correspond to
the fraction of MC events that pass the PID requirements after having passed all the trigger,
stripping, reconstruction, acceptance and selection requirements. Since the PID variables in
MC are corrected using control samples, the efficiencies obtained in this way provide a reliable

estimate.

6.4 Total efficiency

The total efficiency is then the product of the three terms described in previous section and is
given in Table These numbers are not what are used in the analysis and are only an estimate
of the efficiencies for different categories. This is because the dynamics of these three-body
decays are currently unknown and so the phase-space distribution in the simulation is unlikely
to match that in data. Hence, the variation of the efficiency across the phase space of each decay
is studied to perform candidate-by-candidate correction, using the square Dalitz-plot coordinates
defined in Section These maps are computed for every year of data-taking and both
magnet polarities, and for every decay channel under study. They are obtained by taking the
square Dalitz plot distribution of MC events that have passed all the criteria and dividing by the
generated square Dalitz-plot distribution. We obtain the square Dalitz plot using generator only

simulation through LAURA™TT [91] from the total number of generated events. This gives rise to
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Table 6.3: PID efficiencies e"'™ for each year of data-taking and both magnet polarities.

Polarity 2011(%) 2012(%) 2015(%) 2016(%) 2017(%) 2018(%)
BT — /127977_ Up 69.23 68.31 92.37 93.70 92.29 91.68
BT — Ajﬁw’ Down 68.83 71.49 93.38 93.20 92.19 91.19
BT — AjﬁK_ Up 53.53 52.90 73.99 75.89 79.25 78.72
BT — /ljf)K_ Down 55.32 54.39 75.62 75.08 79.77 79.41

=, — AjK‘K_ Up 46.09 44.43 52.90 54.33 60.97 59.22

= = AjK’K* Down 47.28 45.52 54.51 54.66 60.81 60.39

= = AZFK_W_ Up 59.79 58.23 67.47 68.21 70.54 69.14

El: — AZFK_ﬂ'_ Down 59.26 59.84 67.76 67.63 69.94 69.06
=, — /12_71'_71'_ Up 78.22 78.72 88.92 89.61 84.62 83.41
== Ajw’w* Down 77.08 80.84 88.57 88.69 83.77 82.09

_Q; — A(J{K—K— Up 45.00 43.63 52.59 52.82 59.39 57.76

QI; — AZFK_K_ Down 46.99 44.48 52.90 53.63 59.03 58.25

2y — A(J;K—ﬂ_ Up 57.63 56.51 66.42 66.61 68.58 67.84

_Qb_ — AjK’w* Down 58.33 57.93 65.63 65.69 67.84 67.43
“Ql: — /ljw—w_ Up 76.82 77.68 87.61 87.68 84.08 81.75
Ql: — Aj‘ﬂ'_ﬂ_ Down 75.58 79.26 87.25 86.68 82.54 81.43

an almost uniform distribution of the events in the square Dalitz plot. Some non-uniformity is
visible at the corners of the SDP. This is due to a large Jacobian of the transformation from
conventional Dalitz plot to square Dalitz-plot. However, since the data events after selection do
not have kinematics near the corners of the phase space, this does not affect the efficiency of the
events. As also mentioned in the Chapter [4, we use square Dalitz plot rather than conventional
Dalitz plot to study the variation of efficiency. This is because the decays generally proceed
via intermediate resonances. Thus they tend to populate the regions around the edges of the
conventional Dalit plot, and the square Dalitz transform tends to enhance these regions with
respect to the Dalitz plot centre. This ensures that there are more simulated events in the regions

where there are more data events to make binned efficiency map.
The distribution for generated B~ — Afpn~ samples can be seen in Figure

Two important corrections have been applied while computing these maps, due to b-hadron
production kinematics (for all samples) and due to the {2, - lifetime which will be discussed in
the following sections. The corrected efficiency maps are shown in Figure [6.2] and Figure for
the channels =, — Af K7~ and B~ — Afpn~ for the year 2012 and 2018 for both MagUp and

MagDown polarities.

6.4.1 Kinematic correction

Since there is not a lot of knowledge about the production of =~ and the {2~ baryons in the

high-energy pp collisions, the b-baryon kinematics in the MC simulation are not expected to
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Figure 6.1: Generated SQDALITZ distribution for B~ — Afpr~ decays for (top to bottom) 2011-2018
and (left and right) magnet Up and Down polarities.
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Figure 6.2: Total efficiencies as a function of position in the square Dalitz plot for B~ — Afpr~ for
(top,bottom) 2012,2018 and (left and right) magnet Up and Down polarities.

match the data. This can be seen from Figure that shows the distribution of the background
subtracted data in comparison to the MC simulation with respect to transverse momentum and
pseudorapidity. The mismatch is corrected in the simulation using GBRewighter . This
assigns a weight to every event in the MC so that the corrected distribution matches the data in
order to get reliable efficiencies. Since the B meson production in the simulation has been tuned,
good agreement with data in the kinematic variables is seen in Figure [6.4l Nonetheless, these
samples are corrected for consistency of all the measurements. The weighted simulation is then

used to compute the efficiency maps.
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Table 6.4: Total efficiencies €*°* for each year of data-taking and both magnet polarities.

Polarity 2011(%) 2012(%) 2015(%) 2016(%) 2017(%) 2018(%)

B~ — Afpr— Up 0.039 0.032 0.059 0.067 0.069 0.061
B~ — Afpr— Down 0.039 0.034 0.059 0.066 0.071 0.062
B~ — ATpK~ Up 0.031 0.026 0.048 0.054 0.061 0.051
B~ — AfpK~ Down 0.032 0.026 0.049 0.053 0.060 0.053
E, - AFK K™ Up 0.035 0.029 0.046 0.052 0.061 0.052
Z, = AfK"K~ Down 0.037 0.029 0.049 0.052 0.061 0.053
E o AYK no Up 0.044 0.036 0.055 0.059 0.065 0.055
E o AFK Down 0.044 0.037 0.057 0.060 0.066 0.056
E - Afrne Up 0.057 0.049 0.072 0.079 0.079 0.069

o A Down 0.056 0.052 0.073 0.075 0.079 0.069

Polarity 2011(%) 2012(%) 2015(%) 2016(%) 2017(%) 2018(%)

Uncorrected
02, — ATK K~ Up 0.029 0.022 0.036 0.039 0.046 0.039
02, — AYK-K~  Down 0.029 0.024 0.037 0.039 0.046 0.040
02 — ATK 7~ Up 0.035 0.026 0.042 0.045 0.049 0.043
02 — ATK 7~ Down 0.034 0.029 0.043 0.046 0.049 0.042
02, — Arn—n~ Up 0.045 0.037 0.054 0.058 0.059 0.050

2, — A= m~ Down 0.043 0.037 0.058 0.060 0.059 0.051
Lifetime corrected

2, - AFK K~ Up 0.039 0.030 0.049 0.055 0.063 0.054
2, - AFK~K~  Down 0.040 0.032 0.051 0.053 0.064 0.056
Q2 = AFK -7~ Up 0.047 0.036 0.058 0.062 0.068 0.059
Q2 = AFK 7 Down 0.047 0.039 0.059 0.064 0.069 0.058
Q2 = Afrno Up 0.062 0.051 0.076 0.082 0.084 0.071

Q7 = Afmn— Down 0.060 0.052 0.080 0.085 0.084 0.072

6.4.2 Lifetime correction

The world average value of the lifetime of the {2, particles was updated since the time the MC
samples were generated as reported in Table This presents a need to correct for the lifetime
in the analysis. Since the selection relies on quantities that are related with vertex separation,
this affects the efficiency calculations in particular the BDT cuts and the HLT trigger cuts. The
increase in the lifetime causes the efficiencies to increase, bringing them more in line with the
efficiencies of =} and B~ as can also be seen in Table The simulation is weighted to correct
for this effect. The weight is given as w(t) = F(t; Twa)/F (t; Tgen) Where F'(t;7) is the decay time
distribution for a lifetime 7 given by F(t;7) = L exp(—t/7). Figure|6.6{shows the MC distribution
before and after lifetime weighting of the decay time distribution in 2, — AY K~ K~ simulation.
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Figure 6.3: Total efficiencies as a function of square Dalitz plot for
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Chapter 7
Systematic uncertainties

All the measurements that are performed in this thesis require inputs from two components:
the yields of the signals obtained from the fit and the efficiency computation. However, the
fit configurations and the efficiency computation may not be perfect, potentially leading to
biases. Systematic uncertainties are therefore assigned to account for potential imperfections
in the analysis procedures and assumptions. The decay B~ — Afpr~ is used as the control
and normalisation mode for the measurements and in every channel A} decays to pK~ 7, so
that all channels studied have the same topology and similar kinematics, helping to reduce a lot
of potential sources of systematic uncertainty. The systematics resulting from sources that are
non-negligible are discussed below. The effects on the results for each source of systematic is

considered as being either correlated or uncorrelated between Run I and Run II.

7.1 Systematic uncertainties related to the signal yields

The fit configuration can be imperfect due to various aspects that contribute to systematic
uncertainties. For example, the choice of the fit model could lead to an inaccurate fit result.
Furthermore, the choice of the veto window for the Ag backgrounds and removal of any multiple

candidates can also affect the fit results.

7.1.1 Fit model

The uncertainties due to the choice of fit model are computed by changing the fit models for the
different components in the mass fit and performing the fit again. The changes in the results of
the yields are propagated to compute the changes in the measurements of the branching fractions.

The alternative models that are used are :

e Model I : The signal components in all the simultaneous fits for the B meson and baryon

modes are modelled using a double Crystal Ball function in the baseline fit configuration.
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However, for calculating the systematic uncertainties, this model is changed to a combination
of Johnson [104] and Gaussian functions, while keeping the other components unchanged

from same as the baseline fit.

e Model IT : The combinatorial background component in all of the simultaneous fits is mod-
elled with an exponential function. This function is changed to a second-order Chebyshev
polynomial and the fits are performed again. However, in order to avoid introducing too
many parameters in the fit, particularly for the b baryon modes where some channels have
less statistics, the shape is constrained to be the same in all final states of the b baryon

decays.

e Model III : All the mis-identified components in all the simultaneous fits have been modelled
using a double Crystal Ball function in the baseline fit configuration. This is replaced with
a RooKeysPDF [105], which is superposition of Gaussian kernels, to compute the systematic

uncertainties.

e Model IV : The partially reconstructed background components in the fits of the b baryon
modes are modelled using RooKeysPDF [105]. Since this consists of a superposition of
Gaussian kernels, we modify the kernel density estimator, which smooths the fitted function,

to estimate the systematic uncertainty.

All these modifications are made one at a time, while keeping the other components unchanged.
The changes in the branching fraction due to the changes in the model are considered as the
systematic uncertainties. The total uncertainty is then considered as the sum in quadrature
of the uncertainties corresponding to all the individual modifications. Any differences in the
changes in the model function shall be common for Run I and Run II, this implies that the

associated uncertainties are correlated between the measurements with the two data samples.

7.1.2 Fixed parameters

The signal components and the cross-feed components in all of the simultaneous fits of B mesons
and b baryons are modelled from MC. The shape parameters of these models that are obtained
by fits to MC have uncertainties associated to them due to the finite size of the MC samples.
The imperfection of the models due to uncertainties on the parameters is a source of systematic
uncertainty.

An ensemble of 500 models is generated by varying the shape parameters within Gaussian
uncertainties for each component independently. This ensemble of models is used to fit the
data and compute the yields and the resulting branching fractions. The distributions of the
branching fractions can be seen in Figures and The widths of these distribution are

taken as the systematic uncertainties. Since this uncertainty arises due to MC sample size,
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which is independent in Run I and Run II, the systematic uncertainty associated with the fixed

parameters is completely uncorrelated between the results in the two data samples.
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Figure 7.1: Distributions of the branching fraction ratios for the modes that are significant, for Run I
obtained when varying fixed parameters.
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Figure 7.2: Distributions of the branching fraction ratios for the modes that are significant, for Run II
obtained when varying fixed parameters.

7.1.3 Fit bias

As discussed in Section toy studies were performed to check the stability of fit configuration
and look for any biases in the signal yields. No large biases were seen in the fitted yields. However,

the possibility of small biases is still a source of systematic uncertainty. The uncertainty on each
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yield is estimated from the pulls obtained from the pseudoexperiments as quoted in Table
and Table The mean value of the pull and its uncertainty are combined in quadrature
and multiplied by the statistical uncertainty to get the uncertainty on the yield. The relative
uncertainty on the branching fraction ratio is then estimated as the sum in quadrature of the

relative uncertainty on the two yields.

7.1.4 Multiple candidates

An event may contain more than one candidate. Due to imperfect reconstruction, this becomes
non-negligible. This could introduce correlations between the b-hadron mass for different
candidates leading to biases in the fit. All such candidates need to be removed consistently
to avoid the bias. The fractions of multiple candidate for different channels are summarised
in Table It can be seen from the table that the fraction is small enough to not cause
significant biases. Thus it is considered as a source of systematic uncertainty. The effect is
taken into account by randomly removing multiple candidates and retaining one candidate per
event. The fit is performed again and the branching fraction is re-computed. The procedure
is repeated 100 times. A distribution of the resultant branching fractions is obtained as can
also be seen from Figures [7.3] and The standard deviation of the distribution is taken to
be the systematic uncertainty. It can also be seen that the distributions of branching fractions
follows a multi-modal pattern. This is due to removal of specific candidates which have a large
efficiency-corrected sweight in the baseline fit. Removal of such candidates can lead to a visible
shift in the results. If there is a genuine bias due to the presence of multiple candidates, the
effects on the results would be in the same direction for both Run I and Run II, therefore source

of systematic is considered completely correlated between the two runs.

Table 7.1: Fraction of multiple candidates (%) in the mass fit window and in the signal region window of
b-mass candidate

Decay Fraction

Mass fit window | Signal region

RunI RunlIl | RunI RunlII
B~ — Afpr~ 0.43 0.29 0.25 0.11
B~ — ATpK~ 0.78 0.98 1.33 0.62

Z,(02)) = AFK K~ | 250 4.07 0.00 5.26

Z,(92,) > AFK—n~ | 0.95 0.34 1.09 0.19

, (2,7) = Afmn— 1.41 0.69 0.00 0.00

—_
—
—
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Figure 7.3: Distributions of the branching fraction ratios for significant modes for Run I obtained when
randomly selecting multiple candidates.
7.1.5 Veto of partially combinatorial background

As described in the selection procedure in [ a veto has been applied to partially combinatorial
background coming from /12 — AFh™ decays. However, since this contribution removes a part

of the phase space of the signal decay, this results in some loss of the signal, which cannot be
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Figure 7.4: Distributions of the branching fraction ratios for significant modes for Run II obtained when

randomly selecting multiple candidates.

corrected for through the candidate-by-candidate efficiency correction. The small loss of signal
is considered as a source of systematic uncertainty. This is estimated by increasing the width
of the window to 5450 < m(AFh~) < 5800 MeV/c2. The change in the branching fraction with

respect to the baseline result is taken to be the systematic uncertainty. Since the effects of the
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change in window would be common between runs this is considered as a completely correlated

source of uncertainty.

7.1.6 Model for misidentified =, — AT K7~ background

The cross-feed background components for the b baryons are modelled directly from MC for the
baseline fits. The shapes of such components depend upon the momentum of the mis-identified
particles. Thus the b-baryon candidate mass distribution of the cross-feed components depends
upon their phase space distribution. The phase space distributions for the b baryons were unknown
prior to blinding. Thus the shape of the components should be corrected in MC to match the
data. This correction is considered as another source of uncertainty. The only non-negligible
cross-feed components are due to the significant yields of =~ — AFYK~7~. Thus the MC shapes
for the cross-feed components of =, — AF K~ 7~ being reconstructed as =, — Af K~ K~ and
=, = AFfn—m~ are corrected by weighting the MC to match the Dalitz-plot distribution of
the data. The fit to MC and then to data is performed again. The results are propagated and
the shift in the branching fraction is assigned as the systematic uncertainty. The effects of the
correction on the results would be in the same direction for Run I and Run II. Thus this is

considered as a completely correlated source of uncertainty.

7.2 Systematic uncertainties related to efficiency computation

7.2.1 MC statistics

The efficiency maps are computed from the MC samples. However, since we have MC samples of
finite size, this limits the precision of the efficiency calculation. This is thus considered to be a
source of systematic uncertainty. To evaluate this uncertainty 100 efficiency maps are generated
by varying the value of the efficiency in each bin of the square Dalitz plot of the baseline efficiency
maps. The distributions of the branching fraction ratios are obtained corresponding to the
propagation of the 100 efficiency maps and their candidate-by-candidate corrections and are
shown in Figure and Figure [7.6] The standard deviations of the distributions are taken as
the systematic uncertainties. Since the generation of the efficiency maps is independent between

different runs, this is considered to be a completely uncorrelated source of systematic uncertainty.
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Figure 7.5: Distributions of the ratios of branching fractions and production rates obtained when varying
the efficiency maps within the uncertainty due to limited MC statistics for Run I.

7.2.2 Unknown phase-space distribution of modes with insignificant signal
yields

For the modes that do not have significant yields, the efficiencies are calculated directly from the

MC, instead of performing candidate-by-candidate efficiency corrections with an efficiency map
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Figure 7.6: Distributions of the ratios of branching fractions and production rates obtained when varying
the efficiency maps within the uncertainty due to limited MC statistics for Run II.

over the phase-space. However, the true phase-space distribution almost certainly differs from
that of MC. Since the efficiencies vary across the phase-space, this is a source of uncertainty. The
standard deviation of the per-bin efficiencies of the square Dalitz plot, relative to the mean value

is considered as the relative systematic uncertainty on the branching fraction. Since the true
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Dalitz plot distribution is the same between runs, this is considered to be a completely correlated

source of systematic uncertainty.

7.2.3 Data-MC mismatch in MVA inputs

The input variables used in the MVA must show good agreement between the data and MC
in order to be able to compute reliable efficiencies. Most of the input variables generally show
good agreement between the background subtracted data and MC. However, the distribution of
the variables Lc_p_TRACK_CHI2NDOF, Lc_K_TRACK_CHI2NDOF, Lc_pi_TRACK_CHI2NDOF which shows
the x2 per degree of freedom for the 3 children particles of A} and Lc_DIRA_OWNPV which is the
directional angle of the A} with respect to its primary vertex, show slight disagreement as seen
from Figure This is therefore a source of systematic uncertainty. The MC is weighted
using a Gradient Boosted reweighter [106] for the variables so that they match the data. New
efficiency maps are computed with the weighted MC and the changes are propagated to compute
the branching fraction. The change of the branching fraction from the baseline value is taken to
be the systematic uncertainty. The differences between the data and MC are common between

runs. This is thus considered as a completely correlated source of uncertainty.
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Figure 7.7: Comparison of sWeighted data with MC distributions for the MVA input variables using

B~ — Afpr~ in Run L.
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Figure 7.8: Comparison of sWeighted data with MC distributions for the MVA input variables using
B~ — Afpr~ in Run IL

7.2.4 b baryon production kinematics

A further source of systematic uncertainty is due to the possibly imperfect correction of the
baryon production kinematics as discussed in Chapter [6] This is accounted by correcting only
the pr distribution of the MC to match the data as opposed to both pr and n distributions. The
corrected MC is used to recalculate the efficiency maps and the shift in the branching fraction

value with respect to the baseline value is considered as the systematic uncertainty.

7.2.5 Data-MC material mismatch

The final state particles of this analysis, namely pions, kaons and protons, have different
probabilities of interaction with the detector material. This affects the efficiency of reconstruction.
There is a possibility that the amount of material that is taken into account in the simulation
differs to that of the true detector. This gives rise to another source of systematic uncertainty.
The maximum potential data-MC mismatch in the material modelling of the detector is estimated
to be 10%. On including the hadronic interaction probability, taken from Refs. [107/108], there
is 0.23%, 0.75% and 0.98% systematic uncertainties corresponding to per 7/K, /p and K/p
difference in the final states of the branching fraction ratios respectively. The differences between

the data and MC material mismatch are common between runs. This is thus considered as a
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Figure 7.9: Distribution of normalised weights corresponding to the Dalitz plot model of AT — pK 7.

completely correlated source of uncertainty.

7.2.6 A decay model and baryon polarisation effects
At-ecay model

The MC samples are generated by assuming a uniform distribution of the AY — pK 7" decay
in phase space instead of a realistic model. This is therefore a source of systematic. Since both
the numerator and the denominator of the branching fraction ratio results use AT — pK 7" as
the secondary decay, the effect of this expected to be negligible. Nonetheless, it is checked as
a source of systematic uncertainty. This is corrected by weighting the MC samples according
to a realistic Dalitz plot model of AF — pK~7+ decay as obtained in Ref. [L09]. A normalised
distribution of the weights is shown in Figure [7.9] The efficiency maps are re-computed from the
corrected simulation and the changes are propagated to determine the branching fractions. The

shift in the results from the baseline value is taken to be the systematic uncertainty.

A} polarisation

The A} can be polarised. This polarisation could differ in numerator and denominator modes of
the branching fractions depending on the intermediate resonances in the decays. This would
result in biases in the determination of the efficiency which would not cancel. Such effects would
show up in one or more distributions of the angular variables defined in the A} rest frame. The
frame of reference is defined as : the x-axis as the lab frame momentum direction of A}, the
z-axis as the cross product of the beam axis and z-axis which also corresponds to the polarisation
axis of AT and the y-axis as the cross product of the z-axis and z-axis. The angular variables
are then defined following Ref. as : i) 6, — the polar angle between the z-axis and the

direction in which the proton is emitted from the Al decays; ii) ¢, — the azimuthal angle of
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Figure 7.10: Pictorial representation of the angular variables sensitive to AT polarisation, taken from
Ref. [110].

the direction of the AT proton, defined in the plane normal to the z-axis and relative to the A}
direction in the lab frame; iii) ¢x, — the angle between the plane defined by the directions of
the kaon and the pion emitted in the A} decay and the plane formed by the proton momentum

and the z-axis. A representation of the angles can be seen in Figure [7.10]

It can be seen from Figure [7.11], that the sWeighted data and MC distribution for the
three angles are in good agreement, hence we do not assign any systematic uncertainty due to
this.

b baryon polarisation

There could also be systematics due to potential polarisation of the =,” and {2,” baryons. However,
no studies so far have measured such effects for =~ and §2,". Thus, we expect them to be small

as observed for Ag baryons [54}/111] and do not assign any associated systematic uncertainty.

7.2.7 Square Dalitz plot binning

The variation of the efficiency is studied with respect to the Dalitz plot map. This assumes that
the efficiency within each bin of the map does not vary significantly. This is tested by changing
the binning of the Dalitz plot map. The baseline efficiency maps are considered to be the finest
possible binning of the Dalitz plot. The alternative binning is chosen coarser than the baseline as
is summarised in Table The branching fraction is re-evaluated using the alternative binning.
The shift in the result is assigned as the systematic uncertainty. Any effect due to this would be
common between runs. Thus, this is considered as a completely correlated source of systematic

uncertainty.
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Figure 7.11: Distribution of the A} angular variables for s Weighted B~ — A}pn~ data compared to the
rrrrrr ponding MC sample for (left) Run I and (right) Run II.

Table 7.2: Square Dalitz plot binning schemes for baseline and alternative efficiency maps. The quantities
given correspond to the numbers of bins in both axes of the square Dalitz plots.

Year Baseline # bins Alternative # bins
2011 15 10
2012 20 10
2015 15 10
2016 20 10
2017 20 10
2018 20 10
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7.2.8 PID

As mentioned in Section the PID variables are corrected using PIDcorr package. These
corrected variable are used to compute reliable efficiencies. Any assumptions in the technique

would contribute to potential systematic uncertainty as described below.

e Source 1 - Finite statistics of calibration samples : The calibration samples used to correct
the PID variables have finite statistics. The PIDcorr package provides an alternative
template to correct the PID variables. The efficiency maps are computed again and
the branching fractions are re-evaluated with the changes in the results assigned as the

systematic uncertainties.

e Source 2 - Parameterisation procedure : The distribution of the PID variables in the
control samples are parameterised using a kernel density estimation (KDE) procedure.
The uncertainty due this procedure is accounted for by changing the width of the kernel
compared to the standard procedure. An alternative template provides a different kernel
width to parameterise the samples. Again the efficiency maps are computed again and
the branching fraction is re-evaluated and the changes in the results are assigned as the

systematic uncertainties.

e Source 3 - Disagreement between data and MC is seen in variables that characterise the
detector occupancy, for example nTracks. The PID performance depends on the detector
occupancy. This implies that the PIDcorr technique may not fully correct for data-MC
differences, giving rise to systematic uncertainties. The impact is estimated by scaling the
nTracks distribution by the ratio of the mean of nTracks from sWeighted data and MC as
also shown in Table The PIDcorr procedure is performed again and the new efficiency
maps are generated. The corresponding shifts in the branching fraction results with respect

to the baseline values are assigned as the systematic uncertainties.

The combined systematic uncertainty due to the use of PIDcorr is determined as the sum
in quadrature of the systematic uncertainties from the three sources. The largest systematic
uncertainty among the three sources is due to the parametrisation of the control samples. Any
effect due to this is expected to be common in both runs. Hence, this is considered as completely

correlated source of systematic uncertainty.

7.2.9 Tracking efficiency correction

Another systematic arises due to the tracking procedure. The track reconstruction efficiency
needs to be corrected in MC. This is done using official LHCb correction maps [112]. These

corrections are provided in bins of kinematics, in particular pr and 7 as shown in Figure [7.12]
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Table 7.3: Mean of the distribution of nTracks in MC in Run I and Run II, with values from sWeighted
data also provided for channels with reasonably large and significant signal yields.

Run I Run II

Ratio Data MC Ratio Data MC
B™ — /ljfnr* 1.09 1404 1289 1.14 145.0 127.5
B~ — ATpK~ 1.04 132.0 1275 1.10 1404 1274
Eb_ — AjK*K* 1134 114.9
=, = AYK 7w~ 1.18 135.7 114.8 1.28 147.0 115.1
Eb_ — /12‘71’_71‘_ 115.8 115.6
02y — AYK K~ 111.1 112.8
_Q; — AjK_ﬂ_ 111.6 113.3
2 — Afn—m~ 111.5 113.4

The efficiency is recomputed using these corrections by combining them for all the final state
particles. The corresponding shift in the branching fraction with respect to the baseline value is
adopted as the systematic uncertainty. These corrections are independent between different runs.
Thus this source of systematic uncertainty is considered to be completely correlated between
Run I and Run II.

7.2.10 LOHadron corrections

The efficiency of the LOHadron trigger is difficult to estimate from the simulation as it depends on
the ageing of the calorimeter and detector occupancy. Thus a correction to the efficiency is needed
from data calibration samples. The standard efficiency tables [113] for data are determined
from calibration samples for each type of final state particle and for each data-taking year and
polarity. These tables are obtained as a function of the transverse energy Etr. The efficiency
from the data is obtained as a function of the square Dalitz plot. Similar distributions are
obtained from the MC samples by selecting the events satisfying LOGlobal _TIS&&LOHadron TOS
and normalising to the events that satisfy LOGlobal _TIS. The data and MC histograms that are
obtained are divided to get a data/MC correction histogram for each of the decay samples under
consideration. The correction histograms for the B~ — Afpn~ and E, — AT K~ m~ samples are
shown in Figure and Figure respectively. These data/MC corrections are applied only to
those events that satisfy the LOHadron TOS requirement. Thus the efficiency maps for the events
satisfying LOHadron_T0OS and LOGlobal TIS&&!LOHadron TOS are computed separately. Thus
the total efficiency will be divided into the sum of the two histograms as €' = efgf + ik o 11os-
The data/MC correction is applied to the €2k term. The two terms are then combined by taking
into account the amounts of LOHadron_TOS and LOGlobal_TIS&&!LOHadron_TOS in data, as

16 fist e

tot _ tot TIS&&!TOS _tot

€c OTT = i €ros + FMC €TIS&&!TOS > (7.1)
TOS TIS&&!T0S
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Figure 7.12: Tracking efficiency correction maps for different years.

where, f terms are the fractions of the given category in data and MC and are obtained from

the B~ — AXpr~ sample, since it has the largest yield.

The new efficiency maps are evaluated and the changes are propagated to get the new

branching fraction. The shift in the result is taken as the associated systematic uncertainty.

7.3 Summary of systematic uncertainty

The summary of the absolute systematic uncertainty for the different measurements of branching
fractions, production rates and production asymmetry that have been performed in this thesis
is given in Tables [7.4] to The statistical uncertainties are also provided in the tables for
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Figure 7.13: LOHadron trigger efficiency data-MC correction maps for B~ — Afprn~ decays.
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Figure 7.14: LOHadron trigger efficiency data-MC correction maps for =, — AF K~ 7~ decays.

comparison. The total systematic uncertainty is the sum in quadrature of the different sources of
systematics. The correlated systematic uncertainties are : i) Fit model, ii) Multiple candidates,
iii) A veto, iv) ;7 — AF K~ n~ misID model, v) Unknown PHSP distributions, vi) Data-MC
mismatch, vii) Production kinematics, viii) Data-MC material mismatch, ix) A7 model, x) Square
Dalitz plot binning, xi) PID resampling, xii) LOHadron. Those that are completely uncorrelated
are: 1) Fixed parameters, ii) Fit bias, iii) Finite MC statistics, iv) Tracking correction.
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Table 7.4: Absolute systematic uncertainties for the Run I ratios of branching fractions and production

rates: [1]

[5]

B(B~ - AYpK™) 2] I B(E, 2ATK KT 3] J=- B(5, o ATK ] Jaor B(2, 2 ATKTK")
B(B-—ATpr—)’ fe— B(B-—Atpr—) fe-  B(B~—Alpr—) fe— B(B-—Alpr—)
B(Z, 2 AT K~ K™)
B(Z, »ATK-n-)"
1] 2] 3] [4] [5]
Fit model 0.0001  0.0002 0.0032 0.0003 0.0008
Fixed parameters 0.0004 0.0001 0.0014 0.0001 0.0014
Fit bias 0.0005 0.0005 0.0013 0.0005 0.0049
Multiple candidates 0.0001  0.0001 0.0011 0.0000 0.0009
AY veto 0.0000 0.0001 0.0003 0.0000 0.0003
=, — AFK~7~ misID model 0.0000 0.0000 0.0001 0.0000 0.0000
Finite MC statistics 0.0010  0.0007 0.0022 0.0004 0.0061
Unknown PHSP distributions 0.0000 0.0000 0.0000 0.0000 0.0000
Data-MC mismatch 0.0002 0.0006 0.0018 0.0001 0.0066
Production kinematics 0.0000 0.0021 0.0280 0.0008 0.0004
Data-MC material mismatch ~ 0.0001 0.0001 0.0011 0.0001 0.0002
AT model 0.0014 0.0002 0.0014 0.0005 0.0028
Square Dalitz plot binning ~ 0.0003 0.0001 0.0005 0.0001 0.0016
PID resampling 0.0003 0.0002 0.0021 0.0001 0.0025
Tracking correction 0.0004 0.0001 0.0001 0.0000 0.0011
LOHadron 0.0009  0.0000 0.0020 0.0000 0.0018
Subtotal (uncorrelated) 0.0019 0.0009 0.0032 0.0008 0.0085
Subtotal (correlated) 0.0011 0.0022 0.0284 0.0009 0.0076
Total (relative) 0.0527 0.4921 0.4776 0.3685 0.1408
Total systematic (absolute) ~ 0.0021 0.0024 0.0286 0.0012 0.0114
Total statistical (absolute) 0.0055 0.0037 0.0116 0.0023 0.0337
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Table 7.5: Absolute systematic uncertainties for the Run I ratios of branching fractions and production
Tor  B(Qy—Atnx)

rates: [6]

[10]

fsb’ . B(E;—)Ajﬂ'iﬂ'i)

for  B(Qy—AtK 77)

B(Z, »Afn"n7)

fs— B(B-—AIpn—)’ [7] fs—  B(B-——Alpr—) [8] fs— B(B——alpr—) "’ [9] B(=, AL K—7-
B(2, »AYK 77) B(92, wAfz =)
B(2, »ATK-K~)’ [11] B(2, »AfK-K~)"
(6] [7] 8] [9] [to] 1]

Fit model 0.0016 0.0010 0.0027 0.0108 0.1827 0.5278
Fixed parameters 0.0001  0.0000 0.0000 0.0018 0.0095 0.0069
Fit bias 0.0002 0.0002 0.0002 0.0024 0.0502 0.0363
Multiple candidates 0.0005 0.0005 0.0000 0.0045 0.0926 0.0085
AY veto 0.0043 0.0000 0.0001 0.038 0.0012 0.0126
=, — AFK~7~ misID model 0.0001 0.0000 0.0000 0.0010 0.0013 0.0025
Finite MC statistics 0.0001  0.0000 0.0000 0.0017 0.0251 0.0159
Unknown PHSP distributions 0.0022 0.0005 0.0003 0.0196 0.1005 0.0528
Data-MC mismatch 0.0006 0.0001 0.0001 0.0033 0.0078 0.0048
Production kinematics 0.0022 0.0004 0.0002 0.0062 0.0250 0.0107
Data-MC material mismatch ~ 0.0001 0.0000 0.0000 0.0002 0.0009 0.0011
AT model 0.0002 0.0000 0.0000 0.0030 0.0300 0.0178
Square Dalitz plot binning 0.0003 0.0001 0.0000 0.0021 0.0178 0.0104
PID resampling 0.0005 0.0001 0.0001 0.0024 0.0104 0.0093
Tracking correction 0.0000  0.0000 0.0000 0.0003 0.0008 0.0002
LOHadron 0.0003  0.0000 0.0000 0.0010 0.0089 0.0052
Subtotal (uncorrelated) 0.0004 0.0002 0.0002 0.0046 0.0643 0.0440
Subtotal (correlated) 0.0056 0.0013 0.0027 0.0455 0.2308 0.5310
Total (relative) 0.8762 1.1606 3.6498 0.4241 0.6606 2.2621
Total systematic (absolute)  0.0057 0.0013 0.0027 0.0457 0.2396 0.5328
Total statistical (absolute) 0.0054 0.0021 0.0029 0.0491 0.4348 0.5670
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Table 7.6: Absolute systematic uncertainties for the Run II ratios of branching fractions and production

rates: [1]

[5]

B(B~—ATpK™) Jer B(E;»AfK K7) fer B(E5;—AtK ) Tor  B(92y »ATK~K™)
Bo ) A5 s oame ) B R s o W s sy
B(Z2, »ATK~K™)
B(Z, wATK-—n—)"
[ 2] 3] [4] [5]
Fit model 0.0001  0.0000 0.0023 0.0001 0.0013
Fixed parameters 0.0002  0.0000 0.0006 0.0000 0.0004
Fit bias 0.0002 0.0001 0.0003 0.0001 0.0016
Multiple candidates 0.0001  0.0001 0.0001 0.0001 0.0009
AY veto 0.0000  0.0000 0.0001 0.0000 0.0002
=, — AFK~7~ misID model 0.0000 0.0000 0.0000 0.0000 0.0001
Finite MC statistics 0.0005 0.0001 0.0009 0.0001 0.0016
Unknown PHSP distributions 0.0000 0.0000 0.0000 0.0000 0.0000
Data-MC mismatch 0.0005 0.0000 0.0029 0.0002 0.0019
Production kinematics 0.0002 0.0001 0.0043 0.0001 0.0009
Data-MC material mismatch ~ 0.0001 0.0000 0.0007 0.0000 0.0001
AT model 0.0003 0.0001 0.0014 0.0002 0.0019
Square Dalitz plot binning 0.0001 0.0002 0.0002 0.0002 0.0024
PID resampling 0.0001  0.0001 0.0004 0.0001 0.0012
Tracking correction 0.0000 0.0000 0.0002 0.0000 0.0005
LOHadron 0.0009  0.0000 0.0014 0.0000 0.0010
Subtotal (uncorrelated) 0.0006 0.0002 0.0018 0.0002 0.0030
Subtotal (correlated) 0.0011  0.0003 0.0059 0.0004 0.0038
Total (relative) 0.0318 0.1308 0.1027 0.1533 0.1195
Total systematic (absolute)  0.0013 0.0003 0.0062 0.0004 0.0049
Total statistical (absolute) 0.0025 0.0009 0.0041 0.0009 0.0116
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Table 7.7: Absolute systematic uncertainties for the Run II ratios of branching fractions and production

- = - _ - - - _ - FE— = [
rtes 6] 7 - G 0 SRS W R RS 0 e
_ oA oo
100 gk 1) A )
(6] [7] [8] [9] [10] [11]

Fit model 0.0008 0.0003 0.0005 0.0093 0.0657 0.1476
Fixed parameters 0.0000 0.0000 0.0000 0.0003 0.0029 0.0023
Fit bias 0.0001 0.0001 0.0001 0.0017 0.0173 0.0153
Multiple candidates 0.0001  0.0000 0.0000 0.0010 0.0046 0.0027
/12 veto 0.0011 0.0002 0.0001 0.0138 0.0480 0.0142
= — AT K~ 7~ misID model 0.0001 0.0000 0.0000 0.0008 0.0000 0.0007
Finite MC statistics 0.0000 0.0000 0.0000 0.0002 0.0054 0.0027
Unknown PHSP distributions 0.0003 0.0001 0.0001 0.0040 0.0379 0.0168
Data-MC mismatch 0.0000 0.0000 0.0000 0.0005 0.0076 0.0030
Production kinematics 0.0001 0.0000 0.0000 0.0002 0.0051 0.0026
Data-MC material mismatch  0.0000 0.0000 0.0000 0.0000 0.0004 0.0004
A} model 0.0001 0.0000 0.0000 0.0006 0.0099 0.0106
Square Dalitz plot binning 0.0000 0.0000 0.0000 0.0000 0.0072 0.0065
PID resampling 0.0000 0.0000 0.0000 0.0003 0.0027 0.0014
Tracking correction 0.0000 0.0000 0.0000 0.0003 0.0006 0.0015
LOHadron 0.0000 0.0000 0.0000 0.0002 0.0040 0.0018
Subtotal (uncorrelated) 0.0002 0.0001 0.0001 0.0019 0.0209 0.0190
Subtotal (correlated) 0.0014 0.0003 0.0005 0.0172 0.0908 0.1495
Total (relative) 1.1097 0.6899 2.0532 0.8459 0.5216 1.6217

Total systematic (absolute)  0.0014 0.0004 0.0005 0.0173 0.0932 0.1507
Total statistical (absolute)  0.0010 0.0005 0.0004 0.0135 0.1267 0.1182
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Table 7.8: Absolute systematic uncertainties for the Run I production asymmetry of B~ meson as well as
Z, baryons for MagUp, MagDown and average over polarities: The total systematic uncertainty is the
sum in quadrature of the contributions from different sources.

B~ meson =, baryon

MagUp MagDown MagAvg MagUp MagDown MagAvg
Fit model 0.0329 0.0148 0.0085  0.0209 0.0043 0.0084
Fixed parameters 0.0011 0.0012 0.0001 0.0008 0.0034 0.0019
Multiple candidates 0.0007 0.0001 0.0003  0.0139 0.0008 0.0072
AY veto 0.0000 0.0000 0.0000  0.0079 0.0019 0.0028
Z, — AT K7~ misID model  0.0000 0.0000 0.0000  0.0117 0.0012 0.0046
Finite MC statistics 0.0135 0.0114 0.0087  0.0255 0.0254 0.0183
Data-MC mismatch 0.0026 0.0036 0.0031 0.0023 0.0255 0.0127
Production kinematics 0.0012 0.0001 0.0006  0.0029 0.0108 0.0068
Data-MC material mismatch  0.0043 0.0043 0.0043 0.0043 0.0042 0.0042
AF model 0.0121 0.0169 0.0145  0.0004 0.0049 0.0009
Square Dalitz plot binning 0.0047 0.0094 0.0026  0.0051 0.0066 0.0055
PID resampling 0.0007 0.0024 0.0011 0.0109 0.0070 0.0069
Tracking correction 0.0010 0.0003 0.0003 0.0177 0.0041 0.0084
LOHadron 0.0004 0.0008 0.0006  0.0047 0.0027 0.0038

Total systematic (absolute) 0.0382 0.0276 0.0199  0.0447 0.0401 0.0296
Total statistical (absolute) 0.0347 0.0328 0.0239  0.1333 0.1465 0.1007

Table 7.9: Absolute systematic uncertainties for the Run II production asymmetry of B~ meson as well
as =, baryons for MagUp, MagDown and average over polarities: The total systematic uncertainty is the
sum in quadrature of the contributions from different sources.

B~ meson =, baryon

MagUp MagDown MagAvg MagUp MagDown MagAvg
Fit model 0.0019 0.0021 0.0001 0.0163 0.0076 0.0112
Fixed parameters 0.0002 0.0001 0.0001 0.0003 0.0010 0.0007
Multiple candidates 0.0002 0.0003 0.0002  0.0001 0.0027 0.0014
AY veto 0.0000 0.0000 0.0000  0.0069 0.0005 0.0035
Z, — AT K7~ misID model  0.0000 0.0000 0.0000  0.0067 0.0008 0.0036
Finite MC statistics 0.0074 0.0081 0.0056  0.0145 0.0126 0.0098
Data-MC mismatch 0.0031 0.0018 0.0024  0.0019 0.0090 0.0056
Production kinematics 0.0003 0.0007 0.0002  0.0010 0.0058 0.0037
Data-MC material mismatch  0.0043 0.0043 0.0043 0.0042 0.0042 0.0042
AF model 0.0068 0.0020 0.0044  0.0150 0.0024 0.0061
Square Dalitz plot binning 0.0035 0.0004 0.0020  0.0128 0.0001 0.0062
PID resampling 0.0021 0.0015 0.0008  0.0020 0.0022 0.0017
Tracking correction 0.0002 0.0003 0.0002 0.0032 0.0003 0.0015
LOHadron 0.0004 0.0007 0.0005  0.0052 0.0023 0.0038

Total systematic (absolute) 0.0122 0.0100 0.0089  0.0320 0.0194 0.0201
Total statistical (absolute) 0.0167 0.0167 0.0118  0.0733 0.0716 0.0516
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Chapter 8

Results

8.1 Measurement strategy

8.1.1 Computing the yields

The true yield of a signal channel can be computed by dividing the measured yield from the fit
(Ng¢) by the efficiency. However, the dynamics of a three-body decay govern its phase space
distribution. It can be seen from the efficiency maps obtained in Chapter [6] that the efficiency
is not constant across the phase space. This variation needs to be taken into account in the
calculation of the true yield. Thus, the efficiency maps are used to correct for this effect. This
is done using signal weights for every event to subtract the contributions from the background.
Thus the background-subtracted efficiency-corrected yield can be given as

N

N = Nfitje = 372 (8.1)

=1
where N is the total number of candidates for a given decay channel, and w; and ¢; are the signal
weight and efficiency of the event i and € is the average efficiency obtained from the MC. The

statistical uncertainty on this quantity is given by [102]

However, since the sweights are calculated from a separate fit where only the PDF yields are
free parameters unlike baseline fit, it is necessary for the statistical uncertainty to be corrected

by finding the difference between the nominal fit and the yields-only fit as

ohape () — \/Uﬁt( N)2 — gviclds—only ()2 (8.3)
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where ofit(N) and o¥°l4—onY(N) are the uncertainties on the nominal fit and yields-only fit

respectively. The corrected statistical uncertainty on Equation ({8.2) is

Ncorr

g (N = \/U(Ncorr)2 +( O-Shi%lpe(]\[))2 (8.4)

For channels where significant signal is not observed, we cannot determine the phase space
distribution in order to perform the candidate-by-candidate efficiency correction. In this case the
corrected yield is obtained as the ratio of the fit yields and the average efficiency from the MC.

The average efficiency is the mean of the square Dalitz plot map.

8.1.2 Determination of branching fractions

The relative production rate of two channels A and B can simply be obtained by taking the ratio
of the background subtracted and efficiency corrected yields of the two channels as
faBa _ N§™

44 = 8.5
fsBs ~ Ng© (5

Where, f is the fragmentation fraction of the parent particle, B is the branching fraction and N
is the yield, all with the relevant channel A and B indicated in the subscript. The statistical

uncertainty on this quantity is given by

2 2
o  faBa [ONn,  ONg ON, ONg
== -2 8.6

where pap is the correlation between the two fitted yields. The last term is negligible in our
calculation. Using these formulations the measurements can be obtained separately for Run I and
Run II, since we compute the sWeights and efficiencies independently for both runs. Additionally,
with proper consideration of correlations affecting systematic uncertainties, the results can be

combined to provide a single measurement as discussed next.

8.1.3 Combining branching fractions for Run I and Run II

Since the production rate can vary with the centre-of-mass energy of the pp collision, we combine

the relative branching fractions of the decays with same parent particle following Equation ({.5]).

The combination can be done using the following equation that minimise the x?2,

Brun 1 Brun 11
B3 + oB2 1

Run I Run IT :
Beomp = —2 R with  0Beomb = - - (8.7)
58121un I 6612’{un II \/5812:“‘“ 1 + 68]23{un 11
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where Bomp is the combined branching fraction and can be written as a linear combination of
Brun 1 and Brun 11 a8
Bcomb - FBRun 1+ (]- - F) BRun 11, (88)

where F' is a function of the uncertainties dBrun 1 and dBrun 11-

Correlations of the systematic uncertainties needs to be taken into account in this
combination. We thus separate the systematic uncertainties into those that are completely
uncorrelated (i.e. 0% correlation) and those that are completely correlated (i.e. 100% correlation),
as done in Chapter [7] The central value of Beomp is computed including only the former sources.
The total uncorrelated uncertainty of the branching fraction for each Run I and Run II can

— 2 uncorr 2 uncorr
= \/ Osiat T Osyst -, where the values of ogar and o™ are

be given by, (0BRun LII) ypeors

mentioned in Table [.4HT. 7
Thus, using Equation (8.7) and Equation (8.8)), the value F' can be determined. Further-

more, the statistical and uncorrelated systematic uncertainties on the combined value can then

be obtained with simple error propagation, as

(5Bcomb)stat = \/F2 (5BRun I)stat + (1 - F)2 (68Run H)stat . (8'9)

(5BC0mb)uncorr = \/F2 (5BRHH I)ancorr + (1 - F)2 (581:{111’1 H)ﬁncorr : (810)

The correlated systematic uncertainties can also be obtained with simple error propagation,

adding linearly rather than in quadrature,

(5Bcomb)corr =F (5BRun I)corr + (1 - F) (58Run H)corr ’ (811)
where (6B).,, = 0gyst same as the correlated systematic uncertainty.

8.1.4 Determination of production asymmetry

The production asymmetry of a particle is given in terms of the production cross-section of the
particle as

o(pp — Xp) — a(pp — Xb)
o(pp — Xp) + o(pp — Xb)

Aprod (pp = Xp) = (8.12)

It is defined between the particle and its antiparticle (B~ — BT, = - ?2‘, 02, — ﬁ;‘) However,
what we measure is the asymmetry of the true yields between the decay of the particle and its

antiparticle which is given by

Ncorr(Xb N Y) _ Ncorr(Xb - Y) Zzlzyl Wi _ 2272/1 %

A X, 5 Y) = _ - = i = : 8.13
mees (X0 2 Y) = N (X, S v) TN (X, 7)o g 1Y)
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The production asymmetry can, in general, be related to the measured asymmetry as
A meas (Xb — Y) = Acp (Xb — Y) + Aprod (Xb — Y) + Aget (Xb — Y) . (8.14)

where Aget is the detection asymmetry between the particle and antiparticle decays. However, in
our case the detection asymmetry is taken into account while computing the true yield, if the
efficiency maps used to calculate them are computed separately for charge conjugate decays and
is taken into account while calculating the measured asymmetry from Equation (8.13[). This
explains that including the Aqe¢ in Equation is not necessary, assuming that the MC-based
estimates of efficiency accurately describes the detection asymmetry. The imperfection in the
estimate would be a source of systematic. Furthermore, there is only one Feynman diagram
contributing to the =, — AT K~ 7~ and B~ — A pr~ decays, which are mediated exclusively
by b — ¢ quark-level transitions. Thus, no CP violation is expected from these decays, and
therefore Acp = 0. Ultimately, with this approach the production asymmetry is the same as the

measured asymmetry Aprod = Ameas-

8.2 Observation of new channels

To claim an evidence for or observation for a decay channel we need to compute the significance
of the signal. This is done by obtaining likelihood scans, preferably with respect to the branching
fractions or production rate ratios. This would facilitate combination of the likelihood scans for
Run I and Run II in order to obtain a combined significance. The likelihood function from the fit,
which includes statistical uncertainty only, is convoluted with a Gaussian of width equal to the
total systematic uncertainty. Doing so leads to an underestimate of the combined significance as
only the uncertainties related to fits should be included. Nonetheless, the effect is small and we
only need to know if the significance is > 30 or > 50. To compute the significance with respect
to branching fraction, we consider the B~ — Afpn~ channel as the denominator mode which
is fitted independently to the channel in question. This minimises the contribution from the
denominator mode to the significance. The likelihood scans for Run I and Run II are shown
in Figure [8.1] The combined scans are shown in Figure [8.2l These plots show the negative
log-likelihood functions. From the mass fits, it can be seen that the channels B~ — AfpK~
and =, — Al K~ 7~ have signals with significance > 150. Thus, further quantification of the
significance of these channels is considered to be unnecessary. The significances accounting for
systematic uncertainties, for all the other channels showing peaks in the mass fits are given
in Table 8.1} Thus the channels that are newly observed at LHCb are.

e B~ = ATpK~ > 150
= — AYK—7n~ > 150
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o = — ATK~K~ > b0

¢ Oy - MK K~ >50

Table 8.1: Significances of different b-baryon decay modes obtained from the ratio of their fragmentation
and branching fractions with respect to B~ — Atpn~.

Decay RunI Run II Combined
Statistical uncertainties only
E - ATK K~ 3.6 5.5 6.3
Q27 > ATK K~ 4.2 7.9 8.8
Including systematic uncertainties
E - ATK K~ 3.5 5.2 5.9
Q2 - AFK K~ 3.6 6.9 7.5
Profile likelihood Profile likelihood

3 —— Stat Sig = 3.636839 “ —— Stat Sig = 5.517528
—— Syst Sig = 3.454701 125 —— Syst Sig = 5.233259

LN w s 0 e N ® o
AR RN AR RN RN RARR A AR RN RRRN)

f‘) — ‘00‘05‘ : ‘0.01 — ‘0.0‘15‘ - 7‘ ‘0.0‘2 N 00‘25‘ e ‘0‘.0‘0‘1‘ ‘O‘D‘Ué‘ ‘0003‘ ‘0.004 ‘0‘.0‘01’.‘ ‘p‘.(?‘O‘E “‘9‘0‘0‘7‘ ‘0‘0‘0‘8‘
5, - ACKKIB ~ A, B0 I, - AJKKIB ~ Al P10
Profile likelihood Profile likelihood
= | 30
—— Stat Sig = 4.174880 B —— Stat Sig = 7.942607
—— Syst Sig = 3.554895 e —— Syst Sig = 6.863858

LN @ s 0 o N » o
T T T[T [T LT TIT T

Eeivtin -l o R AN AU A Covv ey 1 - |
0002 0004 0006 0008 001 0012 0014 0016 0018 002 0001 0.002 0.003 0.004 0,005 0.006
Q, - ALK KB =~ A, P10 Q, - ALK KB = A P10

Figure 8.1: Negative log-likelihood curves as a function of the ratio of fragmentation and branching
fractions of (top to bottom) =, — ATK~K~, £, — A K~ K~ with respect to the B~ — Afpn~
control channel, for (left) Run I and (right) Run II. Curves are shown with (red) statistical only and
(blue) including also systematic uncertainties.

8.3 Relative branching fractions and production rate

The background-subtracted and efficiency-corrected yields (N™) of different channels are
computed and are quoted in Table The table also quotes the yields obtained from the

simultaneous fits of the channels and the average efficiencies computed directly from the MC
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—— Stat Sig = 6.341357

Syst Sig = 5.971781

| | T | | |
0 0001 0002 0003 0004 0005 0006 , 0007
Z, - ALKKIB

Figure 8.2: Negative log-likelihood curves
fractions of (left to right) =, — ATK~ K~

for different runs. We also quote the yields from Nt / ¢SPP the comparison of which with the

— Stat Sig = 8.846790

—— Syst Sig = 7.482329

I I
0.002 0.003

0.004
Q- A

|
0.006

CKKIB = A Bt

as a function of the ratio of fragmentation and branching

, 2y — AY K~ K~ with respect to the B~ — Afpr~ control
channel, for Run I and Run IT combined, shown with (red) statistical only and (blue) including also
systematic uncertainties.

(N) gives an idea of the impact of the candidate-by-candidate efficiency correction.

Table 8.2: Fitted yields, Nfi* and corrected yields, N as defined in Equation 1D for the signal and
control channels. The efficiencies obtained directly from the MC samples generated with flat square

Dalitz-plot models, € are also shown. Uncertainties are statistical only.

SDP

Decay Nft(103) SPP(1074) Neor(100) Nt /eSPP(106)

Run I
B~ — AFpK~ 0.066 £0.009 2.81740.002  0.266+£0.036  0.23440.031
B~ — Afpn~ 2.020+£0.046 3.60940.003  6.593+£0.159  5.59740.128
E, > ATKTK~  0.009£0.004 1.970+£0.002  0.052+£0.023  0.046 +0.018
Ey, > AFK 7~ 0.137+£0.014 2.22940.002  0.745+0.074  0.615=0.063
Ey o Afrn 0.023+0.011 3.493+0.002  0.081+0.037  0.065=+0.032
Q7 - ATK-K~  0.007£0.003 2.11940.003  0.034+0.015  0.032£0.013
Q7 = ATK-7~  0.003+0.003 2.438+£0.003  0.0284+0.020  0.013+0.014
Q= Afrn 0.003+0.006 3.74040.004 —0.000+£0.019  0.007 4+ 0.017

Run II
B~ — AFpK~ 0.289+0.018 5.58540.002  0.575+0.036  0.51740.033
B~ — Afpn~ 8.406 £0.095 6.81740.003  14.54+0.172  12.3340.139
Ey > ATKTK~  0.019£0.005 4.459+0.002  0.046+£0.013  0.043+0.012
Ey > AFK 7~ 0471+£0.024 4.9874£0.003  1.109+0.058  0.945-0.048
E o Afrn 0.014+0.009 6.2154+0.003  0.025+0.018  0.022+0.015
Q7 - ATK-K~  0.023+£0.005 4.7164+0.003  0.054+0.013  0.048£0.011
Q7 = ATK~7n~  0.005+0.003 5.28440.003  0.0124+0.008  0.009 + 0.007
Q7 — Afr~n~  —0.003£0.004 6.545+0.004 —0.012+£0.007 —0.0050.006
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Using the background-subtracted and efficiency-corrected yields, we quote the results of
the relative production rates, which are the ratios of the fragmentation fractions of the parent
particles times the corresponding branching fractions as described in Section The mode
B~ — Afpr~ is used as the normalisation mode. Therefore, we compute the production rates of
all the other decay modes with respect to B~ — AXpr~ mode. Further, since we also observed
the decay =, — AFK n~ significantly, the production rates of all the =,~ decay modes are
computed with respect with to =, — AF K~ 7. Similarly, observation of 2, — AF K~ K~
above 50 motivates the measurements of production rates of the {2, decay modes with respect
to 2, — ATK~ K. In cases where the numerator and the denominator have the same parent
particle, the relative production rate is equivalent to the branching fraction ratio, since the
fragmentation fractions for both the numerator and denominator modes are the same. The
results are computed separately for Run I and Run II and are quoted in Table along with the

statistical as well as systematic uncertainties.

The results for Run I and Run II are also combined following the procedure described
in Section Since the ratios of the fragmentation fractions and hence the production rates
can vary between runs unlike the branching fractions, we combine the results of the branching

fractions and obtain,

Table 8.3: Ratios of branching fractions and productions rates, with statistical and systematic uncertainties,
separately for Run I and Run II.

Run I Run II
0.0404 £ 0.0056 £ 0.0021 0.0395 +0.0025 £ 0.0013

B(B~—AIpK™)
B(B——A&pr—)

Tey B(5,5AfK-K-)
= B(B-—Alpr—)
fs; _ B(EI:*)A‘J{K_TI'_)
= B(B-—Alpr—)

fEI: B(E;%Aéﬁr—ﬂ’_)

0.0085 £ 0.0037 £+ 0.0024 0.0032 £ 0.0009 £ 0.0003

0.11294£0.0121 + 0.0286 0.0763 4+ 0.0041 £ 0.0062

0.0110 £ 0.0054 £ 0.0057 0.0015£0.0010 £ 0.0014

Ts—  B(B~—aZpn-)
fo— — At - e—
f&-g(”b DATKTK ) ) 0053 40.0023 4+ 0.0012  0.0037 4 0.0009 + 0.0004
B— B(B — Al pr )

Tor  B(Qy —ATK=7~)
fe—  B(B-—Alpr)
f.Q; B(Qb_%/li'ﬂ”_w_)
fe— B(B-—Alpr)
B(5, »ASK~K™)

0.0020 £ 0.0021 £ 0.00013 0.0006 £ 0.0005 £ 0.0004

0.0013 +£0.0029 £ 0.0027  —0.0003 £ 0.0004 £ 0.0005

BT 0.075+ 0.034 + 0.011 0.041+ 0.012 + 0.005
= Trw

5(2 A ) 0.097+ 0.049 + 0.046 0.019+ 0.013 + 0.017

(:b —ATK—7 )

B(02, »AFK—77)

B 1) 038+ 043 + 0.24 0.17+ 0.13 + 0.09
- +7r*7r’

B(2, 2 Adn ) 024+ 057 + 0.53 _0.084+ 012 + 0.15

B(£2, 2 ASK-K-)
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B(B~ — ATpK~
B (B — /lérpw

0.0397 £ 0.0023 (stat) £ 0.0012 (syst) ,
0.045 + 0.011 (stat) £ 0.005 (syst) ,
0.025 £ 0.013 (stat) £ 0.019 (syst) ,
0.19 + 0.12 (stat) 4= 0.10 (syst) ,

—0.07 £ 0.12 (stat) £ 0.16 (syst) .

For the modes where we did not observe significant yields, upper limits are placed on the
branching fractions. This is done by obtaining combined likelihood scans for Run I and Run II

with respect to branching fractions £(BF) and quoting the values at 90% and 95% confidence

level.

branching fraction as

The likelihoods are shown in Figure

This is done by integrating the likelihood in the physical region of the non-negative

B.Fgo(gg,) inf
/ L(BF) dBF = 0.90(0.95) / C(BF) dBF. (8.15)
0 0

The evaluated upper limits are

fa-

b

B(Z, — Afn—7")

fo-

B (B‘ — Ajﬁﬂ_)

for B2y » AFK n7)

fB-

B (B_ — Aé'f)ﬂ'_)

fg; B2, — Afn—7n)

fo-

B(B_ — AZ‘T)W‘)
B(Eb_ — Afn~m

B(Q — ATK ™7

)
B(_b — AFK—7— )
)
)

B2, - ATK-K-
B(2, — Afr—7n)

B(2, - AFK-K~)

<

0.0049 (0.0057) at 90% (95%) confidence level,
0.0019 (0.0022) at 90% (95%) confidence level,
0.0012 (0.0015) at 90% (95%) confidence level,
0.065 (0.074) at 90% (95%) confidence level ,
0.56 (0.64) at 90% (95%) confidence level,

0.37 (0.45) at 90% (95%) confidence level.
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Figure 8.3: Combined likelihoods with respect to branching fraction.
which are effectively luminosity weighted averages over Run I and Run II.

8.4 Differential production rate

The kinematic dependence of the production rates is also studied, in particular with respect to
the transverse momentum pr and pseudorapidity 1. We choose only three bins of n and pr as
also summarised in Table since the yield of =~ — ATK~m~ is modest. Separate efficiency
maps are computed in the different bins in order to calculate the corrected yields of the channels

and obtain the production rate in each bin.

8.4.1 Validation of method using the B meson channels

To validate the method to obtain the kinematics dependence we make use of the relative

production rates of the two meson modes B~ — AfpK~ and B~ — Alpr—. This is also
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Table 8.4: Summary of the pp and 7 binnings for kinematic studies.

Bin  pr bins [GeV] 7 bins

Bin 1 <10 2-2.8
Bin 2 10-15 2.8-34
Bin 3 > 15 > 3.4

equivalent to the relative branching fraction of the two modes since the fragmentation fractions

of the two meson modes are the same. This means there should be no kinematic dependence
¢ B-oALpK-

B-—Alpr—
in Figure [8:4 The uncertainties shown in these figures are statistical only.

for the branching fraction o , which is consistent with our measurement as shown

B -~ Al PKIB - Al pri B ~ Al PKIB - Al P

©0.06
—— Runl 3 — Runl
— Run2 0055 — Run2

o
S
L

RN AR ARAR AR RAARN LARRN LARRN AR
o
>
R

AR ARARRAR TR AN AR AR AR

P S S A I SRS B
0.02 5 10 15 20 25

30 25 3 35 4 15
p, [Gevic] n

Figure 8.4: Variation of relative branching fraction of the B meson modes with B transverse momentum
and pseudorapidity, separately for Run I and Run II, with statistical uncertainties only.

8.4.2 Differential production rate for b baryons

Since the only b baryon channel with a significant yield is the =" — AT K~m~ mode, we obtain
the kinematic dependence of its relative production rate with respect to B~ — Afpr~ as shown
in Figure These yields are computed in different kinematic bins using efficiencies computed
as a function of position in the square Dalitz plot for different bins. However, we use the same
sWeights as obtained from the baseline fit, which can be done since the B candidate mass is
uncorrelated with pr and 1. The uncertainties shown in the figures are statistical only. Since the
branching fraction is a constant quantity, any kinematic dependence would be due to variation
of the ratio of the fragmentation fractions of =" and B~. No strong dependence is observed. A
slight increase in the fragmentation ratios is seen for both pt and 7, but in both cases it is not
statistically significant. For comparison, the ratio f 20 / fpo has been observed to decrease with
pr, while remaining constant with n [46,114,|115]. More statistics would be needed to see if the

same trends are present in the fEb_ /fB--
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Figure 8.5: Variation of the ratio of fragmentation fractions times branching fractions of =, — AF K7~
and B~ — Afpr~ decays with B transverse momentum and pseudorapidity, separately for Run I and
Run II, with statistical uncertainties only.

8.5 Production asymmetry

Following the formalism in Section the production asymmetries for the parent particles
Z, and B~ have been computed using the decays =" — AF K7~ and B~ — Apr~ for which
significant signal was observed. The results are given in Table The production asymmetry
values for a particle appear to be consistent between the sub samples of different magnet polarities.
They appear to be consistent with zero for the B~ meson as expected. They also appear to be
consistent with zero for the =" baryon and with previous measurements of the =, production

asymmetry [25]

Table 8.5: B~ and =)  production asymmetries with statistical and systematic uncertainties determined
with the B~ — Apr~ control mode and =, — A} K~ 7~ respectively, separately for MagUp, MagDown
and the average of both polarities.

Decay Run I Run IT
B
Aprod (MagUp) 0.007 £0.035 £ 0.038 —0.010 £ 0.017 £ 0.012
Aproa (MagDown)  0.03540.0334+0.028  —0.018 £0.017 £ 0.010
Aprod (Average) 0.021 +0.024 £ 0.020  —0.014 £ 0.012 £ 0.009

—_——

=b
Aproda (MagUp) —0.179 £0.133 £0.045 —0.125£0.073 = 0.032
Aproda (MagDown)  —0.001 £ 0.147 +0.040 —0.075 £ 0.072 £ 0.019
Aprod (Average)  —0.098 +0.101 £0.030 —0.100 £ 0.052 £ 0.020

8.6 Kinematic dependence of production asymmetry

We compute the production asymmetry as described in Section using the corrected yields. In

this computation, we use separate efficiency maps for the charge conjugate decays. This takes
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into account the effects of detection asymmetry. The production asymmetry for both the B
meson and the =} baryon are also computed in the bins of kinematics as shown in Figure
and Figure respectively. The validation of the procedure is done by performing the studies
for the B meson mode, where the production asymmetry has previously been measured. The

results are found to be consistent with previous measurements [116,[117], as expected.

B - A PTRun1l B - Al PrtRun2
3 o.zE proy— 3 0-25 MagUp polarity
2015 ot oy 20.15F e v pouy
01— 01—
0.05= 0.05F
o — o0E N }
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0.1 0.1
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o S N o —
~0.05 S ~0.05F o
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_0_225\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ _0_22;\\\\\\\\\\\\\\\\\\\\\\\\\\\\\
n n

Figure 8.6: Variation of B~ production asymmetry with B transverse momentum (pr) and pseudorapidity
(n) determined with the B~ — AXpr~ control mode.

8.7 Dalitz plot distributions

We study the distribution of the Dalitz plot from the background-subtracted and candidate-by-
candidate efficiency-corrected yield for both the B meson modes and the =" — AF K~ 7~ mode.
This includes an inspection of the invariant mass distributions of the two-body combinations to
check for any resonances. However, full amplitude analysis to quantify the contributions from

different resonances is beyond scope of this analysis.
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Figure 8.7: Variation of =, production asymmetry with =, transverse momentum (pr) and pseudorapidity

(n) determined with =, — AF K~

8.7.1 B meson modes

Figure shows the three possible Dalitz plot projections of the B~ — Alpr~ and B~ —
AFPK ™~ modes. Resonances can be observed as bands in the Dalitz plot distribution. These can
be seen clearly in the two-body combinations of the invariant mass for both B~ — Afpr~ and
B~ — ATpK~ decays, as shown in Figure and Figure respectively. Thresholds observed
in some distributions can cause reflections that obscure the resonances observed in another
distribution. Thus to see the resonances more clearly in certain combinations, such thresholds

effects and reflections are removed by applying vetoes on the the invariant mass distributions:

4.5

7~ decays.

e B~ — Alpr~ invariant masses

For m(Afn~) : None

o

S

A_prod

For m(A}p) : m(Afn~) > 2460 MeV/c?

For m(7~p) : m(Afm~) > 2460 MeV/c? and m(Ap) > 3500 MeV/c?

e B~ — ApK™ invariant masses
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For m(K~p) : None
For m(ASp) : None
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Figure 8.8: Background-subtracted and efficiency-corrected Dalitz plots of (top) B~ — A¥pr~ and
(bottom) B~ — AFTpK ™ decays.

B~ — Afpr— .

The invariant mass distribution of AT 7~ obtained from B~ — AXpr~ shows structures corre-
sponding to X.(2455), X.(2520), and X.(2840) as shown in Figure A significant threshold
enhancement is also observed in ATp combination. These observations appear to be consistent
with the studies of this channel done at Belle and BaBar collaborations , shown for
reference in Figure and Figure but with much more statistics from LHCb. Possible
evidence for A(1232)~~ and A(1600)~~ or A(1620)~~ resonances is also seen in pr~ which has

not been observed previously in this decay.

B~ — AfpK~

The AP combination obtained from the B~ — AfpK~ mode also shows a threshold enhancement
as shown in Figure[8.12] This seems consistent with that seen in the B~ — AFpr~ channel. The
AT K~ combination from this decay also shows some broad structure around 3020 MeV/c?. This
does not correspond to any known state so far. The closest =,.*0 state according to PDG is
the =.(3055). However, this state has not previously been observed to decay to AT K.
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Figure 8.11: Dalitz plot distribution and invariant mass projections for B~ — ATpr~ decays studied by
the BaBar collaboration [119].

8.7.2 b baryon modes

The background-subtracted and efficiency-corrected Dalitz plot combinations for the channel
= = AT K~ 7~ are shown in Figure The two-body invariant mass projections are shown
in Figure The m(Af7~) distribution shows clear structures at X.(2455). There also seem
to be some structures around X.(2520) and X.(2840) which appear to be consistent with those

observed for the B~ — Afpr~ decay. Peaks are seen as well in the m (A K ™) distribution at
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Figure 8.12: Background-subtracted and efficiency-corrected invariant mass projections of B~ — ATpK ~
decays, with reflections removed with requirements as specified in the text.

around m(AF K~) ~ 2940 MeV/c? that seem to correspond with the =.(2939) state.
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Chapter 9
Summary and Conclusions

e Searches are performed for the channels =, — Afh™h'~ with B~ — Afpr~ as the
normalisation channel, using the data samples from the pp collisions at LHCb, recorded
during Run I and Run II and corresponding to an integrated luminosity of 8.7 fb~!. Three
decay channels are observed: =,” = AT K n~, 5 — AFK"K~ and 2, - AT K K™,
with significance > 50, which were never observed before. Additionally, the decay B~ —

AFTPK ™ is observed with large significance for the first time.

e The relative branching fraction of B~ — ATpK ~ is computed with respect to B~ — AXpr—,
which has been previously observed at B factories. The relative branching fractions of all
the =, (£2,7) modes are computed with respect to =,” = ATK 7~ (2, - AT K~ K~) and

are found to be consistent between Run I and Run II within uncertainties, as expected.

e Relative production rates for all the =}~ and (2" modes are also computed with respect
to B~ — Afpr~. The kinematic dependence of the relative production rate of =, and
B~ hadrons, using the 5" — AF K7~ and B~ — Afpr~ modes is also studied. With
the current dataset, no strong variation in the production rate with respect to transverse
momentum and pseudorapidity is observed. A larger sample would be needed to see any

small variations with kinematics.

e The production asymmetry for the =;~ baryon is also measured and is consistent with
zero. The variation of the =" production asymmetry is also studied with respect to the
kinematics. This also does not show any strong dependence and the production asymmetry

is found to be consistent with zero in different kinematic regions.

e These studies provide a significant amount of insight into the production and decay of
the =" and (2,7, and increases the existing knowledge about such decays. These decay

modes can be used in future to control the systematic uncertainties for searches of other b
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baryon decays and to improve knowledge about the production processes of b baryons in

high energy pp collisions.

This thesis also provides a first look at the Dalitz plot distributions for the observed modes,
in particular for the B~ — AfpK~, B~ — Afprn~ and =, — AT K 7~ channels. Peaks
are observed in the AT K~ and A7~ invariant mass distributions, which correspond to
excited =, and X, states, respectively. This motivates future studies of charm baryon
spectroscopy and potentially exotic spectroscopy, which however is beyond the scope of
this thesis.
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