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ABSTRACT

he SHiP (Search for Hidden Particles) experiment is a proposed general purpose

facility at the new Beam Dump Facility at the Super Proton Synchrotron (SPS) at

CERN. The experiment is designed to search for new physics by hunting for as of
yet unobserved extremely weakly interacting particles. Hidden particles are predicted by a large
number of beyond the Standard Model (SM) theories that attempt to explain inconsistencies
between the Standard Model and experimental observations. The SPS will provide SHiP with a
high intensity proton beam creating an ideal environment to study rare processes. The experiment
is designed to both maximise acceptance to a wide variety of possible signals and to provide an
almost background free environment for new physics searches. This thesis presents several studies
of the SHiP experiment and its simulation: a fast sampling approach for background simulation
is developed using machine learning methods, techniques to suppress the combinatorial muon
background rate at SHiP are evaluated and the sensitivity of the SHiP facility to a collection of
R-parity violating Supersymmetry signal scenarios is estimated.

In the SM the b — sf*/~ processes can only occur via rare loop diagrams. Measurements at
the LHCb experiment of such processes have in recent years revealed tantalising hints of anomalies
to the SM. One such example is the angular analysis of the B — K*%u% ;= decay, where
unaccounted for new particles can contribute to the decay and distort the angular distribution.
This thesis presents contributions to the ¢?-binned angular analysis of B® — K*°u* = at LHCb.
These contributions allow the simultaneous fitting of all the C' P-averaged and C' P-asymmetric
observables for the first time. Toy studies are carried out to investigate the performance of the

simultaneous fit with the data yields expected from 9fb~! of data.
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CHAPTER

INTRODUCTION

ith the discovery of the long proposed Higgs boson at the Large Hadron Collider

(LHC) all particles predicted by the Standard Model (SM) have now been ob-

served [1-3]. This observation, along with countless other increasingly precise
measurements, continues to add further credence to the SM and its predictions. The SM is
however known to be an incomplete description of nature. Observational evidence has highlighted
the following three major inconsistencies: Dark Matter (DM), the Baryonic Asymmetry of the
Universe (BAU) and the existence of neutrino masses. Neither theory nor experiment has been
able to provide any full explanation of these phenomena. While other unorthodox explanations
do exist, the most likely case is that some, as of yet, undiscovered beyond the Standard Model
(BSM) particles are responsible for these phenomena. The SM, along with some of these observed

inconsistencies, and some BSM models are outlined in Chapter 2.

While ongoing experimental measurements conducted by the particle physics community
continue to tighten constraints on various proposed sources of new physics (NP), there is no
single answer to a question of where best to look. Generally, to search for NP particle physics
experimental efforts are each designed to advance one of the following: the energy frontier, the

precision frontier or the intensity frontier.



CHAPTER 1. INTRODUCTION

The precision frontier is being expanded by experiments such as LHCb. LHCDb is designed
to exploit the large production cross section of beauty and charm hadrons at the LHC. Precise
investigations into rare processes such as b — s¢T¢~, a process forbidden at tree-level in the
SM, can provide sensitivity to NP. For decays so suppressed in the SM any small NP effects can
make contributions of similar order to those of the SM. Branching fractions of rare decays can
be significantly affected by NP, where such effects could be nonuniversal with NP potentially
coupling to each lepton flavour differently. Any NP effects could also manifest in measurable
distortions of the angular distributions of decay products [4, 5]. Measurements of b — s¢ ¢~
processes at LHCb have already produced deviations from SM predictions of angular observables
and have revealed hints of the violation of the lepton flavour universality assumption present
in the SM [6-10]. These hints come from theoretically clean measurements and appear more
significant with each iteration of analysis. Looking forward, the next data taking period and
the future high-luminosity LHC (HL-LHC) will significantly increase the size of the data sets

available for these analyses [11, 12].

The LHC has the highest center-of-mass energy of any particle accelerator at /s = 13 TeV.
Measurements at CMS and ATLAS are searching for the direct production of BSM particles
pushing the energy frontier. The sensitivities of these searches are limited by complex backgrounds,
including those originating from Quantum Chromodynamics (QCD) [13]. Currently no searches
for BSM physics have observed a significant excess over these expected backgrounds [14, 15].
The proposed Future Circular Collider (FCC), if commissioned, will provide sensitivity to even

higher mass scales.

Searches for lower mass BSM physics the discovery of which could so far have been hidden
behind extremely weak interactions with the SM are just as necessary. The production of feebly
coupled low mass NP particles in the lab is most effectively carried out at a fixed target facility.
As opposed to a collider experiment like the LHC, fixed target facilities can offer significantly
higher intensities, although notably this intensity comes at lower centre of mass energies. It is
with this approach that the SHiP experiment is designed to probe the intensity frontier for a

wide range of NP signals.

The proposed SHiP experiment is a fixed target facility planned for construction at the new
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Beam Dump Facility (BDF) at the Super Proton Synchrotron (SPS) at CERN. The components
of the facility are discussed in Chapter 3. The aim is to produce long-lived hidden NP particles
predominantly through decays of beauty and charm hadrons produced in proton collisions with
a dense target. If produced, these particles will travel unimpeded through the facility into a large
vacuum vessel where they may decay into SM particles. In order to maximise the production
of these heavy hadrons, it is planned that the SPS will provide SHiP with a massive 2 x 102°
protons-on-target (POT) at an energy of ~ 400 GeV over a 5 year run time [16]. SHiP is designed
to be a virtually zero background experiment. This is achieved with a variety of techniques, some
of which will be explored in this thesis. The most unique of these approaches to background
suppression at SHiP is the development of a sophisticated magnetic muon shield, designed to

sweep muons out of the acceptance of downstream detectors.

Huge simulation campaigns have been undertaken to verify the performance of this muon
shield and to estimate achievable levels of background suppression. Studies have demonstrated
that the expected backgrounds at SHiP can be controlled as claimed given some assumptions.
These studies are currently limited by background sample size as they rely on the computationally
expensive simulation of 400 GeV protons on the dense SHiP target. Chapter 4 describes the
development of a machine learning based fast simulation technique for modelling the kinematics
of background muons produced in the SHiP target from the 400 GeV SPS proton beam. The
speedup achieved can enable more comprehensive background studies. This work was published in
Ref. [17]. The introduction to this technique is followed with a detailed study of the combinatorial
muon background rate expected at SHiP in Chapter 5. Some of this work was published in
Refs. [18] and [19].

Chapter 6 details a sensitivity study of the SHiP experiment to a variety of benchmark
R-parity violating neutralino scenarios, both established benchmarks and some previously
unexplored scenarios are included. These sensitivities are compared to similar estimates of the

sensitivity of other proposed facilities looking to search for similar NP.

Chapter 7 presents some benchmarking results of a new hardware option, the Graphcord®
IPU, against a CPU and a GPU option. Benchmarks are carried out on a variety of generative

networks taken from particle physics literature. Performance for both training and inference are
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investigated. This work was published in Ref 7.1.

Chapter 8 introduces improvements to the fast simulation approach developed in Chapter 4.
The new architecture presented shows clear improvements in performance and flexibility. Exam-
ples in this chapter show how this new architecture can be useful for a new optimisation of the
SHiP muon shield.

Chapter 9 presents an introduction to the ¢?-binned angular analysis of B — K*0u+
at LHCb, a decay involving the rare b — s¢*¢~ transition. Modifications made to the fitting
procedure in order to simultaneously fit for every angular C' P-averaged and CP-asymmetric
observable are described. The performance of the fit and the sizes of any biases are assessed
using SM toy studies.

Finally, Chapter 10 summarises the work in this thesis and lays out some conclusions.



CHAPTER

PHYSICS BACKGROUND

ollowing an introduction to the Standard Model (SM) this chapter provides a descrip-
tion of some models of physics beyond the SM (BSM) that are accessible at the SHiP

experiment.

2.1 An overview of the Standard Model

This section is written with reference to [20-22].

The Standard Model of particle physics is a rigorously tested quantum field theory (QFT),
based on a SU(3)¢ x SU(2)r, x U(1)y gauge group. The construction of the SM relies on the
assumption of local gauge invariance, this is that the SM Lagrangian is invariant under any
local transformation of the gauge group. The SM describes all the experimentally observed
fundamental particles and three of the four fundamental forces, the strong, weak and electro-
magnetic interactions. The SM has no description of the gravitational force, therefore the SM
acts as an effective field theory. Fundamental particles in the SM are split into the spin 1/2
fermions, the building blocks of ordinary matter, and the integer spin bosons, the mediators of

the fundamental forces. The strong force has the massless gluon, the electromagnetic force the
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Quarks Leptons

Particle q I3 Y Particle q I3 Y
dr -1/3 0 —2/3 VeR - - -

dy, -1/3 —1/2 +1/3 Vel, 0 +1/2 -1

UR +2/3 0 +4/3 eRr —1 0 -2

ur, | +2/3 +1/2 +1/3 er -1 -1/2 -1

Generation Generation Generation Generation Generation Generation

1 2 3 1 2 3

d s b Ve vy vy
U c t e v T

Table 2.1: The fermions of the SM with electric charge ¢, weak hypercharge Y and weak isospin
I3

massless photon and the weak force has the massive W+ and Z° bosons. The properties of the
SM fermions are displayed in Table 2.1.

The fermions are split into two groups, quarks and leptons. Each group has three flavour
generations. Particles in successive generations are identical to the previous generation, just with
higher masses.

For the simplest example of what local gauge symmetry looks like, lets start with the Dirac
Lagrangian for a free field 1,

L = ipy" b — mipip. (2.1)

Then consider a local U(1) transformation of the form,
P — ) = 0@y

(2.2)

and make this substitution into 2.1. We observe a lack of invariance under this transformation,

L— L =L — qpy")b(x). (2.3)
To address this, instead the covariant derivative may introduced into equation 2.1,
oy — Dyp = (0, — igA,), (2.4)
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where A, is a new gauge field and g is a coupling constant. This adds an interaction term to L,

L = ipy 0,1 + qgpy™ Autp — map. (2.5)

and reinstates local gauge invariance under U(1) transformations. The gauge field A, turns out
to have the same properties as the photon, coupling to electric charge ¢ with a coupling strength
equal to the electron charge, g = e. This brings us to the complete Lagrangian of Quantum

Electro-dynamics (QED),
L=—1F, F*" +(ir, D" — m)y, (2.6)
where " is the electromagnetic field strength tensor,
Frv — QrAY — ¥ AR, 2.7)

Quantum Chromo-dynamics (QCD) is the description of the gluon mediated strong force.
The strong force affects only particles with one of three colour charges (C') (designated red,
green and blue). Local symmetry in QCD is therefore based on the SU(3)c group, where an
SU(3) group is a 3 x 3 matrix U with det(U) = 1 and UUT = L. As a consequence of SU(3) being
a non-abelian group, terms arise in the QCD Lagrangian that allow gluon self-interactions. The

field strength tensor for example is,
G, = 0,GS — 8,G% + g f**GhGe. (2.8)

The colour charge is carried by both quarks and the 8 gluonic fields, that arise from the 8
generators of the SU(3) group. Gluon self-interactions confine quarks to bound states, mesons
and baryons, all of which must have neutral colour. This implies that individual free quarks
cannot exist.

The W+ bosons of the weak force carry electric charge, it is however not the weak force
but the electromagnetic force of QED that commands interactions between electrically charged
particles. This points to some unification. Electroweak Theory is the complete description. The
electroweak component of the SM is invariant under transformations of the product group
SU(2)r, x U(1)y where L refers to left-chirality and Y to hypercharge, such a group has 3 4 1

generators. This will lead to 4 vector bosons, with fields W, with a = {1,2,3}, and B,. The
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electroweak Lagrangian is not parity invariant, it is observed that the weak force is maximally
parity violating and interacts only with chiral left-handed particles and antiparticles, where
chirality and helicity are equivalent for massless particles. Left-handed particles then transform

as doublets, xr,, under SU(2),U(1)y,

N g” 1 iT% iYpa(z)
XL (eL), XL — XL =¢ e XL (2.9)

SU(2) Uy
where the generators of the SU(2) group, 7%, are 2 x 2 matrices related to the Pauli matrices
as T® = 30°. Right-handed particles then transform as singlets, eg, under SU(2),U(1)y. This
leads to the following covariant derivatives,
/
D,xr = (0, — igWﬁTa — i%YLBu)XL, 210)

/
DueR = (8M - Z'%YRB#)GR.

This produces the following four massless bosons Wlf, WS and B,,. The neutral bosons then
mix to give the physical Z° and A bosons as

Z, = cosHWWj’ — sinfw B,
(2.11)

A, = cosbw B, + sinGWWj’,
where fyy is the weak mixing Weinberg angle. It is the 3" SU(2) generator 72 that contains the
physical weak isospin charges I3, listed in Table 2.1. Then, QED can be recovered for right- and

left-handed particles using the relation,
q=3Y + I3 (2.12)

leading to definitions of weak hypercharge, Y, also listed in Table 2.1.

The masses of the W and Z° bosons are obtained via the Higgs mechanism and spontaneous
symmetry breaking (SSB). We add ¢, as a doublet of complex scalar fields with a potential V' (¢)
of

V(¢) = 1*(¢79) + \(¢T9)?, (2.13)
which for values of ©? < 0 and A > 0 has a non-zero minima, or vacuum expectation value, v, a

requirement for SSB. Note, in order to maintain Lorentz invariance a non-zero v is only allowed
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for scalar fields. This potential has a degenerate minima in the complex plane of ¢ occurring at

= \/% = \/L?, where v = \/LT (2.14)

Applying the unitary gauge simplifies the problem and avoids the massless Goldstone bosons

that arise in solutions without this choice of gauge. Now, including a perturbation, H,

¢ = (0+ H) , (2.15)
V2

¢ can enter kinetic terms of the Higgs Lagrangian of the form (D,¢)"D#¢. From this and 2.13

one can extract mass terms for 3 massive bosons as,

2 /2
mw =, my = D my my = V20 = 0V2N. (216)

cosyy ’

The masses of fermions are provided similarly, by inserting 2.15 into Yukawa terms such as,

for leptons,
—Yefgquse% + h.c. with 1 = (”L), (2.17)

where f and g run over flavours and generations. The Yukawa couplings are the only part of the
SM for which particle flavour is not degenerate, elsewhere the SM has flavour universality.
At tree-level the weak interaction allows quarks to change flavour only via charged current

interactions mediated by the W* boson. The Yukawa terms for three generations of quarks are
Y2 9QS DY, — YI9IQS ¢°UY, + h.c., (2.18)

where the 3 x 3 matrices Ygg and Y(}cg are in general not diagonal, this is allowed as Qp,, U Ig% and
DY, are flavour eigenstates not physical mass eigenstates. Diagonalising these matrices leads to
the Cabibbo—Kobayashi-Maskawa matrix Vg s that encodes the strength of flavour changing

currents between physical quark states,

Vud Vus Vub
VorMm = | Ve Vs Vi |- (2.19)
Via Vo Vis

There are only 4 physical parameters of Vog s, three mixing angles and one complex phase.

This complex phase is the only place C P-violation is included in the SM.

9



CHAPTER 2. PHYSICS BACKGROUND

So putting everything together the full Lagrangian of the SM before SSB is as follows

L= Ebosons + £fe7’mions + £Yukawa + EHigg& (2’20)

where

1 1 1
Lbosons = —§TTGWG‘“’ — §T7’WWW’“’ — §TTBWB“”,

£fermz’ons = Z iQZ’VNDulba
Y=xr,er,QL,UR,DRr
(2.21)

Eruann = 3 [¥E0f o~ V§ QL o0h ~ v{*Qloruy]
f9
Liiggs = (D) Dyt — A (¢T¢ — %) .
2.2 Beyond the Standard Model (BSM) observations

2.2.1 Dark Matter (DM)

There are many astronomical observations that infer the presence of non-baryonic dark matter
(DM) in our Universe [23]. For example, the presence of DM can explain the disparity between
measured galactic rotation curves and Keplarian models that account for all the visible matter
in galaxies [24]. Observations of gravitational lensing have produced measurements of mass to
light ratio of galaxies, which indicate a ~ 5 to 1 excess [25]. Observations of anisotropies in
the cosmic microwave background (CMB) provide the most precise measurements for the DM
abundance indicating that ~ 85% of matter in our Universe is made up of DM [26, 27]. All these
streams of evidence for DM investigate only gravitational effects. The particle properties and
the extent to which DM interacts with ordinary matter via the other forces remains unclear.
Since we observe DM in the Universe today it is accepted that DM is stable or is very long-lived
due to some feeble coupling to the SM. Whether DM self-interacts or not remains unknown.
However, observations of mass distributions of galactic collisions, such as the bullet cluster [28],
can provide limits on the DM self-interaction cross section.

The abundance of DM observed in the Universe today may have been dictated by the

conditions during freeze-out. In the hot early Universe DM production and annihilation occurred
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at equal rates. As the Universe expanded two things happened, the Universe cooled ceasing
DM production and concurrently the probability for DM annihilation reduced. The timing of
freeze-out and produced relic density of DM depend on both the DM mass and strength of any
coupling to the SM [13, 29].

A wide variety of well motivated new physics models contain particles which could be
candidates for DM. These candidates span large mass ranges and require vastly different
experimental designs to detect. Efforts fall into three categories. Indirect detection, which involves
the detection of the products of DM annihilation events. Experiments look for gamma ray signals
from regions of high DM density [30]. Direct detection, which involves large experiments that
are hyper-sensitive to nuclear recoils caused by collisions with DM particles passing through
large fiducial volumes [31, 32]. Finally, DM could be produced in particle accelerators. The LHC
is searching for DM via missing transverse energy techniques, the LHC with a high center of
mass energy is pushing the energy frontier [13]. The SHiP experiment on the other hand would
be searching for DM candidates at the intensity frontier, looking for lower mass candidates at

unexplored weaker couplings.

2.2.2 Baryonic asymmetry (BAU)

Within the SM there exists minimal matter-anti-matter asymmetry, the only source of CP-
violation comes from the complex phase of Vo . However, the Universe we observe today is
matter dominated. To produce an asymmetry of this scale the Sakharov conditions must be
satisfied. These are: the presence of baryon number violation, the presence of both C-violation
and CP-violation, and that the interaction responsible for the baryon-asymmetry must occur

out of thermal equilibrium.

The amount of C' P-violation observed within the quark sector is not nearly enough to account
for the asymmetry observed in the Universe [33-37]. Indications of C'P-violation within the
neutrino sector could provide the missing source of C'P-violation. Future neutrino experiments

will be able explore this further [38, 39].
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2.2.3 Neutrino masses

Observations of propagating neutrinos oscillating between flavours can only be explained with
the presence of neutrino masses [40]. Individual neutrino masses remain unmeasured, however
limits have been placed on the sum of their masses and the mass gaps between neutrinos Am?.
The next generation of neutrino experiments will provide new measurements constraining Am?
and the hierarchy of neutrino mass gaps [38, 39].

Neutrinos are massless in the SM. The Dirac mass terms of the SM require both left and right
handed chiral states. A right handed neutrino can be added to the SM Lagrangian but it must
be sterile, interacting weakly enough with the SM such that it has so far evaded discovery [41].
Unlike the other fermions of the SM, neutrinos have no electric charge. This also allows mass to
enter via Majorana mass terms, where Majorana particles are their own anti-particles. However,
neither mechanism would provide an explanation of the large difference in mass between the
neutrinos and the charged fermions of the SM. Various seesaw mechanisms introduce one or
more right handed neutrinos and both Dirac and Majorana mass terms [42-44]. The smallness
of the SM neutrino mass can be obtained in models with much heavier right-handed neutrinos,

see Section 2.3.3.

2.3 The Hidden Sector

This section will introduce various possible extensions to the SM that can be searched for at
the SHiP experiment however the signal studies presented in this thesis will focus on R-parity
violating neutralinos introduced in Sec. 2.3.5. Hidden Sector (HS) is an umbrella term for a set
of proposed BSM particles that cannot interact directly with the SM. HS particles interact, very

feebly, with the SM via portals [45].

2.3.1 Vector portal

The introduction of one or more additional U(1) symmetries into the SM gauge group would
introduce new heavy vector states. For scenarios in which these states couple strongly to the

SM the LHC has already placed strong constraints on existence. The possibility of light (GeV
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Nucleus

Figure 2.1: Dark photon production via proton Bremsstrahlung and neutral meson decay.

scale) vector state(s) existing with weak couplings to the SM is relatively unexplored. As an
example, a model with a single additional U’(1) symmetry could introduce a new gauge boson,
the dark photon A’ [46]. The dark photon can acquire mass if the U’(1) symmetry is broken
via a Higgs-like mechanism. With a field strength tensor F’; A’ could be produced at SHiP via
kinetic mixing with SM photons produced as Bremsstrahlung radiation or in meson decay with
an interaction term like,

eF, P, (2.22)
where € is a dimensionless coupling. See Fig. 2.1 for diagrams of these production modes. The

dark photon then could then decay to SM particles detectable at SHiP for example,
A —eet, A —puput, A — hadrons, (2.23)

where the decay to electrons dominates for m 4 < 2m,. The dark photon could also decay to a
light dark matter particle, y, which could be detected via A’ mediated elastic scattering, see

Ref. [47].

2.3.2 Scalar portal

The discovery of the Higgs boson has motivated the search for other scalar particles. For example
a heavy scalar Hidden Sector singlet, S, that could couple to the SM via the square of the Higgs

field with an interaction term like,
(1S +aS?)HTH, (2.24)

where a1 and « are coupling constants. Such a scalar particle can be light and extremely weakly

coupled to the SM, and therefore potentially detectable at SHiP [46]. At SHiP the dominant
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channels for S production will be processes like,

u u
b 5
h
w6t X~
)

Figure 2.2: Production of S via B — S + K.

K — S+, D — S+, B—S+K, (2.25)

occurring via the «ajy coupling, see Fig. 2.2. The a; coupling dominates when the Higgs is
off-shell [48]. Of the channels in equation 2.25 the B production channel is dominant at SHiP as
the D channel is CK M suppressed and although SHiP will produce O(10%°) kaons, these are

for the most part stopped in the hadron absorber. The width of the D channel looks like,
DD — S+m)~m2|ViV.,l (2.26)

which is heavily suppressed by the size of V,; [49]. This production occurs via a loop process,
similar to that of Fig. 2.2, hence the m; dependence in equation 2.26. Decays occur to final

states such as e”e™, or u~pu™, 77T, K~ K™ for heavier scalars [48].

2.3.3 Neutrino portal

The neutrino portal introduces three (or one in the most minimal model) right handed massive
neutrinos or Heavy Neutral Leptons (HNLs). The HNLs, V;, are gauge singlet fermions, and

couple to the SM as
Foi(Le - ¢")N; + h.c. (2.27)
where L, is an SU(2)1, lepton doublet, F,; is the corresponding Yukawa coupling and ¢ is the
Higgs doublet, ¢ = % (0) Then, after SSB, the active SM neutrino mixes with IV;.
v
The HNL mass term, just like the SM neutrinos in the presence of right handed chiral

partners, can be Dirac or Majorana. An extension to the SM with two HNLs can provide a
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solution to the BAU, through the process of leptogenesis [50, 51]. With three HNLs, { N7, Na,
N3}, one can also obtain a DM candidate. The SHiP experiment is sensitive to a scenario where
the No and N3 have degenerate masses of between 1 — 10 GeV/c? and Nj is significantly lighter
with a mass of O(10) keV/c?, where Nj is the stable DM candidate. This is well motivated, see
Refs. [52-54]. While Ny and N3 are feebly coupled to the SM, NV; is even more so, in accordance
with DM observations [41, 45, 55]. Individual interaction strengths relative to the SM neutrinos
depend on the mixing angles U,, U, and U,, where U < 1 [18]. The extension of the SM in this
way with three HNLs is the Neutrino Minimal SM (vMSM).

At SHiP the dominant production channels of HNLs would be through weak decays of heavy
mesons. Accessible HNL decay channels depend on the mass of Na 3 but the most relevant at

SHiP are for example,
No 3 — vete™, Ny 3 — pomt, No 3 — vV, (2.28)

Figure 2.3 presents diagrams for both production and decay processes with the coupling to the

Higgs vacuum expectation value v included.

Figure 2.3: HNL production via D} — N3 + pt, and decay via Nog — u~ + 7.

2.3.4 Pseudo-scalar portal

Another extension to the SM is the pseudo-scalar portal. This involves the addition of the Axion-
like particle (ALP), arising as the pseudo-Nambu-Goldstone bosons of a non-exact spontaneously
broken U(1) symmetry. Both the mass and the couplings of ALPs to the SM are suppressed by

the scale of the spontaneous symmetry breaking. Thus, for some values of this scale ALPs are
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detectable at SHiP. Production could occur at SHiP from two photons via the Primakoff effect,

and decay also also possible to two photons, ALP — 7 [56].

2.3.5 Supersymmetric portal

Supersymmetry (SUSY) is a theoretically motivated and popular extension of the Standard
Model able to address some of its shortcomings [57-60]. Supersymmetry adds a fermionic
superpartner for every SM boson, and a bosonic superpartner for every SM fermion. Lack of
observations at SM masses suggest SUSY would be a broken symmetry and the superpartners of
SM particles must have much higher masses. To fix the hierarchy problem, the lack of explanation
for the fine-tuning required in the SM to acquire the observed Higgs mass, superpartners would
be expected in the 100 GeV /c? to few TeV /c? range [46].

However, all searches for SUSY so far have shown no evidence of its existence. Since Run 2
of the LHC, direct searches have provided mass limits of the order of O(1) TeV /c? for strongly
interacting squarks and gluinos [61, 62]. In contrast, the parameter space for alternative SUSY
models with highly suppressed couplings to the SM remains largely unexplored, particularly for
SUSY particle masses well below the TeV scale.

Most SUSY models have a stable lightest supersymmetric particle (LSP), the lightest
neutralino. In these models the LSP can act as a DM candidate [63]. Stability is provided by

the conservation of a new quantum number, R-parity, introduced as
Rp = (—1)3P+1425, (2.29)

where L is lepton number, B is baryon number and S is spin. Every SM particle has Rp = +1,
and every supersymmetric partner has Rp = —1. Therefore, in R-parity conserving SUSY
sparticles must be produced in pairs. This maintains proton stability, in line with observational
evidence and ensures stability of the LSP.

An LSP with a mass less than 10 GeV /c? is allowed, however to avoid cosmological bounds
such neutralinos must decay through R-parity violating couplings [64, 65]. The LSP could
therefore no longer act as a DM candidate. A SUSY model that contains a DM candidate is

attractive, but not required. Other models such as ALPs could still provide a DM candidate. In
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2.3. THE HIDDEN SECTOR

order to avoid existing experimental constraints RPV neutralinos of mass less than 10 GeV /c?
must be purely bino-like, B® [63].
In contrast to R-parity conserving supersymmetric theories, R-parity violation introduces an

extra term in the superpotential that can be written as [46, 66]

Wrpv = NijkLi L Ey, + )\ijLinDk + )\ij(_fif)jl—)k + kil Hy. (2.30)

Here the SU(2)z-doublet fields L, @ and H denote the lepton, the quark and the Higgs
chiral-superfields. The SU(2)-singlet fields E, U and D denote the lepton, up-type quark and
down-type quark chiral-superfields. The factors A\, A’ and X’ denote fully-leptonic, semi-leptonic
and hadronic coupling strengths respectively. The indices ¢, 7 and k run over generation space.
For instance, for the semi-leptonic coupling strength X', the 7 index indicates lepton generation,
and j and k indicate quark generations; for charged mesons this corresponds to a quark content

of (u;,dy) and for neutral mesons (d;, d).
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Figure 2.4: Neutralino production via D* — et + X? occurring through the coupling Ao,
and decay via X} — eT + 7~ occurring through the coupling \;;s.

To maintain the stability of the proton, fully hadronic )\;’]k terms are forbidden and baryon
number is conserved. The other two terms, LZ-LjEk and LZ-QjDk, do however introduce lep-
ton number violation, so couplings must be sufficiently small in order to evade experimental
constraints [57].

The semileptonic coupling Linl_)k with coupling strength )‘gjkn allows purely bino-like
neutralinos to be produced through M* — 9 ¢* and M° — Y97, transitions, see Fig. 2.4,

where M*9 denotes a charged or neutral meson, see Ref. [67] for formalism. In turn, the

coupling L;Q.,D,, with strength Nmn €nables the neutralino to decay through X0 — M'*=(F
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and X§ — My, transitions, again see Fig. 2.4. Additionally, the leptonic coupling, L,;LjEk
with strength A;jx, results in neutralinos decaying through the process Xy — Y4~y Some
benchmark scenarios of non-zero )\;jk and A;;jpcouplings are explored in Chapter 6 in which the
SHiP has sensitivity to multiple orders of magnitude weaker couplings than those excluded by

existing bounds presented in Ref. [68].
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CHAPTER

THE SHiP EXPERIMENT

he SHiP experiment [16] is part of a new general purpose fixed target facility proposed
at the CERN Super Proton Synchrotron (SPS) accelerator to search for long-lived
exotic particles with masses between a few hundred MeV /c? and a few GeV /c2. These
feebly interacting particles are predominately expected to be produced in the decays of heavy
hadrons. The SHiP facility is therefore designed to maximise both the production of charm and
beauty mesons and the detection efficiency of their decay products, while maintaining the lowest
possible background rate. The 400 GeV proton beam, extracted from the SPS, will be dumped

020

on a high density target with the aim of accumulating 2 x 10" protons on target during 5 years

of operation. The charm production at SHiP will exceed that of any existing or planned facility.

The SHiP detector incorporates two complementary detector apparatuses, the Scattering
and Neutrino Detector (SND), and the HS Decay Spectrometer (DS). The SND will be used to
search for light dark matter particles, and to perform tau neutrino measurements. The DS is
designed to observe the decays of hidden sector particles by reconstructing their decay vertices
within a 50 m long decay volume. The DS comprises a magnetic spectrometer, background

vetoing systems and particle identification detectors.

Such a setup will allow the SHiP experiment to probe a variety of models that contain light
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CHAPTER 3. THE SHIP EXPERIMENT

long-lived exotic particles at an unprecedented sensitivity. This chapter presents a summary of

the main components and subsystems of the SHiP facility before introducing the SHiP simulation

suite and expected backgrounds to HS searches.
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Figure 3.1: Engineering schematics of the SHiP experiment, presented in Ref. [18].
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Figure 3.2: Layout of the SHiP experiment, presented in Ref. [18].
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3.1 Components of the SHiP experiment

3.1.1 The Beam Dump Facility (BDF) and the target complex

The proposed BDF, planned for construction in the north area of CERN, will house the SHiP
experiment [69]. A schematic of the SHiP experiment is provided in Fig. 3.2 and some engineering
drawings of the wider facility are provided in Fig. 3.1. The design of the facility is based on
both introducing minimal modification to the existing SPS facility and providing maximum
reusability of the facility for future experiments to come after SHiP. The BDF includes all of the
new beamline, connections to the existing beamline that already supplies the north area and
the SHiP target complex. Figure 3.3 gives a sense of where the BDF and SHiP will fit into the
existing North Area at CERN. The SHiP facility hall is only O(10) m deep, this makes radiation
safety extremely important. Figure 3.4 displays the design of the shielding that surrounds the
SHiP target.

Protons are taken from the SPS via a slow extraction. The goal of this approach is to
create spills of uniform intensity, reducing the probability for the occurrence of dangerous muon
combinatorial background events. Current expectations are that the BDF will indeed be able to
deliver roughly flat-topped 1 s spills of 4 x 10'3 400 GeV protons over 7.2 s cycles [18]. Physics

studies of the SHiP experiment assume a full yield over 5 years of 2 x 10%° protons.

At the centre of the SHiP target complex is a dense target constructed from titanium-
zirconium doped molybdenum alloy (TZM) blocks and pure tungsten blocks. The target is water
cooled via 5 mm wide channels passing between target blocks. The materials used and geometry
of the target itself are chosen to maximise the production of charm and beauty hadrons in
accordance with the physics goals of SHiP. The current target design is twelve interaction lengths
long and the cross-sectional area is large enough to contain full hadronic showers with minimal
leakage. These properties enable a large boost in the expected heavy meson production at SHiP
from production from cascade interactions within the target. A factor of x2.3 for charm and

x 1.7 for beauty mesons is estimated [70].
To reduce peak heating of the target, and to avoid premature failure, the impact of the SPS

proton beam is diluted via circular magnetic sweeping. The radius of this sweeping (50 mm) and
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Figure 3.3: Overview of the Prevessin campus, the North Area at CERN, with the new install-
ments planned for SHiP experiment. Figure from Ref. [18].
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Figure 3.4: Schematic of the target complex including the magnetised hadron absorber and the
design of the radiation shield. Figure from Ref. [18].

designed beam width (8 mm) are chosen to maximally reduce impact on the target whilst also
observing restrictions of upstream beam-line elements. The resulting temperature distribution
after a spill of the SPS is depicted in Fig. 3.6. The aforementioned uniform distribution of beam

intensity, achieved via slow extraction from the SPS, also aids reducing peak stress on the target.
Directly down stream of the target is a 5 m long iron hadron absorber. While both the hadron
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Figure 3.5: Cross-sectional view of the SHiP target. Figure from Ref. [18].
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Figure 3.6: Temperature and smearing Figure from Ref. [71]. Water cooling slits are visible.

absorber and dense target are designed to absorb background particles inevitably huge numbers
of muons and neutrinos escape. Particularly important then is the softening of these light mesons
(m, K) before they decay to background inducing muons. This softening aids the muon shield in
reducing the number of muons entering the acceptance of the downstream detectors.

The final 4 m of the hadron absorber is magnetized with a field of ~ 1.6 T. The hadron
absorber acts as the first element of the all important active muon shield, discussed in Sec-

tion 3.1.2.

3.1.2 Active muon shield

Since signal particles originating in charm and beauty meson decays are produced with significant
transverse momentum with respect to the beam axis, to maximise acceptance the detector
should be placed as close as possible to the target [16]. A critical component of the optimisation
of the SHiP experiment is therefore the muon shield, which is by far the largest component

between the target and decay vessel [72]. The shield is designed to sweep the high flux of muons
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Figure 3.7: Muons produced in the target as a function of momentum and transverse momentum
as produced by Pythia [72, 73].

produced in the target away from the down stream detectors. The shield must operate with
an extremely high muon reduction rate as muons represent a serious background for hidden
particle searches. Its task is complicated by the large range of kinematics of muons produced in
the target, the shield must be able to clear the vast majority of muons with 0 < p < 350 GeV/c
and 0 < pp < 8 GeV/c, see Fig. 3.7.

Initially the SHiP collaboration investigated a passive shielding approach using solid iron
blocks. However, simulation studies showed that this approach would require too much space to
achieve the required performance. A more compact but more complicated solution is the active
muon shield.

The active muon shield is a ~ 30 m long configuration of large electromagnets. The magnetised
portion of the hadron absorber mentioned in Section 3.1.1 acts as the first element of the shield.
Downstream of this there are six free standing elements shown in Fig. 3.2 and 3.8. The general
concept of the arrangement is to have the first half of the magnets of one polarity to sweep
muons out of acceptance. Then, as some muons will be bent back into acceptance by return
fields, the later magnets have the opposite polarity to again sweep away any returning muons. A
small charge asymmetry is expected in muons produced, of muons that pass the hadron absorber
in Pythia simulation ~ 55% have positive charge.

The shield has been designed assuming that employing large 1.7 T warm (not super-

conducting) magnets constructed from Grain-Orientated (GO) steel is achievable, a realistic field
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Figure 3.8: CAD model of the optimized active muon shield, regions of contrasting magnetic field
polarisation are indicated by the blue, green and grey segments and the coils of each magnet are
coloured orange. Figure from Ref. [18].

map is provided in Fig. 3.9. GO steel, over regular steel, offers a higher magnetic flux density
for the same current. This comes at the extra cost of the GO steel and added complications of
joining GO steel which is manufactured in sheets, the practicalities of this are being investigated.
It is important the sheets, which are of size O(10)m are welded together precisely to obtain the
maximum stacking factor and minimal loss of magnetic flux and field strength. Prototyping by
the collaboration has shown required fields are achievable, although the magnets will ultimately

have to assume step-like modular shapes due to engineering constraints.

For the shield to achieve the required performance whilst minimising the total length and
weight (a simplistic proxy used for the total cost of the shield) an initial optimization campaign
was undertaken [74]. This involved parameterising a baseline configuration where the system
was described with O(50) parameters that encoded a number of the characteristics of the shape
of each of the six magnet elements. Bayesian optimization techniques were used to iteratively
improve this baseline configuration. For each iteration, an enhanced distribution of realistic
muon kinematic distributions was simulated passing through the shield. Muons that enter the
downstream detector the shield were then fed into a bespoke loss function. This optimization and
subsequent background studies have been carried out with simulations employing idealised fields.
Realistic field maps have been created and when compared the background muon flux within

the detector acceptance did not show significant differences. A new optimisation is underway, as
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Figure 3.9: Realistic field map of the active muon shield. Figure from Ref. [18].

described in Chapter 8.4.2.

3.1.3 Scattering and neutrino detector

-
'..'..l‘ (et

Figure 3.10: Visualisation of the SND apparatus. The magnet core and coils are coloured red and
orange respectively. The layers of emulsion, lead and tracker planes sit in the centre, coloured in
black. Taken from Ref. [75].

Positioned directly behind the muon shield, see Fig. 3.2, is the first of two complementary
detector apparatuses at the SHiP facility, the scattering and neutrino detector. The SND is an
emulsion based detector designed to perform both tau neutrino physics and light dark matter
(LDM) searches. A visualisation of the sub-detector apparatus is provided in Fig. 3.10. The

active muon shield, discussed in Section 3.1.2, plays an important role in protecting the emulsion
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films from overexposure that would otherwise be induced by charged backgrounds. Figure 3.11
shows the area cleared of muon flux for the SND apparatus. The shape of this region and a
radial decline in the neutrino flux away from the centre makes the case for a longer and thinner
target.

The design consists of a ~ 7 m spectrometer magnet encasing both a ~ 3 m emulsion target
with a mass of ~ 8 tonnes and some additional downstream trackers inside a large and uniformly
magnetized volume. It is especially important for HS searches in the downstream DS that the
SND spectrometer magnet has minimal stray field to avoid perturbing the streams of muon flux
already swept out of the acceptance of the decay vessel. A full description of the design that
achieves these requirements can be found in Ref. [75].

The emulsion target of the SND is comprised of alternating layers of nuclear emulsion
modules and target tracker planes. The emulsion modules are constructed by interleaving AgBr
crystal emulsion layers and lead layers which act as passive absorbers. This design is based on
that developed by the OPERA collaboration [76]. Nuclear emulsion films have sub-micrometric
position and milli-radian angular resolution allowing for accurate measurement of the momenta
of charged particles. Estimates of background flux show films will require replacement every ~ 6
months. The design of the target tracker layers are yet to be finalised but the current design is
closely related to that of a scintillating fibre detector (SciFi) developed for LHCb. The SND
apparatus is closely followed by a muon identification system, the Upstream Background Tagger
(UBT), introduced in Section 3.1.4. The UBT provides additional information about any muons

created in neutrino interactions and the products of 7 decays within the SND.

3.1.4 Decay volume and vetoing systems

Background suppression is of paramount importance at SHiP. After the muon shield the decay
volume and its associated vetoing systems are the next components of the SHiP facility with
features designed to control background rates. The decay vessel, depicted in both Fig. 3.2 and
Fig. 3.12, is a ~ 50 m long pyramidal frustum shaped volume placed after the SND within the
region most evacuated of background muon flux. The shape of the vessel is optimised for maximal

acceptance of hidden sector particles whilst also avoiding diverted muon flux streams. The vessel
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Figure 3.11: Cross sectional view of the SND in the plane transverse to the beam axis. The
heatmap indicates the flux of background muons which have been swept out of detector acceptance
by the upstream muon shield. The SND magnet core, coils and emulsion target are overlayed in
red, orange and grey respectively. Taken from Ref. [75].

11.9m

Figure 3.12: The dimensions of and the stresses existing across the structure of the vacuum
decay vessel assessed via a Finite Element Method analysis. Taken from Ref. [19].

widens from its narrowest point closest to the SHiP target to its widest point downstream where

the vessel incorporates the hidden sector spectrometer discussed in Section. 3.1.5.

Over 5 years the production of 5 x 10'® v and 3 x 10'® ¥ is expected within the decay volume
acceptance. Neutrino interactions with the downstream material of the SHiP facility can produce
long-lived neutral SM particles (V°) such as K. The decay products of such particles could be
reconstructed and mimic HS signal characteristics. This is a close to an irreducible background

if the neutrino interaction occurs within the decay volume itself. To suppress this background
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the decay volume is operated under a vacuum of 1 mbar. Furthermore, the walls and support
frame of the decay vessel are designed to be as light and thin as possible to reduce the number
of neutrino interactions with the vessel structure. Background events in the wall of the vessel

are more easily suppressed with cuts on the location of any reconstructed vertex location.

Two vetoing sub-systems are placed around the decay vessel, the surrounding background
tagger (SBT) and the upstream background tagger which covers the upstream entrance to the
vessel. These are designed to detect any ionising background particles entering the decay vessel
which could then go on to produce or contribute to a signal candidate. This includes any charged
particles produced from muon deep inelastic scattering events in the cavern walls and muons that
beat the active muon shield. The SBT is a liquid-scintillator' detector completely surrounding
the side walls of the decay vessel. The liquid-scintillator option is chosen as it can provide large
detector efficiency, coverage and sensitivity at a low cost. The UBT is composed of 12 resistive
plate chambers (RPCs) each of two gas gaps, depicted in Fig. 3.13. Each RPC layer is separated

by layers of 10 c¢m thick iron passive layers.

491 cm

Figure 3.13: Depiction of the UBT RPC layers positioned downstream of the SND (left side of
figure). The final two larger layers cover the full entrance window into the decay vessel. Taken
from Ref. [18].

'The design is not finalized and a plastic scintillator option is also being studied.
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3.1.5 Hidden sector detectors

The spectrometer strawtube tracker (SST) consists of four tracking stations, two either side of a
large warm magnet, see Fig. 3.14. The SST is designed to accurately measure the momenta of
charged particles passing through. From pairs of tracks the SST will reconstruct the momentum
of the signal candidate particles, their decay vertices and the impact parameter of reconstructed
signal candidates with respect to the SHiP target. These measurements provide enough informa-
tion to achieve significant background discrimination, see Chapter 5. To accurately accomplish
this task the SST is incorporated into the vacuum decay vessel and the tracking stations are

designed to be as light as possible to minimise any multiple scattering of passing particles.

Figure 3.14: CAD model of the HS SST magnet and its supporting structure. Taken from
Ref. [19].

A dedicated timing detector (TD) is installed immediately downstream of the aluminium end
cap of the vacuum vessel. This cap itself is again designed to be a thin as possible to minimise
any impact on downstream calorimetric performance. The TD will provide a resolution of better
than 100 ps. This high resolution is a requirement to reduce combinatorial di-muon backgrounds,
again see Chapter 5. Tracks made in the SST are extrapolated downstream to the TD where
matches can be made. Two technologies for the TD are being studied in parallel, a plastic
scintillator option and a time measuring resistive plate chambers option (MRPC).

The electromagnetic calorimeter employed is the SplitCal, a 25X long lead longitudinally

segmented sampling calorimeter, depicted in Fig. 3.15. Along with 40 sampling layers there are
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3 wider high precision sampling layers, these are positioned at optimal depths to be able to
reconstruct the angle of any incoming photon to a few mrad of precision. This high precision
is required to reconstruct ALP — vy decays. The segmentation within the SplitCal provides
sufficient electron/hadron discrimination to remove the dedicated hadronic calorimeter present
in the original SHiP design.

The muon system is the final sub-detector of the SHiP facility, it is comprised of four active
stations interleaved with iron filters. The baseline technology consists of scintillating tiles with
direct silicon photomultiplier readout providing good timing resolution of < 300 ps per station.

The combined effect of the hidden sector detectors is to suppress backgrounds using point-
ing and timing information and to provide particle identification (PID) information to aid
discrimination between a wide variety of HS signals.

ll]]lll 7 i1/

Absorber High precision layers Scintillator

~1-2m

\ J

emxl2m

Figure 3.15: Cross-sectional view of the SplitCal with the associated dimensions. Taken from
Ref. [19].

3.2 SHiP simulation suite

The simulation of the various physics processes and the response of the SHiP detector are handled
with the FairShip simulation suite, which is based on the FairRoot software framework [77].
Within FairShip, primary collisions of protons are generated with Pythia8 and the subsequent
propagation and interactions of particles is simulated with GEANT4. Neutrino interactions are
simulated with GENIE [78], while heavy flavour production and inelastic muon interactions
with Pythia6 [79] and GEANT4 respectively. Secondary heavy flavour production in cascade
interactions of hadrons originated by the initial proton collision with the SHiP target has been

implemented [70]. The pattern recognition algorithms used to reconstruct tracks from the hits in
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Figure 3.16: Schematics of various backgrounds to HS searches at SHiP. An example signal
vertex is provided in red.

the strawtubes of the DS are described in Ref. [80], and the algorithms for particle identification

are presented in Ref. [81].

The coordinate system in the FairShip has the beam axis at (x = 0, y = 0), with more
positive values of the z coordinate as downstream. The point z = 0 is defined at the centre of
the decay vessel. The most upstream point, the start of the target, therefore has a negative
z- coordinate, this value will change based on the version of the FairShip being used. Any
variation will predominately be caused by the choice of muon shield configuration. Values for

positional coordinates are handled in units of centimetre.
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3.3 Backgrounds in the HS detector

Depicted in Fig. 3.16 the following backgrounds are the main considerations for NP searches
using the hidden sector detector, it has been shown that these sources can be suppressed to

< 0.1 events over the lifetime of the experiment [19]:

e the random temporal coincidence of two background particles reaching the HS detectors,
the main component of which is the muon combinatorial background. The estimated rates

and suppression of this background are investigated in Section 5.

e the SHiP facility is only O(10) m underground so a significant fraction of cosmic muon flux
will reach the detector. Studies show the majority of muons contributing have momenta
> 100 GeV/c which means any signal candidate can easily be cut with pointing and vertex

location requirements [16]. More relevant is the deep inelastic scattering of cosmic muons.

e background muons from the initial proton collisions in the target or from cosmic sources
can induce deep inelastic scattering (DIS) events in downstream material. Particles such a
K7, can be produced in DIS events, these are long-lived enough to enter the decay vessel
a mimic the topology of HS decays. These events can be split into two classes. Firstly,
muons can scatter in the cavern wall. For this component a large simulated sample exists
as the muon shield sweeps the vast majority of muons into the wall. Secondly, muons
can scatter in downstream elements of the SHiP detector itself, the majority of which
scatter on the walls of the decay volume. These muons are less well understood, only a
small subset (O(10%)) of the collaboration muon background sample survive the shield and
make hits in the walls of the decay vessel. Vetoing events with hits in the SBT, requiring
pointing back to the target and requiring that a reconstructed vertex be fiducial is enough

to suppress these backgrounds [18].

e neutrino interactions in the material of the decay vessel walls and cavern walls results
in backgrounds that have a similar topology to uDIS events, and are therefore reduced
in a similar manner. Neutrinos can also enter the decay volume undetected and interact

with the gas that fills the vessel. As mentioned in Sec. 3.1.4, the decay vessel is operated
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under vacuum to reduce the number of events occurring within the vessel itself. It has
been demonstrated that it is possible to suppress this background such that it is negligible.

This was shown for more than the total run time of SHiP [18].
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FAST SIMULATION OF MUON BACKGROUNDS

ccurate event generation is a crucial component of modern particle physics exper-
iments. Large samples of simulated physics processes, including event generation
and detector response, are required in order to optimise the design of new facilities,
develop reconstruction algorithms, understand detector efficiencies and model the impacts of
various physics based selections. Experiments at the LHC simulate billions of events every
year, each event taking up to O(min) to simulate [82, 83]. This results in simulation campaigns
consuming up to 70% of experiment computing resources [84, 85]. Even then, the limited size of

simulated samples are often a source of major uncertainty in analyses [86].

Newly proposed facilities and experiment upgrades will continue to demand a rapid increase
in the number and the quality of simulated events [16, 87, 88]. These challenges have catalysed
efforts to develop faster simulation and event generation technologies. The ongoing optimisation
and parallelisation of traditional event generation software will at best result in an order of
magnitude performance enhancement [89, 90]. This improvement is not sufficient to meet the
ever increasing simulation demand. Estimates forecast a 4-fold shortfall of simulation capacity
within the next 10 years without significant new investment [91, 92]. This is before taking into

account the growing computational complexity of future generator software.
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This section details the development of a fast sampling method to produce muon kinematics.
The goal is to emulate muon production in interactions of the 400 GeV SPS proton beam with the
target of the SHiP experiment. To achieve its physics goals the SHiP detector needs to operate
under ultra-low background conditions, ensuring the facility is capable of creating such an
environment requires large samples of muon induced background processes. Through the use of
Generative Adversarial Networks (GANs) it is possible to imitate the otherwise computationally
intensive process of producing large muon background samples. For the simulation requirements
of the SHiP experiment, the GANs developed in this chapter offer a speed increase of a factor of
O(106).

The methods discussed in this chapter can be generalised and applied to modelling any

non-discrete multi-dimensional distribution.

The majority of the contents of this chapter is an extended version of Ref. [17], the content

of which is my work. This is enhanced with details from my work within Ref. [93].

4.1 Existing background sample and motivation

In order to optimise the design of the active muon shield at SHiP, develop the reconstruction
and selection algorithms of the SHiP experiment, and verify the facilities background reduction
performance, a large representative sample of background muons is required. Of all the constituent
parts of the SHiP simulation, the simulation of proton interactions with the target and the
computation of the resulting particle showers is by far the most computationally intensive step.
It therefore made sense for the collaboration to carry out a large target simulation campaign,
from which a sample of muon kinematics leaving the target could be recorded and reused for
each background study.

Using the SHiP simulation suite, FairShip, introduced in Section 3.2, 400 GeV proton on
target collisions were simulated by the collaboration. The initial interactions were simulated with
Pythia8, and the subsequent propagation of particles through the dense target was simulated
with GEANT4. For this background production campaign any particle produced with a momentum

p < 10 GeV /¢ was dropped, this increased the efficiency of the computation with minimal impact
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on the results. The value of this momentum cut was guided by an assumption that a muon with
p < 10 GeV/c has a close to zero probability of leaving the hadron absorber. In addition, if it
did, it would not be likely to induce background. Cascade muon production from decays of heavy
hadrons in the target was simulated by Pythia6 [70]. Cascade events are mixed into the full
sample with weights to account for their physical production fractions. In order to enhance this
sample with muons that are more likely to enter the DS the cross section of muon production
processes from decays of p¥, w, n and 7' mesons was enhanced by a factor of 100. Similarly, the
cross section for photon conversions into muon pairs was also enhanced by the same factor [94].
For this background simulation campaign only the target and an un-magnetised hadron absorber
were included, this geometry is laid out as a schematic in Fig. 4.1. Muons that reach the scoring

plane at the end of the hadron absorber have their initial kinematics at production recorded.

The campaign produced a background sample corresponding to approximately 10! protons-
on-target (POT), for the enhanced channels the sample represents significantly more POT,
~ 10% of a spill. The simulation of this sample required months of computation on dedicated

03 protons-on-target of a single

CPU farms, however corresponds to just a fraction of the 4 x 1
SPS spill. Muon production is the overwhelming bottleneck in the simulation of muon background

processes at SHiP.

Using this background sample the studies of two background processes at SHiP remain
statistically limited. These are the combinatorial background, where the estimates of rates require
significant factorisation assumptions, and the uDIS. Specifically it is uDIS events occurring in
the material that makes up the vacuum vessel and other elements of SHiP downstream of the
muon shield which are statistically limited. The component of the uDIS background originating
from scattering events in the concrete walls surrounding the facility is much better understood,
as the muon shield sweeps muons into this region and therefore the kinematical distributions
of muons involved in these events are much more populated. The high efficiency of the muon
shield almost paradoxically makes studies of the impact of background processes involving
muons that pass the shield less certain. The statistical power of the background samples will be
reduced further still if the second round of muon shield optimisation can improve on the current

performance of the shield.
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Figure 4.1: Schematic of the geometry employed in the fixed target muon background simulation
campaign. This schematic is just illustrative and is not to scale.

Generating muon background samples corresponding to the 2 x 102° SPS protons on target
expected during the lifetime of the experiment is practically impossible using conventional
simulation methods. However, larger samples of background muons are needed. Generative
adversarial networks can offer an alternative approach, capable of producing orders of magnitude

larger samples with minimal expense to the fidelity of the generated muons.

4.2 Generative adversarial networks

GANs are a class of machine learning (ML) algorithm designed to sample from intractable
multidimensional functions. Well trained GANs map a given randomly distributed input latent
vector to a high quality sample that cannot be distinguished from a training sample. In the ML
community GANs have been shown to work well across a spectrum of tasks. The most common
task being the generation of fake images [95-101]. Each image in a training set is made up of a

multitude of pixels, and so each image essentially corresponds to a single data point in a high
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Output layer

Input sample

Input layer

Hidden layer

Figure 4.2: Schematic of a simple network.

dimensional space. Within this space, the underlying features of the training set of images are
encoded through dependencies between pixels. GANs attempt to model the characteristics that
define a set of training images. Trained models can then be used to generate images that are

faithful emulations of the examples in the original training set.

Recent developments in the ML community, catalysed by hardware improvements, have
improved generative neural networks to the point that they can feature as viable tools within
particle physics computation. Applications of GANs within particle physics are constantly
appearing. GANs have been applied in both event generation [17, 82, 102-107] and detector

modelling [85, 108-117].

Neural networks are trainable computational objects that approximate functions, mapping an
n-dimensional input space into an m-dimensional output. A basic network is built up of multiple
layers: an input layer, some intermediate hidden layers, and an output layer, see Fig. 4.2. Layers
are comprised of many individual nodes, a pattern of connections then joins nodes in adjacent
layers. Each node has an associated bias term, b, acting as an activation threshold of the node,
and each connection has an associated weight, w, representing the strength of the connection.

The weights and biases of the network are tunable parameters.
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Figure 4.3: Activation functions employed in this chapter.

The simplest pattern of connections between layers is one where the nodes in each layer are
fully connected with nodes in the adjacent layers. Samples are propagated forwards through the
network and in the fully connected configuration the output value of each node is calculated as
a weighted sum of the outputs from the last layer. This value is then shifted by the bias term
and the result is passed through an activation function. The activation function, A, modulates
the output activation, a, of a node and provides some non-linearity. Alternatively, in equation
form a is computed as

ab = A (Z witah |+ bi> : (4.1)

J

where the index L refers to the layer number, ¢ is the node index and j is the node index of
the previous layer. Depending on the layer that a particular node belongs to, different types of
activation functions are used. For instance, hidden layers often make use of the so called "leaky
rectified linear unit" function [118]. Output layers often use a sigmoid function, this constrains
the output to values between 0 and 1. This choice may be appropriate for a binary classification
network, the output of which would be an assessment of whether the input sample originated
from one of two sample classes. The activation functions used in this chapter are displayed in
Fig. 4.3.

A network must be trained in order for it to accurately carry out a task. This training process
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involves the tuning of the weight and bias parameters, with supervised learning being the most
intuitive approach to training. In the example of a binary classification problem, labelled data
are first passed through the network. Output values are then compared to the true labels via a
loss function. The loss provides a quantitative measure of the performance of the network on a
set of input training samples. A large value for the loss indicates that the network is currently
struggling to distinguish between the two classes of samples. The loss is used in the process of
back-propagation to systematically step backwards through the network updating the weight
and bias parameters in an effort to improve network performance [119]. The extent to which the
loss affects network parameters is controlled by the learning rate. Networks are trained in steps,
in each of which a small batch of training data is fed through the network. The loss function is
then evaluated and the trainable parameters are updated using only this batch of data.

GANs employ two competing networks, one acting as a generator and the other as a
discriminator [120]. The generator G is trained to map an input vector of random noise z to an
output generated vector G(z; 6,), where 0, are the parameters of the network. The discriminator,
D, with trainable parameters 64, is trained to map an input vector x to an output prediction
ﬁ(m; 64), which is constrained to a value between 0 and 1. This value represents the probability
that = originated from the training sample. A value of D(z;64) closer to 0 indicates that D
expects the sample to have been generated by G, whereas if f)(m, 04) is close to 1 then D is
predicting that the sample originated from the training data. For this application G (2;04) and
x represent vectors of muon kinematics.

The discriminator and generator networks are trained in an iterative approach. Firstly, the
discriminator is trained to distinguish between generated and training samples via a binary
crossentropy loss function Lg4. This is a common loss function for training classifier networks

and is defined as

Lq=

3=

’Zl _[y%rue 1Og(y§)red) + (1 - y%rue) log(l - y&ed)]? (4.2)
1=
where yt,ue takes the values of 1 or 0 for the training or generated label of the sample respectively,

and yYpred is the predicted label by the discriminator ypreq = f)(x, 04). The value of this loss

function increases rapidly the further ypeq is from the yirye, see Fig. 4.4. Large values of the
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Figure 4.4: The L; and L loss functions.

loss function bring significant changes to 6.

The generator network is then trained in a stacked model which directly connects the output
of G’, Tgen, to the discriminator, leading to a vector of predicted class labels ﬁ(xgen; 04). This is
the adversarial component of the GAN, it is only the feedback of D that influences the training
of G. In this stacked model all training parameters of the discriminator, 64, are frozen. The

trainable parameters, 6, of the generator are updated based on the loss function, L, defined as
1 - Ao
Ly=7 21 —log(D(gen; 0a))- (4.3)
1=

Low values of ﬁ(a:gen;ed) indicate that the discriminator is confident that the sample x4y,
originated from the generator, leading to a large value of L,. Generated samples that closely
resemble training samples will return higher values of ﬁ(mgen; 64) and consequently lower values
of Ly as the discriminator was successfully tricked. Again, see Fig. 4.4 for a visualisation of the

form of this loss.

The training of the GAN is completed when generated samples G (2;60,) are either indistin-
guishable from training samples or their quality is no longer improving. This point is hard to
define and there exists no universal definition of when to stop training a GAN. Section 4.3.2
introduces a metric to monitor the quality of the generator throughout the training process

tailored for this application, this gives an indication of when to stop.
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4.3 GANSs for the SHiP experiment

The training sample discussed in Sec. 4.1 contains the following initial muon kinematics: the
position r, the momentum p and the charge of 3.4 x 10% muons that passed through the target
and un-magnetised hadron absorber and reached the scoring plane. This sample is split into
four sub-samples. From each of these sub-samples a separate GAN is trained, separated by
muon charge and prompt or displaced origin. As mentioned, this training sample is artificially
enriched with muons from rare processes. Therefore, in order to obtain a GAN that can produce
a physical admixture of muons from the various sources, batches of muons are extracted from

the training sample according to a probability that cancels out this enhancement.

The GAN will generate position and momentum vectors of muons within the target. After
generation, muons can then be propagated through the active muon shield and the Decay
Spectrometer, relying on GEANT4 to simulate muon interactions with matter. This approach
allows for a fast production of large muon samples, while maintaining the flexibility to optimise
the muon shield and downstream detector elements of SHiP. Additionally, this approach leaves

in the ability to change the spatial smearing of the proton beam impinging on the target.

The z- and y-coordinates of muons originating from prompt decays of mesons produced
in the initial proton collision such as the p%, ¢ and J/v are always the same. This is just a
consequence of using a training sample that relies on Pythia with no smearing of the proton-
beam distribution. As mentioned, muons from prompt sources are treated separately from muons
originating from other sources. Therefore, the GANs trained on prompt muons generate just

four features (z, p), and the GANs for non-prompt muons generate six (r, p).

In this approach correlations between muons produced in pairs from, for example vector-
meson decays, are ignored. Muons are generated individually. This is an unimportant effect
as while the probability of a single muon to reach the detectors is low the probability that
a correlated pair do is vanishingly small. It is also likely that any correlation is lost via the

multiple scattering of the muons through the hadron absorber and muon shield.
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4.3.1 Pre-processing

The distribution of the z- and y- coordinates of muons from non-prompt sources is extremely
peaked around the interaction point. Therefore, each value of the z- (y-) distribution x? (y*) is

transformed as

—/]zt =z if 2t < T,
(4.4)

¥ —

Ltransformed —
|zt —Z| if 2 >,
before training the GANs. This transformation widens the distributions, which proves easier for
the GANs to model. The distributions of all the input features are then normalised to values
between -1 and 1. These transformations will later be reversed to obtain physical values from

the generated output.

4.3.2 Figure of merit

An important requirement of the full simulation of the SHiP detector is to accurately model the
flux of muons reaching the DS. This flux crucially depends on the momentum distribution of
the muons entering the active muon shield. Therefore, the kinematic distribution of the muons
generated through the GAN approach must closely match that of the muons produced in the
target using the full simulation.

In order to optimise the architecture of the networks and to quantify the quality of the
training procedure a figure of merit, FoM, is developed with the following requirements. The
FoM must account for how well the GAN is able to model individual features and the correlations
between them. Furthermore, it is important that the FoM offers an independent metric for
the quality of the training of the GAN. Using a metric derived from the loss function of the
discriminator or the generator will not help as both networks improve in tandem during the
iterative training procedure. Finally, the computation of the FoM must be fast enough such that
it does not significantly impact the training speed.

During the training process, at regular intervals test samples are generated to query the
FoM for a measure of the training progress. The muon features span a six dimensional space so

a small generated sample of muons results in a very sparsely populated feature space. Therefore,
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traditional binned goodness of fit methods, such as x2-tests, break down as almost all bins in
the space have a low occupancy. Boosted decision trees (BDT) can overcome this issue [121] and
satisfy the aforementioned requirements of the FoM.

A gradient boosted decision tree is fit to distinguish between generated and fully simulated
muon samples. The BDT uses 100,000 muons generated from the latest GAN configuration
and 100,000 randomly selected fully simulated muons. Half of the muons in each sample are
used for fitting, the other half for querying the BDT. The resulting performance of the BDT is
quantified by computing the area under the receiver operating characteristic curve (ROC AUC).
A generated sample that is indistinguishable from a fully simulated sample would return an ROC
AUC value of ~ 0.5, and a value of ~ 1 for a fully distinguishable sample. The sample size of
100,000 is confirmed as large enough by fitting multiple BDTs with bootstrapped training data.
Accounting for the fact that when fitting on two samples from the same source the resulting
ROC AUC value could fall either side of 0.5, a mean FoM value of 0.5011 + 0.0003 is observed.

A sample size of 100,000 is therefore satisfactory unless the GAN reaches scores close to this.

4.3.3 Network optimisation and GAN architecture

All networks are trained with a mini-batch gradient descent approach [122], where at each
training step the networks use a small sub-sample of training data. A batch size of 50 is chosen.
This choice attempts to keep the benefits of both small and large batches. Large batch sizes
result in more accurate gradients and are more computationally efficient to compute. However,
smaller batches provide a stochastic component, this can enable the gradient descent procedure
to kick itself out of any local minima.

The architecture of the generators and discriminators of the GANs are kept simple, they are
built using only fully connected layers. The fully connected architecture is agnostic to any prior
belief that some correlations between parameters will be more or less important. This keeps the
result independent of the original ordering of the muon parameters in the vectors of features
that make up the training sample. The number of nodes, the batch size, the number of layers
and the learning rate of the networks are coarsely optimised through a manual grid search over

these hyperparameters. The four GANs are trained until the ROC AUC of the BDT based FoM
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Figure 4.5: Schematic of the GAN architecture employed. Arrows indicated the flow of samples
and loss information during each stage of training.

described in Sec. 4.3.2 flattens out, and the architecture selected is that which minimised the
FoM.

As a result of this optimisation procedure, the GANs for both prompt and non-prompt muons
follow the architecture depicted in Fig. 4.5. Leaky rectified linear unit activation functions are
used at every hidden layer. The G and D networks each have two hidden layers in an inverted
pyramidal structure. For the prompt muon GANs, the number of nodes in each hidden layer
of G are 512 and 1024 and for D are 768 and 1536. For the non-prompt GANs, the number
of corresponding nodes are 1536 and 3072 for G and 768 and 1536 for D. The latent input to
the generators sample from an 100 dimensional unit Gaussian distribution. The last layer of G
has a tanh activation function in accordance with the transformed range of the input features
described in Sec. 4.3.1. The last layer of D hasa sigmoid activation function providing an output
between 0 and 1 that represents the judgement of D on the origin of each input sample. Dropout
layers with a dropout probability of 0.25 are added between each layer of G and D to help
prevent overfitting [123], and batch normalisation layers are also added between layers of G [124].

This network structure is summarised in Table 4.1.
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Gprompt

D ‘prompt

Gnon —prompt

D, non—prompt

(100,) (Gaussian noise)
(512,) (Fully connected)
Dropout(0.25)

Leaky ReLLU

Batch normalisation
(1024,) (Fully connected)
Dropout(0.25)

Leaky ReLLU

Batch normalisation

(6,) (Fully connected)

(6,)

(768,) (Fully connected)
Dropout(0.25)

Leaky ReLLU

(1536,) (Fully connected)
Dropout(0.25)

Leaky ReLLU

(1,) (Fully connected)

(100,) (Gaussian noise)
(1536,) (Fully connected)
Dropout(0.25)

Leaky ReLLU

Batch normalisation
(3072,) (Fully connected)
Dropout(0.25)

Leaky ReLLU

Batch normalisation

(6,) (Fully connected)

(6,)

(768,) (Fully connected)
Dropout(0.25)

Leaky ReLU

(1536,) (Fully connected)
Dropout(0.25)

Leaky ReLLU

(1,) (Fully connected)

1.0

Table 4.1: Summary of network architecture.
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For this study the Adam optimisation algorithm [125] was used during training. Employing the
AMSgrad algorithm with the Adam optimiser improved the stability of L, and the FoM progress
with training [126]. A momentum parameter of Adam, f;, is used with a value of 0.5 to help

control the progress of the gradient descent during the training of the network.

47



CHAPTER 4. FAST SIMULATION OF MUON BACKGROUNDS

y (cm) z (cm) pe (GeV/c) py (GeV/c) p. (GeV/e)
57 N0 5 70006800 7 6600 5 0 5 -5 0 5 100 200 " Boo
Log-scale
i
; 10(’)
\.' N
[®]
: 2
P 10*
i' Q
. @
=
e 9]
@
I
ot <t
. &
. (=9
107
6600 -6600
/E 0
L6800 10
N
7000
— o
3)
=
6'5 0
=
£
5 106
Log-scale
< z
= ) =
85 ) 101 92}
= E
> £
£ 5
5 =
1 g
10?
300
3)
~
% 200
<
QN‘ 100 1 00
QU MRS PR Y £ N .
70000 6800 6600 5 5

;
X (cm)

7 (cm) PJ (GeV/e) 7"p;,, (GeV/e)

Figure 4.7: Two-dimensional distributions of all unique combinations of muon features for
GAN based (upper-half) and fully simulated (lower-half) muons produced in the SHiP target.
One-dimensional log scale comparisons of each feature are presented along the diagonal.

4.4 GAN performance

The progress of the FoM throughout the training of each GAN, as well as the distributions
of BDT output of the optimal GAN models are shown in Fig. 4.6. The final FoM values for
the prompt u* and 4~ GAN models are 0.57 and 0.54 respectively. Whereas, the non-prompt
put and g~ GAN models return FoM values of 0.60 and 0.59 respectively. These results were

obtained by taking the best results from multiple training runs for each GAN.
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Figure 4.8: Two-dimensional p vs p distributions for GAN based (top-left), fully simulated
(top-middle) and the ratio (top-right) of muons produced in the SHiP target. The comparisons
of the one dimensional projections for p (bottom-left) and pp (bottom-right) are also shown.

In order to visualise the level of agreement between the generated and fully simulated
samples, a physical sample of GAN based muons is produced by combining the output from
each of the four generators. This combination is made according to the expected production
fractions of prompt and non-prompt muons in the simulation. Figure 4.7 compares the one-
and two-dimensional distributions of each unique pair of features between fully simulated and
generated muons.

Overall, it appears the GANs can reproduce the correct correlations between features,
although the tails of the (z, y, z) position distributions are clearly underestimated. However,
there are examples of asymmetries and over populated regions of the tails in the GAN sample
in all 2D projections shown.

Modelling of the momentum (p) and transverse momentum (pr) plane accurately is crucial
in order to obtain the correct flux of muons reaching the SHiP Decay Spectrometer. Figure 4.8
compares the (p, pr) plane between the fully simulated and generated samples. The GANs

can largely reproduce the correlations between these features, however in particular they
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underestimate the number of muons with pp > 3 GeV/c. To attempt to correct for this effect
on the momentum distribution of the generated muons, the three-dimensional (p,, py, p-)
distributions of the fully simulated and generated muons are each fit using a three-dimensional
Kernel Density Estimator, for example see Ref. [127]. For each generated muon, an individual
corrective weight is derived by taking the ratio between fully simulated over the fully generated
KDEs at the corresponding (pz, py, p») muon coordinate. Note that calculating weights like this
has minimal effect on generation speed. Once it is obtained, querying the KDE needs only be

done for the very small fraction of muons that reach the SHiP detectors.

4.5 Reconstructing GAN generated muons

Generated muon samples are introduced into the simulation at the required position within the
SHiP target and with the specified momenta, as shown in the schematic of Fig. 4.1. As described
in Chapter 3.1.1 the SPS proton beam will be moved over the target in a circular motion in
order to reduce the peak heating of the target. To reproduce this effect the origin position of
each muon added to the simulation is smeared in the z- and y- plane by Az and Ay, calculated

as
r=rs+ 1, x N(0,1), ¢»=U(0,1) x 2 x T,

(4.5)
Az =1 X cos(¢), Ay =1 x sin(¢),
where N(0,1) and U(0,1) are values generated from a normal and a uniform distribution
respectively. The application of Az and Ay accounts for a Gaussian-like blurring of the beam of
scale 73, and the circular sweeping, of radius rg, over the target.

Following the smearing of the muon production vertex the FairShip software suite employs
GEANT4 to simulate passage through the magnetic shield and any interactions with the downstream
SHiP detector. Digitization algorithms are run on the simulation truth level hits to emulate real
detector effects, and then finally reconstruction algorithms create track candidates.

Figure 4.9 shows the momentum distribution of reconstructed muon tracks in the Decay
Spectrometer of SHiP resulting from both the GAN based muon sample and the full simulation

sample. Both a uniform and logged binning scheme are provided. Highly weighted events

originating from the enhancement of some muon production channels in the fully simulated
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sample as discussed in Section 4.1 are visible in these plots. The effect of the residual correction
to the kinematics of the GAN based muon sample discussed in Sec. 4.4 is found to have a small
effect.

Figure 4.10 shows the initial momentum distributions at the production point of the muons
in the target, for muons that go on to be reconstructed in the DS. The GAN based and fully
simulated muons display similar features in the p vs pt plane. Note, the fully simulated sample
exhibits extremely localised hot-spots. These are due to the event weights that account for
enhancement factors of particular processes as discussed in Sec. 4.1.

The rate of muons that survive the magnetic shield and are reconstructed in the Decay
Spectrometer is given in Table 4.2. Both the full rate and the rate of muons with initial momenta
corresponding to the upper region of Fig. 4.10 agree when comparing the GAN based and fully
simulated muon samples. The correction to the kinematic distributions of the GAN based muons

discussed in Sec. 4.4 changes the rate of generated muons entering the Decay Spectrometer by

just ~ 4%.
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Figure 4.9: Distribution in linear (left) and log-scale (right) of the reconstructed track momentum
of muons in the Decay Spectrometer. The distributions are normalised such that they correspond
to the same POT.
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Approach

Full Rate (kHz)

Upper Region Rate (kHz)

Full simulation
GAN
GAN (weighted)

13.9+34
15.8+0.3
15.2+£0.5

4.7+£2.2
5.5+£0.2
4.7+£04

Table 4.2: Rates of reconstructed muons in the Decay Spectrometer.
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Figure 4.10: Initial momentum of muons with well reconstructed tracks in the Decay Spectrometer.
Full simulation data is presented on the left and generated data on the right. The dashed line
indicates the upper region referred to in Table 4.2.

4.6 Benchmarking

With a small expense in the fidelity between the generated and fully simulated sample, mostly
manifesting in the tails of the distribution, this generative approach can produce samples of
muons at greater speed. Generating samples of muons from GANs on GPUs provides a speed-up
of O(10°) relative to the full Pythia8 and GEANT4 proton-on-target simulation'. This test was
performed using Keras(v2.1.5) [128] with a TensorFlow backend (v1.8.0) [129] on a single
Nvidia Tesla P100 GPU card [130]. This speed-up factor includes all the post-processing

computations required to transform the output features of the generator into physical values.

Table 4.3 summarises the results of this performance test. The gain in speed using the

Note, the generation code was optimised in Chapter 7 which resulted in approximately 5 times faster
inference.
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generative approach is partly due to the small production cross section of muons with p >
10 GeV/c, requiring O(10%) proton-on-target interactions to be simulated through Pythia8 in
order to generate a single muon that reaches the scoring plane. This effect is accounted for in
the "Time to simulate a single muon (s)" column of Table 4.3.

Although it depends on specific hardware choices, for a rough idea, generating muons using

the GAN approach on a CPU is generally an order of magnitude slower than on a GPU.

Target simulation method | Muons produced in 5 Time to simulate single
minutes muon (s)

Pythia8 and GEANT4 ~1 1.1x 107!

GAN (CPU) 7.5 x 10° 4.0 x 1074

GAN (GPU) 3.5 x 106 8.6 x 1077

Table 4.3: Summary of benchmarking results.

4.7 Caveats to the GAN approach

The understanding of some important backgrounds at SHiP is currently statistically limited,
better understanding requires a larger muon sample. There is however no new muon background
production campaign planned. Besides, even if there were it would be unlikely to be much larger
than the first. Therefore some manner of data augmentation is required in order to extract as
much information as possible from the current background sample.

This could partly be achieved with simple symmetry based transformations exploiting domain
knowledge. For example, one could enhance the sample by rotating muon kinematics in the p,-
py- plane. While this would certainly work to some extent, nothing is learned about the true
distribution and it would not take long to saturate the same regions of the 6D kinematical phase
space. This is especially problematic as the SHiP muon shield simulation is essentially a very
high dimensional filter whose behaviour may be far from smooth over the muon kinematical
phase space. These transformations could potentially be combined with a noise component to

smear the synthetic muons out, but this is unsatisfactory as such a process must be based on
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arbitrary choices. An existing over-sampling technique could be used, SMOTE [131] or ADASYN
[132] for example. However, these approaches rely on interpolating in straight lines between
existing examples in the data set, this is particularly problematic in low density regions. The

results have the same drawbacks as that of exploiting symmetries in the sample with rotations.

The GAN approach directly produces a model that approximates the intractable multidi-
mensional true probability density function behind the training data, if a GAN was trained
perfectly it could essentially be sampled indefinitely. Of course for the GAN to perfectly model
the true distribution it must be trained on an infinite sample, and if this existed the GAN
would be redundant. The approach is limited by the size of the training sample, as are the other
oversampling options outlined above. Enhancing a sample with events generated from a GAN
trained on a finite training sample cannot directly increase the statistical power the original

sample, however it can provide additional information if some assumptions made are true.

We can imagine splitting the uncertainty of the full simulation and of the GAN model into
statistical and systematic components, where the systematic uncertainty of the fully simulated
sample originates from differences between the full simulation and reality, and its statistical
uncertainty is limited by the computational complexity of its simulation. The systematic
uncertainty of the trained GAN clearly must be as large or larger than that of the training
sample, even for a perfect GAN [133]. The statistical uncertainty in the GAN sample is however
no longer limited, as the GAN is orders of magnitude faster to sample from. Note though,
to some extent the statistical uncertainty present in the training sample will be translated
into a systematic uncertainty in the trained GAN model, this is certainly true if the GAN
is overfitting to the training sample. It has been shown for various simple toy distributions
that a large sample generated from a very simple GAN trained on a much smaller toy sample
can better match the true distribution than the toy data set itself, and hence can provide an
enhancement [134]. The additional information comes from the GAN assuming the training
sample originated from a smooth and continuous distribution, where this is true it is possible
for a GAN to accurately interpolate and provide an enhancement. The enhancement observed
in Ref. [134] was larger in situations where higher resolution details of the distribution were

important, here the interpolation from the GAN filling the gaps of the training sample is the
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most beneficial. The GAN approach was also shown to be increasingly useful when enhancing
distributions of higher dimensions, as the mean regional occupancy of a training sample is further
reduced. In reality we have limited knowledge of the true probability density function behind the
training sample, and so there is no way to check agreement other than to compare to the training
sample. It is impossible to verify that any agreement holds as you sample more events from the
GAN without producing more events with the slow simulation. Though, we do know that any
miss modelling that does exist will be especially prevalent in the tail regions that are poorly
described by the training sample. In these regions the validity of the assumption of accurate
modelling of the true probability density function will diminish. Further extrapolation is possible
but similarly assumes that the true probability density function continues smoothly, does not
change behaviour in the extrapolated region, and furthermore that the GAN is stable enough in
the region in order to correctly model this assumption. None of the alternative oversampling

techniques can extrapolate without similar assumptions.

For the SHiP example, the muon shield effectively acts as a very high dimensional function.
There is clearly potential for anisotropies and discontinuities to exist in the response of this
function to a smooth input sample of muons. In fact this is observed even when the surviving
muon properties are collapsed into 2D in Fig. 4.10. If the true muon distribution is indeed smooth
and continuous, as it appears, the GAN should be able to accurately model it and provide an
enhancement. This enhancement will be especially relevant if the discontinuities in the response
of the muon shield are localised and the response is sensitive to higher resolution details of the
input muon distribution [135]. In the SHiP set up, after GAN generation the complexity of the
muon shield response to the smooth muon distribution can be then be modeled with the full
GEANT simulation. The muon shield has a very high efficiency to successfully sweep muons out
of the detector acceptance, therefore the statistical power of a single muon sample to describe
what is happening per POT is reduced after the sample has passed through the shield. The
GAN then also benefits from training on the more powerful sample before it passes through the
shield, compared to the alternative of modelling only the muons that beat the shield. The more
effective the shield is, the more valuable a reliable enhancement will be. Notably, a significant

fraction of the muons reaching the detectors come from the core of the distribution, where
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the assumption that the GAN is modelling the underlying true muon distribution well is more
robust. In the tail regions, granted, the GAN will at least in part be miss modelling the true
distribution. This is certainly true of the GANs presented in this chapter, see Fig. 4.7. However,
we can still simulate the response of the muon shield and the detectors given the distribution of
muons generated by the GAN and its potential miss modellings. For SHiP background studies
the GAN effectively attempts to gets as much information as possible out of the small fully
simulated sample. Generated muons can be used in parallel to complement ongoing background
studies and sub-system optimisation studies, for example that of the muon shield.

Finally, something to note. The generative approach presented here could be trained directly
on real data. A recent muon-flux beam-test campaign of the SHiP collaboration [136] was carried
out to both validate the simulated distributions of muon kinematics and assess any requirement
to tune the simulation. Employing a GAN approach directly on test-beam data would circumvent
the challenge of tuning the multitude of parameters that control the simulation in order to

match the data.
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MUON COMBINATORIAL BACKGROUND STUDIES

he study of backgrounds at SHiP is of paramount importance. The goal is to develop

a selection to reduce backgrounds to < 0.1 events over the full 5 years of data taking

[16]. The collaboration have demonstrated this ultra-low background environment
is achievable [18] and this result has been used in various sensitivity studies produced by the
collaboration.

Muons are produced in both the initial collision of protons on the SHiP target and in the
subsequent decays of hadrons produced in showers from material interactions. For the SHiP
experiment muons have a dangerous mix of high penetrating power and a long lifetime. Muons
are more capable than any other charged particle of traversing the full length of facility and
creating tracks in the detectors. The hadron absorber acts as the first background defence
softening the K /m momentum spectrum before such mesons decay to produce a large flux of
muons, the vast majority of these muons with initial momentum > 10 GeV/c reach the end of
the hadron absorber. This results in a muon flux of O(10!!) Hz leaving the hadron absorber.
The final section of the hadron absorber is magnetised and provides a head start on sweeping

background muons out of the detector acceptance. In its current state! the active muon shield

!Shield performance may improve with a new optimisation campaign but any improvement is likely to be
small.
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achieves a suppression of O(109). This leaves O(10%) muons entering the fiducial volume of the
experiment every 1 s spill of the SPS.

The rate and characteristics of muons entering the decay volume and ultimately forming
tracks in the HS spectrometer drift tubes must be understood. The occurrence of a pair of
background tracks within the same timing window can mimic the signatures of signal hidden
sector final states. This chapter outlines investigations into this background and the effectiveness

of suppression.

5.1 Background samples

Two samples are employed in this chapter, these samples are kept separate throughout. The first
corresponds to the fully simulated background sample introduced in Chapter 4.1. This sample is
of a size equivalent to 6.5 x 10!° POT. Various channels were enhanced in the production, for
these channels the sample is equivalent to ~ 10% of a spill. A sample of muons produced in the
cascade are folded into the full sample and correctly weighted to account for the charm and
beauty production cross-sections. This cascade sample is equivalent to 5 x 10'Y POT.

The second sample used is generated using the GAN approach of Chapter 4, this sample
corresponds to 6 x 10'3 protons on target, corresponding to ~ 1 spill of the SPS. As previously
described, the weights in the fully simulated sample coming from the enhancement present and
the folding in of the cascade sample are accounted for in the training of the GAN, and so the
GAN produces a physical sample. The weights associated with the GAN muons are derived

from the corrective KDE introduced in Chapter 4.4.

5.2 Background estimation

Within the FairShip simulation suite the path of muons are simulated from their individual
point of production within the target to the downstream detectors using GEANT4. Pattern
recognition algorithms are used to reconstruct particle tracks in the SST from digitized hits
in the simulation. These algorithms were developed by the collaboration and are described in

Ref. [80]. Initial cuts on the properties of a track candidate including the track-fit quality are
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Figure 5.1: Initial momentum of well reconstructed background muons at production in the
target. Fully simulated sample is in blue, the larger GAN based sample in red.

made, these are presented in Table 5.1. Muons passing these tracking cuts are labelled as well

reconstructed.

Cut description || Value

Number of measurements || > 25
x%/ndof || <5

Hits before and after

True
spectrometer magnet

Table 5.1: Cuts applied to track candidates.

Figure 5.1 displays the kinematics of muons at their production vertex within the target for
the muons that form well reconstructed tracks in the HS spectrometer. The distribution has two
distinct islands. The low momentum island contains muons that undergo large scattering in the
shield. These events result in large deflections of muons into the wrong side of the magnet [18,
137]. Both the full rate and the well reconstructed rate of muons for the fully simulated and
GAN samples are presented in Table 5.2. The GAN rates are higher than the fully simulated
rates. The characteristics of this excess will become clearer in Section 5.2.3. This excess is left in

as it only provides a tougher sample to test the SHiP background rejection methods against.
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Simulation Flavour || Rate (kHz) Well Reconstructed Rate (kHz)
Fully Simulated || 18.13 £ 3.05 11.45£2.42
GAN || 24.96 £0.14 14.81 £0.13

Table 5.2: Muon track rate and well reconstructed track rate for each background sample.

5.2.1 Timing resolution

Each 1 s spill of the SPS will deliver 4 x 10'3 400 GeV protons to the SHiP experiment every
7.2 s. Spills will be delivered via a slow extraction, with the goal of providing an as flat as
possible beam profile. This, as opposed to a single sharp peak in proton delivery, lowers the
probability for the coincidence of two background muon events. The final details of the beam
profile the SPS will provide are not known, so for this analysis a perfectly flat beam is assumed
for simplicity. A profile close to this appears to be achievable, see Refs. [18, 69].

A high resolution timing detector (TD) placed immediately downstream of the decay vessel
will provide the largest suppression of combinatorial background events. The design of the TD
is not finalised however viable plastic scintillator and MRPC options have been presented. For
both designs a timing resolution of 100 ps appears to be very feasible. For large or full scale
prototypes resolutions of 85 ps and < 60 ps have been measured for the plastic scintillator
and MRPC options respectively [19]. For this study fully distinguishable timing windows were
conservatively defined as 30 = 340 ps.

From the well reconstructed rates in Table. 4.2 the probability of two background muon
tracks occurring in a single timing window of 340 ps can be calculated with Poisson statistics.

The mean number of events expected in a single timing window, A, is,
A=R, x17=R, x340ps (5.1)

where R, is the well reconstructed muon rate provided in the right-most column of Table 5.2,
and 7 is the size of each timing window. The probability for a combinatorial event in a single
window is then,

340ps Aoxe=>  Alxe=?
Pcombi =1- 0! - T (5.2)
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Figure 5.2: Relationship between timing window, 7 and the expected number of combinatorial
events over 5 years, Neompi- Neompi 1S normalized to the value expected from the fully simulated
muon sample and 7 = 340 ps. In blue is the relationship calculated using the rate observed in
the fully simulated sample, and in red using the rate in the GAN based sample.

The total number of expected combinatorial background events over 5 years is,

N340 ps __ P340 ps

combi combi

X Nwindows X Nspills (5-3)

where the number of timing windows per spill Nyindows = 15 x 77! and the number of spills

Nepins = 4 X 108. The background suppression efficiency of the timing detector is calculated by

N3 0ps

comb; b0 the number of combinatorial events expected with no timing resolution.

comparing
In this case spills would still be separable, so the effective timing resolution would be 1 s. The

number of expected muons per timing window would then just be equal to the rate, R, and

Nls corpi Would be the number of unique pairs of these muons,
Ryx(Ru—
Ncombz = (2 D x N, spills- (5.4)

The background reduction efficiency e, is then,

combz combi*

N340 pS/le (5.5)

The relationship between N7

compi and 7 is presented in Fig. 5.2 for the values of R, obtained

from the simulation of the fully simulated muon sample and the GAN based muon sample. As
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Figure 5.3: Distributions of the reconstructed properties of pairs of tracks. Fully simulated
background muon pairs are presented in blue and GAN based background muon pairs in red. In
green are the distributions for a benchmark signal sample.

mentioned, the GAN based sample has a higher well reconstructed rate, this results in a higher

expected number of combinatorial events in 5 years for all values of 7.

5.2.2 Selection cuts

SHiP is designed to observe the decay of a HS particle within the vacuum decay volume. This
particle can decay to a final state producing two or more tracks in the SHiP spectrometer. The
second approach to background reduction is to exploit the differing characteristics of signal and
combinatorial background events at SHiP.

From all IV, well reconstructed muons we can produce Npqirs unique pairs of tracks where,

Nyux(Ny—1
Npairs = _Lgﬂ_) (5.6)
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Each pair is then given a weight w, calculated as w; X w;. From each pair of tracks a variety of

signal candidate properties can be calculated. These are qualitatively summarised as follows:

the distance of closest approach (DOCA) is the shortest distance between the extrapolated
paths of the two charged tracks. A signal pair of charged tracks will point back to a real

decay vertex and DOCA will be a very small value.

the signal candidate reconstructed decay vertex (Tyertes) is the {z,y, 2z} coordinates of the
DOCA position. A signal vertex is required to be inside the fiducial volume and not within

a safety margin of 5 cm to a vessel wall.

the signal candidate momentum (ppesr) is the vector sum of the momenta of each track at

the reconstructed vertex.

the impact parameter with respect to the target (IP) is the distance between the centre of
the target and the backwards extrapolated origin of the signal candidate. The momentum
of the reconstructed signal candidate particle is extrapolated in a straight line back to the
z- coordinate of the SHiP target. A simple straight extrapolation is all that is necessary as

it is imagined the reconstructed signal candidate particle is a HS particle.

The distributions of these derived properties are presented in Fig. 5.3 for the fully simulated

and GAN based background samples. The structure in the fully simulated sample is exaggerated

by the large weights present in the sample, this especially true of any pair made up of two

highly weighted muons. As each highly weighted muon appears in multiple pairs the error bars

presented are likely underestimating the uncertainty in each bin. Additionally a ¥MSM signal

model with a HNL mass of 1 GeV/c? is provided, in this model the HNL decays to u~ + 7+ and

is fully reconstructed. The differing characteristics of these signal and background distributions

can be exploited by simple single valued selection cuts. The cuts developed by the collaboration

are presented in Table. 5.3.

The efficiency of a particular cut or a combination of cuts, €sejection, can be defined as,

€selection = post—cuts/Wpre—cutsa (5'7)
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Cut description || Value
Individual track momentum || > 1.0 GeV/c
DOCA || < 1cm

in fiducial volume, distance to

onal .
Signal candidate decay vertex closest wall > 5 cm

Impact parameter w.r.t target || < 2.5 m

Table 5.3: Single value background selection cuts.

Cut description || € - Full Simulation e - GAN € - Signal

Individual track momentum
Distance of closest approach
Vertex position (fiducial)

Impact parameter w.r.t target

7.5540.72 x 1071
1.4141.09 x 1072
2.3840.33 x 107!
6.8440.68 x 101

7.4940.01 x 1071
7.1540.05 x 1073
3.07+0.03 x 107!
6.2440.06 x 1071

9.8140.04 x 101
8.64+0.03 x 107!
8.8840.03 x 107!
9.6740.04 x 101

Combined

3.68+1.51 x 1074

8.43+0.17 x 1074

8.01+0.03 x 1071

Table 5.4: Efficiency of background reducing cuts. Values are presented for each cut individually
and then combined.

where Wyre—cuts and Wist—cuts are the sum of the weights of signal candidate pairs of tracks
before and after cuts respectively. Values for the efficiency of each cut applied individually and
when combined together are presented in Table. 5.4. Due to the extremely large number of
unique pairs that can be constructed from the GAN based sample, only a randomly selected
sub-sample of track pairs is used. Also provided in Table. 5.4 are efficiencies for the HNL signal
sample. Inevitably some signal will be lost to these cuts, the extent of this loss is dependent on
the characteristics of the signal. To accommodate for signal particles decaying to final states that
include neutralinos, which carry some momentum information out of the reconstructed system,
the IP cut is very wide at 2.5 m. Fully reconstructed final states point back to within O(10) cm.

A stricter 10 cm cut can later be applied to any candidate that is fully reconstructed [18].

Muons that emanate from the target have their kinematics perturbed by the active muon
shield. This is especially true of low momentum muons. Low momentum background muons that
do form tracks enter the vacuum decay volume from a wide range of angles and so are not likely

to point back to the target. There is a population of high momentum background muons that
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Figure 5.4: Relationship between the IP feature and the reconstructed momentum of the signal
candidate particle. In blue is the fully simulated sample, in red the GAN based and in green is a
benchmark signal sample.

pass the shield without much deflection, these enter the decay volume from the front. Pairs of
these muons are the most likely to be mistaken as signal as they could be reconstructed to signal
candidates with a low IP values. Figure. 5.4 shows a large population of background pairs that

form signal candidate mother particles of high momentum which pass the wider IP cut of 2.5 m.

To visualise the effects of the IP cut Fig. 5.5 displays the reconstructed origin position after

extrapolation in the z- and y- plane at the z- position of the target.

5.2.3 Upstream vetoing systems

The final defense employed to suppress combinatorial background are the vetoing sub-systems
that surround the decay volume. At the front of the vessel are multiple resistive plate chamber
detectors making up the upstream background tagger. Placed around the outside of the decay
volume, covering almost 360 degrees, is the liquid scintillating surrounding background tagger.
To enter into the acceptance of the HS spectrometer a background muon must pass through at

least one of these detectors. Therefore information from these detectors can be used to veto any
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Figure 5.5: Distributions of the extrapolated z-, y- coordinates of the signal candidate particle
back to the z- position of the SHiP target. The fully simulated background muon sample is in
blue, the GAN based muon background in red and a benchmark signal sample in green.

timing window that its known to be contaminated. Unnecessarily vetoed timing windows can
arise from background particles making hits in the veto systems but not in the straw tracker or
noise in the veto systems themselves. This effect is suppressed using timing information, the
UBT and SBT systems will have timing resolutions of 300 ps and 1 ns respectively [18, 19]. To
further avoid signal loss, tracks in the spectrometer are extrapolated back to the veto systems.
The distance between the extrapolated point and recorded position in the simulation will be
referred to as Ar. A threshold is defined on Ar for a veto to be enforced. The choice of this
distance threshold will affect the background reduction efficiency of the systems. Of course a
larger threshold will remove more background, however if the threshold is too large signal losses
from noise in upstream systems may start to impact discovery potential. This extrapolation and
requirements such as requiring hits in successive RPCs of the UBT will help reduce any signal

loss effects.

For each background sample the distribution of muon hits in each subsystem is displayed in

Fig. 5.6, and the rates of well reconstructed muons making hits in each upstream sub-system is
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Figure 5.6: Hits made by well reconstructed muons in the downstream detectors of SHiP, only
the first hit in each detector is shown.

Sub-system || Rate - Full simulation (Hz) Rate - GAN (Hz)
w1 hits both SBT and RPC || 853 & 355 2872 £ 55
p hits RPC only || 4770 & 1756 3591 £ 79
w1 hits SBT only || 5825 £+ 1630 8215 + 84

Table 5.5: Rates of background muons, that form well reconstructed tracks in the
HS spectrometer and that pass through each vetoing system.

presented in Table 5.5. The fully simulated rates are dominated by a small number of events with

large weights. Even considering this, the rates appear significantly different between the fully

simulated and GAN samples. This is especially true of muons inducing hits in both the SBT and

the RPC. Figure 5.7 presents the initial kinematics of each population of muons at their point
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Figure 5.7: Initial momentum of muons at point of production in the SHiP target, muons that
hit the SBT only, RPC both and both sub-systems are presented separately. Fully simulated
samples are presented in blue and GAN samples in red.
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Figure 5.8: Distributions of Ar values for muons presented separately for each group of muons
that hit only the SBT system, only the RPC and those that hit both systems. The fully simulated
muon sample is presented in blue and the GAN based sample in red.

of production in the target. This reveals significant miss modelling in the GAN that manifests
as a region of overpopulation most clearly shown in the p,- p,- plane. The KDE re-weighting of
GAN muons is only somewhat successful at controlling this excess. The muon shield and the
SHiP detectors are symmetrical in the plane around p, = 0, so equal amounts of reconstructed
muons are expected either side of this line. Looking just at muons with |p,| > 1 the fraction
with positive p,. is 75% before any re-weighting. Although this drops to 64% when events are
weighted this excess is still significant. This is unlikely to explain the large discrepancy observed
in the SBT and RPC rate which appears to be a mix of the SBT only and RPC only populations,
where individually there is agreement between GAN and fully simulated sample rates. It is not
clear how to decipher the origin of this discrepancy with the small sample sizes available.

Each well reconstructed muon is extrapolated back to the RPC and SBT systems and Ar is
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Figure 5.9: Normalised distributions of signal candidate properties discussed in Section. 5.2.2.
In purple are distributions for all unique pairs tracks of GAN based muons who have values
of Ar greater than 20 cm. In red are the distributions for whole of the GAN based sample, as

previously presented in Fig. 5.3.

Cut description || € - GAN EA; (>;A21(\)I (EIISI ons Ratio
Individual track momentum || 7.4940.01 x 10~ 3.5840.06 x 107! 0.478 £ 0.008
Distance of closest approach || 7.15+0.05 x 1073 4.1540.55 x 1073 0.580 £ 0.08
Vertex position (fiducial) || 3.0740.03 x 1071 8.47+0.26 x 1072 0.276 £ 0.009
Impact parameter w.r.t target || 6.2440.06 x 107! 1.4940.04 x 101 0.239 £ 0.007
Combined € ejection || 8-4340.17 x 1074 N/A -

Table 5.6: Efficiency of background selection cuts. Values are presented for each cut individually
and then combined. Here "N/A" indicates that all samples were removed by the selection.

calculated for each track. The distributions of Ar are presented in Fig. 5.8, again separately
based on which vetoing system they make hits in. A range of values for the threshold on Ar are

selected for investigation, 20 cm and 40 cm are chosen as examples. The efficiency, €yeto, can be
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Figure 5.10: Distributions of the number of hits in each sub-system for each well reconstructed
muon. In blue is the fully simulated sample and in red the GAN based sample.

calculated using the sum of the weights of the pairs of tracks that pass each threshold value.
In the fully simulated sample only one muon track has a value of Ar greater than 20 cm. Due
to the small sample size, for the final estimation of the combinatorial background rate using
the fully simulated muons it must be assumed that €, factorises with €seiection. While this
assumption will also be used for the larger GAN based muon sample, there are now enough

events to investigate its validity.

From the GAN based sample all muon tracks with Ar > 20 cm are collected, this sample is
presented in purple in Fig. 5.9. The vetoing cut softens the momentum spectra of the background
sample. Note, that the surviving muons are all from the core of the original muon kinematical
distribution used to train the GAN, this is the region where the GAN approach is expected to be
most accurately modelling the true distribution of muons. From only this sub-sample all unique
pairs of muons are created and signal candidate properties are again calculated. The normalised
distributions of these properties are presented alongside those of the full GAN muon sample
in Fig. 5.9. Clearly these distributions are different and the assumption previously used that
these two efficiencies factorise is certainly not valid. Table 5.6 presents a comparison between
the efficiencies of each individual selection cut on the unique pairs of the full GAN based sample
and the unique pairs of the sub-sample (Ar > 20 cm). For each cut the efficiency is significantly

improved on the sub-sample. The ratio of selection efficiencies is also presented in Table 5.6. The
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Figure 5.11: Distributions of signal candidate properties discuss in Section. 5.2.2 for all unique
pairs of muons tracks that have less than 4 hits in either upstream vetoing sub-system. The
fully simulated sample is presented in blue, the GAN based sample in red.

largest gain arises in the IP cut. This demonstrates that any final estimate of the combinatorial
background rate that uses the factorisation assumption is likely a robust upper limit. For the
GAN based sample, combining selection cuts removes all pairs from the Ar > 20 cm sub-sample.

A value for the full efficiency of the cuts is therefore not deduced.

The efficiencies of the upstream veto detectors and the probability for muons to be missed
must also be assessed. As mentioned in Sec. 5.2.1, the final design of these detectors has not
been settled but if a conservative efficiency of 95% is assumed for both the RPC and SBT
systems [19], a muon with 4 truth level hits in the simulation then has a probability of 6 x 10~°
of being missed. Figure 5.10 displays the number of hits of each muon in each sub-system. Only

a small fraction have < 4 hits in either system. Figure 5.11 presents the properties of all unique
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pairs constructed from a sub-sample of muons that have less than 4 hits in either system. If
we enact the selection cuts from Table 5.3 on these properties, all signal candidates are easily
removed. It is therefore assumed that muons passing through upstream vetoing sub-systems

undetected have negligible impact on the combinatorial background rate.

5.3 Background rate estimation

The expected number of combinatorial events over 5 years can then be calculated as,

_ 1s
Neompi = combi X €1 X €gelection X €vetos (5.8)

assuming each suppression efficiency factorises. A summary of results obtained from the fully
simulated sample is presented in Table 5.7 and for the GAN sample in Table 5.8. For the fully
simulated sample it is shown that the combinatorial background rate can be controlled to < 0.1
events over the full 5 years data taking at SHiP. This estimation can be viewed as an upper
bound, based on the following conservative approximations made in the calculation. Firstly, a
cautious value is taken for the timing resolution of the TD and secondly, as shown for the larger

GAN based sample, the factorisation assumption reduces the effectiveness of the selection cuts.

Full Simulation

20 cm upstream veto | 20 cm upstream veto | 40 cm upstream veto

250 cm IP cut 10 cm IP cut 250 cm IP cut

le

combi

2.624+0.78 x 104

2.624+0.78 x 104

2.624+0.78 x 1014

Timing Resolution e,
Selection Cuts €gejection

Upstream Veto €yeto

3.40+1.44 x 10710
3.68+1.51 x 104
7.1947.19 x 10~%

3.40+1.44 x 10710
N/A
7.1947.19 x 104

3.40+1.44 x 10710
3.684+1.51 x 10~*
N/A

Neompi €vents in 5 years

0.024 £ 0.028

N/A

N/A

Table 5.7: Summary of the total combinatorial background rate using the fully simulated sample.
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GAN

20 cm upstream veto

250 cm IP cut

20 cm upstream veto

10 cm IP cut

40 cm upstream veto

250 cm IP cut

le

combi

4.384+0.05 x 104

4.3840.05 x 104

4.3840.05 x 104

Timing Resolution e,
Selection Cuts €gpjection

Upstream Veto €yero

3.40+0.06 x 10710
8.434+0.17 x 10~%
9.4440.74 x 1073

3.40+0.06 x 10~10
4.514+1.08 x 106
9.4440.74 x 1073

3.40+0.06 x 10710
8.434+0.17 x 10~*
6.49+1.97 x 10~*

Neombi €vents in 5 years

1.19£0.10

0.0063 &= 0.0016

0.081 £ 0.025

GAN

No factorisation

Neompi events in 5 years || N/A

Table 5.8: Summary of the total combinatorial background rate using the GAN sample.

The GAN based estimation using the 20 cm vetoing cut has the expected number of
background events in excess of 0.1 events. This is not viewed as an issue as these results also
include the factorisation assumption. Not including this assumption removed all signal candidates
within the GAN sample. The GAN sample also includes some production excesses in dangerous
regions which are not fully accounted for in the corrective KDE weighting, this only makes the

GAN sample a more conservative test of these background defenses.

The middle columns of Tables 5.7 and 5.8 present background rates with an IP cut of 10 cm.
The estimate for the background obtained is well below the goal of < 0.1 events. For a signal
candidate that is fully reconstructed and that points back to the target to within 10 cm the
collaboration can therefore be extremely confident in confirming this is not a combinatorial

background event.

In this study €geection i calculated based on simple single value selection cuts. A small
improvement in background discrimination could be achieved by instead using a multi-variate
method such as a BDT. This would consider relations between signal candidate features in a

decision. This may also help improve the conservation of true signal events of which the single
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value cuts can remove up to 20% of depending on the signal properties. To avoid overfitting on
such a small sample of combinatorial events and to obtain good performance on a wide variety of
unknown signal flavours, a BDT could be trained on pre-binned values of each signal candidate

feature [138].
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CHAPTER

R-PARITY VIOLATING NEUTRALINOS

s introduced in Section 2.3.5, the SHiP experiment will be sensitive to supersymmetic

models that do not include the conservation of the R-parity quantum number. For

sufficiently small couplings or small neutralino masses, the lightest supersymmetric
particle, the RPV neutralino, can be long-lived and decay to SM particles inside the decay
volume of the SHiP detector. Neutralino candidates can then be reconstructed through their
decay products that can go on to form tracks in the spectrometer of the SHiP detector.

The sensitivity of the SHiP experiment to light and long-lived RPV neutralinos has previously
been studied using toy simulations, this is described in Ref. [67]. However, this study did not
account for the cascade enhancement of heavy-flavour production in the SHiP target which has
now been estimated [70]. For simplicity the study also ignored the effect of backgrounds and
reconstruction efficiencies. This chapter presents updated sensitivities of the SHiP experiment
using a realistic simulation of the newly optimised detector configuration, reconstruction algo-
rithms, selection efficiencies and the cascade enhancements of heavy flavour production in the
SHiP target.

As the dominant production channel at SHiP, this study focuses on neutralino production

from the decays of charm and bottom mesons via the X ;i couplings of equation 2.30. The partial
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/
ik

width for such production channels are proportional to (X, )2. Figure 2.4 presents diagrams of
an example meson production and neutralino decay channel. The widths of various production
and decay channels are obtained following the formalism described in Ref. [67].

For a single lepton flavour, there exists 36 unique pairs of production and decay )‘;jk
couplings, denoted as (Np, \}). From these a selection of benchmark scenarios were considered
in Ref. [67], these were subsequently used in Refs. [62, 139] to assess the sensitivity of other
proposed facilities including CODEX-b [140], FASER [141, 142] and MATHUSLA [143], again
with toy simulations. These already established benchmarks are used again in this study,
these are labelled Benchmarks 1-5. In addition, this study provides sensitivity estimates for
unexplored scenarios involving neutralino production from B? and BF meson decays, denoted
as Benchmarks 6, 7. Furthermore, new benchmarks involving fully leptonic neutralino decays,
denoted as Benchmarks 8, and 9 are also presented. A summary of each benchmark is provided
in Table 6.1, where the couplings involved along with the accessible production and decay modes
of the neutralino are provided.

Coupling pairs that only provide sensitivity to a small region of Mz are not considered.

For example, a scenario in which only the couplings A3, and \j;53 were non-zero could only be

detected at SHiP if x{ production occurs in the following channel,
. - 50 - _
via XNz : BY = XV + v / Bs — XV + 7, (6.1)
where the mass of B is ~ 5.37 GeV/c? and neutralino decay occurs in the following channel,

BT 4 e,
via M3+ X§ — (6.2)
B+v, / B+,
where the B* and B are only slightly lighter with masses ~ 5.28 GeV /c2. Benchmarks that
include \;; couplings allowing the neutralino to decay to pion final states are not studied
due to large uncertainties in the simulation of light mesons with Pythia [67]. Additionally,
neutralino production from pion decays via \,;; couplings is not studied as the measured width
of the pion provides stringent constraints to such models which SHiP would not be sensitivity

enough to overcome [144]. Although O(10%°) kaons are expected to be produced at the BDF,

most of these are stopped in the SHiP target or hadron absorber before decaying. Therefore,
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neutralino production from K decays is also not considered. Direct production of neutralinos in
pair production via t-channel squark exchange was shown to be small compared to production
from meson decays, see Ref. [67, 145], so is not considered. The production of neutralinos in
decays of vector mesons is also expected to be negligible [67]. For example, for D** and D*
mesons the width of decay channels to X} are roughly the same however the total decay with of

D** is much larger than that of D*.

This study focuses on couplings to first generation leptons (X j i)- The sensitivity to second
generation lepton couplings, )\’2jk, is similar to that of A i away from the edges of the phase
space of X} production and decay. A dedicated benchmark studying the sensitivity to third

generation lepton couplings, )\gjk, is included.

The present bounds on the )\;jk couplings [68] explored in this chapter are shown below.
These limits, and the decay width expressions used later in these studies, depend on the mass of
the sfermions involved, m 7 For each benchmark scenario all sfermions are set to have degenerate
mass, where m F= 1 TeV /c?. This allows for easy comparison with sensitivity studies of other
facilities which make the same definition. The limits on )\;jk / m?z for m; =1 TeV /c? are also

given:

/ ms - —2
12 < 0.03 Ge’\"//cg, glz/mfg < 3x1077 (GeV/c?) 2,
"< 0.2 _ Msr / 2 —6 2\ 2
199 2100 Gev /2’ 122/m]; < 2x107° (GeV/c*) 7,
' < 0.06 _ Msr / 2 -7 2\ 2
l39 < 0.28 — L Nigo/m% < 2.8 x 1076 (GeV/c?) > (6.3)
3 100 GeV /c?’ 132/ M = 2 )
o1 < 0.2 _ Mdp / 2 —6 2\ 2
l < 0.03 — . 7 2y72
131 2100 Gev /2’ )\131/mf < 3x 107" (GeV/c*) 7,
513 < 0.06 LT - MNyp3/m% < 6x 1077 (GeV/c2)_2
100 GeV /c?’ 3137770 F ’
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mER

lgg < 0.043 — "R
123 100 GeV /c?

_ -2
l23/m} < 43 x 1077 (GeV/c?) . (6.3)
The limits have a mass dependence on the sfermion masses as sfermions are involved in the
production and decay of the neutralino as shown in Fig. 2.4, the heavier the sfermion the weaker
the bound on the coupling. The limits taken are derived in Ref. [68] using a sfermion mass of

100 GeV /c? from experimental measurements of various relevant decay rates.

Couplings Production Charged Neutral Not
otes
(Np,\p) Channel(s) Decay Channel(s) Decay Channel(s)

N, Mg | DT =X +et | X = (KT, K*) e X = (K9, K9, K*) + ve Benchmark 1

See Fig. 6.4(a)

Mazs M2 Di =X +et X) = (KT K ) 4 e X1 = (0,0, ¢) + ve Benchmark 2

XY — (K, K%, K*)+ve | See Fig. 6.4(c)

131> Al12 BY = X} + ve X{ = (K1 K*F) e Xy — (K, K2, K*) + ve Benchmark 3

See Fig. 6.6(a)

Nty Mo | BY= X +ve | X} = (DV,D*F) +e” X = (K9, K9 K*) + v Benchmark 4

See Fig. 6.6(c)

0 _, 0 N . ~ N .

N3, Aspo BY = Xi +vr 0= (KT K+ 71 29— (Kg,Kg,K )+ s Benchmark 5

Bt =Xy + 7t See Fig. 6.8(a)

Ms2s M2 BY = XY+ ve X0 = (Kt K ) +e Xy — (KY, K2, K*) + ve Benchmark 6

See Fig. 6.7(a)

0 _, <0 N i ~ N i

Nags M1z Bi = xitve X = (KT, K*F) +e Xy — (KY, K2, K*) + ve Benchmark 7

Bf = xX{+et See Fig. 6.7(b)

Nigg, A1l Df = x}+et XY= et +rveter Benchmark 8
See Fig. 6.10(a)

M1 A1t B = X0 +ve Xt = et +rete Benchmark 9
See Fig. 6.10(b)

Table 6.1: Details of benchmark scenarios, each defined by a pair of R-parity violating couplings.
The first table block contains pairs of semi-leptonic couplings )/, the second block contains
benchmarks with production via a semi-leptonic coupling followed by decay via fully leptonic
couplings A. Neutral and charged final states are separated for clarity.
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6.1 Sensitivity calculations

The expected number of fully reconstructed Y decays that would pass all selection criteria in 5

years of operation of the SHiP experiment, Neyents, i estimated as
Nevents = Nprod X Precm (6-4)

where Npp0q is the number of neutralinos produced and P, is the probability for a single
neutralino to be successfully reconstructed and to pass selection criteria. An estimate for Nproq

can be calculated as
Nprod = 2 X Xgq X feascade X Npor X f(q = h) x B(h — X} + X),  (6.5)

where f(q — h) is the h meson production fraction at SHiP, and B(h — X} + X) is the branching
ratio of A mesons to accessible states that include a neutralino. Flavour production fractions and
cascade enhancement factors are denoted as Xz, and feascade respectively and Npot denotes
the number of protons-on-target over the lifetime of the experiment. Details of the calculations
of B(h — X} + X) and the subsequent decay widths of ! to various allowed final states are
described in Refs. [67] and [146]. The sfermion mass m 7 enters these width expressions at fourth
order, I" o 1/ mjlg, and as mentioned previously my =1 TeV /c? is set for all benchmarks. Also
provided in Ref. [67] are values for the decay constant of various mesons, this study uses the
same values. Examples of how limits change with different assumptions for m 7 will be presented
in Sec. 6.2.1.

The probability, Preco, for a neutralino to decay to a particular final state, be contained

within the detector acceptance and to pass the selection requirements is given by
Preco = 3(55(1) — final state) x Piecay X €dets (6.6)

where B(X} — final state) is the branching ratio of neutralinos to the accessible final state,
and €y is the efficiency of the detector, which is the product of the geometrical acceptance,
reconstruction efficiency and selection efficiency for ¥y decays occurring within acceptance.
Finally Pyecay is the probability for the XY to decay inside the vacuum vessel given it is within

the geometrical acceptance. The kinematics of neutralinos produced both in primary and cascade
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Figure 6.1: Kinematics of the Y produced in decays of charm and beauty mesons. Both
distributions are produced with X'/ mfg =1 x 1079 (GeV/c?)~2. Presented in the bottom row are

the kinematics of reconstructed X9 that fulfill selection, and in the top row are the kinematics of
the X which do not fulfill selection.

heavy flavour decays are shown in Fig. 6.1. Neutralinos whose decay products are successfully
reconstructed and pass selection cuts are plotted separately to those that do not.

Figure 6.2 presents the product of the reconstruction efficiency and the background selection
cut efficiency given a X decays within the vacuum vessel. This quantity is presented across a
plane of mzo and )\gj i values for X{ production from both charm and beauty mesons. Each case
in Fig. 6.2 is split into charged and neutral final states, similar to the approach of Refs. [62, 67].
Neutral final states are detectable at SHiP through the partial reconstruction of the X9 from the
products of the subsequent decays of the neutral meson such as K*0 — K+, Kg — rtr 70
and K g — mt7~. A component of momentum information will be lost in the neutrino leading to
some inaccuracy, but this effect can be small. These signals can be distinguished from background

V0 decays produced through muon deep inelastic scattering in upstream material by requiring the

momentum of the reconstructed system must point to the SHiP target. Figure 6.2 demonstrates
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Figure 6.2: Efficiency to reconstruct and select a ¥ candidate, given it decays within acceptance,
as a function of coupling and mass. Efficiencies for (left) charged and (right) neutral decays are
shown separately for (top) Benchmark 1 and (bottom) Benchmark 3.

that the sensitivity of SHiP to such neutral decays is ~ 50% lower than that of charged decays.

Finally, Pyecay is calculated for each event as

Pdecay = ldecay X (exp <_ll¢> — €Xp <_llﬁn )) (6.7)

decay decay

where liy; is the distance travelled by the neutralino before entering the decay vessel, lg, is the
distance to the end of the decay vessel along the trajectory of the neutralino and lgecay = Y7 is
the neutralino decay length.

Within an accessible mzo region the shape of a sensitivity contour is dictated by both the
coupling strengths and Np,;oq. Where the coupling is stronger, there are two effects. While Npy0q
is higher the lifetime of Y{ is shorter and so a larger fraction decay of neutralinos before they

reach the fiducial decay volume. Therefore SHiP loses sensitivity to larger couplings. Where the
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couplings are weaker the lifetime of XJ is longer and a larger fraction of neutralinos decay after
passing through the SHiP decay volume and furthermore the number of ¥ produced is lower

and so sensitivity drops off fast.

The simulation of events was carried out with the FairShip software suite, as outlined in
Chapter 3.2. Simulations each of 2500 signal events were run at the points of a 50 x 50 grid
across each plane. Events are weighted by Pjecay and averaged. The selection criteria presented
in Chapter 5 is applied to each reconstructed signal candidate. The weights of events that do
not pass signal selection criteria not included in this average, this process approximates €ge;.
This selection has been comprehensively shown to result in < 0.1 background events over the

lifetime of the experiment. Therefore, this sensitivity study can assume zero background.

6.2 SHiP sensitivity in different benchmarks

This section presents the sensitivity of the SHiP experiment in the various benchmark scenarios
outlined in Table 6.1. The first two benchmarks will be presented in the most detail as the same

concepts will apply to all benchmarks.

The full sensitivity results, that include both neutral and charged final states, are the
most comprehensive estimates of the SHiP sensitivity to RPV neutralinos to date. Making the
assumption of zero background events the expected sensitivity at 90% confidence interval is
determined by the location where the expected number of signal events over the 5 years of
operation of the experiment is > 2.3 [41]. Examples of picking difference limits are provided in

Sec. 6.2.1.

Table 6.2 shows the fraction of proton-on-target collisions that are expected to produce cc
and bb quark pairs. The production fraction of various charm and beauty mesons are provided in
Table 6.3. Yields of various heavy mesons can be calculated from this information. For example,
it is expected that 3.2 x 10’7 DT mesons and 4.5 x 10'3 B° mesons will be produced over the 5
year operation of the SHiP experiment. Figure 6.3 presents Np,oq for 5 years of operation as
a function of m3o for the various X! production channels explored in this chapter. Values in

X

Fig. 6.3 are calculated using Tables 6.2 and 6.3 and equation 6.5 where for this example the
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6.2. SHIP SENSITIVITY IN DIFFERENT BENCHMARKS

Protons-on-target
over 5 years Npor

cc fraction
X cc

bb fraction

Xpp

Cascade Enhancement f.,scade

charm

beatuy

2 x 1020

1.7x 1073

1.6 x 10~ 7 2.3

1.7

Table 6.2: Charm and beauty production fractions and cascade enhancement factors for the
SHiP experiment [41, 70].

meson | f(g — meson) meson | f(g — meson)
D" 0.207 Bt 0.417
DY 0.632 BY 0.418
Dy 0.088 By 0.113
J /4 0.01 B, <2.6x 1073

Table 6.3: Production fraction of different mesons at SHiP taking into account cascade production

[41, 70].
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Figure 6.3: Expected numbers of X from production channels allowed by some of the benchmark

scenarios investigated in

this paper.

production coupling is set to )\’/mff~ =1x 1075 (GeV/c?)~2.

Sensitivity results for each benchmark are presented in two different planes following the

format of Refs. [62, 67]. Firstly, the sensitivity is presented in the plane of X against mgo with

the production and decay couplings set to be equal, Np = X}, = X. Secondly, the sensitivity is

presented in the plane of X, against A}, for three fixed values of myo.
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6.2.1 Production from charm mesons

The first benchmarks investigated are based on X! production from the decays of charm mesons.
Benchmark 1 pairs the production coupling N = M5, with the decay coupling A, = M.

Therefore, neutralino production proceeds via the channel
Dt — XV + et (6.8)

where the partial width of this process is proportional to (\5;)2. The decay of )ch) can occur via
both ;5 and M5, in the following processes:

KME 4 eF (charged),
via Mo @ X] — (6.9)

(K, K%, K*) + v, (neutral),
via Njop : X — (KY, K2, K*) + v (neutral). (6.10)

The second benchmark investigated, Benchmark 2, has (A5, Aj12) as the pair of non-zero

couplings. In this scenario neutralinos are produced from DT decays via \jgy:
Df — XV + et (6.11)
Subsequently, the decay of the X occurs via both \j;5 and M9, in the following decays:

K®* 4 eF (charged),
via Mo+ X4 — (6.12)

(K9, K3, K*) + v, (neutral),
via Moy 1 X3 = (n/1/¢) + ve (neutral). (6.13)

For Benchmark 1, the sensitivity in the plane A against mso is shown in Fig. 6.4(a), and for
Benchmark 2 in Fig. 6.4(c). Two limits are provided in accordance with previous studies. Firstly,
in dashed lines, sensitivities to all possible final states are presented. Secondly, in solid lines is
the sensitivity if neutral final states are not included. In Fig. 6.4(a) and Fig. 6.4(c) the gain in
sensitivity from including all final states is small. However, in other benchmarks this difference

will be more substantial.
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Figure 6.4: Sensitivity curves evaluated at 90% CL, corresponding to > 2.3 expected events, are
shown for (top) Benchmark 1 and (bottom) Benchmark 2. In particular, the sensitivity in the
plane of (left) mzo against Np/ m?; =\p/ mf;, is shown. Including (excluding) decay channels
with neutral final state particles results in the region denoted by the dashed (solid) contour.

The sensitivity in the plane of (right) A against A}, is shown for three mzo values: 600 MeV /c?,

1200 MeV /c? and 1800 MeV /c? which are coloured in purple, orange and red respectively. Only
charged decay channels are investigated here, to compare to previous studies. In all plots, current
bounds for m 7=1TeV are indicated by hashed solid lines.

The uppermost accessible mzo value in Benchmark 2 is higher than in Benchmark 1 owing
to mp, > mp+. The lowermost accessible mzo value depends on the masses of the lightest

available final state. For charged final states in Benchmark 1, this is given by mg+ + m,-.
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At mge ~ 900 MeV /c? there is a kink in the sensitivity limit. This is due to the opening
of decay channels to final states including K* mesons. This reduces the lifetime of ¥ and, for

regions of low coupling, increases the probability of Y| to decay in the vacuum vessel.

Presented in Figs. 6.4(b) and 6.4(d) are sensitivities across a plane of X, against A\, for three
fixed values of mzo. In accordance with previous studies, in this plane only charged final states
are considered. Hence the shape of these contours are heavily affected by changes across the plane
of the branching ratio to charged final states. For the particular examples of Benchmarks 1 and 2
neutralino decay is possible through both A and \j,. However, the final states accessible via

'> in these particular benchmarks are neutral. Therefore, although increasing X does increase
neutralino production, it also reduces the neutralino lifetime and reduces the branching ratio to
charged final states. These effects lead to the limit in this plane being bounded in both directions.

Other benchmarks will show this is not always the case.

1075 .

_
2
&

1077 4

Niga/m = Mpp/m (GeV/c?) 7

104

107°

0 500 1000 15;00 2000 0 500 1000 15‘00 2000
My (MeV/c?) My (MeV/c?)

(a) (b)

Figure 6.5: (left) The effect of changing m Fon the sensitivity of SHiP to \ in Benchmark 2.
As before the limits that only include charged final states are presented with solid lines, and
the limit with all final states with dashed lines. (right) Variation of the sensitivity limit in
Benchmark 2 including all final states when changing for different confidence limit requirements.

Current limits for m F= 1 TeV, as provided in equations 6.3 and Ref. [68], are overlayed
on the plots in Fig. 6.4. Some examples of the effect changing the assumption of m 7 has on

the sensitivity of SHiP are presented in Fig. 6.5(a). To make the effect clear the sensitivity is
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shown on an axis of X, rather than \'/ m?; as in other plots. Assuming lighter sfermions shifts
the excluded region to lower values of X', on an axis of \'/ mfg the position of the region remains
unchanged if m 7ls changed. The shape of the excluded region remains unchanged at SHiP as
the changing m 7 affects both the production and decay widths together. Therefore, although
lower values of X' can be accessed with lighter sfermions, then sensitivity to higher values of X is
lost as neutralinos are increasingly likely to decay before reaching the decay vessel. Figure 6.5(a)
also provides the corresponding change to the current limits, these limits are not obtained from
searches but from width measurements of mesons. These limits do have the same m 7 dependence,
and it can be seen that for lower mass sfermions SHiP will extend the excluded region of phase
space by multiple orders of magnitude.

Figure 6.5(b) provides some examples of how the sensitivity limit defined for Benchmark 2
moves for different choices of confidence limit. These are all computed with the assumption of
zero background events. Therefore, as expressed before 90% CL corresponds to expecting > 2.3
events, then additional examples are provided for 95% CL and 99.7% CL (3¢ discovery contour)

which correspond to > 3.0 and > 5.8 events respectively.

6.2.2 Production from beauty mesons

The next benchmarks present sensitivities to X} produced in the decays of beauty mesons. As
the bottom quark is significantly heavier than the charm, these scenarios have a larger mszo

reach.

Benchmark 3 is the first beauty production scenario explored. This benchmark has a non-zero

coupling pair of (A3, Aj12) which opens neutralino production in the decays of BY mesons,
B —» XV + v (6.14)
The neutralino can then decay via the following channels,

KO)E 4 eF (charged),
via Mo 1 X§ — (6.15)

(K?, K2, K*) + v, (neutral),
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and the sensitive mass region for charged final states is (mg+ + me) < mzo < Mmpo. The
sensitivity contours in the plane of m3o and \» = N, for this benchmark are presented in
Fig. 6.6(a). The corresponding sensitivity in the plane A, against A, is shown in Fig. 6.6(b).
Benchmark 4 is an example of a benchmark with large regions of mzo only accessible via
neutral final states. In this scenario the couplings Aj5; and 5, are non-zero and neutralinos are
again produced in B? decays. The ¥ can subsequently decay via A5, in the following channels,

D 4 ¥ (charged),
via Nop : X§ — (6.16)

(K9, K% K*) + v, (neutral).
For mzo values below mp=+, sensitivity is only possible through neutral channels. This is clearly
seen in the limits of this benchmark, presented in Figs. 6.6(c) and 6.6(d). A small kink in the
charged sensitivity region is seen at ~ 2000 MeV /c2, this is due to the difference in mass of D*
and D** and the neutralino decay channel Y — D** + T opening.
Figures 6.7(a) and 6.7(b) present Mo V8 A limits for two previously unexplored benchmarks.
These include production from heavier beauty mesons. Benchmark 6 has (N30, \j15) as a pair

of non-zero coupling, which provides neutralino production from B? in
By = X§ + v, (6.17)

and the same neutralino decays as in Benchmark 3. These are accessible via A}, as displayed in
equation 6.15. Figure 6.7(a) displays the Benchmark 6 limit which can be compared to that of
Benchmark 3 in Fig. 6.6(a). These benchmarks differ only by the meson involved in neutralino
production. While the mass limits on the sensitivity are similar, the reach to lower couplings is
reduced in Benchmark 6. This is predominately due to a smaller number of Bs; mesons expected
at SHiP compared to the number of B® mesons. This leads to a smaller number of neutralinos
produced in Benchmark 6, see Fig. 6.3.

Benchmark 7, whose sensitivity limit is presented in Fig. 6.7(b), involves the coupling pair
(Mas, M12)- The M55 coupling allows neutralino production from both BY, as in equation 6.17,
and BF mesons in

Bf — X! + e*. (6.18)
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Figure 6.6: Sensitivity curves evaluated at 90% CL, corresponding to > 2.3 expected events,
are shown for Benchmark 3 (top) and Benchmark 4 (bottom). In particular, the sensitivity
in the plane of mso against )\jp/m?; = )\'D/m?;, is shown (left) including (excluding) decay
channels with neutral final state particles results in the region denoted by the dashed (solid)

contour. The sensitivity in the plane of N against )\, is shown (right) for three mz, values:
y p P D X1

1000 MeV /c2, 3000 MeV /c? and 5000 MeV /c? for Benchmark 3 and 2000 MeV /c2, 3500 MeV /c?
and 5000 MeV /c? for Benchmark 4 which are each coloured in purple, orange and red respectively.
Only charged decay channels are investigated here, to compare to previous studies. In all plots,
current bounds for m F= 1 TeV are indicated by hashed solid lines.

Neutralino decays proceed again via |, as in equation 6.15. The production fraction of BF
ys P g 112 q c

mesons is not known at the SHiP centre of mass energy. The value presented in Table 6.3 is
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Figure 6.7: Sensitivity curves evaluated at 90% CL, corresponding to > 2.3 expected events,
are shown for Benchmark 6 (left) and Benchmark 7 (right). In particular, the sensitivity in the
plane of mzo against Np/ m?; =\p/ m?;, is shown. Including (excluding) decay channels with

neutral final state particles results in the region denoted by the dashed (solid) contour. For
Benchmark 7 a second limit (dot-dashed line) is provided which uses a BF production fraction
equal to 1% of the LHC value.

the value measured at the LHC [147, 148]. This study presents the limit produced using this
value, however as the true value could be multiple orders of magnitude lower, a second limit
is also provided in Fig. 6.7(b). This uses a production fraction equal to 1% of the LHC value,
this was arbitrarily chosen as an example. The kinematics of produced BF mesons are also not
known. Following the same procedure as Ref. [41], kinematics of B¥ mesons are generated based
on those of B¥ mesons in the existing sample. The same angular distribution is used, and the

energy distribution is re-scaled based on the heavier mass of the B¥ mesons as,

Ep = FEp X M5 (6.19)

c mB

The decay constant used for the Bf decay width calculation was taken from Ref. [149)].
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Figure 6.8: Sensitivity curves evaluated at 90% CL, corresponding to > 2.3 expected events,
are shown for Benchmark 5. In particular, the sensitivity in the plane of (left) mso against

b /mfg =\ /m?;, is shown. Including (excluding) decay channels with neutral final state

particles results in the region denoted by the dashed (solid) contour. The sensitivity in the

plane of (right) X against A}, is shown for three Mo values: 2750 MeV /c?, 3750 MeV /c? and

5000 MeV /c? which are each coloured in purple, orange and red respectively. Only charged decay
channels are investigated here, to compare to previous studies. In all plots, current bounds for
my = 1 TeV are indicated by hashed solid lines.

6.2.3 Coupling to 3¢ generation leptons

Benchmark 5 investigates a scenario with non-zero couplings to third generation leptons. The

production of X{ occurs via Aj;5 in the following two processes:
B - XV + v, (6.20)

B — X{ + 7% (6.21)

Neutralino decay then proceeds via \j;5 in the following processes,

K®WE 4 7F (charged),
via Myp 1 X§ — (6.22)
(KY, K%, K*) + v, (neutral).

Here, neutralino production from B* mesons is possible over a smaller region of mzo than that
1

of BY mesons due to the requirement to also produce the high mass 7F. The branching ratio for
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the production of Xy in B° decays is higher than from B* decays, and as a similar number of B°
and BT mesons are expected at SHiP (see Table 6.3) the sensitivity curve is dominated by the
contribution from B° mesons, see Fig. 6.3. The projected sensitivities of SHiP in Benchmark 5
are presented in Fig. 6.8.

There is an increase in the charged sensitivity limit at ~ 2600 MeV /c? with the opening of
the channel to the second slightly heavier charged final state, K** 4+ 7. This opening makes less

of an impact on the full sensitivity limit as more decay channels are already open at this point.

6.2.4 Fully leptonic neutralino decays

~0 - Ve _
X1 €

Ve

Figure 6.9: Diagram of X} — e™ + v, + e~ [150].

Up to this point, each benchmark has only involved semileptonic A couplings. This section
investigates two benchmarks in which the neutralino is allowed to decay to a fully leptonic
final state via A couplings, through )\Z-jkLz-LjEk in equation 2.30. Specifically, these benchmarks

involve the A111 coupling, allowing neutralinos to decay via the following process
XV —et +rvete. (6.23)

A diagram of this process is provided in Fig. 6.9. The width of this process, assuming the final
state leptons are massless, is presented in Ref. [146]. For this study this width is modified to
account for the lepton masses using an adaptation applied to a similar HS decay in Ref. [151].

Benchmark 8 pairs the A5, production coupling with A111. Therefore, neutralino production
can occur in decays of DF mesons, as in Benchmark 2. The sensitivity of the SHiP experiment
in Benchmark 8 is presented in Fig. 6.10(a). The sensitivity limit does not extend to couplings

as low as in Benchmark 2. However, the limit does reach much higher coupling values. This is
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Figure 6.10: Sensitivity curves of SHiP to neutralinos produced via semi-leptonic couplings
which and which decay via fully leptonic couplings evaluated at 90% CL, corresponding to > 2.3
expected events, are shown for (left) Benchmark 8 and (right) Benchmark 9. In particular, the
sensitivity in the plane of mso against \p/ m?; =Ap/ mfg, is shown.

especially clear at higher masses where sensitivity was lost in Benchmark 2 due to neutralinos
decaying before the decay vessel. Larger couplings can be reached as the decay width of the
neutralino into this fully leptonic final state is lower than the semi-leptonic one, for the same
values of coupling and mass. The reach into lower mzo is also extended as it is no longer limited
by the necessity to produce a meson in the final state.

Similarly, Benchmark 9 which uses the A3, coupling paired with Ajjj, is presented in
Fig. 6.10(b). This benchmark has neutralino production from B mesons, as in Benchmark 3,

see equation 6.14. The same behaviour is observed as in Benchmark 8.

6.2.5 K mass cuts

The potential for V0 particles to be produced, enter the decay vessel undetected and then go on
to decay to signal topologies is a dangerous background at SHiP. The most dangerous component

is from K9 particles, some relevant K decay channels are as follows,

K w5at+e +v,, Kl—osat4+r +7% K —at47. (6.24)
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Figure 6.11: Impact of myo cuts on sensitivities to Benchmark 1 (left) and Benchmark 4 (right).
The full sensitivity, inclu(fing all channels is shown with the dashed line, then the sensitivity
after the m KO cuts is presented with a solid line.

Background induced from K9 particles produced in muon or neutrino inelastic scattering events
in the decay vessel, the cavern walls and the SND have been analysed and shown by the
collaboration to be reducible with the cuts provided in Chapter 5.2.2. Studies have shown the
background can be suppressed to O(10™%) events over the 5 year run period [18]. For V° particles
produced in material away from the beamline, the cavern walls for example, reconstructed signal
candidates do not point back to the target and are removed with the IP cut. Background
events from DIS interactions producing V° particles closer to the beamline are vetoed by either
detecting the incoming muon, for DIS events in the SBT itself, or by detecting the other products
of the upstream DIS event in the SBT or UBT.

However, if a signal event does occur during the running of SHiP that passes selection and
reconstructs to the K% mass there will still be suspicion. Some example sensitivity estimates have
been produced with a cut introduced around the K? mass for Benchmark 1 and Benchmark 4.
These are provided in Fig. 6.11. For this example any final state reconstructing back to a signal
candidate with mass (m KO — 25MeV /c?) < My < (m Ko+ 25MeV /c?) is cut. This window was
chosen as an example, it is easily wide enough to remove the peak in a reconstructed mass

distribution of a signal sample simulated with M30 = M. Here this cut maximally includes the
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Figure 6.12: Sensitivities of LLP experiments from Ref. [62], overlayed on SHiP estimates from
Fig.6.4 and Fig.6.6. Presented in (a) is Benchmark 2, and (b) is Benchmark 4. As before solid
and dashed lines refer to charged final states only, and all final states respectively.

effect of miss-identification of any meson of the final state. For each meson in a final state both
m and K hypotheses are tested, if either results in a reconstructed mass close to m K9 the event

is vetoed. The effect of this cut is minimal across the majority of the accessible mzo region.
1

In Benchmark 1 the charged final state K* + eT is accessible across the full mzo region. In
the region of (m KO~ 25MeV /c?) < Mg < (m KO + 25MeV /c?) around 99% of sensitivity is lost.
The events passing the cuts in this region are those reconstructed to the incorrect mass. For
example the decay chain Y — K% +v. and K9 — 77 + 7%+ 7~ where the 7¥ is missed but
the reconstructed signal candidate still points back to the target. Outside of this region and
before K* decay channels open the sensitivity lost is around 50%. After K* channels open the

effect diminishes.

For Benchmark 4, the lower region mzo is only accessible to neutral final states. The lowest
mass charged final state is D¥ + eT. The impact of the cut is larger. The fraction of sensitivity

lost is ~ 99% at low m3o until K* decay channels open.
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6.3 Comparison to other facilities

A number of other facilities are being designed in order to search for long lived particles (LLPs),
similar new physics signals to that of SHiP. The most relevant rival efforts for the search for
RPV neutralinos are the MATHUSLA, CODEX-b and FASER experiments'. These detectors

are parasitic of the LHC (and the future HL-LHC), each placed close to an interaction point.

RPV neutralino signals at these facilities, as at SHiP, come from B and D meson decays.
For a given RPV scenario the sensitivity of each facility is predominately determined by: the
size of its fiducial volume, the distance between LLP production point and the facility, and the
location relative to the beam axis. FASER for example lies close to the LHC beam axis taking
advantage of D and B meson boosting in the forward direction. This makes the proposal very

cost efficient, FASER is a small experiment but attains a relatively competitive sensitivity.

A comparison of facility sensitivities is provided for Benchmark 2 and 4 in Fig. 6.12 using
estimates from Ref. [62]. MATHUSLA appears the most competitive with SHiP. The SHiP
facility excels in sensitivity to ¥ produced in charm decays. This is due to SHiP operating with
an extremely intense beam, albeit at a lower centre of mass energy. The LHC, on the other
hand, provides MATHUSLA with unparalleled sensitivity to X} production from beauty mesons.
As presented already, the SHiP sensitivity estimate in Fig. 6.12 includes the selection cuts
verified by comprehensive background studies [18]. Limited studies exist for the MATHUSLA

experiment, therefore this sensitivity estimate assumes no background and full signal efficiency.

While the discovery sensitivity of the SHiP facility is surpassed the HS detector of SHiP can
provide additional information about each signal candidate. The spectrometer of the SHiP facility
can provide a determination of whether a HS candidate originated from the target without
any assumptions, very useful for background discrimination. Additionally, the spectrometer can
provide a mass measurement of the signal candidate, and finally the calorimeter and muon

systems of the SHiP experiment can provide some HS model discrimination.

' ANUBIS is a more recent and less developed proposal for a similar facility in the ATLAS/CMS cavern [152],
it provides similar discovery potential to MATHUSLA [139].
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6.4 Summary

This chapter has presented updated sensitivity estimates for the SHiP experiment to R-parity
violating neutralinos produced in heavy-flavour meson-decays. This study has made use of detailed
simulations of the newly optimised SHiP facility. It also accounts for cascade enhancements of
heavy meson production in the SHiP target. In addition, the effects of the detector acceptance,
reconstruction algorithms and selection criteria are taken into account. Therefore, these results
supersede the previous sensitivity estimates of the SHiP experiment to R-parity violating
neutralinos [67].

Multiple benchmark scenarios are presented, providing a comprehensive view of the sensitivity
to various possible patterns of non-zero RPV couplings. Benchmarks are chosen to cover the full
range of Y| masses that will be probed at the SHiP facility.

Finally, this study presents for the first time sensitivities for benchmark scenarios in which
neutralinos are produced in decays of Bs; and B, mesons, as well as scenarios where neutralinos

decay purely leptonically.
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CHAPTER

BENCHMARKING GRAPHCORE® IPUS FOR EVENT GENERATION

n the search for new physics, upgrades to existing experiments and new facilities are

designed to operate at higher intensities and/or higher energies than previous searches.

The HL-LHC will operate with a data rate exceeding O(10) TB/s [88]. As a comparison,
the LHC has a typical data rate of O(1) TB/s. Data rates and simulation load will increase in
parallel and the handling of both will be a huge computational challenge. These issues were
introduced in Chapter 4 where a GAN based solution was presented for a particular simulation
bottleneck at the SHiP experiment. GANs are an exotic solution which currently, at best, have
an extremely limited scope. There exists no generalisation and each GAN based solution must be
tailor-made. Optimisation efforts of traditional event generation software, including more efficient
parallelisation, is ongoing. However, forward projections still forecast a significant short-fall over

the next decade [89-92].

New hardware architectures are also being investigated to help cope with new computational
challenges, these include using combinations of CPUs, GPUs, and occasionally field-programmable
gate arrays (FPGAs) [153-157]. This chapter details the first particle physics focused investigation
into the performance of Graphcore’s Intelligence Processing Unit (IPU). The IPU is a chip

developed specifically for machine learning applications. Benchmarking results published by
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Graphcore themselves show some impressive capabilities of the IPU and IPUs were shown to
outperform GPU for a range of applications [158]. The IPU is of specific interest here due to
the rising prevalence of neural network focused machine learning within the particle physics
community [159]. Catalysed by hardware improvements and the development of increasingly
user-friendly programming environments such as TensorFlow, machine learning has become an
accessible tool to particle physicists.

This was a preliminary study investigating the potential of this hardware, more detailed
studies are expected to follow. The content of this chapter is focused solely on GANs and is
based on Ref. [93], from which Sections 3.1 and 3.3 are my own work. Within Ref. [93] there are

other studies detailing the performance of the IPUs for other particle physics related tasks.

IPU-Tiles™

777777777
1216 IPU-Tiles™ each with an independent
IPU-Core™ and tightly coupled
In-Processor-Memory™

IPU-Core™

777777777

1216 IPU-Cores™ with 7296 programs
executing in parallel

In-Processor-Memory™

300MB In-Processor-Memory™
45TB/s memory bandwidth
Whole model held on-chip

PCle

fffffffff

PCle Gen4 x16
64 GB/s bidirectional bandwidth to host

———————

IPU-Exchange™

8 TB/s all to all IPU-Exchange™
Non-blocking, any communication pattern

- IPU-Links™

,,,,,,,,,

80 IPU-Links, 320GB/s chip to chip
bandwidth

Figure 7.1: The Graphcore Colossus = MK1 GC2 IPU [160].

7.1 IPUs

This study makes use of Graphcore’s first generation Colossus ~ MK1 GC2 IPU (see Fig. 7.1).
The IPU has an architecture fundamentally different to that of a CPU or GPU. The IPU, like
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the GPU, is highly-parallelised. The IPU comprises of 1,216 processing elements, called tiles.
The IPU operates with a multiple instruction multiple data (MIMD) architecture allowing the
independent running of each processing element. This is in contrast to the single instruction
multiple data architecture of the GPU. Each tile consists of a computing core and 256 KiB
of local memory. In total 7,296 threads can be executed in parallel in a single IPU. Tiles are
connected together with an on-chip interconnect, the IPU exchangeTM, allowing for low-latency
and high-bandwidth communication of up to 7.7 Tb/s. Each IPU card consists of two such
IPUs. The IPUs are connected to each other via 80 IPU links reaching a total chip-to-chip

bandwidth of 2.5 Tb/s, and are connected to the host via 16 PCle Gen4 links (8 per IPU).

To accompany the IPU hardware, Graphcore provides some software frameworks. This
investigation was completed with their Software Development Kit (SDK) version v1.2.0. This
SDK includes Graphcore’s C++ based Poplar software, which provides the most granular control
of the IPU and its tiles. Also included are IPU compatible implementations of PyTorch [161]
and TensorFlow, some of whose functions have been re-written and optimised specifically for
the IPU architecture. It is the TensorFlow implementation that the results presented in this

Chapter rely on.

7.2 Benchmarking

The majority of generative network approaches developed for particle physics applications are
based on GANs. Moreover, the majority of these are GANs rely on convolutional layers. For
many particle physics applications correlations between neighbouring data points are important,
for example in a spatial distribution of energy deposited in a calorimeter. Convolutional layers
can manage these problems more efficiently than simple dense layers, focusing on relationships
between features close to each other in the feature space. This efficiency is especially relevant in
high dimensional applications where network sizes would otherwise quickly grow leading to slow

training and slow inference.

For this investigation two convolutions networks are taken from particle physics literature,

the small convolutional DijetGAN from Ref. [102] and the larger locally-connected LAGAN
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(location aware GAN) from Ref. [82]. Additionally investigated are both the prompt and non-
prompt fully-connected GANs from Chapter 4. As discussed, both networks are of similar
architecture, however the prompt network is narrower and has significantly less parameters.
Similarly to the GANs developed for SHiP, the DijetGAN directly models a distribution of
a handful of kinematical observables, in this case these are features of jets at the LHC. The
LAGAN application models the distributions of energy deposits from jets in calorimeters. The
LAGAN relies on locally-connected layers. These operate very similarly to convolutional layers
however, where traditional convolutional layers each create a set of filters that are applied over
the whole image the locally-connected layer has personalised filters for each region. Locally
connected layers are not often applied to applications involving natural images due to their lack
of flexibility to handle feature translation and their very low parameter efficiency [82]. For the
LAGAN application the jet images are transformed such that in each training example the jet is
aligned in the centre of the image. A specific filter for each region relative to the common centre
is then an attractive option, providing more flexibility to model an energy deposition whose

characteristics may change across each image.

For the following benchmark tests the networks are constructed in TensorFlow using infor-
mation from within each publication or in code made available by the authors. The weights of
the networks are initialised with random noise. This choice was made as the trained weights

were not always made available. This will not affect the benchmarking results.

The scripts written to generate data on the IPU are different to those of the GPU and CPU
by requirement, though to ensure these benchmarking comparisons were as fair as possible each
approach was individually optimised. The IPU code must use Graphcore specific functions to
compile the generator graph, loop over this graph and collate output samples. The GPU and
CPU code made use of tf.function and tf.while_loop which allowed the model to be queried
with TensorFlow tensors. This was observed to be significantly faster and more similar to the
IPU approach than simply querying the Keras model with the predict function which relies on
Numpy arrays. This is a significant speed up over the benchmarking results of Chapter 4 which
were carried out with the inefficient Keras predict function. For all benchmarking tests, warm

up runs were completed before any generation steps were timed. These warm up runs contain
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Name Cores Memory Clock Speed TDP
CPU | Intel Xeon Platinum 8168 24 732 GiB 2.7-37GHz 205W

Name Cores Memory 32 bit FLOPS TDP
GPU | Nvidia Tesla P100 3584 16000 MiB 9.3 TFLOPS 250 W
IPU | Graphcore Colossus + GC2 1216 286 MiB 31.1 TFLOPS 120 W

Table 7.1: Key specifications of the processors used for this benchmarking as provided on
manufacturer websites [130, 160, 162], and in [163, 164]. Performance in terms of floating point
operations per second (FLOPS) is given for 32 bit single-precision operations. Thermal design
power (TDP) is given for each processor, where for the IPU this is half of the total board TDP.

any compilation and graph creation overheads, which notably were much more significant for
the IPU. On the IPU some models take O(5)mins to compile. The TensorFlow profiler was used
to check that the GPU code was indeed limited by arithmetic operation throughput and not by
any other bottleneck. This confirms the results obtained are fair representations of the power of
the GPU. Such sophisticated profiling tools are not as easily available on the IPU.

The hardware options used in this study and their key specifications are laid out in Table 7.1.
Note that the CPU option is a very high end CPU and that the GPU option is chosen as it is of
a comparable price to the IPU. Also notable is the significant power saving the IPU offers over
the GPU!.

Each hardware option was tested over a range of batch sizes, where the batch size is the
number of samples generated by the network in a single tensor passing. The time taken to
generate a large number of batches was then measured. These results are presented in Fig. 7.2.
The relationship between inference speed and batch size is consistent for each hardware choice,
where larger batch sizes show increased computational efficiency. There is a maximum accessible
batch size to each hardware, this is smallest for the IPU which is the hardware choice with
the smallest memory capacity. The efficiency gains obtained by increasing batch size begin to
diminish towards the higher batch sizes, this could be due to any overheads existing at lower
batch sizes becoming negligible or more likely the rise of some new overheads in dealing with
large tensors. From these results the inference speeds at observed optimal batch size for each

hardware are extracted and presented in Table 7.2. Ratios of the inference speed on the IPU vs

! An organisation’s environmental impacts are increasingly in the public eye, energy efficiency is an evermore
important issue. See Ref. [165].
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Figure 7.2: Benchmarking results of the event-generation rate as a function of the batch size of
the network. Results are presented for IPU, GPU and CPU hardware options outlined in

Network Name | Number of Parameters | IPU/CPU rate | IPU/GPU rate

DijetGAN | 3 x 10* 36.3 6.0
LAGAN | 4 x 10° 86.5 8.0
SHiP non-prompt | 5 x 10° 3.4 0.6 (x1.7 slower)
SHiP prompt | 6 x 10° 6.7 0.7 (x1.4 slower)

Table 7.2: Benchmarking results calculated using optimal batch size for each hardware option.

the speed on the GPU and CPU are presented. The IPU is consistently faster than the CPU, as
expected, however the IPU also outperformed the GPU in generating from the convolutional
networks by almost an order of magnitude. The IPU was marginally slower than the GPU in
generating from the fully-connected networks tested. This is due to the maximum accessible
batch size of the IPU. Therefore the IPUs do not offer any improvement in generation speed from
the SHiP muon background GANs presented in Chapter 4 due to memory limitations on batch

size. The IPU has significant memory constraints. The 256 KiB of local memory per core equates
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to only 318 MiB across the whole IPU. Even this is generous, as the full memory is only accessible
to an operation that can perfectly spread out over all the tiles. Jobs that fail due to memory
issues drop because a single tile was overloaded. This shortcoming is addressed in the design of
the high-bandwidth and low-latency IPU links. Graphcore have software implementations that
can manage the sharding of networks across multiple IPUs allowing for larger networks or larger
batch sizes to be managed. This software includes data pipelining which organises queues of
data to ensure each element of the sharded network has minimal downtime. For the purposes of
these tests neither sharding or pipelining was employed as all generator networks tested fit on a
single ITPU. Splitting the network up and spreading over multiple IPUs may allow larger batch
sizes to be used. This may increase inference speed but this increase would only be relevant
if the gain was greater than that of two IPUs running the same network separately. This is
not investigated here. It is worth noting in this context that the 2°¢ generation IPU recently

released has triple the memory per tile compared to the 15 generation IPU used here?.

Convolutional - DijetGAN Fully Connected - SHiP prompt

102 102

10 10

Speed Up (training)

Speed Up (training)

10° 10°

107! 107!

IPU/CPU IPU/GPU IPU/CPU IPU/GPU

Figure 7.3: Comparison of the training speeds of the IPU relative to the CPU and the GPU of
Table 7.1.

Notable from the inference benchmarking results is that the IPU, regardless of model, was
significantly faster than the GPU at low batch sizes. As described in Chapter 4, lower batch sizes
are often chosen for training GANs in an approach referred to as mini-batch gradient descent.
Commonly the batch size chosen for training a GAN is O(50). This is a region that the IPU
tends to dominate the GPU. Figure 7.3 presents the training speed up achieved whilst using
the IPU for the applications of the DijetGAN and the SHiP prompt GAN using the batch size

2Initial benchmarking for this 2°¢ generation IPU were recently released showing significant improvements
over the 1° generation IPU [166].
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presented in their respective publications. The LAGAN and the SHiP non-prompt options could
not be tested here as the full GAN models (G plus D) were too big to fit on a single IPU. Whilst
the sharding approach works well for a single network allowing for a large model to be split up
across multiple IPUs, it is not yet possible for a GAN model. The GAN case is complicated
by the continual interactions between models. This may be possible in the future. Figure 7.3
shows both networks training significantly faster on the IPU as expected from the inference
results where for lower batch sizes the IPU consistently outperforms the GPU. Faster training
means faster prototyping and which will lead to improved network performance. A wider range
of architectures could have been tested for the application in Chapter 4 in the same amount of
time. Then for tasks such a exploring the parameter space of a chosen architecture using the
IPU would allow significantly faster testing and therefore a more detailed optimisation which

would lead to improved performance of the algorithms in Chapter 4.

7.3 Outlook

This chapter has presented the results from some preliminary testing of the Graphcore IPUs. A
small selection of models were tried, chosen to be roughly representative of the kind of GANs
within the HEP literature. While IPUs may not be a golden bullet, for the application of
GANSs these tests conclude IPU performance ranges from keeping up with GPU competition
to significantly outperforming based on application. The IPUs are competitively priced and
their cost is similar to high end GPUs. Memory considerations currently limit the size of GAN
models the IPU can train. For inference the network size is essential not limited, as the IPUs
are designed with high-bandwidth and low latency connections allowing multiple IPUs to be
linked. Large network can then be efficiently sharded across multiple IPUs. A more extensive
analysis of IPU performance for a wider variety of architectures and network sizes may be useful
to understand where the gains can really be made with the IPU, but for now preliminary results

are promising.
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CHAPTER

ENHANCED GENERATIVE NETWORKS

his chapter introduces developments which improve on the performance of the GAN
approach to background muon generation presented in Chapter 4. This improvement
comes from teaching the generator network to understand an input parameter that
describes the local density of each sample within the full training sample. After training, the
distribution of this parameter can be adapted to control the characteristics of generated samples.
This is a first attempt at a modification of this style to the standard GAN approach. Potential
applications for this improved GAN and this newfound flexibility within a new optimisation of

the SHiP muon shield are outlined.

8.1 Motivation

The GAN architecture developed in Chapter 4 is extremely simple. The generator network,
G‘, simply maps latent noise to a muon kinematic vector, and in training the discriminator,
D, network maps a kinematic vector into a single decision on sample origin. From here this

architecture will be referred to as a vanilla GAN. The vanilla architecture is inflexible. Once
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trained, the output result cannot be altered and depends solely on the training sample used. As
observed in Chapter 4 these GANs struggle to accurately model both the characteristics of and
the number of events in the tails of distributions. For example, significant miss-modellings are
visible in Fig 4.7. The tails are harder to model simply as these events are encountered less often
during the training procedure, these regions are more poorly described by the training sample.
Both miss-modelling and underestimating the tails is a significant drawback of these GAN,

especially when modelling physical distributions the tails of which are often important regions.

An initial idea to address this shortcoming of the vanilla architecture was to dope the tails
of the training data set. That is, to artificially enhance the tail regions. This could be achieved
either by manually adding fake events to the training sample or by weighting up existing events.
Clearly, this is an unsatisfactory approach as it requires arbitrary decisions to be made on how
the tails are enhanced. For example, how many additional events should be added and where
should they go? These decisions can only be optimised by comparing results from multiple
lengthy training runs, which can each take days with the vanilla GANs of Chapter 4. An ideal
solution would provide control of the generated output after training with the ability to generate

more events in the tails if required.

Conditional GANs have additional label inputs provided to the generator which inform the
network of certain characteristics the generated output should have [167-169]. These labels
could be binary class labels for example. The discriminator of the conditional GAN makes
each decision having seen both the sample vector along with its corresponding class labels. The
discriminator is then able to decipher the meaning of these labels. This understanding is then
subsequently transferred to the generator through the standard GAN training procedure. An
auxiliary classifier GAN is a type of conditional GAN where instead of receiving the conditional
label as an input, the discriminator is tasked with reconstructing the label as an auxiliary
task [170-172].

For this application, muons in the training sample could be split into two classes, the tails
and the core. While this would install flexibility in the trained generator model, where more
events can be asked for from the tail class during generation if required, this approach would

still depend on arbitrary decisions on how to define of tail and core classes. This can therefore be
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improved by making the auxiliary task a regression one, where the label is a continuous variable.

8.2 Auxiliary GANs

The architecture of the auxiliary GAN is again made up of a generator G and a discriminator
network D. The inputs to the generator network are: a vector of latent noise, as before, and an
auxiliary parameter. As before the output of G is a synthetic sample. In the auxiliary GAN the
primary task of D is still to decide what the origin of each sample is, however, D is also tasked
with predicting the auxiliary parameter associated with each sample. The total loss for G then
is,

Lg = A X Lyanitla + Laum’lz’ary- (8.1)

where Lygniile is the vanilla GAN loss, as used in Chapter 4:

e

- log(ﬁ(xéen; ed)0)7 (8'2)

1
Lyanitla = n

1=1

where ]_A)(xgen; f4)o is the vanilla discriminator output. In equation 8.1, Lygziliary is the auxiliary

loss, which is just the mean squared error (MSE),
1 NS (i 2
Lauxiliary = n Z (D(ngen; ed)l - AZ) ) (8‘3)
=1

where A; is the auxiliary value that was used to generate the sample, and ﬁ(wéen; 04)1 is the
auxiliary value prediction of D. The importance of the vanilla loss is weighted relative to the
auxiliary by a factor A. As before the discriminator is trained with a binary crossentropy loss,
as in equation 4.2, and a mean squared error term, similar to that of equation 8.3. These are

combined in a weighted sum similar to that of equation 8.1.

8.3 Training setup

For this investigation the training sample introduced in Chapter 4 is used. However, it is modified
in the following ways: the sample size is reduced to just 1 x 107 muons for simplicity in this
preliminary investigation, the weights associated with the enhancement of rare muon production

channels and muon charges are discarded also for simplicity, and the z- and y- coordinates are
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Figure 8.1: Training sample of muon kinematics, smeared in the z-, y- plane.

smeared in the fashion described in Chapter 4.5. The addition of this beam smearing is required
for the applications described later in Section 8.4.2. The new training sample is presented in

Fig. 8.1.

A simple improvement made over the approach of Chapter 4 is to use polar coordinates to
train and generate from the GAN. A transformation is therefore made from {z, y, z, ps, Py,
p.} to {r, 0, z, pr, bp, p.}, where 6, and 6, are the angles the position r and the momentum
p vectors make in the z- y- plane respectively. The shape of the transformed distribution is

presented in Fig. 8.2. The distribution is symmetric around the beam axis and there is no
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Figure 8.2: Mean A; auxiliary values in each bin. The sample is presented in the polar parame-
terisation.

dependence within the sample on either 6,- or ,-. This allows us to assume complete uniformity
and ignore these features in the generation. For each generated sample, values for these angles
are sampled from uniform distributions and passed both into and around the generator network.
That is, while the values for these values are inputs to the hidden layers their true values are also
appended to the output, see Fig. 8.3 for a schematic of the GAN architecture. This approach is
helpful as it guarantees symmetry in the generation. Any asymmetries observed in Chapter 5.2.3
in these dimensions will disappear. Passing values around the generator is not essential but it

avoids any potential under-population at the edges of G output activation space.
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In this case the auxiliary values will represent the rareness of each muon sample. Two sets
of auxiliary parameters are derived in the training sample. The first encodes an estimation of
the rareness of each muon in all dimensions into one value. This is calculated using the average
distance to the nearest three neighbours in the space of {r, z, pr, p,}', this will be referred
to as Aj. The number of neighbours used was chosen arbitrarily, the number was kept small
to avoid lengthy computation of auxiliary values, though a larger number would produce a
more accurate determination of local density. The mean value of this auxiliary parameter for
each region of sample space is displayed in Fig. 8.2. The second set of auxiliary values is also
calculated via a nearest neighbours approach, however, this time independently in each of the
dimension resulting in four values for each muon sample, A;. A GAN will be trained on each
set on auxiliary values separately. Note that these auxiliary values could correspond to any
feature of a given problem. For higher dimensional problems these auxiliary values may be more
convoluted. For example, for a GAN trained to generate distributions of jet energy deposition
in calorimeters a useful auxiliary variable could be the width of each jet, or the total energy
deposited.

During training, synthetic auxiliary values are used. Therefore, before training, the true
auxiliary distributions of the training sample must be transformed into tractable distributions.
These transformations can be non-linear and do not need to be reversible, as long as the
information encoded in the auxiliary parameters is preserved. For this task, using single tail
Gaussian distributions, abs(N(0,1)), seemed the most natural. Here, low values will represent
the core of the distribution and high values the less common muons, see Fig. 8.2. For a problem
with one dimension of auxiliary values a transformation is easily achieved via a brute force
mapping to a randomly generated vector from abs(N(0,1)), and this mapping can be recomputed
after each training epoch. For problems with multiple correlated auxiliary distributions the
transformation is less obvious. Synthetically produced auxiliary values will be uncorrelated, so
the training auxiliary distribution must also follow this shape. Separately transforming each
auxiliary dimension via a brute force mapping separately will not provide the desired result

unless the variables themselves are already uncorrelated. There exists no simple transformation

'Values are normalised to the range of {—1,1} in each dimension before distances are calculated.
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Figure 8.3: Schematic of the auxiliary GAN architecture.

in more than a few dimensions to map a general distribution into the shape of an uncorrelated
multidimensional normal whilst also retaining as much information as possible [173, 174]. Such
a mapping can be approximated via neural network approaches, for example the Adversarial
Autoencoder [175] and the Variational Autoencoder, see Section 8.4.2 and Ref. [176]. For these
preliminary studies however, the auxiliary distributions were sufficiently close to uncorrelated

that no such complex approach was investigated.

To simplify training for this preliminary investigation, the auxiliary task (or tasks) of the
discriminator is separated from the vanilla GAN discriminator. To obtain the results of this
chapter, small auxiliary regressor networks are pre-trained to predict auxiliary parameters
from information within each muon kinematic vector. These auxiliary networks are only shown

information relevant to their task. For example the network regressing the pr auxiliary parameter
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of A, is only shown pr. They are trained using only fully simulated samples. The networks are

queried separately to the vanilla discriminator during the GAN training process, see Fig. 8.3.

For A, the parameter controlling relative weight of each term in the full generator loss of
equation 8.1, a value of 10 was chosen to keep the vanilla loss dominant. The vanilla loss must
dominate as the auxiliary labels are only obtained from crude estimates of local density, if
the networks focus too much on these they will over-fit to any fluctuations. This will lead to
asymmetries in the generated output. The choice of A = 10 appeared to work well so no further
optimisation was attempted. The vanilla loss dominates, maintaining overall sample quality,
however the auxiliary loss is still powerful enough such that the generator network learns some

understanding of the auxiliary input.

The auxiliary regressor networks are built from two dense layers of [32,64] nodes. The
architecture of G and D was simplified for this initial testing. All GANs in this chapter have
dense layers of [1000, 1000, 250, 50] nodes in both G and ﬁ, the sizes of these layers were not
optimised. The muon kinematic values are again pre-processsed to values between -1 and 1 in
order to employ the tanh activation function in the output layer of G. Finally, the code used for
this chapter is written in TensorFlow 2 with the new training procedure being based on the

code optimised in Chapter 7.

8.4 Network performance

Four different GANs are trained: a vanilla GAN training with the original p,, p, parameterisation,
ny, a vanilla GAN training with the pr, 6, parameterisation, Vor, an auxiliary GAN using Ay,
él, and finally an auxiliary GAN using ff4, G. The inclusion of the vanilla GAN training with
the pt, 0, parameterisation will allow us to decouple any improvements from the change in
parameterisation and the inclusion of the auxiliary term in the loss. The performance of each
GAN is again monitored by assessing the figure of merit (FoM) developed in Chapter 4.3.2 at
regular intervals during training. Figure 8.4 presents the progression of the FoM for each GAN.
For each run the cumulative minima are calculated. It is these values that are then averaged

over ten tests to obtain the solid lines.
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Figure 8.4: Mean of the cumulative minimum of FoM values with training progress.

The progression of the FoM for both vanilla options was unstable showing large variations over
a small number of training steps, similar behaviour was observed in Fig. 4.6. These fluctuations
in the FoM correspond to large spurious excesses appearing in the generated output. The impact
of these effects is reduced by saving the model each time the FoM is evaluated and selecting as
a final model that which minimized the FoM. The vanilla GAN did show improved performance
when training in the pt, 0, parameterisation. Changing the parameterisation and exploiting the
symmetry in the distributions and therefore avoiding the generation of 6, and 6, has simplified
the task. Including the auxiliary term in the loss provided further improvement still. The
auxiliary GANs converged faster, with more stability, to improved FoM values. Including the
auxiliary information can more effectively punish the network for under- or overpopulating
a specific region. The idea is that the auxiliary GAN learns more efficiently. The additional
stability provided by the auxiliary loss removes the need cherry pick a model. The procedure is
more consistent and large upticks in the FoM are uncommon in the auxiliary training. Note that,
the FoM values presented here cannot directly be compared to those in Fig. 4.6, as a slightly
different distribution is being modelled. Figure 4.6 also shows Gy consistently out performing

G.4. The reason for this could be either some overfitting to the more detailed information in the
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4 dimensional auxiliary parameters, or some small differences between the transformed auxiliary
distributions and the randomly generated uncorrelated auxiliary parameters used for training as

mentioned in Section 8.3.

To obtain the final networks used to produce the results that follow in this chapter, single
training runs of the GANs were left for ~ 3 times longer than shown in Fig. 8.4. Here the sz
FoM values eventually approached that of Vo, but there was no other change in behaviour. The

horizontal dashed lines in Fig. 8.4 indicate the final FoM values obtained.

The higher quality modelling of the distribution is clearly shown in the improvement in FoM
values in Fig. 8.4. The FoM values achieved by the auxiliary GAN are far superior to those
of either of the vanilla GANs. This is indicative of improved modelling overall but especially
of the core of the distribution. It is muons from the core of the distribution which are most
likely to contribute to the FoM, as the test only uses a randomly selected 1 x 10° muons. To
quantitatively check for any improvements in the tails, 1 x 107 muons are generated from each
of ny, Vo, and G. For each sample, in exactly the same fashion as before, auxiliary values are
calculated from the local density in {r, z, pr, p.} space. From each sample the events with the
highest 1% of auxiliary values are extracted, these examples should have been the hardest to
model. The FoM is then assessed using only these muons and the equivalent from the training
sample. This returned values of 0.679 for ny, 0.647 for Vp, and 0.601 for G. The added auxiliary

labels provided the superior result.

The auxiliary GANs were originally conceptualised to allow for some tuning of the auxiliary
distributions after training. However, the change of parameterisation and the improved training
efficiency achieved by adding the auxiliary term to the loss may have done enough to avoid
any tuning of the auxiliary distribution for sample generation. This drastic of an improvement
was slightly unexpected. If any tuning of the auxiliary distribution was required this could be
quickly optimised. This would be easier than an optimisation campaign of a vanilla GAN which
would require running multiple lengthy training runs, each with customized modifications to the

training sample.
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Figure 8.5: Generation examples for G1 compared to the training sample.

8.4.1 Generation examples

From the auxiliary GAN G we can first generate with raw auxiliary values, abs(N(0,1)). This
results in a generated output equivalent to the physical muon training distribution, see examples
on the left of Fig 8.5. Any miss-modellings of the tail regions, such as previously observed in
Chapter 4, are not obvious in this generated distribution. As the results of Chapter 4 showed,
GANSs have a tendency to underestimate the tails. Auxiliary GANs are more flexible and can
respond to changes in auxiliary input distributions. The input auxiliary distribution can therefore
be boosted to generate more rarer events in the tails. An over-exaggerated example is presented
on the right of Fig 8.5, here G1 has been queried with an auxiliary distribution sampled from
1.2 x abs(N(0,1)).

These results show a marked improvement over those in Chapter 4. These new GANs could
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be trained on the physical muon sample and the studies of Chapter 5 could be repeated. The
ability to boost the tails of the distribution as demonstrated here could be used as a stress test for
the background defences. However, the conclusions of Chapter 5 would likely remain unchanged,
the GANs of Chapter 4 already showed the breakdown of the factorisation assumption, removing

this significantly boosts background rejection.

8.4.2 Muon shield optimisation

Figure 8.6: Schematic of the current muon shield optimum translated into a step-like configuration,
taken from Ref. [18].

An initial optimisation of the muon shield has already been completed by the SHiP collab-
oration [74]. This provided a baseline configuration that has been shown capable of reducing
muon flux within the acceptance of detectors to manageable levels. This optimisation involved
selecting a starting point, parameterising the shape of the shield into O(50) parameters and
constructing a loss function. This loss was based on the number of hits in downstream detectors,
the length and the mass of the shield. The number of hits is included as reducing background
rates is the primary aim of the shield. The length was also included as minimising the distance
from target to decay volume is important to preserve the acceptance of the facility, due to large
opening angles of HS particles in production within the target. Finally, the mass of the shield

was used as a proxy for the overall cost of the shield.
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The SHiP collaboration is about to undertake a new optimisation campaign. The main

reasons for this are as follows:

e to employ a new loss function. This will include muon hit information from all sub-detectors

including crucially the hits in the SND.

e the initial optimisation assumed idealised magnetic fields. Fully realistic fields still cannot
be used as the calculations to obtain these are too time consuming to be performed at each

iteration of the optimisation however a parameterised approximation is being worked on.

e engineering studies assessing shield construction techniques suggest the design must move
to smaller modular magnet blocks. This creates a step-like shield, as depicted in Fig. 8.6.

This new shape requires a new parameterisation.

e new materials will be considered for use in the shield. For example, a cobalt core, which

although would be more expensive could achieve a stronger field for a small key region.

e the collaboration wish to employ a variety of optimisation techniques. These include the
same Bayesian optimisation as the initial optimisation, evolutionary algorithms, and the

use of local surrogates to approximate the gradients of the shield configuration [177].

e a new super conducting option will also be investigated that would reduce shield length

further.

These new considerations will ensure that the next muon shield configuration is as high performing
and as realistic as possible.

A single run of the original optimisation procedure took ©(10%) iterations, each of which
required the simulation of a large sample of muons through a shield configuration. The number
of muons used in each step is limited by the time it takes to simulate a muon sample. However,
the sample size cannot be reduced too far as already only a small fraction of simulated muons
reach the detector acceptance. Simulating the physical muon distribution would be inefficient.
The tails of distribution, containing potentially the most dangerous muons, would not get enough

attention. Therefore, a re-sampling procedure was employed to reduce sample size whilst both
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boosting the representation from rarer events and maintaining coverage over the rest of the
distribution [74]. To achieve this, the full sample was binned in the p- pp- plane, each bin was
then capped at a specified value. The number of muons in the tails of the distribution was
augmented by creating new muons though rotating the momenta of muons in the original sample
around the beam axis. This re-sampling procedure reduced the number of muons required to
be simulated at each iteration of the optimisation. Note that with this augmented sample only
O(10) muons enter the loss function, this leaves a large uncertainty (O(10%)) on its value. This

problem gets worse for better performing shield configurations.

In the original optimisation each step of every optimisation run employed the same distribution
of muons. This GAN approach can generate a new sample for each iteration. This would boost
confidence that the optimisation was not overfitting to the background sample or getting stuck in
a local minimum. These GAN samples can be generated fast, not affecting the optimisation time.
The left plot of Fig. 8.7 presents an example re-sampled distribution of the fully simulated muon
training sample that has been created in a very similar way to that of the original optimisation.
The auxiliary values A, from the muons in this distribution are fed into the auxiliary GAN
Gy to produce a synthetic re-sampled distribution, the result of this procedure is presented
on the right of Fig. 8.7. This distribution is uniquely generated at every step by synthesising
new latent noise vectors. The GAN is trained on the full background muon sample, so does not
throw away information about the huge fraction of the muons removed in the old re-sampling
procedure. Therefore, with multiple unique generations it can provide more information about
the full background sample than a single repeated sub-sample. For an optimisation run, the exact
characteristics of the GAN distribution can be tuned as required by controlling the auxiliary
distributions. The generated distribution can even be adapted during the optimisation. Using
GAN generated samples for the optimisation leaves the fully simulated sample as a powerful

unseen sample to test the performance of a final shield configuration.

Evolutionary algorithms have been proposed as new optimisation tools. The algorithms inves-
tigated start from a randomly generated population of shield configurations, these are all tests
against some input spectrum of muons, features from most successful shield configurations are

merged. A new generation of shield configurations is produced from these merged configurations
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Figure 8.7: Example re-sampled muon distribution and a synthetic distribution from Gy, there
are 1 x 10% entries in each plot.

and the process is repeated. Some flavours of these algorithms require that a component of the
input muon distribution at each iteration is based on the characteristics of the muons which beat
the last shield configuration. The auxiliary GAN G4 can generate new muon samples of similar
characteristics to the surviving muons of previous iterations. The kinematics of muons that beat
the shield act as seeds, the kinematics are fed through the auxiliary regressor networks to derive
new auxiliary parameters. These are then combined with latent noise vectors and passed to the
generator to produce new, unseen, muons with similar characteristics. Figure 8.8 provides an
example of this augmentation behaviour working for a representative input sample of 5 muons.

There are a few things to note:

e in some distributions the generated muon kinematics are split into two islands, this is
clearest in the z- y- projection. This is due to the choice of the auxiliary parameters being
defined in terms of local density and so each generated island lies in a region of similar

local density?.

e the auxiliary regressor networks can miss-judge the correct auxiliary parameter, this is

most clear in the purple example, where the z- coordinate is being over estimated.

®Note, the auxiliary parameters were defined in {r, 0., z, pr, 0,, Pz}, not in {z, y, 2, ps, Py, P~} as muons
are displayed in Fig. 8.8.
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Figure 8.8: Five example seed kinematics are outlined with black squares and 100 generated
muons from G4 are plotted with the corresponding colour. The points are overlayed on the full

training sample.

e this auxiliary GAN architecture has 6, and 6, as G, inputs which are passed around the

network. Therefore, values for these angles in the seeds are first calculated exactly, and

noise is then added in the generation of each sample.

8.4.3 Outlook and VAEs

Overall for a preliminary study, the performance shown in Fig. 8.8 is impressive, especially

when considering that the auxiliary GANs were not originally conceived to solve this issue. The
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correct tool for this job is probably the variational auto-encoder (VAE), though this has not
yet been explored. A standard autoencoder is comprised of two networks, an encoder and a
decoder. The encoder maps an input sample to a lower-dimensional latent space, a meaningful
representation of the training sample. The decoder is then tasked at reconstructing the original
sample. For the VAE, the encoder does not directly produce the latent variables. Instead the
encoder outputs two values p and log(c), these are then combined with a noise term e = AV(0, 1)
to sample a latent space z as,

z = p+ e05x10g(7) 5 ¢ (8.4)

The latent space is populated by the sampling of many of these small normal distributions. The
latent space is then forced to form an n-dimensional normal distribution via a Kullback—Leibler

divergence term in the loss,
Lir=-0.5x3(1+1log(o)i — p? — elog(@)), (8.5)
1

a reconstruction loss is combined with Ly, this compares the initial sample with the reconstruc-
tion attempt. Synthetic samples can be generated from the VAE by passing synthetic N'(0,1)
distributions through the decoder. For the task of generating muons with similar characteristics
to those that broke the shield in the last iteration of the optimisation, the VAE provides a
natural solution. The dangerous muon kinematics would be passed through the encoder to
obtain seed values for p and log(c). These can be combined with generated values of €, which
could be scaled depending on how similar one wanted the muons to be, to get a latent vector
2'. Then 2’ would be passed through the decoder to obtain the augmented sample. VAEs are
known to produce lower quality synthetic samples than GANs, due to the lack of an adversarial
component in the training procedure. The reconstruction loss is distanced based, such losses can
struggle for example at sharp features in a distribution. There have been attempts to address
this with more exotic models combining GANs and VAEs [178-180] but no perfect model exists,

and each application requires a bespoke solution.
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CHAPTER

ANGULAR ANALYSIS OF B — K*(— K™n~)u*u~ AT LHCb

his chapter presents details of my contribution to the ¢?-binned angular analysis of
BY — K* (= K™n~) pTu~ at LHCD using the pp collision data from 2011, 2012,

2016, 2017 and 2018, corresponding to an integrated luminosity of 9fb—1.

9.1 The LHCDb detector

The LHCb detector at CERN is a single arm forward spectrometer designed to study the decays
of particles containing b and ¢ quarks. The acceptance of the detectors cover a pseudorapidity
range of 2 < 1 < 5. A schematic of the detector is presented in Fig. 9.1, the key characteristics
are as follows. Extremely precise tracking is provided in the silicon-strip vertex locator (VELO)
surrounding the pp interaction region. Information from the VELO is used to reconstruct and
identify displaced secondary vertices, indicative of b- and c-hadron decays. The performance of
the VELO in terms of the impact parameter (IP) resolution is summarised in Fig. 9.2. Efficient
charged hadron discrimination is provided by two ring-imaging Cherenkov detectors, these
offer ~ 100% K /m discrimination for all but the highest momentum particles, see Fig. 9.3. A

large magnet of bending power 4 Tm is employed with tracking stations to measure charged
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particle momentum, the momentum resolution achieved is displayed in Fig. 9.4. Downstream,
the energy of photons, electrons and hadrons are measured in electromagnetic and hadron
calorimeters. Finally, muons are identified in segmented multi-wire proportional chambers with
~ 100% efficiency, see Fig. 9.3. LHCb employs both an online hardware based trigger making
decisions based on high-level information and a software based trigger which completes full event

reconstruction.

A more detailed description of the detector can be found in Ref. [181].
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Figure 9.1: Schematic of the LHCb detector, from Ref. [181].
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Figure 9.2: The resolution of impact parameter measurements as a function of p and 1/py [182].
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Figure 9.3: Particle identification efficiencies for kaons and muons as a function of momen-

tum [183].
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Figure 9.4: Relative momentum resolution achieved at LHCDb as a function of momentum in
J/Y — ptu~ decays [184].

9.2 b— sl processes

Flavour Changing Neutral Currents (FCNC) are forbidden at tree level in the Standard Model.
Instead, FCNC processes occur at loop level and are suppressed due to the presence of more
vertices and the mass of the mediating particle. The decay B® — K*Yu* 1~ is one such process
involving the quark level transition b — s¢*¢~. Figure 9.5 shows example diagrams of this decay.
This suppression makes the process an ideal place to look for NP which may not require loop
processes and could therefore enter at a similar order to the SM itself even if the interaction
strength of the NP is very small. The presence of NP could then measurably affect the decay
rate of these b — sf*/¢~ processes, distort the angular distributions of decay products, or
could favour one lepton flavour over another leading to breakdown of lepton universality in

the SM. LHCb has observed inconsistencies in all three of these areas, although no single
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measurement is yet precise enough to confirm discovery [6, 12, 185-187]. Angular analyses are
of particular interest as they can provide the best model discrimination. Best fit values for
Wilson coeflicients, describing the strength of various contributions to a decay process, can be
obtained and compared to Standard Model predictions [6, 188]. While angular observables can
be constructed for which SM predictions are relatively clean with small uncertainties, it is still
possible that some uncertainties in the strength of non-local contributions are causing part of
the observed anomalies. This is the so called charm loop, where the same final state is achieved
through a cc loop, see Fig. 9.6. New results for the extremely theoretical clean ratios Rx and
R+, where R = B(B — Kutp™)/B(B — Kete™), may clear up this debate if they reveal
disparities to the SM significant to 50 as charm loop contributions will cancel. If this is the
case the most likely explanation to describe the emerging pattern of results is a leptoquark that

couples more strongly to the 2°9 and 3 than lepton generations that that of 15 generation [189,

190].
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Figure 9.6: Feynman diagrams of charm loop contribution to B — K*0 pu* u~.

130



9.3. EFFECTIVE FIELD THEORY AND OPERATOR PRODUCT EXPANSION

9.3 Effective field theory and operator product expansion

An effective field theory (EFT) can be used to describe the characteristics of b — s¢T ¢~ processes.
There are two main advantages that come with using an EFT, it is a model independent approach
where no assumptions are made about the the NP involved and different energy scales can be
handled separately [191]. There are however challenges in this approach. Firstly, the factorisation
of physical effects at different energy scales must be correct. Secondly, the low energy hadronic
system must be parameterised with Form Factors and these come with large uncertainties.

The EFT is expressed as an operator product expansion (OPE), this is a summation of
physical effects which are split into long and short distance effects according to an energy scale
. The long distance effects are low energy contributions such as QCD processes, to model
these effects we define operators O; which account for effects below u. The short distance effects
are the high energy contributions such as weak interactions and NP effects, these processes
involve energies greater than p. These contributions are described with scalar couplings called
the Wilson Coefficients Cj.

The full Lagrangian density £ is the sum of the Standard Model Lg); and any NP contribution
AL Np. This can be parameterised with the OPE and the terms described above as an effective
Lagrangian Leg,

L=Lsy+ALnp —  Leg=Y Ci(1)Oi(p). (9.1)

The equivalent effective Hamiltonian Heg for the transition from state |i) to state |f) at the

energy scale y is then,

(fHesli) =D _ Ci(n) (flOi]3)] - (9.2)
i I
Note that the Wilson coefficients are often split up as,

Cy = CSM 4 ONP, (9.3)

where Cl-SM are Standard Model predictions and any measured deviation in C; from these
predictions would imply the presence of some NP interaction CZ-N P
The effective Hamiltonian of the B — K* (— K™7~) u™u~ interaction is described with

12 Wilson Coefficients C' . 10,5,p and 12 long distance operators O1, 10,5 p, however many of
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these contributions are suppressed or well constrained [192]. The only relevant contributions to
this process are Or7, Og and Oy and their chiral partners (e.g. O%). O7 is the electromagnetic
operator and is associated with processes involving photon currents, Qg is the vector semi-
leptonic operator and Oy the axial-vector semi-leptonic operator. The regions in ¢ in which
each of these Wilson Coefficients dominates is depicted in Fig. 9.7.

An additional step is made to define effective Wilson Coefficients, these are convenient

combinations of Wilson Coeflicients. The relevant effective Wilson Coeflicients are built as

follows,
st = 207 - %03 - 304 - 23—005 - %Cﬁ, (9.4)
O§ = 0y 1Y (), (9.5)
ceff AT (9.6)
O
Cro10 = iicé,g,lo- (9.7)

The function Y (¢?) is constructed from other Wilson coefficient and describes the contribution
from non-local effects and corrects for the presence of charm-loop diagrams, as mentioned
in Section 9.2. In the SM, C‘?H is approximately —0.3, C§EH is approximately —0.006, C’Sﬁ is
approximately 4.27 and Cfg is approximately —4.16. In the SM there are no right handed vector
or axial-vector currents so C§ = 0 and C$f = 0.

The Wilson Coeflicients are not directly observable and are instead constructed from observ-
ables, as will be introduced in Section 9.4, and the aforementioned Form Factors. The Form
Factors parameterise the B — K™ system, their behaviour and their theoretical treatment vary
with ¢2. They are calculated using non-perturbative techniques, such as Light Cone Sum Rules
at low-¢? and Lattice-QCD at high-¢? [193], resulting in large uncertainties. These uncertainties

often dominate the theoretical uncertainties in observable predictions.

9.4 Decay rate formalism

To provide a minimal but full description of the angular distribution of the B — K*0 y+ u~

decay the following variables are defined. Firstly, ¢2 is the invariant mass of the di-muon pair
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Figure 9.7: Differential decay rate of BY — K*Yu* = [191]. Different regions of the ¢? spectrum
are labelled to indicate the Wilson coefficients that dominate the physics. The photon pole
dominates the low ¢? region, coloured in purple.

squared. Then mg, is the K7~ invariant mass providing information about the K*° resonance

involved, where the K*° can be in both a P-wave J = 1 or an S-wave J = 0 state. Then finally,

three angular terms, cos(0k), cos(6;) and cos(¢p). Where 0 is the angle between K+ in the

K7~ rest frame and K7~

in the rest frame of the B, 6, is the angle between u* in the

rest frame of p~p and the p~pt object in the rest frame of the B°. Finally ¢ is the angle

between the planes of 4~ and K7~ in the rest frame of the BY. Diagrams of these angles

are presented in Fig. 9.8.

The form of the B% angular decay rate for the component of the rate that has K** in a

P-wave configuration is then

dl'p

9
dmprdcosbpdcosOde 327

[J1s sin? 0k + Jiecos? 0y + Jog sin? O cos 20, + Joe cos® O cos O,
+J3 sin? O sin? O cos 2¢ + J4 sin 20 sin 20, cos ¢

~+J5 sin 20 sin 6y cos ¢ + Jgs sin? O cos 0,

+Jge cos2 O cos 0y + J7 sin 20 sin 6 sin ¢ + Jg sin 20 sin 26, sin ¢
+Jg sin? O sin? 0y sin 2¢] x |BWp(mgn)|?, (9.8)

133



CHAPTER 9. ANGULAR ANALYSIS OF B - K*°(— K*7~)uTu~ AT LHCB

Figure 9.8: Diagrams displaying the definition of each angle used to describe the
BY — K*O u* u~ decay 6y, 0 and ¢ [194].
and similarly for the B® [195]. The J terms can be viewed as factors controlling the size of each

orthogonal angular term in equation 9.8. An example of a J term would be,
Js = V2 BRe(AF AL — AT AR, (9.9)

The mp, dependence is included in equation 9.8 with the relativistic Breit-Wigner amplitude
BWp(mgy), given by

, L \Ls , k Lyexo0
BWP(mKw) = BLB(pvaad) ’ (TTLB) 'BLK*O (k7kRad) ’ <mK )
1

2 2 : )
Miero — Micr — iMex0 L gewo (Mper)

(9.10)

where k (p) is the momentum of K+ (K*°) in the rest frame of the K* (BY) evaluated at
a given mgr, kg and pr are the equivalent quantities evaluated at the K*(892)° resonance,
Lp =0 and Ly« =1 are the orbital angular momenta, d is meson radius parameter, and B} is

a Blatt-Weisskopf barrier factor, where

1+ (pd)?

T (prd)? (prd)?’ (9.11)

B,L:O(pvavd) = 17 BlL:l(p7pR7d) =
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Figure 9.9: Lineshapes of the P-wave (|BWp|), S-wave (|BWg|) and interference (|BWg+ BWp|)
contributions to the decay. The lineshapes are normalised such that they have the same area for
this plot.

and running width of the resonance I' j(mg) is

k 2LRr+1 m
T ) =Tg-B? <) ( R) 12
J(mK ) R LR(kv kR) d) kR MEn ) (9 )

where I'r and mp are the pole mass and width of the resonance, in this case K*(892)° and
L = Lg+o. The |BWp]| lineshape in my, is presented in Fig. 9.9.

The K*V can also be in an S-wave configuration. This contribution adds a further two
transversity amplitudes, Ag’R, which lead to S-wave, and P- and S-wave interference terms J;.

These make up the following S-wave contribution to the angular decay rate,

dl'g 1 ~ ~ 9
=—|(Ji 5, cos20,)| B
dcosOgd cos Oxcdpdmpy,  An [(Jfq + J5, cos 20| BW|

+ [J5 Re(BWs BW}) — JGIm(BWs BW )] cos Ok

+ [J5 Re(BWsBW}) — jQCl’fIm(BWSBWjS)] sin 26, cos Ok

+ [JiRe(BWsBW}) — Jilm(BWgBW )] sin 20; sin 0 cos ¢

+ [JERe(BWsBW}) — Jilm(BWsBW3)] sin 6 sin O cos ¢

+ [JXIm(BWsBW}) + JiRe(BWsBW})] sin 0, sin O sin ¢

+JIm(BWs BW}) + JiRe(BWs BWp)] sin 20, sin ¢ sin 6] -
(9.13)
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Here BWyg is the S-wave m g, amplitude which is described with the LASS parameterisation [196—
201]. The LASS lineshape is described as,

BWs(mgr) = B} ( d)<p>LB NG mK“( L ! ) (9.14)
s\MKx) = Dr,5\P; P14305 P1430 P cotop —i | cotop—i)’ :

where Lp = 1 and cotdp, describing the non-resonant component of the LASS model, is defined

as
1 rk

cotégp = — +

— 1
T (9.15)

where the parameters a and r are obtained empirically, and cotdg, the contribution from the

K*(1430)° resonance, is defined as

m%430 B m%(ﬂ (916)
myazol'1430(MKx)’

cotdp =
where T'1430(m i) is the running width as defined in equation 9.12. The values used in this
analysis for the parameters a and r in this analysis are taken from Ref. [197]. The |BWg|
lineshape in mg, is presented in Fig. 9.9.

From J; and J; terms we can form ¢ dependent C'P-averaged, S, and C P-asymmetric, A,

terms as, for the example of P-wave observables,

\ /{drp dT -\ /(drp  dT
P P P P P L
si:(L+L%/<®2+df)7 Ai:(ﬁ_£%/<@2+d¥>’ (6-17)

it is these values which are extracted from the fit. From these S and A observables the following
definitions are made by convention. The longitudinal polarisation of the K*°, Fy, is then

(A5 1% + |AF?

Fp=51.= , 9.18
L 1o T TR TARE T AR+ AR ALE 1 AT 19
the forward-backward asymmetry of the di-muon system, Appg,
3
Arp = ZSGS. (9.19)

Then additionally the fraction of the system in an S-wave configuration is denoted Fyg, this is
defined in Ref. [185].

Integrating out the angular and m g, dependence in equation 9.8 and 9.13 yields the following
expressions,

dr 3 1
aﬁz;@m+hd—ﬂwm+bJ

dl'g

7c 2 7C
d7q2 — 2J1a - gJQa. (920)
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Combining the P-wave expression with equation 9.17 leads to the following expression relating

C P-averaged observables,
3 1
1= 7(251s + 51c) = 7(2525 + S2c). (9.21)

This can then be used to express one of {S1s, Sic, S2s, S2c} in terms of the others, simplifying
the fit. For the majority of the ¢? range explored an assumption of massless leptons can be made,

giving § = 1. This assumption leads to the following further relations,

Slc = _5267 Sls = 35257
(9.22)

Alc = _AQCy Als = 3A25,

which reduces the number of angular observables in bins where the massless assumption holds.
The naming conventions used in this analysis and a note on the origin of each observable is

provided in Table 9.1.

Observable Observable

FL from Ji. in 9.8 and 9.21 and 9.18 SSore from J7 in 9.13 and 9.21

S3 from Js in 9.8 and 9.21 SSlim from Jg;" in 9.13 and 9.21, Jy;" = —2SS1im
S4 from Jy in 9.8 and 9.21 SS2im from Jj in 9.13 and 9.21

S5 from J5 in 9.8 and 9.21 SS3im from JZ in 9.13 and 9.21

AFB (S6) from Jg in 9.8 and 9.21 and 9.19 SS4im from J} in 9.13 and 9.21

S7 from J7 in 9.8 and 9.21 SS5im from J% in 9.13 and 9.21

S8 from Jg in 9.8 and 9.21 Sls from Jis in 9.8 and 9.21

S9 from Jg in 9.8 and 9.21 Slc from Ji. in 9.8 and 9.21

FS see Ref. [185] Slac from J7, in 9.13 and 9.21

SS1re from j;l’f in 9.13 and 9.21, j;,’f = fgSSlre Slbcre from jlcl’:' in 9.13 and 9.21

SS2re from J7 in 9.13 and 9.21 S1bcim from jlcl’: in 9.13 and 9.21

SS3re from JE in 9.13 and 9.21 S2s from Jos in 9.8 and 9.21 (removed with 9.21)
SSdre from J§ in 9.13 and 9.21

Table 9.1: A guide to the naming convention used in the analysis and origin of each observables.
Note the asymmetric observables just either have S swapped with an A, or an A appended to
the front of the name.

9.5 Analysis overview

This iteration of the ¢?-binned angular analysis of B® — K** (— K+7~) u*tp~ will for the first
time provide best fit values for P- and S-wave interference observables and C'P-asymmetric
observables, the analysis will also provide updated values for the branching fraction for this

decay mode. This analysis is an updated version of a previous analysis that used a data set with
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//
LT Sy

dI'/dq?

0 5 10 15
¢*(GeV?/c?)

Figure 9.10: Differential decay rate of B — K*Ou*pu~ [191]. The binning scheme used in
this analysis is overlayed. In blue and green are the signal massive and massless lepton bins
respectively, and in purple is the control mode window.

an integrated luminosity of 4.7fb~! which itself super-seeded an analysis of 3fb~!, presented in
Refs. [8, 195]. The 4.7fb~! analysis measured notable anomalies with respect to SM predictions.
The measured angular observables were combined to produce best fit values of the Wilson
coefficients Cy and Cjg. These results were consistent with a shift in Re(Cy) away from the SM
significant to 3.3 standard deviations. These strong hints of NP have highlighted the forthcoming

update with the larger 9fb~! data set as an analysis of particular interest.

Within the available data set the B? and BY data are separated, discrimination is made
using the kaon charge. These samples are further split into three sub-samples, split by data
taking period. The splits made are 2011 + 2012 (Run 1), 2016, and 2017 4 2018. A single
full five-dimensional fit is performed in each ¢*-bin to all data where each data taking period
has unique acceptance and background descriptions. The binning scheme used is depicted in

Fig. 9.10.

In order to get the size of the background PDF relative to the signal PDF a simultaneous fit
is performed to the mpo distribution, an example of this fit is presented in Fig. 9.11. The signal

distribution is fit with two Crystal ball functions, and the background with a single exponential
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Figure 9.11: An example fit of a toy mpo distribution in a single rare mode bin. The dashed
blue and red lines show the signal and background components respectively, the solid blue line
is then the sum of these components.

function.
The background PDF is built up of 1% and 2°¢ order Legendre polynomials, f(mpo) and
f(x). These are all assumed to factorise and therefore the background PDF takes the following

form,

f(mpo, cos 0y, cos Ok, ¢, micr) = f(mpo) - fcosO) - f(cos k) - f(9) - f(mircr)-

It is assumed there is no C'P asymmetry in the background and therefore B® and B° share the
same background PDF. The background PDF is then described with 9 free parameters for each
data taking period. This was justified by demonstrating that this parameterisation successfully
captures the angular distributions of the background dominating upper mass side band, see
Refs. [194, 202].
The acceptance function is also constructed with Legendre polynomials L, of order a,
e(cos @y, cos Ok, ¢, ¢, mycy) = Z CijmnpLi(cos 6;) Lj(cos QK)Lm(qS)Ln(qz)Lp(mKﬂ). (9.23)
tjmnp

This function accounts for any distortion of the angular distribution originating from angular
acceptance, reconstruction and selection cuts. The efficiency function is fit to simulated signal
events with varying orders, from the resulting fits toy samples are generated. It is desirable that

the orders of the acceptance function are large enough to provide an accurate description but
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not too large to allow for any overfitting to any statistical fluctuations in the simulated samples.
Acceptance functions are obtained for B? and B separately on simulated signal samples.
A signal PDF is constructed for each data sub-sample. This is parameterised in terms of J;

and J; observables as in equations 9.8 and 9.13. These themselves are functions of S; and A; as,
J; = S; + A; J_Z:Sl—Al

Values for S; and A; are common for across the signal PDFs of all sub-samples. The mg,
propagators of the P-wave and S-wave lineshapes (BW (mg,)) are separately normalised (to
BW/'(mg,)) such that their integral over the my, region being analysed is 1. That is,
BW
BW'(micx) = (m ) . (9.24)
) B e s

Kﬂ')

such that

max(Mmgr) , 5 maz(mgr) , 9
/ | BWh(muer)Pdmics = 1, / \BW(mes) Pdmer = 1. (9.25)

min(mgor) min(mg )
This has the effect that the fitted values for the observables are independent of m g, window
compared to Refs. [8, 195]. This analysis is carried out in a new wider m g, window. The previous
analyses used 0.7959 < my, < 0.995 GeV/ ¢? which will be referred to as the narrow window,
this analysis uses 0.745 < mg, < 1.1 GeV/ ¢?. The wider window extends into m g, regions that
are dominated by background events, however the wider window should provide better control
on the S-wave component of the fit.

A control mode is used to validate the fit, this is the B® — J/¢K*? channel where data
is selected from within a window of £60 MeV around the J/¢ mass. A diagram of this decay
is provided in Fig. 9.12. In this control mode fit a BY — J/¢%K** component is added. This
component is modelled with the same angular distribution and same shape in mpgo as the
B — J/wK*" channel but is shifted by the difference between m po and mpo. The width and
mean parameters of the signal shape in mpgo are floated along with the width and mean of the
K*0 and its hadron radius d. Additionally the parameters of the LASS S-wave lineshape model
are floated in this fit [196-201].

Then finally systematic errors are investigated, although not in this thesis, which cover the

following sources: efficiency effects of the LO trigger, kinematic corrections to the MC used to fit
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the acceptance function, tracking efficiencies in MC sample itself, the limited MC sample size,
observables ¢? dependence across each bin, inclusion of peaking backgrounds, the exclusion of
higher K*° P- and D-wave states, exclusion of a B? — K*u%;~ component in the rare mode
fit, parameters of the mpo mass model, any tracking asymmetries, the modelling of the S-wave

my» model and biases in the fit. These systematics are estimated with toys.

b C
c
W+
S
d d

Figure 9.12: A tree-level Feynman diagram contributing to B — J/yK*O.

9.6 Fitting asymmetry observables

As mentioned the data is split by run period and CP state into six sub-samples. To fit the
data a negative log likelihood is defined for each sub-sample N'LL’. These are then normalised
simultaneously with the values for the observables being shared across sub-samples. The pa-
rameterisation of the acceptance and the fit to the background is handled separately for each
sub-sample.

The default fit set up to obtain best fit values for all C'P-averaged observables involves
normalising the PDF such that I'p + I'p+Tg+Tg = 1, setting all C'P-asymmetric terms
to 0 and employing equation 9.21 to reduce the number of observables. This approach is not
sufficient for a fit that floats C'P-asymmetric terms. A relation equivalent to equation 9.21 cannot
be obtained for the C' P-asymmetric terms, and there are therefore too many fit parameters
compared to the number of orthogonal terms in the angular distribution. The only way to fit all
the C'P-asymmetric terms is by measuring the total C' P-asymmetry manifesting in the measured
yields. This can be achieved via an extended maximum likelihood fit (S + A fit). The components
of the negative log likelihood of each of the six sub-samples, each of three run periods split by

CP state, are adapted as follows.

141



CHAPTER 9. ANGULAR ANALYSIS OF B - K*°(— K*7~)uTu~ AT LHCB

For the standard non-extended fit (S fit), for each CP state and run period combination 4,
the signal (PDFg;,) and background (PDFy,) PDFs are combined as,

PDFi:fsingPDFszzg ( _fgig)XPDnggv (926)

where f;ig is the signal fraction. This is then combined with a Poisson extended term P! that

will constrain the total yield.

PDF* x P' = (f, x PDF}, + (1 — fi,) x PDF}; ) x P". (9.27)
The form of P? is as follows,
(N + Nijy)Vbe™ Nins )
P = ( bkg g?]\ﬂ : , (928)
B!

where Ngk g and NNV, ;fz-g are the expected number of background and signal events in the sub-sample
respectively, and N is the total measured number of events in the sub-sample. The value of

Ngkg is fit as a nuisance parameter. The value of NV, glg is estimated as follows,

Niig /E dt x 20y5 X €4y (2, mpcq) x B(b — B°/B%) x B(B® - K*u* ™), (9.29)

where [ £!dt is the integrated luminosity of the relevant run period, oy is the bb production
fraction, €; , the acceptance and efficiency of the detector, B (b — B°/BY) the production fraction
of B%/B° mesons, and B(B® — K*u* ™) is the C P-averaged branching fraction of the signal
channel. This can then be expressed in terms of the total C'P-averaged width of the B%/B°

meson ['p, and the integrated angular distribution which includes the detector acceptance,

f Eszg(Q mKW)W dQ dm}(ﬂ—
I'p

N, / L'dt x 20,5 x B(b — B°/B°) x (9.30)

To simplify this in the fit we can fit relative to the control mode. So similarly for the B® — J /¢ K*°
channel,

J €l (i) gy dQdmicy] |

/¥
. 31
= (9.31)

N, = /c%‘ dt x 20,5 x B(b — BY/BY)

Then combining the above to cancel [ L dt x 20,5 x B(b — B°/BY) gives,

, e (Q,mKx 7dﬂdm - Ty
Nisy = Niy x J iy (. mic )dﬂd X Rpp = Niy x T Bap. (932)
e

sig

fEJ/w(Q, mKTr) m dQ deﬂ—‘J/w
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where RpF is the relative branching fraction equal to ratio of C'P-averaged branching fractions,

B(BO%K*OM-FH_)
B(B® — J/$K*0) °

Rpp = (9.33)

For each sub-sample the values for N/, and the integral of the control mode angular distribution,
I;'ig, can be obtained in a one-off external fit to B® — J/¥K*? data. During this external fit,
and the rare mode fit, the angular distributions are normalised. The relative branching fraction
accounts for this normalisation. In the final rare mode fit Rgr and Ngk g are floated. Measured
Rpr values can later be combined with external measurements of the B® — J/¢K*? branching
fraction to obtain a useful measurement of the rare mode branching fraction. The total negative

log likelihood to be minimised for each CP state and run period combination is then,

Np,
NLL = —log(P") + Y —log(PDF}). (9.34)
j=0
Np,
NLL' = =(Np x log(Nyy + Njg) = (Nyeg + Nyig)) + > —log(PDF). (9:35)
j=0

In the non-extended fit fsiig was floated, now in the extended fit f;ig is reconstructed from N, ;fig

and N} - Then for the full fit the NLL terms are all minimised simultaneously.

9.6.1 External B — J/yK* fit

Sub-sample i || N " Igig
Run 1 BY || 188,463 1.072495
Run 1 B || 183,035 1.072883

2016 BY || 166,410 1.081046
2016 BY || 161,718 1.089758
201742018 BO || 346,394 1.079925
201742018 B || 337,625 1.083851

Table 9.2: Values of I;ig, as in equation 9.32, and Nf, I obtained from the external fit.

An external non-extended S fit is performed on the control mode B° — J/¢K*0 data.
From this values for Z;; and Nj,, are obtained, these are presented in Table 9.2. In the
external fit Acp = 0 is set, as for the BY — J/¥K*" channel there should be no angular

asymmetries beyond the detector asymmetry provided by the acceptance function and B
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line is the B component, the solid blue line is then the total fit.

production asymmetry reflected in the measured yields. This was separately shown to be

consistent, every C' P-asymmetric parameter was consistent with 0 to within 20.

Projections of the 201742018 fit are provided in Fig. 9.13. The full fit is plotted with a solid
blue line, the blue, red and green dashed lines indicate contributions from signal, background
and BY — J/1K*0 respectively. A significant deviation is observed in the cos(f)) projection.

This is understood to be caused by the contribution from the exotic resonance Z(4430), a model
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of which is not included in this fit [197].

With values for I;ig and N} I obtained, the extended fit can now be tested. An initial test
is performed by fitting back to the same J/1 control mode data. The fit converges to a result
with Rpp consistent with 1, therefore it appears from this preliminary check that the fitting

procedure is working correctly.

9.6.2 SM toys

The extended S + A fit can now be tested with toys using SM values for the C P-averaged
observables and and C' P-asymmetric observables. For the toys, the parameters of the background
shape from a fit to the control mode data are used to generate background events. The background
yields for each sub-sample are obtained for each bin by scaling the Run 1 yields obtained in
the previous analysis, presented in Table 9.3, by the relative integrated luminosity [194]. These
yields are scaled again to estimate the new yields expected for the wider mg, window, this is

achieved using the ratio of integrals of the mg, distributions.

Run 1 Run 1 2016 2016
¢% bin (GeV/c?)? || Niq Nikg Niig Nikg
[0.1,0.98 337.7+19.6 57.8+10.2 289.6 + 18.2 59.9 +10.1
[1.1, 2.5 179.4 £ 15.4 120.1 £ 13.3 185.1 £ 15.7 113.4 +£13.2
[2.5,4.0 164.6 £ 15.8 200.9 £ 16.9 166.7 + 15.1 126.8 £ 13.7
[4.0,6.0 278.6 + 20.1 290.9 +20.4 244.9 + 18.0 161.6 £ 15.5

[11.0,12.5] || 329.7 +£21.0 206.8 +17.8 296.9 £ 19.5 130.6 = 14.6
(15.0,17.0] || 448.3 +£23.8 185.2+£17.4 408.8 +22.3 120.7 £ 14.5
[17.0,19.0] || 300.1 +19.8 139.4+15.2 255.6 £17.6 71.9+£11.2

]

]

]

]
[6.0,8.0] | 343.6£22.1 | 337.9+£21.9 |339.3+£21.3 | 180.1+17.4

]

]

]
Total || 2392.7 £56.5 | 1578.8 £48.7 | 2225.3£53.3 | 979.2£39.9

Table 9.3: Values of Ny, and Ny, obtained from previous analysis [194].

The signal yields are obtained using equation 9.32 and estimated values of Rpp. For each ¢?
bin, Rpp is calculated via the following formulation. Starting with a measurement of the C P-
averaged P-wave component of BY — J/ywK* B(B? — J/i K*(892)°) = 1.19 x 1073 [203].
This is translated into a branching fraction for the P-wave component of the control mode
by multiplying by the branching fraction of J/¢ — u*u~, By, = 0.06 [204]. The S-wave
component of the B — J/¢K*? channel is then included using values for Fg(.J/v) = 0.08 [205].

This information is combined as
BB — J/i(— ptp ) K*0) = B(BY — J/¢K*(892)°) x (14 Fs) X B/y—s s (9.36)
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this provides a C' P-averaged estimate for B(B? — J/¢K*°) in equation 9.33. For each ¢ bin
the C'P-averaged rare mode branching fraction B(B? — K*9u* ™) is calculated using P-wave
differential branching fraction measurements, dBp/ dg?, and S-wave fractions, Fi, from Ref. [194].

Values for these quantities used and final Rpp values obtained for each ¢ bin are presented in

Table. 9.4.
¢® bin (GeV/c?)? || dBp/dq®> x 1077 (GeV/c?)~2 | Fg Rpr x 1073

[0.1,0.98] || 1.02 0.02 1.19

[1.1,2.5] || 0.33 0.14 0.68

[2.5,4.0] || 0.33 0.03 0.66

[4.0,6.0] || 0.35 0.12 1.02

[6.0,8.0] || 0.43 0.03 1.15

[11.0,12.5] || 0.49 0.02 0.97

[15.0,17.0] || 0.53 0.00 1.37

[17.0,19.0] || 0.36 0.02 0.95

Table 9.4: Values used to calculated Rgr for the narrow mg, window.

The dBp/ d¢? and Fg values in Table 9.4 are measured in the narrow mg, window. The
default for this analysis is to perform the extended fit in the wide window. This miss-match
must be addressed to correctly calculate N;, for the toy generation. Therefore, using the control
mode fit model, Ny, is scaled to the expected value for the narrow window using the ratio of
mpg, lineshape integrals over the required intervals. Using this and values from Table 9.4 we
can provide an estimated value for Ng;, for the narrow window. This is then similarly scaled up

using the ratio of the same integrals of the rare mode model.

Run 1 Run 1 2016 2016 201742018 201742018

¢2 bin (GeV/c?)? || Nyq Nikg Nig Nikg Nsig Nig
[0.1, 0.98} 441.473 106.264 362.915 113.348 758.453 262.117
[1.1., 245} 201.498 220.806 173.509 235.526 362.616 544.655
[2.5., 4.0} 195.479 369.486 168.671 394.119 380.769 911.399

[4.0., 6.0] 316.72 535.135 276.085 570.811 576.989 1320.0

[6.0., 8.0] 389.667 621.773 342.24 663.224 715.246 1533.71
[11.0, 12.5] 373.056 380.77 319.198 406.155 667.089 939.233

[15.0, 17.0] 506.787 341.676 405.689 364.454 847.846 842.8
[17.0, 19.0] 326.063 257.5 249.709 274.667 521.864 635.167

Total || 2750.743 2833.41 2298.016 3022.304 4830.872 6989.081

Table 9.5: Values of Ny, and Ny, used to generate toy events in the wide m g, window.

For the generation of each toy data set Nyy and Nyg values are Poisson fluctuated around

the values presented in Table 9.5. Some projections of example rare mode toy generated data

sets and corresponding extended S + A fits are presented in Fig. 9.14 and Fig. 9.15 for the bins
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Figure 9.14: Example toy data set, extended S + A fit and correlations between observables for
bin 0 which has 0.1 < ¢ < 0.98 (GeV/c?)2. The dashed blue and red lines show the signal and
background components respectively, the solid blue line is then the sum of these components.
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Figure 9.15: Example toy data set, extended S + A fit and correlations between observables for
bin 0 which has 4.0 < ¢ < 6.0 (GeV/c?)2. The dashed blue and red lines show the signal and
background components respectively, the solid blue line is then the sum of these components.
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of 0.1 < ¢% < 0.98 (GeV/c?)? (massive leptons) and 4.0 < ¢? < 6.0 (GeV/c?)? (massless leptons)
respectively. The projections look good for both bins shown, the behaviour of the other bins is
unchanged. The correlations between observables in the massless bin all appear well behaved.
This is however not true for the massive bin where there exists large anti-correlations between the
additional observables and significant correlations between some of the interference observables.
This behaviour is understood to originate from interactions with the physical boundary of the
angular distribution. This effect will be overcome in the fit final by computing statistical intervals

of the observables using the Feldman-Cousins method [206].

For each ¢ bin 2500 toys are run for the extended S + A fit in the wide mg, window.
For each observable ); in each fit the pull is calculated as (At — A!*) /o (M), where At is
the fit result and A\ is the observable value used to generate the toy data and o (\t) is the
error from the Hessian matrix. The pull distributions for each ¢ bin are presented in green in
Figs. 9.16-9.23. For an unbiased fit whose Hessian errors have the correct statistical coverage,
the pull distributions should have a mean of 0 and a width of 1. Therefore, overlayed on each
pull plot is a unit normal distribution with these properties to be used as a comparison. The

right panels of Figs. 9.16-9.23 present a summary of the pull study results.

The first thing to note is well behaved pull distributions for all C' P-asymmetric observables
across all bins. The fit results for Rppr are also well behaved, the bias here is ~ 10% of the
statistical error at worse. There are however significant biases in some of the C'P-averaged
observables, including Sy, S5 and F7, which are three observables of particular theoretical interest.
To confirm that there is nothing wrong with the fitter these pull studies are repeated with toys
with a factor 10 more events per toy, these results are presented in purple in Figs. 9.16-9.23.
These higher statistic toys show largely improved behaviour with the exception of bin 0 for
which some observables still show large biases, still originating from the PDF being close to the
physical boundary. The standard fit to only the C'P-averaged observables (the S fit), that acted
as the nominal before the development of the S + A extended fit, provides better behaviour for

the C' P-averaged observables. The S fit results are presented in orange in Figs. 9.16-9.23.
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9.6. FITTING ASYMMETRY OBSERVABLES

9.6.3 Conclusions from toy studies

With the expected data from an integrated luminosity of 9fb— it is expected that a simultaneous
fit of both CP-averaged and C'P-asymmetric observables will result in sizeable biases. Toy
studies show that this will be possible in the future with larger data sets, at least for the bins
where the massless lepton assumption can be made. For the 9fb~! result the plan therefore is
to obtain the full set of observables in two separate fits. One to determine the C'P-averaged
observables and another to determine the C' P-asymmetric observables. Relative to the previous
analysis of 4.7fb~! of LHCb data the data set used in this analysis is ~ 2 times the size. As the
results will still be statistically dominated it is expected that the uncertainties obtained will be

~ /2" times smaller.
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Figure 9.17: Pull results for SM toy studies in bin of 1.1 < ¢% < 2.5 (GeV /c?)%.
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Figure 9.23: Pull results for SM toy studies in bin of 17.0 < ¢ < 19.0 (GeV /c?)2.
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CHAPTER

CONCLUSION

This thesis explored a variety of topics, with work on both the SHiP and LHCb experiments.

The following provides a summary of this work.

A novel fast generative approach of producing muon kinematics for the study of muon
induced backgrounds at SHiP was developed. Whilst this new approach has some limitations
regarding the fidelity and population of muons in the tails of the distribution it can produce

useful background samples O(10°) times faster than the full target simulation [17].

A refined implementation of this GAN based event generation approach was then later in
the thesis presented as a proof on concept. The new architecture provides improved performance
in the tails of the distribution and new flexibility to control the generated output after training.
This flexibility comes from auxiliary parameters that are shown to the generator network as
conditional inputs. These auxiliary parameters encode the rarity of each muon in the training
sample. Examples of this flexibility and a discussion of potential applications within SHiP were
provided.

Rates of combinatorial muon background at SHiP were estimated. This is an extremely
important background at SHiP. With a fully simulated muon sample it was shown that the
background rate can be suppressed, though this required employing an assumption that the

suppression efficiencies from the selection cuts and from the vetoing systems factorise. With a
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larger generated sample this assumption was found not to hold. However, avoiding the assumption
was shown to significantly improve background suppression. The fully simulated result is therefore
taken as an upper limit. The systems in place to suppress this background are sufficient even
when employing a loose impact parameter cut of 2.5 m, such a wide cut would be chosen to

keep as much partially reconstructed signal as possible [19].

Sensitivity estimates of the SHiP experiment to a range of standardised RPV neutralino
benchmark scenarios were presented. For the first time these take into account cascade production
of heavy flavour in the target, reconstruction efficiencies and background suppression. Estimates
were also presented for new benchmarks involving production from Bs; and B. mesons, and
benchmarks where the neutralino decays into fully leptonic final states. Comparisons to similar
proposed facilities showed SHiP to have unprecedented sensitivity to neutralinos produced
from charm decays. For sensitivity to neutralinos from beauty decays SHiP is surpassed by the
MATHUSLA experiment where gains come from the larger beauty production at the LHC due

to the higher centre of mass energy.

An investigation was made into the performance of the modern computer architecture,
Graphcore IPU chips, and the potential for these IPUs to speed up particle physics generative
networks. The performance of the IPU relative to a GPU option for both GAN inference and
GAN training was presented. The IPUs dominate for low batch sizes as are often chosen during
the training of GANSs, though at higher batch sizes the GPU remains competitive. The IPUs
therefore may be especially useful for model development where faster training times would

allow for more rigorous testing of various architectures or hyperparameter optimisation [93].

For the LHCb experiment, modifications were made to the ¢ binned B® — K*°u* i~ analysis
strategy allowing for a simultaneous fit for all C'P-averaged and C P-asymmetric observables.
This involved an extended fit where the branching fraction of B® — K*°utu~ is measured
relative to the B® — J/¢K*? control mode. The extended fit was shown to behave correctly for
the C'P-asymmetric observables in toys studies. However, fitting with the expected yields of
the data set sizeable biases exist for the C P-averaged observables. This study suggested that
C P-averaged and C'P-asymmetric observables should be obtained in two separate fits to avoid

these biases. This may be avoided in the future with more events where it may be possible to fit

160



all the observables in one simultaneous fit, this was demonstrated with toys that used enhanced
yields. The results of this angular analysis, to come in the near future, will make a significant
contribution to the search for new physics in the semi-leptonic rare decays of B mesons. If new
measurements of lepton flavour universality measurements Rx and Ry« reveal indisputable
anomalies then muon only measurements that provide ¢?> dependent information, such as this
B° — K*9,% i~ angular analysis, will make vital contributions to global fits constraining the

properties of this new physics.
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