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The Application of Coordination to Magnetic Meas-
urement Automation: An SSW System Example  

J.M. Nogiec, P. Akella, J. DiMarco, K. Trombly-Freytag, G. Velev, D. Walbridge

Abstract— Magnetic measurements are an integral part of the 
development cycle of accelerator magnets, a part which provides 
necessary feedback to drive design and manufacturing improve-
ments and corrections. Automation of these measurements allows 
for reduction of human errors and reproducibility of measure-
ments. Realization of automation via coordination that is separated 
at the architectural level from the functional code provides flexibil-
ity in defining measurement procedures and substantial extensibil-
ity. The described Single Stretched Wire (SSW) system is an imple-
mentation of such a solution with the use of a component-based 
framework designed to build a family of measurement systems. 

Index Terms— Magnetic field measurement, Measurement tech-
niques, Automatic testing, Software architecture 

I. INTRODUCTION

EW magnet test tools, methods and techniques emerge in 
parallel to advances in magnet design and technology. Mod-

ern measurement systems need to be flexible enough to support 
several types of measurements as well as different measurement 
techniques.  At the same time, developers face the challenge of 
producing dependable measurement applications in a short time 
[1].  
   One way to accomplish these goals is to assemble the meas-
urement system software from reusable components and to pro-
vide a mechanism for coordinating the work of these compo-
nents in order to execute measurement procedures. The authors’ 
approach to automating magnetic measurements relies on the ap-
plication of a coordination, which allows for achieving separa-
tion of concerns [2] by decoupling the measurement algorithm 
(control flow) from its implementation (data flow and pro-
cessing) 
   This novel solution to the automation of measurements has 
been demonstrated and validated through implementation of a 
Single Stretched Wire (SSW) measurement system, which is ca-
pable of executing multiple related measurements using differ-
ent measurement techniques. The SSW system represents a full-
featured magnetic measurement system with various user inter-
faces, on-line data analysis and measurement quality control, a 
persistent data store, configurable data saving, extensive debug-
ging capabilities and manual operation capabilities.  

The hardware configuration consists of two precision motion 
stages with a single wire stretched between them, and a mecha-
nism to control the wire tension (Fig. 1).  
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Fig.1. SSW system measuring a quadrupole magnet. 

II. SSW SYSTEM

SSW systems are used in the accelerator domain for alignment 
of magnets and as a method of determining integrated strengths. 
The same principle and equipment (Fig. 2) can be used to per-
form several different types of measurements.  

Fig. 2. SSW measurement principle.  

A. Principle of Measurement
The SSW system uses a long wire with high strength-to-

weight ratio (CuBe, TiAl6V4, etc.) stretched through a magnet 
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bore between two precision X-Y stages offering 1µm accuracy. 
The wire forms a loop with the return wire typically fixed at the 
bottom of the beam pipe. The wire ends are connected to an in-
tegrator which measures the magnetic flux change caused by the 
wire position change. The change in flux depends only on the 
start and end positions of the wire. The wire tension and magnet 
current are also measured. 

B. DC Measurements 
For magnets with large field, measurements are made at a 

fixed (DC) magnet current. Let us adopt a notation for the flux, 
Φ, where + and – denote respectively a move in the positive and 
negative direction, and V and H vertical and horizontal moves. 
A sequence of motion steps performed from the center of the 
wire frame will find the offsets to the average quadrupole cen-
ter, x0, y0 to be: 
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When the wire is placed in the average magnet center, the fol-
lowing is true: 
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The average magnet center is parallel to the wire axis. Using 

counter-directional movements, where one stage is moving +D 
and the other -D, one can measure yaw and pitch, and thus ob-
tain a “true” magnet axis [3]. Counter-directional movements 
can also be used to locate the axial center of the magnet [4]. 

The integral gradient, ∫ Gdl, can be obtained from: 
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where Lm is a magnet magnetic length, G is a field gradient, and 
α is a roll angle. 
 

The roll angle, α, can be obtained by measuring x0 as de-
scribed by (2) for varying vertical positions and then fitting a 
line to the data. The slope of this line yields -2α. 

C. AC Measurements 
For magnets with low field strength (e.g. superconducting 

magnets at room temperature) the magnet can be powered with 
AC current to improve sensitivity. AC powering typically 
chooses a frequency which provides an integer number of cycles 
every 128ms, which addresses the problem of the current being 
asynchronous to the data acquisition and allows use of an FFT.  
The Fourier component of the flux corresponding to the AC 
magnet frequency gives the AC flux, serving as a ‘lock-in’ tech-
nique. The difference between the flux amplitude measured at 
positions separated by a distance D determines the change in 
flux, and these results are combined for positive (+D) and nega-
tive (-D) moves in the same way as for DC alignment and 

strength calculations. Counter-directional and roll angle meas-
urements can also be made in this mode as for the DC case. 

D. Wire Sagitta 
SSW measurements require corrections for wire sagitta and 

susceptibility. These effects can be compensated by repeating 
measurements at several tensions (or equivalently several wire 
resonant frequencies) and extrapolating the results to infinite 
tension [3], [4].  

III. MEASUREMENT FRAMEWORK 
The cost and time to market for building a new measurement 

system or a new version of an existing system depend on the 
flexibility and reusability of the software. One approach charac-
terized by high flexibility and reusability is to build a family of 
measurement systems reusing components and the mechanism 
for their collaboration [5].  

Based on these premises, the EMMA software framework, 
used as a middleware in the SSW system, has been developed at 
Fermilab [6]. EMMA offers component-based development of 
measurement systems by assembling new applications from re-
usable components according to a given configuration. EMMA 
components execute concurrently and communicate via a pub-
lish-subscribe software bus that offers homogenous support for 
exchanging messages between local and remote components 
(Fig. 3). 
 

 
 

Fig. 3. EMMA architecture with a software bus and components [6]. 
 

The middleware is implemented as a centralized software bus 
with the ability to accommodate remote components. All com-
ponents are able to attach to the bus via a socket-based interface, 
but the components local to the software bus can also use a per-
formance-preferred queue-based mechanism. 

The framework also comes with several core system compo-
nents, including a component allowing for integration with a Py-
thon script. 

IV. AUTOMATION AND COORDINATION 
When discussing measurement systems, “automation” means 

completing a measurement task without human intervention. 
Automation makes measurement processes more efficient, re-
producible and dependable. 

The implementation of measurement system automation re-
quires executing a sequence of steps comprising the intended 
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  Remote Components 
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measurement. These steps include functionality to control the 
conditions of the test and acquire data from various transducers 
and instruments. Then the acquired data can be processed (ana-
lyzed) and visualized on-line, off-line or both.  
    A crucial element of any automated system is the software. 
Current industry trends favor software architectures based on 
concurrent, loosely coupled components with flexible commu-
nication middleware.  These systems require coordinating the 
actions of several components to provide harmonious parallel 
execution of components according to the measurement proto-
col/procedures. 

One of the fundamental principles in software engineering is 
the Separation of Concerns principle coined by Dijkstra. This 
states that separate abstractions should be handled in separate 
entities, and it can be successfully applied at the architectural 
level to the concept of coordination thru the use of orchestration. 

Orchestration is a centralized solution, where the coordination 
of components is separated from other concerns [6]. The central 
coordinating element performs a similar role to the conductor of 
an orchestra. A “conductor” module directs other separate ele-
ments (musicians) to execute (play) their parts following a de-
sired workflow, without participating in actual execution (pro-
ducing sounds). 

Implementing coordination via orchestration allows for the in-
clusion of error-handling and transaction-type behavior as well 
as allowing for easily changing the measurement processes and 
component composition. 

 

Fig. 4. Separation of data and control flow in the SSW system. 

V. COORDINATION IN SSW 
Following separation of concerns at the architectural level 

suggested in [7], the SSW system can be viewed as a layered 
system with the coordinator component as part of the supervi-
sory level, and the system components supplied with the frame-
work as the system layer, with the rest of components forming 
the functional layer. 

A. Data and Control Flows 
The functional layer of the SSW system is configured from 

components that are set up to produce the desired dataflow in the 
system (Fig. 4).  

Data is generated by a set of DAQ components, which acquire 
signals and read instruments. The data created at the data acqui-
sition stage is assembled together and sent to be analyzed. Both 
the raw data and the analysis results are visualized in the user 

interface windows. They are also examined, by applying several 
on-line quality control checks, to validate the measurement or its 
part. The quality control process can produce warning or error 
events. Error events necessitate repetition of the measurement 
and inspection of the problem, whereas a warning may focus the 
operator or analyst’s attention to lower than typical quality of the 
data. Finally, the raw and processed data are archived separately. 
Selected crucial results and values are stored in a persistent stor-
age to facilitate sharing of data between different measurements.  

Communication between components necessary to control the 
measurement procedure is separate from the data flow. The co-
ordinator component communicates directly with the other com-
ponents and orchestrates the measurement by requesting a com-
ponent to perform particular actions and by the setting of their 
control parameters. The coordination flow and data flows, alt-
hough using the same message-oriented communication bus, are 
separated by using different topics: “data” for value flow and 
“control” for all communication. Some control messages, such 
as “initialize”, “begin- and “end of a measurement step” and 
“terminate”, are broadcast to all components.   

 

 
Fig. 5. Python script-driven coordination. 
 

B. Implementation of Coordination 
The central role in orchestrating the measurement is played by 

the coordinator component. This component is a de facto proxy 
component that translates TCP/IP messages exchanged with the 
program executing the coordination script, to EMMA events 
suitable for sending on the software bus (Fig. 5). 

Python, a popular programming language, has been chosen for 
writing coordination scripts because of its high-level language 
constructs, high expressiveness and the availability of exception 
handling.  

The coordinator component starts the execution of the selected 
Python script, which then runs asynchronously to the coordina-
tor. The coordination Python script and its proxy component 
send and receive only events in the control topic and do not par-
ticipate in data flow in the system. 

C. Coordination Primitives and Protocol 
Measurement coordination scripts are written with the use of 

the EMMA API, which provides message-oriented communi-
cation primitives (Table I). 
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TABLE I 
COMMUNICATION PRIMITIVES 

sendCmd (topic, event, par1, par2, ...) Send command with parame-
ters. 

awaitEvent (topic, event, sender, 
timeout) 

Await an event from a spe-
cific component. 

rpc (topic, event, replyTopic, re-
plyEvent, replySender, timeout) 

Send an event and await a re-
ply event. 

setProperty (topic, event, proper-
tyName, propertyValue)  

Set property on the compo-
nent using its property topic.  

 
The EMMA API has a layered design and provides lower level 

communication primitives to allow for building communication 
primitives with different semantics [6]. 

 

 
Fig. 6. Measurement step coordination. 
 

All SSW measurements share the same coordination script, 
which describes the overall measurement process. It implements 
a measurement model, where a measurement consists of repeti-
tions of sequences of steps. Each step is an acquisition of the flux 
change and includes a series of interactions between the coordi-
nator component and other components participating in the exe-
cution of the step (Fig. 6).  

Each measurement type has a dedicated parameter file, which 
allows for both tailoring the measurement process and providing 
the measurement parameters, such as a step distance, repetitions, 
a requested current, a set of tensions, etc.  

VI. CONCLUSION 
The majority of measurement systems would benefit from au-

tomation, which offers the advantages of a hands-off execution 
of measurements, measurement repeatability, measurement 

traceability and operator mistake avoidance leading to improved 
measurement dependability. 
   The implementation of automation via coordination allows for 
separating the measurement procedure from the details concern-
ing the implementation of data acquisition, analysis and data 
management, including data structures, data processing and data 
flow.     
   Coordination in this system is achieved via orchestration im-
plemented by scripting, and, in addition to the above advantages, 
improves the flexibility of the system and its extensibility. The 
use of parameterized scripts in the implementation of orchestra-
tion further increases maintainability and modifiability of the 
measurement systems. 
   The authors’ experience with the EMMA framework and sev-
eral systems built with it shows that this solution provides a pow-
erful technology for building extensible, flexible systems based 
on a common software platform.  A testimony to this is the SSW 
system built with EMMA, which measures the strength and 
alignment parameters (axes and angles) of accelerator magnets. 
This system can be easily extended to other measurement meth-
ods, such as rotating wire and vibrating wire. It has been suc-
cessfully used at KEK for measuring magnetic centers and roll 
angles of the final focus quadrupole system at the interaction re-
gion of SuperKEKB [8].  

ACKNOWLEDGMENT 
The authors would like to thank Drs. N. Ohuchi and Y. 

Arimoto from KEK National laboratory for High Energy Phys-
ics, Tsukuba, Japan for their collaboration in measurements of 
quadrupoles for SuperKEKB. 

REFERENCES 
[1] J. Bosch, “Design of an Object-Oriented Framework for Measurement 

Systems,” in M. Fayad, D. Schmidt and R. Johnson (eds.), Object Oriented 
Application Frameworks, John Wiley, 1998. 

[2] P.E. Poirot, S. Ren, J. Nogiec, J. Tsai, “Separating functional and non-func-
tional concerns through coordination: an application to reliability,” 30th 
Annual International Computer Software and Applications Conference 
(COMPSAC'06), vol. 2, 2006, pp. 63-66. 

[3] J. DiMarco et al., “Field Alignment of Quadrupole Magnets for the LHC 
Interaction Regions,” IEEE Transactions on Applied Superconductivity, 
vol. 10, no. 1, Mar. 2000. 

[4] L. Walkiers, “Magnetic measurement with coils and wires,” CERN-2010-
004, Jun. 2009, pp. 357-385. 

[5] J.M. Nogiec, J. DiMarco, “Magnetic Field Measurement System as Part of 
a Software Family,” 14th International Magnetic Measurement Workshop 
Proceedings, 2005. Available: https://indico.cern.ch/event/408147/ attach-
ments/816641/1118953/IMMW14_Presentations.zip. 

[6] J. Nogiec, K. Trombly-Freytag, “EMMA: A New Paradigm in Configura-
ble Software,” Journal of Physics: Conference Series, vol. 898, Oct. 2017. 

[7] J. Nogiec, K. Trombly-Freytag, S. Ren, “Toward an Architecture of a Com-
ponent-Based System Supporting Separation of Non-Functional Con-
cerns,” International Journal of Computer and Information Science and 
Engineering, no. 3, 2007. 

[8] Y. Arimoto , K. Egawa, T. Kawamoto, M. Masuzawa, Y. Ohsawa, N.  
Ohuchi, R. Ueki, X. Wang, H. Yamaoka, Z. Zong, J. DiMarco, J. Nogiec, 
and G. Velev,” Magnetic Measurement with Single Stretched Wire Method 
on SuperKEKB Final Focus Quadrupoles,” 10th International Particle Ac-
celerator Conference (IPAC'19), May 2019. 

 


	I. Introduction
	II. SSW System
	A. Principle of Measurement
	B. DC Measurements
	C. AC Measurements
	D. Wire Sagitta

	III. Measurement Framework
	IV. Automation and Coordination
	V. Coordination in SSW
	A. Data and Control Flows
	B. Implementation of Coordination
	C. Coordination Primitives and Protocol

	TABLE I
	Communication primitives
	VI. Conclusion
	Acknowledgment
	References

