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Abstract

The Deep Underground Neutrino Experiment (DUNE) is a next-generation long-baseline
neutrino oscillation experiment. Its primary goal is the determination of the neutrino
mass hierarchy and the CP-violating phase. The DUNE physics programme also includes
the detection of astrophysical neutrinos and the search for beyond the Standard Model
(BSM) phenomena. DUNE will consist of a near detector (ND) complex placed at
Fermilab, and a modular Liquid Argon Time Projection Chamber (LArTPC) far detector
(FD) to be built in the Sanford Underground Research Facility (SURF), approximately
1300 km away from the neutrino production point.

This thesis describes three different projects within DUNE. First, a novel strategy to
improve the triggering capabilities of the DUNE FD is proposed. It uses matched filters
to enhance the production of online hits across all charge collection planes. Next, the
possibility of detecting neutrinos coming from dark matter (DM) annihilations in the Sun
with the FD is explored. The complementarity of DUNE to this kind of DM searches is
shown. Finally, the simulation and reconstruction framework of ND-GAr, the gas argon
ND proposed for Phase II of DUNE, is presented. A number of additions to this are
described, particularly focused on the development of the particle identification (PID)
capabilities of the detector. These are then used to perform the first event selection
studies with an end-to-end simulation in ND-GAr, in particular the selection of pion
exclusive samples in v, CC interactions. All three of these projects share the common

goal of enhancing the physics programme of DUNE.
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1 .

Introduction

The beginning is the most important part of any work.

— Plato, The Republic

The Standard Model (SM) of particle physics [1-3] has provided a deep understanding
of the electromagnetic, weak and strong interactions, and over the past decades it has
passed all kind of precision tests [4]. However, the SM by itself cannot explain certain
observed phenomena, such as the baryon asymmetry of the universe [5], the existence of
dark matter (DM) [6], or the origin of neutrino masses [7].

One of the biggest puzzles in physics nowadays is how the universe came to be
matter-dominated. Following the Big Bang, matter and antimatter were created in equal
amounts. A. D. Sakharov described what are the necessary conditions to generate a
matter-antimatter asymmetry in the early universe [8]. One of them is the existence
of interactions that violate the charge-parity (CP) symmetry. It has already been
established that the amount of CP violation in the quark sector is not enough to generate
the baryon asymmetry [9]. Leptons could contribute to the CP violation through the
neutrino oscillation mechanism [10]. However, there is no experimental evidence for this
so far.

Another yet to be solved mystery of modern physics concerns the nature of DM.
From astrophysical observations (see Ref. [6] and references therein), we are aware of
the existence of some unknown matter which only interacts gravitationally with other

particles. Usually, extensions of the SM include feasible DM candidates. These are usually
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very stable, heavy particles with small interactions (if any) with SM particles. These
states are known as weakly interacting massive particles (WIMPs) [11,12]. Experiments
looking for DM have constrained the interaction cross section between DM and SM
particles to be very small for DM masses below 1 TeV [13].

Among other next generation particle physics experiments, the Deep Underground
Neutrino Experiment (DUNE) stands out. Conceived as a neutrino oscillation experiment,
it will provide definitive answers to different open questions in the neutrino sector. Its
main goals are the discovery of CP violation in the leptonic sector and the determination
of the neutrino mass ordering [14]. It will also provide precision measurements of the
oscillation parameters within the three-flavour picture.

The DUNE far detector (FD) will also search for baryon-number violation and
neutrinos originated from supernova explosions. Moreover, its near detector (ND)
complex will sit next to the most powerful neutrino beam to date, allowing for a
rich neutrino cross section programme. This broad physics range requires a superb
performance from the detectors, which can also be used to look for other BSM phenomena.

In this thesis, I explore three different aspects of DUNE. First, I propose a method
to enhance the sensitivity of the online processing in the FD to low energy events. Then,
I investigate the potential of detecting neutrino fluxes from DM annihilations inside the
Sun with the DUNE FD. Next, I discuss my work on the reconstruction of ND-GAr, the
gaseous argon component of the DUNE ND. Finally, I make use of those upgrades to
perform the first event selection studies with fully reconstructed events in this detector.

This thesis opens with an overview of the status of neutrino physics in Chapter 2.
Chapter 3 introduces DUNE, its physics programme and various components, including
ND-GAr. In Chapter 4 I review the possibility of using matched filters to form online
hits in the FD. The solar DM analysis is presented in Chapter 5. Chapter 6 describes
the work on the ND-GAr reconstruction, focused on particle identification. The event
selection studies in ND-GAr are covered in Chapter 7. Eventually, the thesis concludes

with Chapter 8, where I discuss future plans for the different projects.
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Neutrino physics

Little particles of inspiration sleet through the universe all the time traveling
through the densest matter in the same way that a neutrino passes through a
candyfloss haystack, and most of them miss.

— Terry Pratchett, Sourcery

Ever since they were postulated in 1930 by Wolfgang Pauli to explain the continuous
B decay spectrum [15], and later found by F. Reines and C. Cowan at the Savannah
River reactor in 1953 [16], neutrinos have had a special place among all other elementary
particles. They provide a unique way to probe a wide range of physics, from nuclear
physics to cosmology, from astrophysics to colliders. Moreover, there is compelling
evidence to believe that the study of neutrinos may be the key to unveiling different
aspects of BSM physics, difficult to test elsewhere [17].

In this Chapter, I review the basics of neutrino physics, from their role within the
SM to the main open questions related to the neutrino sector, paying special attention

to the phenomenology of neutrino oscillations.

2.1 Neutrinos in the SM

The SM of fundamental interactions was initially proposed in 1967 by S. Glashow,
S. Weinberg and A. Salam|1-3|. This theoretical framework describes the dynamics
of leptons and quarks, by introducing a collection of mediating gauge vector bosons

and one scalar particle, known as the Higgs boson. It assumes that the local gauge
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symmetry SU(3) x SU(2)r, x U(1)y is an internal symmetry of the system, with SU(3)
describing quantum chromodynamics, and SU(2)1, x U(1)y being the gauge groups of
the electroweak sector. For a detailed overview of the SM of electroweak interactions,

see Ref. [18].

In the SM, neutrinos appear in three flavours, namely v., v, and v,. These are
associated with the corresponding charged leptons, e, u, and 7. Neutrinos exist only
as left-handed particles, grouped in doublets with the charged leptons, while the latter

come in both chirality states:

Ve Yy Vr _ _ _
Z 1, =, |, en, , Tp- 2.1
(eL > <ML ) (TL > B Hr TR @1

Similarly, quarks also exist in both chirality states, and are grouped as:

U S t
<d§>a <C§>’ <bi>7 UR, dRa SR, CR, tRy bR' (22)

The absence of right-handed neutrino fields implies that neutrinos are strictly massless
within the SM. This restriction follows from the experimental observation that all
neutrinos produced via weak interactions are pure left-handed helicity states [19] (and
similarly antineutrinos are pure right-handed states). The hypothetical existence of
right-handed neutrinos could be indirectly inferred from the observation of non-zero
neutrino masses. Nevertheless, the existence of neutrino masses is not a sufficient

condition for the existence of such fields.

Left and right-handed fermions transform differently under SU(2), x U(1)y rotations,
as the right-handed particles are singlets under SU(2)r,. Applying a local transformation,

they change as:

wL SN e—iY,B(J;)/Q e—iTaaa(x) ¢L7
(2.3)

Y — e V@2 4 p

where Y/2 and T, are the generators of U(1)y and SU(2)y,, respectively, and (x) and
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Table 2.1: Values of T3 and Y/2 assigned to the first generation of fermions.

‘ er, Ve er UL dr, ur  dp

Ts | -1/2 1/2 0 1/2 —1/2 0 0
v/2 | -1/2 -1/2 -1 1/6 1/6 2/3 —1/3

o, () are the parameters of the rotation.

The values of the quantum numbers Y/2 and T3, the weak hypercharge and the
third component of the weak isospin, have to be assigned to the different particles. The
values of T3 follow from the assigned SU(2) representations of the matter fields. After
the spontaneous symmetry breaking SU(2);, x U(1)y — U(1)gm, one finds the relation

which determines the electric charge:

Q:R+§. (2.4)

Setting the electric charge to —1 for electrons, we can find the values of the weak
hypercharge for the rest of the fermions. The resulting values for the first generation of

leptons and quarks are shown in Tab. 2.1.

It is clear that the free Lagrangian of the theory is not invariant under the gauge
transformations, as the kinetic terms contain derivatives. Therefore, to make it invariant
one needs to introduce a set of gauge bosons. They appear in the so-called covariant
derivative, which replaces the common derivative and transforms in the same way as the
fermion fields under local rotations. This constraint fixes completely the transformations
of the spin-1 fields. For left and right-handed particles, the covariant derivatives are

given by:

Y . a
Du’lva = <ap, + Zg,EB,u + lgTaW#) d}[n
. (2.5)
DMwR = <8M + Zg/2BN> ’(/JR,

where W/i, i =1,2,3 and B,, are the gauge bosons for the SU(2)y, and U(1)y groups,

respectively, and g and ¢’ are the corresponding gauge couplings. It can be shown that

37



CHAPTER 2. NEUTRINO PHYSICS

Table 2.2: Neutral current couplings.

‘ U d Ve e
207 | 1—5sin0y  —1+ 3sin®0y 1 —1+4sin’Oy
2a; 1 ~1 1 -1

these fields transform in the adjoint representation of the gauge group.

So far, the theory only contains massless particles, as adding bare mass terms to
the Lagrangian would spoil the gauge symmetry. Therefore, the mass terms need to
be induced by a spontaneous breaking of the symmetries. In the SM, this is achieved
by the Higgs mechanism [20-22|. The Higgs doublet is coupled to the gauge bosons
through the covariant derivative, and to the fermions through the Yukawa couplings [18].
Upon spontaneous symmetry breaking, the vacuum expectation value of the Higgs field

generates the mass terms of the particles.

In order to obtain the physical intermediate vector boson states, we need to perform

the following redefinitions:

A, = sin HWW;:’ + cos Ow B,

Z,, = cos QWWI‘;3 — sin Oy By, (2.6)
1

- i),

where A, is the photon field, and Z, and W:E are the neutral and the charged weak
boson fields, respectively. The Weinberg angle, 6y, can be written in terms of the gauge

couplings:

g
cos Oy = ————,
2 12
Ve gT g (2.7)
sin 9W =

Vg?+g?
The gauge couplings and the Weinberg angle allow to express the electric charge as
e =g cos Oy = g sin Oy .

At this point, the interacting part of the electroweak Lagrangian can be re-written
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as the sum of three contributions: the electromagnetic (EM), charged-current (CC) and

neutral-current (NC) components:

L = Lem + Loc + Lo

. (2.8)

g

2v/2

Zudsos

with +h.c. being an abbreviation for adding the Hermitian conjugate of the preceding

terms and the currents defined as:
T =Y QrfA"f,
f
The =D o (1 =)0+ Y apy*(1 — 5)dy, (2.9)

¢ f

The =Y [y (vr — apys)f,
7

where f denotes any SM fermion, ¢ and v, a charged lepton and a neutrino of any flavour,
and uy and dy an up-like and a down-like quark of any flavour!'. For the NC case, the
values of the vy and ay couplings are given in Tab. 2.2.

As seen in Egs. (2.8) and (2.9), in the electroweak theory neutrinos are coupled to
the Z boson in a flavour universal way. Therefore, by measuring the so-called invisible
decay width of the Z boson we have an estimate of the number of light (i.e. lighter
than the Z boson) neutrino flavours. This number was measured by LEP in a combined

analysis of eTe™ — u™p~ and ete” — hadrons to be N, = 2.9840 + 0.0082 [23].

2.2 Trouble in the neutrino sector

2.2.1 The solar neutrino problem

Neutrinos are produced everywhere in vast amounts. One of the most prominent sources

of neutrinos in our vicinity is our Sun. The Sun is powered mainly by two nuclear fusion

!Note that these fields are written in the flavour basis. Moving to the mass eigenstates one has to
introduce the CKM matrix, which induces transitions between up- and down-like quarks from different
generations.
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reactions, the p — p chain and the CNO cycle [24]. In both cases, the overall reaction is:

4 '"HY +2 e — "He® T +2 v, +26.73 MeV, (2.10)

where hydrogen is converted to helium and part of the released energy is lost to the
neutrinos. The electron neutrinos produced are often labelled after the processes that
generate them. Figure 2.1 shows the solar neutrino flux as a function of the neutrino

energy, broken down by the production process.

In the late 1960s, the Brookhaven Solar Neutrino Experiment, led by R. Davis, started
data taking with the goal of measuring the solar neutrino flux [25]. The experiment
used a tank containing 380 m? of tetrachloroethene (C2Cly), a liquid commonly used
in dry-cleaning, located 1.5 km underground in the Homestake mine in Lead, South

Dakota. The incoming neutrinos would get captured following the reaction:

Ve +37C1 — 3TArT 4 ¢7, (2.11)

allowing a measurement of the neutrino flux by counting the 3" Ar isotopes. The threshold
for this reaction is 0.814 MeV, just below the 0.862 MeV line from the "Be ground state

transition.

The results of the experiment were compared to the theoretical predictions made by
J. Bahcall [27]. During its operation from 1968 to 2002, the experiment observed a solar

ve flux that was approximately a third of the total prediction [28].

In the early 1990s, the SAGE [29] and GALLEX [30] experiments started operations.
The detection principle used for both experiments was similar to that of the Homestake
experiment, but using "' Ga instead of CoCly. With a detection threshold of 0.233 MeV,
the Gallium-based experiments were able to observe the pp neutrino flux. Both
experiments measured a solar electron neutrino flux that was a factor of two lower

than the predictions, demonstrating that this deficit was energy-dependent.
In the early 2000s, the SNO experiment put an end to the solar neutrino puzzle
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Figure 2.1: Solar neutrino fluxes for the solar model BS05(OP). The detection thresholds

for Gallium, Chlorine and water-based experiments are also shown. Figure adapted from
Ref. [26].

[31,32]. Thanks to its directional capabilities, being a Cherenkov light detector, as well
as to its heavy water target, SNO measured the total solar neutrino flux through the
NC process:

Vo +d—n+p+1,, (2.12)
where d denotes the deuterium nucleus and o = e, u, 7. This measurement agreed with
the solar model predictions. Then, measuring the CC reaction:

Ve+d—p+p+e, (2.13)

they were able to establish that the v, and v; solar fluxes are in fact non-zero, revealing

that electron neutrinos were transitioning into different flavours.

2.2.2 The atmospheric neutrino problem

When cosmic-rays interact with the atoms in the upper atmosphere, a plethora of

hadrons, mainly 7 and K mesons, are produced. In particular, for the charged pions,
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Figure 2.2: Zenith angle distributions for the selected v, (top row) and v, (bottom
row) events in the SK detector. The hatched region corresponds to the expectation in
the case of no oscillations, whereas the solid line indicates the best-fit in the case of
v, — v, oscillations. Figure taken from Ref. [38].

the following decay chain dominates:

™ — ut 4y,
(2.14)
/ﬁ —>e++Du+ye,
and similar for the antiparticles, as the relevant matrix elements for the meson decays
are proportional to the lepton mass. For neutrino energies < 1 GeV, the ratio:

Ny +vy)

N(ve +7c)’ (2.15)

of produced neutrinos and antineutrinos is, to a good approximation, equal to two [33].
During the 1980s, several proton decay experiments, like Kamiokande [34], IMB [35],
MACRO [36], and Soudan-2 [37], measured the flux of atmospheric neutrinos. This was
an important part of their research programme, as the atmospheric neutrinos constitute
their main background. All these experiments reported an atmospheric neutrino ratio
lower than the predictions.
A few years before the SNO discovery, in 1998, the Super-Kamiokande collaboration

(SK) measured the atmospheric v, and v, spectra as a function of the zenith angle
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[38]. Upward-going particles have negative zenith angle, cos © < 0, indicating that they
entered from the bottom of the detector. These upward-going neutrinos had to travel
through the Earth in order to reach the detector, allowing SK to probe a broad range
of baselines. Figure 2.2 shows the reported distributions (black dots), compared to the
no oscillations prediction (hatched region). This measurement confirmed that muon
neutrinos transition to other flavours, and that this phenomenon depends both on the
energy and the path length of the neutrino.

The SK and SNO findings provided definitive evidence for the existence of neutrino
oscillations, and therefore non-zero neutrino masses. This constitutes one of the
groundbreaking discoveries of modern physics and has acted as driving force for BSM
searches. The minimal extension of the SM we can make to address this phenomenon is
introducing different masses for at least two of the neutrinos. This way, we are left with
three neutrino mass eigenstates v, vo, and v3, with masses m1, mg, and mg respectively,

which in general will not coincide with the flavour eigenstates, v., v, and v;.

2.3 Massive neutrinos

The existence of neutrino oscillations imply that neutrinos are massive particles. However,
as we have seen before, within the SM neutrinos are massless, as they do not have a
mass term in the Lagrangian. If one wants to give neutrinos a mass, the particle content
of the SM needs to be expanded.

A way of generating massive neutrinos while maintaining gauge invariance is by
introducing an arbitrary number of sterile neutrinos N;, ¢ = 1,...,m. These allow for

two different types of neutrino mass terms [39:
~Ly, = Zl Zl MpNivij + 5 21 Zl My N;N§ + h.c., (2.16)
=1 )= 1=1 9=

where Mp is a complex m x 3 matrix and My a complex and symmetric m X m matrix.

The first term, often referred to as the Dirac mass term, arises from the corresponding
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Yukawa interaction after the spontaneous electroweak symmetry breaking, similar to
the other fermions. The second term, called the Majorana mass term, is allowed in the
Lagrangian as it is a singlet of the gauge group. However, it violates lepton number

conservation by two units.

If one imposes lepton number symmetry conservation, the Majorana term must
vanish, My = 0. In this case, if m = 3 we can identify the sterile neutrinos as the
right-handed component of the neutrino field. The Dirac mass matrix can be diagonalised

using two unitary matrices, Vg and V7, as:
MD - Vﬁ dia'g(mlam27m3) V[lea (217)

where m;, i = 1,2, 3 are the masses of the three neutrino mass eigenstates.

The neutrino mass term can be written in terms of the resulting eigenstates as:

3
Ly, = Zmi UDiVDi, (2.18)
i1

with:

voi = (Vo) + (Vi W)

% i

(2.19)

In this scenario, both the low energy particle budget and the symmetries of the SM
have to be modified. Moreover, the masses of the neutrinos are generated exclusively
through the Higgs mechanism, which does not explain why they are much smaller than

those of the charged leptons.

Going back to the general case, we can re-write Eq. (2.16) in matrix form as:

_ T
—Lym, == (75, N) < 0 MD> (;LC) +h.c. = °M,v +h.c., (2.20)

1
2 Mp My

with v = (I/L, NC)T being a (3 4+ m)-dimensional vector grouping the active and the

sterile neutrinos. The matrix M, which is a complex (3 + m) x (3 + m) symmetric
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matrix, can be diagonalised by means of a unitary matrix V¥, yielding:
M, = V" diag(mi,ma,...,m34m) v (2.21)

Using this eigendecomposition, the neutrino mass term can be expressed as:

1 3+m
—Ly, = B z; M VMiVMis (2.22)
1=

where the states vj;;, commonly referred to as Majorana neutrinos, are defined as:

Ui = (V”T 1/) + (V”]L u)é, (2.23)

7 3

in such a way that the Majorana condition, v§, = vy, holds true.

As a consequence of the Majorana condition, the neutrino and the antineutrino states
can be described in terms of a single field. As opposed to the charged leptons, which
need to be represented by a four-component or Dirac spinor, the Majorana neutrino is

described by a two-component or Weyl spinor.

If the eigenvalues of the Majorana mass matrix, My, are much larger than the
electroweak symmetry breaking scale, the diagonalisation of M, leads to 3 light and m
heavy neutrino states:

1 1
—Lu, = ghMpy+ 5P My, (2.24)

where the two mass matrices are given by:

M, ~ ~VEMEMG MpV;,
(2.25)
My, ~ VI My,

with V; and V3, two unitary matrices.

This scenario represents the so-called see-saw mechanism [40-44]|. The name comes
from the fact that the masses of the heavy states are proportional to My, whereas for

the light states they are proportional to M]\_fl. While both the heavy and the light
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neutrinos are Majorana particles, it can be shown that the heavy states are mainly

right-handed, whereas the light ones are mostly left-handed.

2.4 Neutrino oscillation formalism

Neutrino oscillations were first proposed in 1958 by B. Pontecorvo [45], inspired by the
neutral kaon oscillation phenomenon [46]. Neutral kaons, K and K, have opposite
strangeness (£1) and are produced in strong processes. It was observed that, when
having a beam initially pure of neutral kaons of one type, these would transition into
their antiparticles while propagating. Because the weak interaction does not conserve
strangeness, neutral kaons can change their identity via the processes shown in Fig. 2.3.

The mixing considered initially by Pontecorvo was between the neutrino and the
antineutrino states, as only one neutrino flavour was known at the time. After the
discovery of the muon neutrino, the mixing between flavours was also explored [47].

In the general case, we have 3 active and m sterile neutrinos, resulting in 3 +m
neutrino mass eigenstates. Working in the mass basis, the leptonic charged-current

Lagrangian can be written as:

v
o =9 (e, m)U | D | W e (2.26)
cCc — \/§ €L, :U’La TL ’7 : 173 'C'7 :
V3+m

where U is a 3 x (3 + m) matrix which obeys UU' = I35, but in general will not be
unitary, UTU # I (34+m)x (3+m)- Lhis is due to the fact that U is a submatrix of the full
unitary matrix V¥ that diagonalises the neutrino mass term.

The leptonic mixing matrix, U, establishes how the neutrino mass states couple to
the charged leptons. In general, a complex n X n matrix can be fully specified by 2n? real
parameters. If the matrix is unitary, then the number of independent parameters reduces
to n?, as one has to impose n normalisation and n(n — 1) orthogonality constraints.

In our case, we can further reduce the number of parameters by performing a phase
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Figure 2.3: K° = K mixing through W¥ exchange.

redefinition of the charged lepton fields, without affecting the physics. This is not true
for the neutrinos. As they may be their own antiparticles, one is not allowed to remove
any physically relevant phases. If we consider n generations of leptons, the total number

2

of parameters in the mixing matrix is n* — n. Out of these, half of them are mixing

angles, while the other half are complex phase factors.

Considering the extended SM without any additional sterile neutrino states, the
resulting 3 x 3 mixing matrix is unitary. This matrix, often called the Pontecorvo-Maki-
Nakagawa-Sakata (PMNS) matrix [48,49], relates the set of active neutrinos and the

three mass eigenstates as:

3
va) =Y Usilvi), (2.27)
i=1

where the Greek index a denotes the flavour {e, y1, 7} and the Latin index ¢ the mass state
{1,2,3}. This leptonic mixing matrix may be parametrized in terms of 6 parameters, 3
of which are mixing angles 012, 13 and 653, one CP-violating phase dcp, and 2 Majorana

phases a and S:

1 0 0 c13 0 813671’60}3 C12 s19 0 1 0 0
U=10 C23 S923 0 1 0 —S12 (C12 0 0 eia 0 s
0 —S823 (€23 —Slgeiécp 0 C13 0 0 1 0 0 ei’B
(2.28)

where ¢;; = cos 0;; and s;; = sin 0;;. This matrix is analogous to the Cabibbo-Kobayashi-
Maskawa (CKM) matrix in the quark sector. If neutrinos are Dirac fermions, we can
drop the Majorana phases in the PMNS matrix, as in this case we can perform the
phase redefinitions. In any case, these phases play no role in the neutrino oscillation

phenomenology.
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In the case that additional sterile neutrinos states are present, the full leptonic mixing
matrix would not be unitary in general. For instance, in the see-saw scenario, the 3 x 3
submatrix for the three light Majorana neutrinos is not unitary. However, the deviations

from unitarity are of the order O(Mp/My ), and therefore expected to be negligible.

2.4.1 Oscillations in vacuum

Consider the case where a neutrino of flavour « is produced at ¢ = 0, and then it
propagates through vacuum. Such a state will evolve in time according to the relation
[50]:

00 (7.0) Z —iEP ) (7 = 0, ¢ = 0)>7 (2.29)

in the plane wave approximation, as the mass eigenstates are also eigenstates of the free

Hamiltonian.

This way, the probability for the neutrino to transition from flavour « to flavour 8
will be given by:
3 3

P(va = vg) = [(wslva(@ ) = DD UsUgje PP (1)
=1 =1 (2.30)

2
= Z Uﬁ e_Z(Et pl :D)

where we have used the orthogonality relation (v;|v;) = d;;. A usual approximation to
take at this point is to consider ultra-relativistic neutrinos, i.e. p; ~ F, so we can write

the dispersion relations as:

m2
Ei=\/p} +m} = E+ . (2.31)

In the end, assuming ¢t o< L where L is the distance between the production and the
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detection points, the probability for the v, — v transition becomes:

2

.Ami-
I/a — 1/5 Z UBanjUgjefl 55 L

) (2.32)

=0ap — 4 Re [UsUsiUa;Ug;] sin (
2
ij

i<j
L
E >

where Am?j is the difference of the squared masses of the jth and ith neutrino mass

+2) om [UUsiUa; Uz sm< :

1<J

eigenstates. A usual way to write the phase responsible for the oscillations is:

Am?, AmZ L (GeV)
A = Y ~1.2 ) 2.
J 4FE 7(eVQ) (km) F (2:33)

Notice that, in the case of antineutrinos, the only difference would be the sign of the
last term in the oscillation probability. As the process v, — g is the CP-mirror image
of v, — vg, the differences between their oscillation probabilities would be a measure of

CP symmetry violation:

A%, = P(vy — vg) — P(a — 3)

2.34
= 4) Im [UsUsiUa;Uj;] sin 24, .
1<J

Assuming that CPT invariance holds, then the following relation must be true:
P(l/a — 1/5) = P(ﬂﬂ — l7a), (2.35)

as these two process are related by the CPT symmetry. From the definition of probability,

we also must have:

> Plva—vg) =Y PUa— ) =1, (2.36)
B

where the sum includes all flavours (also «). From these two constraints, one can prove
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that:

AL = AP, (2.37)

and in particular:

a0, = 0. (2.38)

A direct consequence of this last relation is that there are no observable CP-violating
effects in the so-called disappearance experiments. One needs to perform appearance
experiments, where the flavour detected is different from the original flavour, in order
to measure the CP asymmetry. Neutrino experiments often report the amount of CP-
violation through the Jarlskog invariant [51]. In terms of the parametrisation typically

used to write the PMNS matrix, it is given by:
1 . . . .
J = écos 013 sin 2012 sin 2013 sin 2653 sin d¢p. (2.39)

The Jarlskog invariant can be used to compare the amount of CP-violation in the lepton

and the quark sectors, where J = 3.121013 x 107 in the latter [52].

2.4.2 Oscillations in matter

When neutrinos propagate through matter, their oscillation can be affected mainly in
two ways. First, neutrinos can inelastically scatter with nuclei, thus destroying the
coherent propagation of their quantum state. Nevertheless, in most cases this effect is
negligible (even in very dense mediums like the core of the Sun). Second, neutrinos can
also experience coherent or forward scatterings, that can affect their oscillation but not
lose the coherent propagation of the state.

The first model to account for neutrino oscillations in matter was proposed by S.
Mikheev, A. Smirnov and L. Wolfenstein (MSW) [53,54]. It relies on the fact that, as
the only charged lepton present in ordinary matter is the electron, electron neutrinos
can undergo both charged and neutral-current interactions with matter, whereas for

muon and tau neutrinos just neutral current processes are possible.
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An illustrative way to introduce the MSW mechanism is by considering the two
flavour case. It can be shown that the evolution of the two flavour eigenstates in vacuum

is given by the following time-dependent Schrédinger equation:

d (v v,
— | ¢ )=H ¢ 2.40
“dr (Vu> v (Vu> ’ (240)

with a vacuum Hamiltonian given by:

Am? [—cos 20 sin 20
Hy = AE < sin 20 cos 29) ’ (2.41)

where Am? is the mass splitting between the two neutrino states and 6 the only mixing
angle. For simplicity, I omit the terms of the Hamiltonian that are proportional to the

identity, as they do not affect the oscillation phenomenology.

The NC contribution to the matter potential is identical for all the flavours, and has
the form:

Vne = ——= Ny (), (2.42)

V2
where G is the Fermi constant and N, (z) the local neutron density. Because it is
common to all flavours, I do not take it into account in the effective Hamiltonian, as it
would appear as a term proportional to the identity. The CC component only affects

the electron neutrino (and antineutrino). It can be written as:
Voo = £V2G pNe(), (2.43)

with N¢(z) being the local electron density in the material. In the end, the effective
Hamiltonian which describes the propagation of the flavour eigenstates in matter only

contains an extra v, — v, element:

Hy = Hy + (Vgc 8) . (2.44)

The solution to the Schrodinger equation greatly simplifies if one considers the case
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of a constant matter density. In that case, the effective Hamiltonian can be diagonalised,
obtaining the effective neutrino mass eigenstates in matter. It can be re-written in the

same form as the vacuum Hamiltonian:

Am2, [(—cos 26, sin 20,,
Hy = AE < sin 20,, cos 20,, )’ (2.45)
where the effective mass splitting and the effective mixing angle are given by:
Am?, = \Am?,
1 20 sin 20 (2.46)
sin =
m )\ 9
with:
A= \/(COS 20 — A)? + sin? 26,
247
2v2GpN.E (2:47)
A=4+————.
Am?

In terms of the effective matter oscillation parameters, the transition probability

Ve — 1, (in the two flavour approximation) reads:
i 2 o (Amy,
P(ve — v,) = sin® 26, sin WL (2.48)

From this last equation one can see that, when cos 260 = A > 0 the oscillations are
greatly enhanced. This effect is known as the MSW resonance. For the neutrinos, this
resonant condition is only satisfied if Am? > 0 (the opposite is true for antineutrinos).
This can be exploited by long-baseline experiments, which can gain sensitivity to the

neutrino mass hierarchy through matter effects.

2.4.3 Current status of neutrino oscillations

A wide range of neutrino experiments provide experimental input to the neutrino

oscillation framework, both using natural or human-made neutrino sources. The results
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from one of the neutrino global fit analyses, shown in Tab. 2.3 2, summarise well our

current understanding of the different oscillation parameters.

Solar neutrino experiments detect neutrinos produced in thermonuclear reactions
inside the Sun, mainly from the so-called p—p chain and the CNO cycle. These neutrinos
have a typical energy in the range from 0.1 to 20 MeV. These experiments (Homestake
[55], GALLEX [30], SAGE [29], Borexino [56], SK [57] and SNO [58]) provide the best
sensitivities to 15 and Am3;.

Atmospheric neutrino experiments detect the neutrino flux produced when
cosmic rays scatter with particles in Earth’s atmosphere. These collisions generate particle
showers that eventually produce electron and muon neutrinos (and antineutrinos). Their
energies range from few MeV to about 10° GeV. Experiments like SK [59] and IceCube
[60] use atmospheric neutrinos to measure oscillations, and are specially sensitive to a3

2
and Ams,.

Reactor neutrino experiments look for the 7, spectrum produced by nuclear
reactors, with energies in the MeV scale. Depending on the distance to the source,
long-baseline experiments like KamLAND [61] are sensitive to the solar mass splitting
Am3,, whereas much shorter baseline experiments such as RENO [62] or DayaBay [63]

measure 613 and Am%l.

Accelerator experiments measure neutrino interactions from beams generated by
particle accelerators. Mesons are produced when the protons from the accelerator collide
into a target. These are then focused into a beam, with some of them decaying into
muon neutrinos while the rest are removed from the beam by an absorber. Depending on
the configuration one can obtain a beam made of mostly neutrinos or antineutrinos. The
typical energies of these neutrinos are in the GeV range. Experiments such as NOvA
[64], T2K [65], MINOS [66], OPERA [67] and K2K [68] (and in the future DUNE [69)])
are primarily sensitive to 613, 623 and Am3,. Also, in the coming years DUNE [69] and

Hyper-Kamiokande (HK) [70] will be sensitive to d¢p.

2These are the updated results reported during M. Tértola’s talk at Neutrino 2024 (see this link).
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Table 2.3: Summary of neutrino oscillation parameters determined in the Neutrino
Global Fit of 2020 [71].

Parameter Best fit + 10 | 30 range

Am3, [eV? x 1077] 755705 | 6.98—8.19
|Am3,| [eV? x 107%] (NO) 2.51700% | 2.43 — 2.58
|Am3,| [eV? x 1073] (10) 2417005 | 2.34 —2.49
sin? 015/1071 3.04+0.16 | 2.57 —3.55

sin” f53/10~1 (NO) 5.64103° | 4.23 —6.04
sin? f53/1071 (10) 5641018 | 4.27-6.03
sin® 613/1072 (NO) 2.20700% | 2.03 — 2.38
sin® 613/102 (10) 2.207007 | 2.04 — 2.38
Scp/m (NO) 1.127945 | 0.76 — 2.00
Scp/m (10) 1507018 | 111 —1.87

2.5 Open questions in the neutrino sector

A crucial question that remains open these days, and is of vital importance for the
oscillation phenomenology, is whether the mass eigenstate v3 is the heaviest (what we
call normal ordering) or the lightest (referred to as inverted ordering) of the mass states.
In other words, this means that we do not know the sign of Amgz, so we can either have

m1 < mg < mg (NO) or mg < mp < my (10).

Also relevant to the neutrino oscillations, there is the problem regarding the o3
octant. Previous experimental results were compatible with its value being close to
maximal, #a3 ~ 45° [72,73]. However, global data fits indicate a deviation from the
maximal mixing, giving rise to two degenerate solutions, one in the lower octant a3 < 45°

and another in the higher octant 63 > 45° (see e.g. Ref. [71]).

Another big puzzle is related to the value of ¢op. Nowadays it is poorly constrained,
with all values between 7 and 27 being consistent with data. A prospective measurement
different from dop = 0, £7 will be a sign of CP-violation in the leptonic sector, and

thus contribute along with that measured in the quark sector to the total amount of
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CP-violation. The amount of CP-violation in the leptonic sector can be key to explain
the matter anti-matter asymmetry in our universe, through the process referred to as
leptogenesis [74].

These three questions, because of their nature, could be understood thanks to the
next generation of oscillation experiments, like DUNE.

Notwithstanding, there are other mysteries that can not be unveiled just by conducting
oscillation experiments, as certain quantities do not influence these phenomena. Among
these there is the question of the absolute values of the neutrino masses. Depending
on the value of the lightest of the neutrino masses we can have different mass spectra,
from hierarchical m; < ma < mg (NO) or ms < m; < mg (I0) to quasi-degenerate
mi =~ mo ™~ Mms.

Other open question concerns the nature of the neutrinos themselves. If neutrinos
are Dirac particles then their mass term can be generated through the usual Higgs
mechanism by adding right-handed neutrino fields. However, if they are Majorana
particles and therefore their own antiparticles, there is no need to add extra fields to have
the mass term in the Lagrangian. Experiments like SuperNEMO [75], SNO+ [76], and
NEXT [77|, which search for neutrino-less double beta decay, will be able to determine

whether neutrinos are Dirac or Majorana particles.

2.6 Neutrino interactions

The study of neutrino-nucleus interactions is of great importance for long baseline
neutrino oscillation experiments. The interaction model provides a mapping between
the energy of the incoming neutrino and the final state particles after the interaction.
Because in these kinds of experiments neutrinos are obtained as secondary decay products
of mesons, typically charged pions and kaons, their energies are not known a priori. Not
only that, but the kinematics of the interacting nuclei are also unknown. Therefore, we
rely on the neutrino interaction models to provide this relation between the observables

in the detector and the true kinematics of the neutrino. Limited understanding of the
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Figure 2.4: Feynman diagrams of the most relevant CC interactions to long-baseline
neutrino oscillation experiments.

interaction modelling is expected to be the one of the leading sources of systematic
uncertainties in the next generation of long-baseline experiments [78-80].

In long-baseline neutrino oscillation experiments, the energies relevant for the neutrino
interactions with nuclei sit around the GeV-scale. Figure 2.4 shows examples of the most
common neutrino CC interactions in this energy range. In these diagrams, A indicates
that the interaction happened with the nucleus as a whole, whereas N denotes a single
nucleon.

At low energies, below 1 GeV, quasi-elastic (QE) interactions dominate. In a CCQE
interaction a neutrino (antineutrino) interacts with a neutron (proton), converting it into

a proton (neutron) which is then ejected from the nucleus together with the resulting
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Figure 2.5 shows a compilation of measurements of the total v, CC cross section
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Figure 2.6: Schematic representation of a v, CCQE interaction with a neutron inside a
nucleus. The reaction produces a muon and a proton, which travel through the nuclear
medium. The outgoing proton undergoes various kinds of hadronic FSIs on its way out.
Figure taken from Ref. [82].

(see Ref. [81] for the details of the different experimental results). Also shown are the
contributions from the different interaction modes. The contribution of the CCCOH
interaction is omitted, as it is negligible compared to the others. This shows how the
interaction model needs to accurately predict the neutrino-nucleon cross section for the
different interaction modes across a broad energy range, to obtain the correct relative

contributions.

Nuclear effects alter the neutrino cross section, as well as the multiplicities of the
final state particles. Therefore, the interaction models need to account for the effects
introduced by the nuclei. There are several models available to describe the initial state
of the nucleus, like the relativistic Fermi gas model [83], the local Fermi gas model [84],
or spectral functions [85]. The other main effect that interaction models have to deal
with are the so-called final state interactions (FSI). These are the interactions of the
particles produced in the neutrino-nucleon scattering as they travel through the nuclear
medium. Typically, the lepton exits the nucleus without interacting. However, hadrons

tend to get scattered, absorbed or re-emitted. These effects are usually described by
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means of intra-nuclear cascade models [86]. Figure 2.6 illustrates the effects of FSI on
the observable particle content in the detector after a v, CCQE interaction.

There exists a rich experimental programme dedicated to the measurement of neutrino
cross sections. The list of such experiments in the recent years include MiniBooNE
[87], MINERvVA [88], MicroBooNE [89] and SBND [90]. Additionally, thanks to their
near detectors, long-baseline experiments can perform cross section measurements.
Some recent examples are NOvA [91] or T2K [92]. Future oscillation experiments
will greatly benefit from these measurements, as the measurement of the oscillation
parameters depends on the cross-section modelling. However, there are alternative
data-driven approaches to extract the oscillation probabilities without relying on a
neutrino interaction model, which are planned to be explored in the next generation of
experiments [93,94]. The importance of the near detector in long-baseline oscillation
experiments, and in particular in the context of DUNE, will be discussed further in the

next Chapters.
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The Deep Underground Neutrino

Experiment

Deep in the human unconscious is a pervasive need for a logical universe that
makes sense. But the real universe is always one step beyond logic.

— Frank Herbert, Dune

The Deep Underground Neutrino Experiment (DUNE) is a next generation long-
baseline neutrino oscillation experiment [14]. It will address several questions in neutrino
physics, study neutrinos from astrophysical sources and search for beyond the standard
model physics.

This Chapter reviews the main goals of DUNE, the operating principle of the LBNF
beamline, the role that the near detector plays in the oscillation measurement, and the

design of the far detector modules and their data acquisition (DAQ) system.

3.1 Overview

The main physics goals of DUNE are:

e measure the neutrino mass hierarchy, the amount of CP violation in the leptonic

sector and the o3 octant,
e detect rare low energy neutrino events, like neutrinos from supernova bursts, and

e search for proton decay and other beyond the standard model phenomena.
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Figure 3.1: Schematic diagram of the DUNE experiment and the LBNF beamline [14].

The design of DUNE has been tailored with these goals in mind. It will consist
of two neutrino detectors. A near detector (ND) complex will be placed at Fermilab,
574 m downstream of the neutrino production point, whereas a larger far detector (FD)
will be built in the Sandford Underground Research Facility (SURF), South Dakota,
approximately 1300 km away. Figure 3.1 shows a simplified diagram with the various

components of DUNE (not to scale).

The beam neutrinos will be provided by the Long-Baseline Neutrino Facility (LBNF)
beamline, the multi-megawatt wide-band neutrino beam planned for Fermilab. It will
produce neutrinos travelling in the direction of SURF, with the capability to switch

between neutrino and antineutrino mode.

Before arriving to the FD, the neutrino beam meets the ND complex, which serves
as the experiment’s control. The design of the DUNE ND is mainly driven by the needs
of the oscillation physics programme, as its main role is to measure the unoscillated
neutrino energy spectra. From these we can predict the unoscillated spectra at the FD,
which can be compared to the spectra measured at the FD to extract the oscillation
parameters. Additionally, the ND has a physics programme of its own, including cross

section measurements and BSM physics searches.

The technology chosen for the FD modules of DUNE is the liquid Argon time
projection chamber (LArTPC). Its four modules will record neutrino interactions from
the accelerator-produced beam arriving at predictable times. As it also aims to record

rare and low energy events, like supernovae and solar neutrinos, the FD requires trigger
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Table 3.1: Summary of the two-phased plan for DUNE. Adapted from Ref. [95].

Parameter ‘ Phase I ‘ Phase II ‘ Benefit
FD mass 20 kt fiducial 40 kt fiducial FD statistics
Beam power up to 1.2 MW 2.4 MW FD statistics
ND config. ND-LAr, TMS, ND-LAr, Systematic constraints
SAND ND-GAr, SAND

schemes which can deal with both kinds of physics, and also maximum uptime.

DUNE is planned to be built using a staged approach consisting of two phases, which
are summarised in Tab. 3.1. Phase I consists of a FD with 50% of the total fiducial
mass, a reduced version of the ND complex and a 1.2 MW proton beam. It will be
sufficient to achieve some early physics goals, like the determination of the neutrino
mass ordering. For its Phase II, DUNE will feature the full four FD modules, a more
capable ND and a 2.4 MW proton beam. The physics milestones for the two phases are
given in Tab. 3.2, in a staging scenario which assumes that Phase II is completed after
six years of operation.

A summary of the DUNE science programme can be found in the DUNE FD
Technical Design Report (TDR) Volume I [14]. For a detailed discussion on the two-

phased approach the reader is referred to the DUNE Snowmass 2021 report [95].

3.2 Physics goals of DUNE

As noted in the literature (see for instance Ref. 71| for a review), the parameter space of
the neutrino oscillation phenomena within the three-flavour picture is quite constrained
by current experimental data. However, there are still crucial open questions, like the
mass ordering, the value of dop or the a3 octant. One of the main goals of DUNE is to
determine precisely the values of these parameters [96].

To address these questions DUNE can look to the subdominant oscillation channel
Vy = Ve (Uy — Ue) and study the energy dependence of the v, (7.) appearance probability.
When we focus on the antineutrino channel 7, — ¥, there is a change in the sign of

dcp, thus introducing CP-violation. Moreover, due to the absence of positrons in the
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Table 3.2: Exposure and time required to achieve the different physics milestones of
the two phases. The predictions assume a Phase II staging scenario where FD modules
3 and 4 are deployed in years 4 and 6 and both the beam and ND are upgraded after 6
years. Adapted from Ref. [95].

Stage Physics milestone Exposure Years
(kt-MW-years) (staged)
Phase I 50 MO (6cp = —7/2) 16 1-2
50 MO (100% of the dcp values) 66 3-5
30 CPV (6cp = —7/2) 100 4-6
Phase IT 50 CPV (6cp = —7/2) 334 7-8
dcop resolution of 10 degrees (6cp = 0) 400 8-9
50 CPV (50% of the dcp values) 646 11
30 CPV (75% of the dcp values) 936 14
sin?(2613) resolution of 0.004 1079 16

composition of the Earth, there is a sign difference for the matter effect contribution
when looking at the antineutrino channel. This asymmetry is proportional to the baseline

length L and is sensitive to the sign of Am2;, and thus to the neutrino mass ordering.

Another of the main physics goals of DUNE is the search for baryon-number violating
processes. Specifically, it will try to answer the question of whether protons are stable
or not. There is no symmetry argument that forbids protons from decaying, but its
apparent stability seems to suggest that baryon number is conserved [97]. However,
proton decay is a usual feature of grand-unified theories, where electromagnetic, weak

and strong interactions are unified above a certain energy scale [98].

As the energy deposition scale for these kinds of searches is nearly the same as that
for long-baseline neutrino oscillations, DUNE will be able to look for them. It has several
advantages over other experiments, such as excellent imaging and particle identification,

which can be translated into lower backgrounds.

The last of the main objectives of DUNE is the detection of neutrinos originated in
supernovae explosions, what is called a supernova neutrino burst (SNB). These neutrinos
carry with them information about the core-collapse process, from the progenitor to the
explosion and the remnant; but also may have information about new exotic physics. So

far, the only neutrino events ever recorded from such a process were a few dozens of 7,
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Figure 3.2: Schematic longitudinal section of the LBNF beamline at Fermilab (not to
scale). Figure taken from Ref. [101].

events from the 1987A supernova located in the Magellanic Cloud, 50 kpc away from
Earth [99, 100].

DUNE aims to collect SNB events. Although these are quite rare, as the expected
supernovae explosion events are about one every few decades for our galaxy and
Andromeda, the long lifetime of the experiment (around a couple of decades as well)
makes it reasonable to expect some. Nowadays the main sensitivity to SNB of most
experiments is via the 7, flux from inverse beta decay. One of the advantages of DUNE
is its expected sensitivity to MeV-scale v, events, since the dominant channel will be v,

CC scattering.

Moreover, due to the stringent requirements that the main physics goals set for
DUNE, it will also enable searches for all kind of BSM physics. Among other things,
DUNE will be able to look for: active-sterile neutrino mixing, non-unitarity of the
PMNS matrix, non-standard interactions, Lorentz and CPT violations, neutrino trident
production, light-mass DM, boosted DM, and heavy neutral leptons. The reader is
referred to the DUNE FD TDR Volume II [96] for a full discussion of the physics scope
of DUNE.
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3.3 LBNF beamline

The LBNF project is responsible for producing the neutrino beam for the DUNE detectors.
A detailed discussion of the LBNF programme can be found in the DUNE/LBNF CDR
Volume III [101].

A schematic diagram of the longitudinal section of the LBNF beamline is shown in
Fig. 3.2. First, a beam of 60 — 120 GeV protons is extracted from the Fermilab Main
Injector. This beam is aimed towards the target area, where it collides with a cylindrical
graphite target to produce charged pions and kaons.

The diffuse, secondary beam of particles is focused by a pair of magnetic horns.
These select the positively charged particles when operated in Forward Horn Current
(FHC) mode, or the negatively charged ones when the current is reversed, also known as
Reverse Horn Current (RHC) mode. The focused secondary beam then enters a 194 m
decay pipe where the pions and kaons will predominantly produce p*v, pairs when in
FHC mode (or x~ 7, in RHC mode).

At the end of the decay pipe a hadron absorber removes the undecayed hadrons and
muons from the beam, which reduces the v, (7.) and 7, (v,) contamination coming
from the u™ (1) decays. The resulting neutrino flux at the FD is shown in Fig. 3.3,
both for FHC (left) and RHC (right) modes. These predictions show the intrinsic v
contamination and wrong sign component from wrong sign and neutral meson decays,

as well as muons decaying before reaching the absorber.

3.4 Near Detector

To estimate the oscillation parameters we measure the neutrino energy spectra at the FD.
This reconstructed energy arises from a convolution of the neutrino flux, cross section,
detector response and the oscillation probability. Using theoretical and empirical models
to account for the other effects, one can extract the oscillation probability using the

measurement. However, these models have associated a number of uncertainties that
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Figure 3.3: Predicted neutrino fluxes at the FD in FHC mode (left panel) and RHC
mode (right panel). Figures taken from Ref. [96].

are then propagated to the oscillation parameters.

One of the main roles of the ND is to measure the neutrino interaction rates before
the oscillation effects become relevant, i.e. close to the production point. By measuring
the v, and v, energy spectra, and that of their corresponding antineutrinos, at the ND
we can constrain the model uncertainties. A complete cancellation of the uncertainties
when taking the ratio between the FD and ND measurements is not possible, as that
would require both detectors to have identical designs and the neutrino fluxes seen by
them to be the same. Because of the distance, the flux probed by the FD will have a
different energy and flavour composition than that at the ND, as neutrinos oscillate and
the beam spreads. The differences in the flux also determine the design of the detectors,

therefore the ND is limited in its capability to match the FD design.

Nevertheless, having a highly capable ND, DUNE can minimise the systematic
uncertainties affecting the observed neutrino energy. The ND data can be used to
tune the model parameters by comparison with the prediction. Then, one uses the
tuned model to predict the unoscillated FD spectra. Comparing the prediction with the

measured spectra it is possible to extract the oscillation parameters.

Additionally, the ND will have a physics programme of its own. In particular, it will

measure neutrino cross sections that will then be used to constrain the model used in
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Figure 3.4: Representation of the ND hall in Phase II, showing the different
subcomponents. From right to left, in the direction of the beam, we have ND-LAr,
ND-GAr and SAND. Figure taken from Ref. [102].

the long-baseline oscillation analysis. It will also be used to search for BSM phenomena
such as heavy neutral leptons, dark photons, millicharged particles, etc.

The DUNE ND can be divided in three main components, a LArTPC known as ND-
LAr, a magnetised muon spectrometer, which will be the Temporary Muon Spectrometer
(TMS) in Phase I and ND-GAr in Phase II, and the System for on-Axis Neutrino
Detection (SAND). The layout of the Phase I DUNE ND can be seen in Fig. 3.4. The
first two components of the ND will be able to move off-axis, in what is called the
Precision Reaction-Independent Spectrum Measurement (PRISM) concept. More details
on the purpose and design of the ND can be found in the DUNE ND Conceptual Design
Report (CDR) [102].

3.4.1 ND-LAr

ND-LAr is a LArTPC, as the ND needs a LAr component to reduce cross section
and detector systematic uncertainties in the oscillation analysis. However, its design
differs significantly from those proposed for the FD modules. Because of the high

event rates at the ND, approximately 55 neutrino interaction events per 10 us spill,
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Figure 3.5: Schematic representation of the external components of ND-LAr, including
the cryostat and the PRISM movable system (left) and detailed drawing of one ArgonCube
module (right). Figure adapted from Ref. [14].

ND-LAr will be built in a modular way. Each of the modules, based on the ArgonCube
technology, is a fully instrumented, optically isolated TPC with a pixelated readout
[104]. The pixelisation allows for full 3D reconstruction and the optical isolation reduces
the problems due to overlapping interactions. Figure 3.5 shows a representation of the
external parts of ND-LAr (left) and a detailed diagram of an ArgonCube module (right).

With a fiducial mass of 67 t and dimensions 7 m (w) x 3 m (h) x 5 m (1), ND-LAr
will be able to manage high event rates and contain the hadronic systems from the beam
neutrino interactions, but muons with a momentum higher than 0.7 GeV /c will exit the

detector.

3.4.2 TMS/ND-GAr

To accurately estimate the neutrino energy, the momentum of the outgoing muons needs
to be determined. That is the reason why a muon spectrometer is needed downstream
of ND-LAr.

In Phase I that role will be fulfilled by TMS. It is a magnetised sampling calorimeter,
with alternating steel and plastic scintillator layers. Figure 3.6 shows a schematic view

of the TMS detector. The magnetic field allows a precise measurement of the sign of the
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Figure 3.6: Schematic view of the TMS detector, highlighting its main parts. Figure
adapted from Ref. [103].

muon, so one can distinguish between neutrino and antineutrino interactions.

After the Phase I upgrade, TMS will be replaced with a more capable near detector.
The current technology considered is ND-GAr. This detector is a magnetised, high-
pressure gaseous argon (GAr) TPC (often denoted as HPgTPC) surrounded by an
electromagnetic calorimeter (ECal) and a muon tagger. A cross section of its geometry
can be seen in Fig. 3.7. ND-GAr will be able to measure the momenta of the outgoing
muons while also detecting neutrino interactions inside the GAr volume. This allows
ND-GAr to constrain the systematic uncertainties even further, as it will be able to
accurately measure neutrino interactions at low energies thanks to the lower tracking

thresholds of the GAr.

3.4.3 PRISM

In general, the observed peak neutrino energy of a neutrino beam decreases as the
observation angle with respect to the beam direction increases. This feature has been
used in other long-baseline neutrino experiments, like T2K (2.5° off-axis) and NOvA

(0.8° off-axis), to achieve narrower energy distributions. The DUNE PRISM concept
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Figure 3.7: Cross section of the ND-GAr geometry, showing the HPgTPC, ECal and
magnet. Figure adapted from Ref. [105].

exploits this effect using a movable ND. Within PRISM both ND-LAr and the muon
spectrometer (TMS in Phase I and ND-GAr in Phase II) can be moved up to 3.2°

off-axis, equivalent to moving the detectors 30.5 m laterally through the ND hall.

This will allow us to record additional data samples with different energy compositions.
Figure 3.8 compares the on-axis muon neutrino flux at the ND with the fluxes at different
off-axis positions. As the off-axis position increases the neutrino flux becomes closer
to a monoenergetic beam with a lower peak energy. These samples can be used to
perform a data-driven determination of the relation between true and reconstructed
neutrino energy, to reduce the dependence on the interaction model. The off-axis samples
are linearly combined to produce a narrow Gaussian energy distribution centered on
the target true energy. From the combination coefficients one can build a sample of

reconstructed neutrino events that will determine the energy mapping.

The PRISM samples will also be used to form a flux at the ND location similar in
shape to the oscillated flux measured by the FD. This method can be used to extract

the oscillation parameters with minimal input from the neutrino interaction model [94].
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Figure 3.8: Predicted beam muon neutrino flux at the ND location for different off-axis
positions. Figure taken from Ref. [102].

3.4.4 SAND

The role of SAND is to monitor the beam stability by measuring the on-axis neutrino
energy spectra. As the PRISM programme requires that ND-LAr and its downstream
muon spectrometer spend about half of the time in off-axis positions, it is not possible
to monitor the stability of the beam with the movable detectors. Moreover, for the
success of PRISM it is essential to have a stable beam configuration, or at least a quick
assessment and modeling of the distortions.

The SAND detector is magnetised, and features an inner low density tracker, a LAr

target with optical readout and a surrounding sampling calorimeter.

3.5 A More Capable Near Detector

In DUNE Phase II, a more capable near detector is needed to achieve the ultimate physics
goals of the experiment. The current leading proposal for this detector is ND-GAr.
As mentioned previously, it will fulfill the role of TMS, measuring the momentum and

sign of the charged particles exiting ND-LAr. Additionally, it will be able to measure
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neutrino interactions inside the HPgTPC, achieving lower energy thresholds than those
of the ND and FD LArTPCs. It will also provide a uniform event acceptance, similar
to the FD, which could not be achieved by ND-LAr + TMS. By doing so, ND-GAr
will allow to constrain the relevant systematic uncertainties for the LBL analysis even
further. A detailed discussion on the requirements, design, performance and physics of

ND-GAr can be found in the DUNE ND CDR [102] and the ND-GAr white paper [106].

3.5.1 Requirements

The primary requirement for ND-GAr is to measure the momentum and charge of muons
from v, and 7, CC interactions in ND-LAr, in order to measure their energy spectrum.
To achieve the sensitivity to the neutrino oscillation parameters described in the DUNE
FD TDR Volume II [96], ND-GAr should be able to constrain the muon energy within a
1% uncertainty or better.

Another requirement for ND-GAr is the precise measurement of neutrino interactions
on argon for the energies relevant to the neutrino oscillation program. The goal is to
constrain the cross section systematic uncertainties in the regions of phase space that
are not accessible to ND-LAr. This requires the kinematic acceptance for muons in
ND-GAr to exceed that of ND-LAr, being comparable to that observed in the FD.

ND-GAr should also be able to help establish the relationship between true and
reconstructed energy from neutrino interactions on argon, being sensitive to particles
that are not observed or may be misidentified in ND-LAr. In particular, ND-GAr needs
to have low tracking thresholds in order to measure the spectrum of pions and protons
produced in final-state interactions (FSI). It also must be able to accurately measure
the pion multiplicity in 1, 2 and 3 pion final states, to inform the pion mass correction

in the LArTPCs.

3.5.2 Reference design

The final design of ND-GAr is still under preparation. However, a preliminary baseline

design was in place at the time of the ND CDR. This section summarises the main
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Figure 3.9: Diagram of the ALICE TPC, showing the two drift chambers, inner and
outer field cages and readout chambers. Figure taken from Ref. [102].

features of that design, as it is also the one used by default in our simulation. The
different options under consideration for the ND-GAr design are further discussed in the

DUNE Phase II white paper [105].

HPgTPC

The reference design for the ND-GAr HPgTPC follows closely that of the ALICE TPC
[107]. It is a cylinder with a central high-voltage cathode, generating the electric field
for the two drift volumes, with a maximum drift distance of 2.5 m each. The anodes
will be instrumented with charge readout chambers. The original design repurposed
the multi-wire proportional readout chambers (MWPCs) of ALICE. However, some of
the current R&D efforts focus on a gas electron multiplier (GEM) [108] option instead.
Figure 3.9 shows a schematic diagram of the ALICE TPC design. The basic ND-GAr
geometry will resemble this, except for the inner field cage.

ND-GAr will use a 90:10 molar fraction Ar:CHy4 mixture at 10 bar. With this baseline
gas mixture light collection is not possible, as the quenching gas absorbs most of the
VUV photons. Additional R&D efforts are underway, to understand if different mixtures

allow for the light signal to be used to provide a ty while maintaining stable charge gain.
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Figure 3.10: View of the 12-sided ECal barrel and outer muon tagger geometries (left)
and layout of the ECal tile layers for the 5 mm Pb, 7 mm scintillator option (right).
Figure adapted from Ref. [102].

ECal

The main role of the ND-GAr ECal is the calorimetric measurement of the electron
energies and the reconstruction of photons, in particular those from neutral pion decays.
Also, the ECal is able to provide a tg timestamp for neutrino interactions, by associating
its activity to the tracks in the HPgTPC. The ECal will also be able to perform neutron
reconstruction using time-of-flight measurements, and reject external backgrounds thanks

to its sub-nanosecond time resolution.

The ECal design features three independent subdetectors, two end caps at each side
and a barrel surrounding the HPgTPC. Each of the detectors is divided in modules,
which combine alternating layers of plastic scintillator and absorber material read out
by silicon photomultipliers (SiPMs). The inner scintillator layers consist of 2.5 x 2.5 ¢cm?
high-granularity tiles, whereas the outer layers are made out of 4 cm wide cross-strips
spanning the whole module length. The current barrel geometry consists of 8 tile layers
and 34 strip layers, while the end caps feature 6 and 36 respectively. The scintillator
(Pb absorber) layers are 7 mm (5 mm) thick. The 12-sided geometry of the ECal barrel
(left) and the layout of the tile layers (left) can be seen in Fig. 3.10. This design was

inspired by the CALICE analog hadron calorimeter prototype [109].
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Magnet

The ND-GAr magnet design, known as the Solenoid with Partial Yoke (SPY), consists
of two coupled solenoids with an iron return yoke [110]. The idea behind the design is
to have a solenoid as thin as possible, as well as a return yoke mass distribution that
minimises the material budget between ND-LAr and ND-GAr. The magnet needs to
provide a 0.5 T field in the direction perpendicular to the beam, parallel to the drift
electric field. It needs to host the pressure vessel and the surrounding ECal, which points
to an inner diameter of ~ 6.4 m.

The solenoid is a single layer coil, based on niobium titanium superconducting
Rutherford cable. The total length of the coil is 7.5 m. The bobbin will be split in four
segments, grouped in pairs with two identical cryostats connected in series. The iron
yoke features an aperture in the upstream side, to minimise the energy loss of the muons
coming from ND-LAr. Still, its material will be enough to reduce the magnetic field

reaching SAND, and also stop the charged pions produced inside the HPgTPC.

Muon system

The design of the ND-GAr muon system is still in a preliminary stage. Its role is to
distinguish between muons and pions punching through the ECal. This is especially
important for wrong-sign determination, to separate the background 7, CC interactions
from neutral current events.

In its current form, the muon system consists of three layers of longitudinal sampling
structures. It alternates 10 cm Fe absorber slabs with 2 cm plastic scintillator strips.

The transverse granularity required is still under study.

3.5.3 R&D efforts

There are several ND-GAr-related prototypes, mostly focused on the TPC charge
readout and electronics. The priority is to test the full readout chain, in a high-pressure

environment, using a gas mixture with high argon fraction. A detailed summary of these
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Figure 3.11: Photographs of the TOAD pressure vessel at RHUL. The TPC is mounted
inside the vessel, and the OROC is supported by an aluminium frame. Figure taken
from Ref. [111].

can be found in the DUNE Phase II white paper [105].

Multi-Wire Proportional Chambers

As mentioned before, the original ND-GAr design repurposes the MWPCs of the ALICE
TPC, which became available after the recent upgrade [112]. These were operated using
a 90:10:5 Ne:CO2:Ny gas mixture at 1 atm. Therefore, their performance needed to be
studied in an argon gas environment at high pressure.

The Gas-argon Operation of ALICE TPC (GOAT) test stand tested the ALICE
readout chambers at high pressure. In particular, it used one of the previously operated
ALICE inner MWPCs, also known as inner readout chambers (IROC), in a pressure
vessel rated to 10 atm. It measured the gas gain at various pressure points, voltages
and gas mixtures.

The Test stand of an Overpressure Argon Detector (TOAD) tested an ALICE outer
MWPC, also known as outer readout chamber (OROC), up to 5 atm. During its time at
RHUL, it was used to study the achievable gas gain of the OROC [111]. At the moment,
it is being commissioned at Fermilab for a full detector test of the readout electronics
and the DAQ.

Figure 3.11 shows the interior of the TOAD pressure vessel. The TPC is mounted

inside the vessel on three rails. The back of the OROC, supported by an aluminium
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The Gaseous Argon T0O (GATO') prototype studies the use of thick GEMs made out
of glass to achieve optical imaging of the primary ionisation. Using a 10 atm pressure
vessel, the goal is to study different argon-based mixtures that allow for a precise tg

determination.
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Figure 3.13: Schematic diagram showing the operating principle of a LArTPC with
wire readout. Figure taken from Ref. [14].

The GEM Over-pressurized with Reference Gases (GORG?) test stand is currently

testing a GEM-based charge readout, using a triple-GEM stack.

3.6 Far Detector

The DUNE FD complex will sit 1300 km away from the beam target and 1.5 km
underground at SURF, South Dakota. Two caverns will host the four FD modules, two
of them per cavern, each embedded in cryostats of dimensions 18.9 m (w) x 17.8 m (h) x
65.8 m (1). A central, smaller cavern will host the cryogenic system.

Three out of the four modules are confirmed to be LArTPC detectors, with a LAr
fiducial mass of at least 10 kt each. The first and third FD modules, FD-1 and FD-3,
will use a Vertical Drift (VD) technology, whereas the second module, FD-2, will have
a Horizontal Drift (HD) direction. The technology for the fourth module is still to be
decided. Detailed descriptions of the HD and VD designs can be found in the DUNE
FD TDR Volume IV [116] and the DUNE FD VD TDR [117], respectively.

2Persian for wolf.
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Figure 3.14: Proposed design for the FD-2 module following the HD principle. The
labels A and C denote the anode and cathode walls, respectively. Figure taken from Ref.
[14].

For each event, with energies ranging from a few MeV to several GeV, these detectors
collect both the scintillation light and the ionisation electrons created when the charged
particles produced in the neutrino-nucleus interactions ionise the argon nuclei. In both
HD and VD designs the characteristic 128 nm scintillation light of argon is collected by
a photon detection system (PDS). This light will indicate the time at which electrons
start to drift, thus enabling reconstruction over the drift coordinate when compared
to the time when the first ionisation electrons arrive to the anode. Reconstruction of
the topology in the transverse direction is achieved using the charge readout. Fig. 3.13
illustrates the detection principle described, for the case of a HD detector with a wire

readout.

3.6.1 Horizontal Drift

In the HD design the ionisation electrons produced as charged particles traverse the
LAr drift horizontally towards the anode planes, due to the effect of an electric field.

These anode planes are made out of three layers of wire readout. This design, previously
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6.324 m

2.316 m

Figure 3.15: Schematic representation of an APA. The black lines represent the APA
steel frame. The green and magenta lines correspond to the direction of the U and V
induction wires respectively. The blue lines indicate the direction of the X collection
wires and the wire shielding G. Figure taken from Ref. [14].

known as single-phase (SP), was tested in the ProtoDUNE-SP detector at CERN. The
prototype collected data from a hadron beam and cosmic rays, providing high-quality

data sets for calibration and performance studies.

Each FD HD detector module is divided in four drift regions, with a maximum drift
length of 3.5 m, by alternating anode and cathode walls. The surrounding field cage
ensures the uniformity of the 500 V /cm horizontal electric field across the drift volumes.
The three anode walls, which constitute the charge readout of the detector, are built by
stacking anode plane assemblies (APA), 2 high times 25 wide. The design of the HD

modules is shown in Fig. 3.14.

Each APA is made of 2560 active wires arranged in three layers, plus an extra grid
layer, wrapped around a metal frame. The two induction wire planes, U and V, sit at
+35.7° to the vertical on each side of the APA. The collection and shielding plane wires,
X and G, run parallel to the vertical direction. The ionisation electrons drift past the
induction planes, generating bipolar signals on those wires, and are collected by the
collection plane, producing a monopolar positive signal. The spacing between the wires

is ~ 5 mm, and it defines the spatial resolution of the APA.

The front-end readout electronics, also called cold electronics as they are immersed

81



CHAPTER 3. THE DEEP UNDERGROUND NEUTRINO EXPERIMENT

PD
Modules

Figure 3.16: A PDS module containing 24 X-ARAPUCAs (left) and the location of
the modules on the APA frames (right). Figure taken from Ref. [14].

in the LAr, are attached to the top of the up APAs and the bottom of the down APAs.
Mounted on the front-end mother boards we have a series of ASICs that digitise the
signals from the collection and induction planes. Each wire signal goes to a charge-
sensitive amplifier, then to a pulse-shaping circuit, and finally to the analogue-to-digital
converter. This part of the process happens inside the LAr to minimise the number of
cables penetrating the cryostat. The digitised signals come out finally via a series of
high-speed serial links to the warm interface boards (WIBs), from where the data is sent
to the back-end DAQ through optical fibers.

The PDS uses modules of X-ARAPUCA devices, mounted on the APA frames
between the wire planes. Each X-ARAPUCA consists of layers of dichroic filter and
wavelength-shifter. They shift the VUV scintillation light into the visible spectrum,
sending the visible photons to SiPM devices. The PDS modules are 209 cm x 12 cm X 2 cm
bars, containing 24 X-ARAPUCAs. There are 10 of these PDS modules per APA. Fig.

3.16 shows a PDS module (left) and the placement of the modules on the APAs (right).

3.6.2 Vertical Drift

In the VD case the ionisation electrons will drift vertically until they meet a printed
circuit board-based (PCB) readout plane. It is based on the original dual-phase (DP)
design deployed at CERN, in the detector known as ProtoDUNE-DP, which used a

vertical drift design with an additional amplification of the ionisation electrons using a

82



3.6. FAR DETECTOR

Cathode e
Top CRPs ‘ . JJ,'L‘:_L{

HV protection

Field cage Bottom CRPs

Figure 3.17: Proposed design for the FD-1 and FD-3 modules following the VD
principle. Figure adapted from Ref. [117].

GAr layer above the liquid phase. The VD module incorporates the positive features of

the DP design without the complications of having the LAr-GAr interface.

The current design of the FD VD module consists of two drift chambers with
a maximum drift distance of 6.5 m. A cathode plane splits the detector volume
perpendicular to the drift direction, while the two anode planes are connected to the
bottom and top walls of the detector. The layout of a VD module is shown in Fig.
3.17. Compared with the HD design, the VD option offers a slightly larger instrumented

volume and a more cost-effective solution for the charge readout.

As in the HD design, each drift volume features a 500 V/cm electric field and a
field cage that ensures its uniformity. The anode planes are arrays of 3.4 m x 3 m
charge-readout planes (CRPs). These are formed by a pair of charge-readout units
(CRUs), which are built from two double-sided perforated PCBs, with their perforations

aligned. The perforations allow the drift electrons to pass between the layers.

The PCB face opposite to the cathode has a copper guard plane which acts as
shielding, while its reverse face is etched with electrode strips forming the first induction
plane. The outer PCB has electrode strips on both faces, the ones facing the inner PCB

form the second induction plane, while the outermost ones form the collection plane. Fig.
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Figure 3.18: Schematic representation of the electrode strip configuration for a top
(left) and bottom (right) CRU. Figure taken from Ref. [117].

3.18 shows the layout of the electrode strips for the top (left) and bottom (right) CRUs.
The magenta and blue lines represent the first and second induction planes, respectively,
and the green lines correspond to the collection plane.

The PDS in the VD module will use the same X-ARAPUCA technology developed
for the HD design. The plan is to place the PDS modules on the cryostat walls and on

the cathode, in order to maximise the photon yield.

3.6.3 FD Data Acquisition System

The data acquisition (DAQ) system receives, processes and stores data from the detector
modules. In the case of DUNE, the DAQ architecture is designed to work for all FD
modules interchangeably, except some aspects of the upstream part which may depend
on the specific module technology.

The enormous sample rate and the number of channels in the TPC and PDS readouts

will produce a very large volume of data. These pose really strong requirements and
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Figure 3.19: Detailed diagram of the DUNE FD DAQ system. Figure taken from Ref.
[116].

challenges to the DUNE FD DAQ architecture. It will be required to read out data of
the order of ten thousand or more channels at rates of a few MHz. To cope with the
huge data volume, segmented readouts and compression algorithms are used to reduce
the data rate to manageable levels.

The DAQ system of the DUNE FD is composed of five different subsystems. The
first one is the upstream DAQ, which receives the raw data from the detector, buffers it
and performs some low-level pre-processing. The minimally processed data is then fed
into a hierarchical data selection system, which then performs a module level trigger
decision. In case of a positive decision, a trigger command is produced and executed by
the data flow orchestrator, located in the back-end (BE) DAQ subsystem. Subsequently,
the DAQ BE retrieves the relevant data from the buffers located in the upstream DAQ),
adds all the data into a cohesive record, and saves it to permanent storage. Watching
over all the other subsystems we also have the control, configuration and monitoring
subsystem and the time and synchronization subsystem. Figure 3.19 shows a schematic
diagram of the DAQ system, showing the different subsystems and their relations.

A notorious challenge for the DUNE DAQ system comes from its broad physics goals.

We must be prepared to process events spanning a wide range of time windows, from
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5 ms in the case of beam and cosmic neutrinos and nucleon decay events, to 100 s in the
case of SNBs. This requires a continuous readout of the detector modules. Moreover,
because of the off-beam measurements, we need to ensure the capabilities of online data
processing and self-triggering. Taking this into account, together with the technical
constraints, the DUNE FD DAQ faces a series of challenges: it needs to be fault tolerant
and redundant to reduce downtime, accommodate new components while it keeps serving
the operational modules, have large upstream buffers to handle SNB physics, be able
to support a wide range of readout windows, and reduce the throughput of data to

permanent storage to be at most 30 PB/year.
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Matched Filter approach to Trigger
Primitives

It is a capital mistake to theorize before one has data. Insensibly one begins to
twist facts to suit theories, instead of theories to suit facts.

— Arthur Conan Doyle, A scandal in Bohemia

The DAQ system is responsible for the data that will be collected in the DUNE
FD. Therefore, it has the capability of either expanding or limiting our physics reach,
depending on its specifications. This is important for the low energy physics programme,
as it requires more sensitive and reliable methods to pick up the relevant signals.

In this Chapter, I present a novel method to improve the sensitivity of the DUNE
FD by enhancing the production of hits in the online processing. This is possible thanks
to a more efficient filtering strategy, the matched filter, which benefits the induction

channels of the detector.

4.1 Motivation

The lowest-level objects that are formed within the DUNE FD DAQ system are the
so-called trigger primitives (TPs) [118]. These represent the hits on a channel, and are
used as input to the rest of the DAQ trigger chain. The TPs are formed in the hit
finder chain, shown in Fig. 4.1. This chain takes the raw ADC data from the detector,

removes the constant pedestal of the signal using a dynamical median estimation method,
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Hit finder chain

Raw ADC —— —_ — — - UlFIEEE
Primitives

Figure 4.1: Schematic representation of the Trigger Primitive Generation chain in the
DUNE FD.

applies a filter to the waveform, and tries to find peaks over a certain threshold. These
peaks form the TPs, which contain information such as the start and end times over the
threshold, the maximum ADC value, and the corresponding ADC integral. Currently,
there are two implementations of the hit finder chain, one firmware-based and other
software-based.

The filter implemented in the firmware of the upstream DUNE FD DAQ is a 32nd-
order low-pass finite impulse response (FIR) filter. The output of such filter for a discrete

system can be written as:

N
yli] = Zh[i]w[i —Jl; (4.1)

j=0
where IV is the order of the filter, y is the output sequence, z is the input sequence and
h is the set of filter coefficients. The current implementation in the firmware uses a set
of 16 non-zero integer coefficients. For the software case, only a 5th-order filter is used,
as the filtering is the most CPU-expensive part of the software hit finder.

Filtering is a vital step in the hit finder chain. It helps suppress the noise and
enhances the signal peaks with respect to the noiseless baseline. A good filtering strategy
allows us to use lower thresholds when forming the TPs, thus increasing the sensitivity
of our detector to low energy physics events. In such events, the hits produced by the
ionisation electrons tend to have lower amplitudes than those of interest to the LBL
physics programme of the DUNE experiment.

This is particularly important for the induction planes. In general, signal peaks in
the induction channels have smaller amplitudes than the ones in the collection plane.

This, together with the fact that the pulse shapes are bipolar, reduces our capacity to
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Figure 4.2: Left panel: Zoomed unfiltered waveform corresponding to channel 7840
from the ProtoDUNE-SP raw data capture felix-2020-07-17-21:31:44 (blue line).
The green dashed lines mark the region +30,4,,. The resulting noise waveform is also
shown (red line). Top right panel: ADC distribution for channel 7840, where the green
shaded region represents +0,4,,. Bottom right panel: noise ADC distribution for channel
7840, where the green shaded region represents £o,p;se-

detect the hits on these channels. The inefficiency of detecting TPs in the induction
planes (denoted as U and V planes) leads trigger algorithms to focus mainly on the
TPs from the collection plane (so-called X plane). As a result, the possibility of making
trigger decisions based on the coincidence of TPs across the three readout planes remains
nowadays unexploited in DUNE. This will be beneficial for low energy events, as it
adds redundancy to the algorithms, as well as for other physics that requires online
directionality information, like the supernova pointing.

A possible improvement of the current hit finder chain may require optimising the
existing filter or choosing a new filter implementation. A filter strategy which benefits
the induction signals may be able to enhance the detection efficiency of TPs from the
induction planes, and ideally make it comparable to that of the collection plane.

The goal is to implement a better FIR filter and to evaluate its performance relative
to the current one. To do so, I need to take into account the limitations of the firmware:

the FIR filter shall have maximum 32 coefficients (so-called taps) whose values are 12-bit
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unsigned integers. Although it is technically possible to include non-integer coefficients,
it would be a technical challenge. For instance, in the HD design there are 40 FIR
instances per APA, as there are 4 FIR blocks per optical link and 10 optical links per
APA. Therefore, the impact of increasing the complexity of the filter will be amplified
forty times in the FPGA load. With these restrictions, the task is to provide a set of
32 coefficients which yield an optimal filter performance for the induction channels. A
solution compatible with the software hit finder implementation is not considered, due

to its current limitations concerning the filtering stage.

4.2 Signal-to-noise ratio definition

In the following, I use the signal-to-noise ratio (S/N) as a measure of the FIR filter
performance. The S/N metrics allow us to compare different filter implementations,
and serve as a basis for more detailed studies presented later in this Chapter. Here,
I demonstrate how to extract its value for a set of ProtoDUNE-SP data. Specifically,
I use the ADC capture felix-2020-07-17-21:31:44, a raw data capture taken for
firmware validation purposes. I define the S/N of a channel as the height of the signal
peaks relative to the size of the noise. To quantify this, I first estimate the standard
deviation of the ADC data for each channel, caopc. Then, I define the corresponding
noise waveform to be the ADC values in the range +3 oapc. From this new noise data
I compute the mean and standard deviation, fineise and opeise, 0 I can write the S/N

for any given channel as:

S/N = max [ADC] — ,unm-se’ (4.2)

Onoise

where max [ADC] is simply the maximum ADC value found in the corresponding channel.

As an example, I apply this definition of the S/N to a waveform from one of the
channels of the data capture. Figure 4.2 shows a zoomed region of the waveform

corresponding to channel 7840 (blue line), where one can clearly see three signal peaks
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Figure 4.3: Left panel: Zoomed filtered waveform corresponding to channel 7840 from
the ProtoDUNE-SP raw data capture felix-2020-07-17-21:31:44 (blue line). The
filter used was the current implementation of the low-pass FIR filter in the firmware. The
green dashed lines mark the region +30,.4,,. The resulting noise waveform is also shown
(red line). Top right panel: ADC distribution for channel 7840 after filtering, where the
green shaded region represents +0,.4,,. Bottom right panel: noise ADC distribution for
channel 7840 after filtering, where the green shaded region represents +o,4;se-
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and continuous additive noise!. I estimated the standard deviation of this raw waveform
to be orqw = 7.84 ADC, and from this I am able to define the noise waveform (red line)
as the ADC values in the range £23.52 ADC. This way, I obtain pyeise = 0.01 ADC
and 0,015 = 5.58 ADC, which gives S/N = 30.84.

I repeat this calculation now for the corresponding filtered waveform, using the
current firmware FIR filter. Figure 4.3 shows the same time window for the filtered
waveform from channel 7840 (blue line). In this case, the standard deviation of the
waveform is larger than before, giving 0,4, = 10.99 ADC. The noise waveform (red
line) is formed by selecting the ADC values in the £32.91 ADC range, which gives
tnoise = —0.47 ADC and 0,055 = 7.03 ADC. Finally, one obtains S/N = 24.68. Notice
that the value of the S/N decreases after the filtering. Clearly, one can see that the noise

baseline has increased by a factor of 1.35 when we applied the FIR filter, and at the

IThere are actually 6 peaks, 3 positive and 3 negative, but, because by design for induction channels
the expected signal pulse shapes are bipolar, we treat them as a collection of 3 individual signals.
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Figure 4.4: Left panel: Zoomed match filtered waveform corresponding to channel 7840
from the ProtoDUNE-SP raw data capture felix-2020-07-17-21:31:44 (blue line).
The filter used was directly extracted from the data, being the 32 values around the first
peak in the original waveform. The green dashed lines mark the region +30,4,. The
resulting noise waveform is also shown (red line). Top right panel: ADC distribution
for channel 7840 after match filtering, where the green shaded region represents +o,q..
Bottom right panel: noise ADC distribution for channel 7840 after match filtering, where
the green shaded region represents +o,,0ise

same time the amplitude of the signal peaks has remained almost unchanged, leading to

this poorer S/N value.

4.3 Matched filters

In the context of signal processing, a matched filter is the optimal linear filter for
maximising the S/N in the presence of additive noise. It is obtained by convolving a
conjugated time-reversed known template with an unknown signal to detect the presence
of the template in the signal [119].

For a discrete signal, assuming that the additive noise is Gaussian, the impulse-

response vector associated to the matched filter is given by:

h s, (4.3)
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where s is a reversed signal template sequence of length N equal to the order of the

filter. A detailed discussion on the derivation of this formula can be found in App. A.2.

To test whether this choice of filter is appropriate one needs to choose a signal
template. As an example of how a matched filter would affect our signal, I simply took
the matched filter coefficients to be the 32 ADC values around a signal peak present in
the data. In Fig. 4.4 (left panel) I plotted a zoomed region for channel 7840 in the raw
data capture felix-2020-07-17-21:31:44, after applying the matched filter described
before (blue line). When compared to the raw and FIR filtered case (see Figs. 4.2 and
4.3), after applying the matched filter the standard deviation of the noise waveform (red
line) decreases and at the same time the signal peaks are enhanced. This leads to an

improvement of the S/N by a factor of 1.92 when compared to the raw waveform.

To obtain the matched filter that is more suitable for our data, I explored different

configurations of signal templates. I parametrise the signal using the bipolar function:
f(z) = —A(x +9) e/ (4.4)

where the parameter § controls the asymmetry between the positive and negative peaks
and o controls their width. The amplitude parameter A is set such that it keeps the

height of the biggest peak to be less than 200 ADC in absolute value.

As this parametrisation is only adequate for bipolar signals, I will focus exclusively
on the induction channels. Also, to achieve the best possible performance, I optimise the
coefficients for the U and V planes separately. However, as [ will discuss, the differences
are not very pronounced. In case it is not technically possible to separate channels in
the firmware according to the plane they are coming from and use different sets of filter
coefficients for them, we can just find a common set of coefficients. In such case, I do

not expect the results to change drastically.

Figure 4.5 presents the results of the parameter scan, for channels in the induction
planes U (left panel) and V (right panel). For each configuration of o and § the resulting

matched filter was applied to all channels in the corresponding plane within the data
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Figure 4.5: Relative change in the S/N for the ProtoDUNE-SP raw data capture
felix-2020-07-17-21:31:44 for different values of § and o from the matched filter
parametrisation in Eq. (4.4). The black crosses in both panels denote the location of
the maximum ratio value.

capture felix-2020-07-17-21:31:44. The change in S/N is computed with respect to
the raw waveforms, and then the mean value for all channels is kept as a score for each
filter. One can see that the improvements obtained for the U plane are in general higher
than the ones for the V plane. However, these ratios are substantially higher than the
ones obtained for the low-pass FIR filters studies shown in App. A.1. For the optimal
configurations, I attained improvements up to a factor of 1.85 for the U plane and 1.65
for the V plane.

The sets of optimal matched filter coefficients were obtained for the parameters
6 = 0.035, ¢ = 0.191 for the U plane and § = 0.018, ¢ = 0.191 for the V plane. I
show these two sets of coefficients in Fig. 4.6 (left panel). Figure 4.6 (right panel)
shows the distribution of the relative S/N change after the optimal matched filters
for the U and V were applied to the corresponding channels in the raw data capture
felix-2020-07-17-21:31:44. As mentioned before, the mean improvement achieved
for the U plane channels is slightly higher than the one for the V channels. Note, however,
that the spread of the distribution for the V plane is smaller than the one for the U

plane.

Overall, one can see that the improvements on the S/N are much more significant in
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Figure 4.6: Left panel: Optimal matched filter coefficients for the U (blue line) and
V (red line) planes. The filters were computed with the parametrisation in Eq. (4.4)
for the parameter values § = 0.035, 0 = 0.191 and § = 0.018, ¢ = 0.191, respectively.
Right panel: Distribution of the relative change of the S/N on the two induction wire
planes from the ProtoDUNE-SP raw data capture felix-2020-07-17-21:31:44 after
their respective optimal matched filters are applied.

the case of the matched filter than they were for the low-pass FIR filters, described in
App. A.1. The analysis of the raw data captures from ProtoDUNE-SP suggests that
matched filters increase the S/N of induction channels by a factor of 1.5 more than the
optimal low-pass FIR filters.

Although these results are by themselves great points in favour of the matched
filter, more studies are needed to completely assess the robustness of this approach. I

proceeded then to test the matched filter with simulated data samples.

4.4 Monte Carlo studies

To further test the matched filter, the next step is to generate and process data samples
using LArSoft [120], the simulation and reconstruction software of the DUNE FD. In this
way, one can control the particle content of the samples, the orientation of the tracks
and their energy, and therefore see how the matched filter behaves in various situations.

To begin with, I prepared different monoenergetic and isotropic samples containing

a single particle per event. Each sample contains a different particle species, namely
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Figure 4.7: Left panel: distributions of the particles track length in the liquid argon
for the generated Ej = 100 MeV monoenergetic samples, electrons (blue), muons (red),
protons (green) and neutral pions (purple). Right panel: distribution of the length of
the longest photon in the neutral pion sample after the decay process 70 — 7.

electrons, muons, protons and neutral pions, all with a kinetic energy of Ej, = 100 MeV.
I chose these because of the fairly different topologies they generate in the liquid argon,
ranging from shower-like to track-like.

The events were generated with the single particle gun, and the Geant4 [121-123]
stage of the LArSoft simulation was run with the standard configuration for the DUNE
FD HD design.

For simplicity, I restricted the particles to start drifting in a single TPC volume?, so
I focus exclusively on the signals coming from one APA. The chosen kinetic energy for
all the particles is E}, = 100 MeV, as this produce tracks which are typically contained
in one TPC volume. Figure 4.7 (left panel) shows the distributions of the track lengths
in the liquid argon of all generated particles with £ = 100 MeV. One can see that, in
the case of the track-like particles (i.e. muons and protons), their length distributions
are quite sharp and centered at relatively low distances (30 and 8 cm, respectively). For
electrons, the distribution is quite broad but it does not extend past ~ 30 cm. The
case of the neutral pions can be misleading. As they decay promptly, the track length

associated to the true MC particle is always < 1 cm. In Fig. 4.7 (right panel) I show

2A TPC volume is defined as the drift region between a single APA and the cathode.
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the effective length distribution of the longest photon after the pion decays as 7° — 7,
highlighting the number of fully contained photons in the TPC volume per event (either
zero, one, or two). One can see that the vast majority of events have both photons
contained in the TPC volume, whereas a negligible fraction of them have none. However,
for the sake of caution, I keep only the pion events with both photons contained.

The next step is to process the sample through the detector simulation. To make
adequate estimations of the noise levels, one needs to turn off the default zero-suppression
of the waveforms produced by the simulation. At this stage I am only interested in
the waveforms with noise added, so I keep the noise addition option as true in the
configuration. However, for studies related to the hit finder performance one also needs
to store the noiseless waveforms, to retrieve the truth information of the hits. I will
discuss this approach next.

To reduce the amount of data to process, I use the information from the Geant4
step of the simulation to select only the active channels, i.e. the channels where some
ionisation electrons arrived. Moreover, I only extract the waveforms from one APA and
exclusively those coming from induction channels. Finally, I also store the truth values
for the orientation of the tracks and the energies of the particles to use them in the
analysis.

Then, I apply the matched filter to the resulting waveforms. The coefficients used
are those that I found using the ProtoDUNE-SP data samples. The S/N of both the

raw and filtered signals is also computed.

The reported values of the S/N of each event are obtained taking the average of the
S/N over all the active channels in the event. That is, if a certain event has N_pq, active
channels the two S/N values, both for the raw and filtered waveforms, are computed as:

NC an
Zz-:{i (S/NfiT)i
Nchom ’

2™ (S/Nvaw);
Nchan

(S/Nfir)event = (4 5)

(S/NTaw)event =

However, for the ratio of the raw and filtered S/N (what I call the relative S/N change)
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Figure 4.8: Left panel: schematic representation of the two new rotated reference
frames used in this analysis (denoted as prime and double prime), viewed from the yz
plane. The magenta stack of lines represent the wires in the U plane, whereas the green
lines correspond to the wires in the V plane. Right panel: 3D representation of the
momentum of one of the generated monoenergetic muons (red arrow) in the original
reference frame (black lines), along with the new reference frame used for the U plane
waveforms (blue lines). In the yz plane I added the projection of these three.

per event I do not take the ratio of the previous two quantities but compute the average

of the individual ratios per channel in the event:

Nchan ( S/Nf”‘ )
7

S/Npir _ > im0 S/Nraw (4.6)
S/NT’MU event Nchan ? .
therefore:
<S/Nf> L S/ Nsir)event (4.7)
S/Nraw event (S/Nraw)event

Additionally, for the analysis of the samples it was necessary to use two different
reference frames, to study separately the signals coming from the U and V induction
planes. Focussing on a single APA, the U and V channels have a different orientation in
the yz plane. In the case of U channels, these are tilted 35.7° clockwise from the vertical
(y direction), whereas the V channels are at the same angle but in the anticlockwise

direction. Because of this, the best option is to deal with two new coordinate systems
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Figure 4.9: Distributions of the mean S/N change per event for the different MC
samples after applying the matched filters. Here I separated the change in the U plane
(blue) and the V plane (red) channels. From top left to bottom right: muon, electron,
proton and neutral pion. All the events have a fixed kinetic energy of £y = 100 MeV.

rotated by +35.7° along the x axis, so the new 3’ and y” directions are aligned with the
U and V induction channels, respectively.

Figure 4.8 (left panel) shows a schematic representation of the original reference
frame together with the two rotated ones (denoted by primed and double primed). This
way, one can easily understand how parallel was a track to the channels in the two
induction planes. Figure 4.8 (right panel) shows a 3D representation of the momentum
of a track (red arrow) in the original reference frame (black lines), along with the new
reference frame for the U plane (blue lines). I added the projections onto the yz plane
of these, to show the usefulness of the new reference frame to tell whether a track is

parallel or perpendicular to the channels in a induction plane.

Figure 4.9 shows the distribution of the average S/N change per event when I apply
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Figure 4.10: Angular dependence of the mean S/N and the S/N improvement for the
monoenergetic muon sample. The top and bottom rows correspond to the U and V
planes, respectively. The top subplots show the mean S/N for raw (blue) and filtered
(red) waveforms whereas the bottom subplots depict the averaged S/N improvement
(black).

the optimised matched filters. I produce separate distributions for the channels in the U
(red) and V (blue) induction planes. Notice that the S/N distributions for the track-like
particles, i.e. muons (top left panel) and protons (bottom left panel), have significantly
larger mean values than the distributions of the shower like particles, i.e. electrons (top
right panel) and neutral pions (bottom right panel). An important difference between
these results and the ones obtained before for the ProtoDUNE-SP data is that the
overall improvements that I get with simulated data are more significant. This could be
due to an underestimation of the noise levels in the LArSoft simulation. Nonetheless,
the concluding message is that the previously optimised matched filters give an overall

significant improvement of the S/N for the different samples.
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Figure 4.11: Angular dependence of the mean S/N and the S/N improvement for the
monoenergetic electron sample. The top and bottom rows correspond to the U and V
planes, respectively. The top subplots show the mean S/N for raw (blue) and filtered

(red) waveforms whereas the bottom subplots depict the averaged S/N improvement
(black).

4.4.1 Angular dependence

Having these monoenergetic samples, one can study the angular dependence of the
matched filter performance. This is an important point, as it is well established that for
certain track configurations the S/N is much lower than average, as the corresponding
waveforms are severely distorted. Therefore, it is necessary to check how the matched
filter behaves in different cases, and how the S/N change for those compares to the

average.

Figure 4.10 shows the angular dependence of the S/N for the monoenergetic Ej, =
100 MeV isotropic muons, for the different induction planes and projections. The angles
for each event are given by the components of the initial value of the momentum of the
particles, taking the angles of the projections on the xz and yz planes with respect to the

z axis (more accurately, one needs to compute these angles twice for each event, a pair
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2", as explained previously).

for the zy'2’ coordinate system and the other for the zy
The top row shows the dependence on the angles corresponding to the U plane, i.e. 0./
and 6./, whereas the bottom row shows the angular dependence viewed from the V
plane, 6. and 6/, In each panel, the top subplot represents the mean values of the
S/N for the raw (blue) and matched filtered (red) signals, and the bottom subplot the
averaged S/N change (black). The horizontal lines show the most probable value for the
corresponding angular bin, obtained from a fit to a Landau distribution. The vertical
lines represent the error in the parameter estimation.

Both for the raw and matched filtered samples, the S/N is lower for tracks that are
normal to the APA (6, ~ £90°). Similarly, tracks parallel to the wires (6, ~ £90°) tend
to have higher S/N than those perpendicular to these (6. ~ 0). The S/N improvement
seems to follow similar trends for both projections in the two planes. In the xz plane
there is a slight preference for tracks with ,, ~ +45° (particularly in the U plane),
whereas in yz the S/N change plateaus around the central region.

Figure 4.11 shows the corresponding angular dependence results for the F; =
100 MeV electrons sample. Although the S/N behaviour in this case is similar to what I
observed for the muons, some differences are evident. A possible explanation can be that,
because a significant fraction of the hits in these events are produced by the secondary
particles generated in the EM shower, some of the S/N ratios do not correspond to the
directional information of the primary electron. Even so, the S/N change distribution
exhibits a consistent pattern and it is clear that the matched filter enhances the signal

regardless of the electron direction.

4.4.2 Hit sensitivity

One of the advantages of the matched filter, directly related to increasing the S/N, is the
capability of forming TPs that before fell below the threshold. For instance, Fig. 4.12
shows the raw ADC data from an example electron event with the produced true hits
superimposed (black boxes), together with the hits produced by the standard hit finder

chain (blue circles), i.e. using the current FIR filter, and the hits obtained using the
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Figure 4.12: Raw event display showing the time (in firmware ticks) versus offline
channel number for a £ = 100 MeV electron event. The bottom and top panels
correspond to the channels in the U and V planes, respectively. The true hits are
superimposed (black boxes), as well as the hits from the standard (blue circles) and the
matched filter (green triangles) hit finder chains.

matched filters (green triangles). Both the standard and the matched filter hit finders
run with a threshold of 10 ADC. Notice that the standard hits match well the true ones
in the initial part of the event, where we have a track-like object. However, it misses
most of the hits produced by the EM shower at later times. On the other hand, the hits
produced with the matched filter have a better agreement with the true hits even for

the more diffuse shower activity.

Even though the matched filter produces more hits as a results of the enhancement
of the signal peaks relative to the noise level, it is also true that it may pick up some
spurious hits not related to any real activity if one lowers the thresholds too much.
Therefore, some optimisation of the threshold is needed, as there is a trade-off between

precision and sensitivity.

Having this in mind, I compare the produced hits from both the standard and the

matched filter hit finders to the true hits. By running the hit finders on the samples
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with different values of the threshold I can understand how low these can be pushed,
and then evaluate the gains obtained from this.

To study how the hit formation depends on the energy, I prepared new isotropic
samples with the same types of particles as previously (muons, electrons, protons and
neutral pions) but with a flat kinetic energy distribution ranging from 5 to 100 MeV.

To estimate the hit sensitivity for a certain sample, one needs to recover the set of
true hits to be able to compare these with the ones produced. To do so, I modify the
procedure I use to extract the raw waveforms. For this kind of study, I run the detector
simulation in two steps, first I produce the waveforms without noise and extract them
in the same format I used for the raw data. Then, the noise is added and the noisy
waveforms are similarly written to a file.

To have a better comparison between the true hits and the ones produced from the
raw waveforms after applying the two filters, I apply the FIR filter and the matched
filters to the noiseless waveforms as well. I run the hit finder with a minimal threshold
(in this case I use 1 ADC) on the filtered noiseless waveforms, generating two sets of true
hits. T will refer to these as the standard true hits (with the default FIR filter) and the
matched filter true hits, respectively. This allows for a more precise matching between
the different groups of hits produced, as it will account for any delays and distortions
introduced by the filters.

In the case of the raw waveforms (with noise added), I run the hit finder on them
with different values of the threshold, after applying either the FIR or the matched
filters. I name theses simply standard and matched filter hits, respectively. Then, I
match the generated hits to the true hits, the standard hits to the standard true hits
and the matched filter hits to the matched filter true hits. The matching is performed
by comparing the channel number and the timestamp of the hits. To count as a match,
I require that all hits with the same channel number and timestamp have overlapping
hit windows, i.e. the time windows between their hit end and hit start times need to
overlap. If more than one hit in one of the groups have hit overlap with the same hit in

the other group, I only count the match with the closest hit peak time value.
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Figure 4.13: Dependence of the precision (blue), sensitivity (red), and Fj (green) scores
on the threshold values used in the hit finder, for the FIR (left panel) and matched filter
(right panel) cases. The results were obtained after matching the hits to the true hits in
the case of the isotropic muon sample with kinetic energy in the range 5 to 100 MeV,
taking only into account the induction plane channels. The points represent the mean
value while the error bars indicate one standard deviation around that mean value.

To quantify the performance of the two hit finder approaches, I use a classical method
from statistical classification known as confusion matrix [124]. It divides the outputs
in four categories: true positive (TP, both truth and predicted values are true), false
negative (FN, truth value is true but predicted is false), false positive (FP, truth value is
false but predicted is true) and true negative (TN, both truth and predicted values are
false).

The contents of the confusion matrix allow us to compute other derived scores to
assess the performance of our classification. In this study, I make use of three of these

metrics, namely the precision or positive predictive value:

TP
PPV = —— (4.8)
TP + FP
the sensitivity or true positive rate:
TP
TPR= ——, (4.9)
TP + FN
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and the F score [125]:
2TP

Pl=—>""
'™ 9TP + FP + FN’

(4.10)

which is the harmonic mean of the precision and the sensitivity.

For this specific case I am not going to make use of the true negative category, as its
definition in this context can be ambiguous because one does not have clear instances in
the classification process. This way, I only count the number of true positives as the
total amount of hits I can match between true and raw populations, the number of false
negatives will be the number of missing true hits, and the false positives the number of

hits which do not match any true hit.

In Fig. 4.13 I show the precision (blue), sensitivity (red) and Fj-score (green) I
obtain as a function of the threshold used in the hit finder for the muon sample. Because
the matched filters are only applied to induction channels, I consider exclusively the hits
coming from the U and V planes. The panel on the left corresponds to the results I
get when running the hit finder on the FIR filtered waveforms, whereas the right panel
contains the scores for the matched filter case. The points are centered at the threshold
value used and represent the mean value obtained for each score using all the generated

events, while the error bars indicate one standard deviation around the mean value.

One can see that the precision for the matched filter case is lower when the thresholds
are very low, as the noise baseline is slightly amplified, but then rises to high values
quicker than for the FIR case. The other difference one can spot is that the sensitivity
in the FIR case starts dropping faster at around the same threshold values where the
precision stabilises around 1, while in contrast for the matched filter this rapid decrease
starts at higher threshold values. A similar scan for the same thresholds was performed

for the electron sample in the same energy range, yielding similar results.

In Fig. 4.14 I show the average hit sensitivity versus the kinetic energy of the
events, both for the matched filter hits (blue) and the standard hits (red). The left
panel corresponds to the muon sample, whereas the one on the right corresponds to the

electron sample, both with kinetic energies between 5 and 100 MeV. In each panel, the
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Figure 4.14: Dependence of the averaged hit sensitivity on the kinetic energy of the
events for the matched filter (blue) and standard (red) hits, for the case of the muon
(left panel) and electron (right panel) samples, separated between U (top plots) and V
(bottom plots) induction wire planes. The top subplots contain the hit sensitivities for
the two hit finder alternatives, while the bottom subplots show the ratio between the
two. The horizontal lines sit at the mean value and represent the size of the energy bins,
while the vertical error bars indicate one standard deviation around that mean value.

top plot corresponds to hits in the U plane, while the bottom plot contains the same
information for the V plane. Each plot contains two subplots, the one on the top shows
the hit sensitivity values for the matched filter and standard hits separate, while the
bottom subplot depicts the ratio between the matched filter and standard sensitivities.
The horizontal lines are placed at the mean value obtained in the fit and represent the
width of the Ej bins used, while the vertical error bars indicate one standard deviation
around that mean. In both cases, the threshold used was 30 ADC, as I require the

precision to be higher than 0.99 for both matched filter and standard cases.

In general, the improvements are better for the U than for the V plane. While for
the U channels I achieve a mean improvement of 50% and 80% for muons and electrons,
respectively, the improvement in the V plane is stalled at 10% and 25%. Nevertheless,

looking at the sensitivities for the matched filter hits in both planes, one can see these
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Figure 4.15: Distributions of the hit sensitivity in the U (top panels) and V (bottom
panels) planes versus the hit sensitivity in the X plane, both for the standard hits (left

panels) and the matched filter hits (right panels), in the case of the electron sample and
a threshold of 30 ADC.

have similar mean values for each energy bin. On the other hand, for the standard
hits the sensitivity remains higher for the V plane. This way, it looks there is a less
significant gain because the hit sensitivity was already high.

Another interesting observation is the different behaviors for muons and electrons.
While hit sensitivity for muons grows significantly with energy, in the case of electrons it
decreases slightly with the kinetic energy. However, when it comes to the improvement
on the sensitivities, this remains almost constant in all cases.

Furthermore, we can look at how the concurrence of hits between the different wire

planes has changed. For any given event, I expect to have a similar number of hits in
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Figure 4.16: Top panels: standard residual plots of the hit sensitivities between the
X and U planes. Bottom panels: quantile-quantile plots of the hit sensitivity standard
residuals between the X and U planes. In all cases, the left panel corresponds to the
standard hits while the right panel represents the matched filter case, all from the
electron sample with a 30 ADC threshold.

the three planes. As the ionisation electrons need to cross the U and V planes prior to
reaching the collection plane X, they will induce current in those wire planes. A way to
check the concurrence of hits across planes is by comparing the hit sensitivities in the
different planes for each individual event. Although the sensitivities will not be exactly
equal across planes, ideally they should be normally distributed around the diagonal.
Figure 4.15 shows the hit sensitivity in the U (top panels) and V (bottom panels)
planes versus the hit sensitivity in the X plane, for the case of the standard hits (left
panels) and the matched filter hits (right panels). All plots were generated for the
electron sample and a threshold of 30 ADC. From these, one can see a clear trend.
The standard hit finder chain produces hit sensitivities in the induction planes that are
systematically lower than the sensitivity in the X plane, i.e. most of the points sit below

the diagonal (red dashed line). In contrast, when the matched filters are applied, the
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Figure 4.17: Schematic diagram of the vertical drift ColdBox setup at CERN.

majority of the events are distributed around the diagonal. This points out that the

concurrence of hits across planes has improved.

To exemplify the improvement I obtain, I take the residuals of the hit sensitivities
for the X and U planes. Assuming the diagonal hypothesis, i.e. given a dataset of the
form (x,y) for any z I take the predicted y value to be equal to the value of z, I can
compute the standard residuals for the hit sensitivities in U given the sensitivities for
X. In Fig. 4.16 (top panels) I show these standard residuals against the corresponding
values of the hit sensitivity in the U plane, for the electron sample with kinetic energy
between 5 and 100 MeV. Comparing the scatter points in the case of the standard hits
(left panel) and the matched filter hits (right panel), it can be seen that the residuals for

the standard hit finder follow a certain pattern and their mean deviates from 0.

To see clearly if the residuals are normally distributed, in Fig. 4.16 (bottom panels)
I plot the corresponding quantile-quantile plot for both the standard (left panel) and
matched filter (right panel) residuals. One can clearly see that the points for the standard
hit finder case follow a strongly non-linear pattern, suggesting that the residuals do not
follow a normal distribution. In contrast, for the matched filter hits the points conform

to a roughly linear path, implying that in this case the normality condition is fulfilled.

All these results hint at the fact that the concurrence of hits across the wire planes

can be strengthened by applying the matched filters.
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Figure 4.18: Event display of the data taken with the matched filter and HMA trigger
at the VD ColdBox. The display shows the data from 3 ADC links for the full trigger
window, with the black squares representing the produced TPs. The bottom panel
represents the TP counts as a function of time in the trigger window.

4.5 VD ColdBox data taking

Between February and April 2023 the vertical drift (VD) ColdBox setup at CERN,
shown in Fig. 4.17, was recommissioned for cold electronics testing with CRP5. That
provided an opportunity for testing the firmware TP generation in a real LArTPC.
However, during the two run periods new software-related complications that were not
observed in previous running conditions arose.

These prevented us from taking data with the whole system. As a palliative measure,
new configurations were developed that allowed to run with TP generation enabled for a

subset of the ADC links. With these workarounds, we managed to run with up to three
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Figure 4.19: Comparison between firmware-produced and simulated TP quantities for
a matched filter run at the VD ColdBox. From top left to bottom right: start time,
peak time, ADC peak, and ADC sum.

out of twelve ADC links and the horizontal muon algorithm (HMA) trigger.

Additionally, an alternative firmware version was prepared featuring the matched
filter coefficients optimised for the induction plane hit finding. The version of the filter
we used for the data taking is slightly different from the one of the previous studies, as
in this case we needed to apply the same filter coeflicients to all channels irrespective
of the readout plane they come from. With this, we also managed to run with three
ADC links and the HMA trigger. Figure 4.18 shows an example event display from the
longest run we recorded with the matched filter firmware.

We used the recorded data, together with our standalone TP generation simulation
tool, to perform comparisons between the firmware and simulated TPs. One such
comparison for a matched filter run is shown in Fig. 4.19. From this, it can be seen that

there is a close agreement between firmware and simulation for the time-related variables
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(top panels). However, there is a noticeable structure to the ADC peak and integral
distributions (bottom panels). It seems that for the induction planes the simulation
systematically overpredicts these values, producing the lines below the main diagonal,
while the collection plane TPs follow the expected behaviour. The reason behind this is
still unclear, and is currently being investigated. More details on these comparisons will

be included in a planned upcoming publication.

4.6 Summary

The DAQ system of the DUNE FD relies on the online identification of hits on channels,
the so-called TPs, to form the decisions of what data to store. The goal of this Chapter
was to motivate a method to enhance the production of TPs in the induction channels
of the detectors. Forming TPs from all the charge readout planes will improve the
redundancy of the trigger algorithms. Not only that, but this may be the key to have
more complex trigger logic that requires directional information. The aspect I focused on
to improve the hit finding was the filtering of the waveforms. I introduced the concept
of the matched filter in section 4.3. Using a sample of ProtoDUNE-SP cosmic data, I
demonstrated that the these filters provide significant improvements to the S/N of the
induction channels. A series of studies using MC samples were presented in section 4.4.
These allowed me to study the dependence of the filtering on the orientation and the
energy of the tracks. I also used them to assess the impact of this method on the hit
sensitivity. Finally, in section 4.5 I briefly summarised the results from the VD ColdBox
runs which featured the matched filter.

The studies presented in this Chapter demonstrate that it is possible to enhance
the production of TPs in the induction planes of the DUNE FD modules to levels
comparable to those of the collection channels. The matched filter approach used here
has consistently produced promising results using both ProtoDUNE-SP and MC data
samples. Moreover, the successful VD ColdBox tests helped establishing it as a feasible

candidate for the online data processing of DUNE.
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Dark Matter searches

with neutrinos from the Sun

He stepped down, trying not to look long at her, as if she were the Sun, yet he
saw her, like the Sun, even without looking.

— Leo Tolstoy, Anna Karenina

The idea of detecting neutrino signals coming from the core of the Sun to probe DM
is not new. The main focus of these searches has usually been high-energy neutrinos
originating from DM annihilations into heavy particles [126-129]. However, recent
studies have proposed to look at the low-energy neutrino flux arising from the decay of
light mesons at rest in the Sun [130-133]|, previously thought undetectable.

In this Chapter, I demonstrate the capability of DUNE to constrain this kind of DM
scenario. I use the neutrino fluxes arising from DM annihilations in the core of the Sun
to compute the projected limits that DUNE would be able to set on the annihilation

rates of DM particles in the Sun and the DM scattering cross sections.

5.1 Gravitational capture of DM by the Sun

The Sun and the centre of the Earth are possible sources of DM annihilations, and are
especially interesting because of their proximity. Their gravitational attraction ensures
the capture of DM from the local halo through repeated scatterings of DM particles.

Only very weakly interacting particles such as neutrinos produced from DM annihilations
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can escape the dense interior of these objects. Therefore, neutrino telescopes are the most
useful experimental layouts to pursue DM searches from the cores of these astrophysical

objects.

The neutrino flux from DM annihilations inside the Sun depends on the DM capture
rate, which is proportional to the DM scattering cross section, and the annihilation rate,
which is proportional to the velocity-averaged DM annihilation cross section. The total

number of DM particles inside the Sun follows the Boltzmann equation [130]:

dNpwm

T Co — AoNpus, (5.1)

where C and Ag are the total Sun DM capture and annihilation rates respectively.
In this expression I neglected the evaporation term, proportional to Npas, which only
contribute for mpy < 4 GeV [134]. As the current threshold of neutrino telescopes is
a few GeV, this region falls below the probed range but can be important in future

low-energy projects like DUNE.

This equation has an equilibrium solution:

Co
which represents the amount of DM inside the Sun if the capture and annihilation have
reached equilibrium. As the Sun is approximately 4.6 Gyr old [135], it is usually assumed
that equilibrium has been achieved. Therefore, the anomalous neutrino flux from the
Sun would be proportional to the DM scattering cross section, enabling us to set limits

on this quantity. If one does not assume equilibrium, some assumptions on the DM

annihilation cross section are necessary to extract predictions from the neutrino signals.

A detailed discussion regarding the computation of the capture rates is given in App.

B.1.
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5.2 Neutrino flux from DM annihilations

When WIMPs annihilate inside the Sun, a flux of high-energy neutrinos is expected
from heavy quarks, gauge bosons and 777~ final states, which decay before losing
energy in the dense solar medium [131]. These produce a continuous neutrino spectra
up to B, ~ mpy. In the case of direct annihilation into neutrinos, one would have
a monochromatic flux with £, = mpy. These kinds of signals have been extensively
studied (see e.g. Ref. [136] for a review), allowing strong limits on the SD WIMP-proton
cross section for large mpy. However, the number of high-energy neutrinos per WIMP
annihilation is small and the spectrum depends on the unknown final state. Moreover,
although background rejection is easier for large mpyr, neutrinos with F, 2 100 GeV
are significantly attenuated by interactions in the Sun.

Nevertheless, most WIMP annihilation final states eventually produce a low-energy
neutrino spectrum. In this case one does not just consider the more massive final states
but also annihilations into ete™, u™p~ and light quarks [130]. In particular, light
mesons would be produced and stopped in the dense medium, thus decaying at rest and
producing a monoenergetic neutrino signal. The decay-at-rest of kaons will produce a v,
flux with E, = 236 MeV, while in the case of pions one would have F, = 29.8 MeV. In
practice, only the K+ and 7" contribute to these signals, as the K~ and 7~ are usually
Coulomb-captured in an atomic orbit and get absorbed by the nucleus. There is also a
low-energy neutrino signal coming from muon decays, which are produced in kaon or
pion decays, leptonic decays of other hadrons and heavy leptons or even directly from
WIMP annihilations. These can decay at rest and contribute to the previous low-energy
neutrino flux with a well known spectrum below 52.8 MeV.

These monoenergetic MeV neutrinos were previously considered undetectable but,
due to the large yield, the known spectra and the modern advances in the detector
technology, this low-energy neutrino flux can be a good probe of the SD WIMP-proton
cross section in the standard solar WIMP capture scenario, as it is sensitive to low

WIMP masses and insensitive to the particular final state. A good place to look for
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Figure 5.1: NuWro-computed v, _ 407, charged-current scattering cross section as a
function of the neutrino energy. The black line shows to the total cross section, whereas
the others correspond to the different contributions (in red quasi-elastic scattering, in
green resonant pion exchange, in blue deep inelastic scattering and in purple meson
exchange current).

these signals are next-generation neutrino experiments such as DUNE [133].

5.3 Computing limits from solar neutrino fluxes

The first step to use these fluxes to search for DM in the Sun is to determine the expected
number of atmospheric background events. For a given exposure, after directionality

selection has been applied, this can be written as:

mas Py ()
N —nB/dQ /Em AEy 5 (Aeff(El,)T>, (5.3)

where np is the background efficiency, F,;, and Ep,q, the minimum and maximum
energies to integrate over, d2®%,  /dE,dQ the double differential flux of atmospheric
muon neutrinos in energy and solid angle, Ag})f is the effective area of DUNE to muon

neutrinos, and 7' is the exposure time. The effective area can be expressed as the product

of the neutrino-nucleus scattering cross section and the number of nuclei in the fiducial
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volume of the detector. This way, for DUNE we have:

(W) (E ) M,
A(N) ) = (6. 1 —10 .2 Oy _ar\fw target 4
es(Bv) = (601077 m) (10—38 cm? | \ 40kT ) (54)

where ai“_) Ay 18 the vy — 407, charged-current scattering cross section. In Fig. 5.1 I

show the computed value of the cross section as a function of the neutrino energy FE,,
in the range of interest both for the atmospheric background and signal events. It was
computed using the NuWro Monte Carlo neutrino event generator [137], including the QE

(red line), MEC (purple line), RES (green line), and DIS (blue line) CC contributions.

The background rejection will depend on the resolution of the detector and the
selection one applies on the events. A geometry argument can be used to estimate
the maximum background rejection one can achieve in this case, considering one can
efficiently discriminate all events coming from a direction different from that of the
Sun. In that case, the optimal background efficiency will simply be the relative angular
coverage of the Sun. Taking the angular diameter of the Sun as seen from the Earth to

be approximately 0.5°, one obtains an optimal background efficiency:

(opt) ”( )2
Nyl ~ ——4— =476 x 1075 (5.5)

This value gives an optimistic estimate of the number of background events. However, it

can be regarded as an upper limit, as it represents the best case scenario.

In Fig. 5.2 I show the fluxes of atmospheric neutrinos at the Homestake mine during
solar minimum, taken from Ref. [138]. The values are averaged over the two angular
directions. In blue I have the flux of muon neutrinos while in red I indicate the flux
of electron neutrinos. Additionally, the dashed lines correspond to both antineutrino

species.

Using these values for the muon neutrino and the corresponding total CC cross
section, one can compute the total number of expected background events by integrating

over the given energy range. For this I choose the energy range for the DUNE FD
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Figure 5.2: Expected atmospheric neutrino flux as a function of the neutrino energy
E, at Homestake at solar minimum, taken from Ref. [138]|. The blue solid (dashed) line
correspond to muon neutrinos (antineutrinos) and the red solid (dashed) line correspond
to electron neutrinos (antineutrinos).

specified in [96], Epnin = 107! GeV and Ejq; = 10 GeV. Taking all these into account,

I find the total number of background events to be:

- 4 exposure
Np ~np x (3.827 x 10%) x <400 T yr> : (5.6)

To estimate the sensitivity of DUNE to this kind of signal, one can consider a
hypothetical data set where the number of observed neutrinos is taken to be the expected
number of background events rounded to the nearest integer, Nops = round(Np) [139].
Now, if I assume that the number of signal and background events seen by DUNE are
given by Poisson distributions with means equal to the expected number of signal and
background events, Ng and Np, one can denote by N 20 to the number of expected
signal events such that the probability of having an experimental run with a number of
events greater than Ny, is 90%. This number can be obtained as the numerical solution
to the equation:

I (Nops + 1, N" + Np)

1— — 0.9, 5.7
Nobs! ( )
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where I'(z,y) is the upper incomplete gamma function. I adopt this method from a
previous DUNE FD analysis which looked for v, CC interactions from decays at rest of
charged kaons in the Sun [133].

The number of signal events is related to the neutrino flux from DM annihilations in
a similar way as the background events to the atmospheric neutrino flux. In this case I

have:

Zmax dN
o eq v 123
Ng=ns 'y /me dz AN X (Aeff(z)T> , (5.8)

where 7g is the signal efficiency, I/ is the total annihilation rate of DM particles at
equilibrium, T'Y = Ag (Ng]M)z, Zman, ad Zmae the minimum and maximum relative
energies to integrate over (given by Zminmaz = Emin,maz/mpDM for each mpy) and
dN, /dAdN 4dz the muon neutrino flux per DM annihilation in the Sun.

Having obtained N2° one can use the relation in Eq. (5.8) to compute Fif]’go for
different values of the DM mass. Then, I can directly translate those values into the
projected sensitivities for DUNE to the DM scattering cross sections, for a given exposure.

The relation between the annihilation rate and the DM-nucleon cross section comes from

the equilibrium condition through the solar DM capture rate, discussed above.

5.4 High energy DM neutrino signals

To make accurate estimates of the capability of the DUNE FD to constrain the parameter
space of the DM using solar neutrino fluxes, I need to account for the detector resolution
effects and the topologies of the different signatures. As a starting point, I focus on
specific DM self-annihilation channels. For the case of DUNE, the relevant ones are
mainly the hard channels 777~ and v and the soft channel bb. For the same DM mass
value, the neutrino spectra from the hard channels are more flat and reach higher energies
than the ones from the soft channel, which drop faster as the annihilation products
produce other particles in the solar medium. These three are the annihilation channels
open for relatively low mass WIMPs that will actually give sizeable neutrino fluxes. Other

channels, like WTW ™ and ZZ, are open for more massive WIMPs. However, those will
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Figure 5.3: Computed spectra of muon neutrinos at the DUNE FD site from 777 (left
panel) and bb (right panel) annihilations in the Sun for the DM masses mpy = 10 GeV
(red line), 50 GeV (green line) and 100 GeV (blue line), plotted in relative energy units.

produce a higher energy neutrino flux that will be out of reach for DUNE (the maximum

neutrino energy for a detector like the DUNE FD is taken to be Ep,q, = 10 GeV).

In Fig. 5.3 I show the muon neutrino spectra at the DUNE FD location (44° 20’ N,
103° 45" W) generated with WimpSim [140] from 7+7~ (left panel) and bb (right panel)
annihilations in the core of the Sun, for different DM masses. Here, one can clearly see

the meaning of the previous distinction between hard and soft channels.

In this case, I prepared two sets of samples, one for 777~ and the other for bb, for
DM masses in the range from 5 to 100 GeV (for bb the first mass point I consider is
7.5 GeV, as this annihilation channel is not kinematically allowed for a WIMP with
mpm = 5 GeV). For each channel and mass value, I generate 10° neutrino events in

WimpSim, that I then pass to NuWro which simulates the neutrino interaction with the

argon.

WimpSim outputs both a flux file and an event list for the specified channel and
mass value. The directions of these events are given in terms of the azimuth and
altitude angles viewed from the specified location, so first I need to convert these into
the DUNE FD coordinates. Once I have done this, each event is used as input for

NuWro. I restrict the event generation to charged current interactions, but I allow all

122



5.4. HIGH ENERGY DM NEUTRINO SIGNALS

777 channel, mpy = 10 GeV bb channel, mpy = 10 GeV
[ QEL 10* =1 QEL
10* MEC MEC
[ RES [ RES
[ DIS [ DIS
10° 10
=
g 2
2 10
o
100 10
10° m 10° ﬂ
107! 10" 10! 107! 10° 10!
E, GeV E, GeV

Figure 5.4: Distribution of the muon neutrino energies from the 7777 (left panel) and
bb (right panel) annihilation channels, for mpy = 10 GeV, separated by CC interaction
type: QE (blue), MEC (orange), RES (green) and DIS (red).

the different contributions to the CC cross section, i.e. QE, MEC, RES, and DIS. I
exclusively take into account the CC contribution because I am only interested in final
states with charged leptons, as we have a better chance of reconstructing the kinematics

of these events because of the distinct signature the muons leave in the LArTPC.

For the atmospheric fluxes I follow a similar procedure, using the fluxes binned
in azimuth and altitude angles. This way, I transform these to DUNE coordinates
and process the fluxes for each bin separated with NuWro, generating a total of 10°

background events.

At this point, I have two sets of neutrino signal events with different energies and
final states. In Fig. 5.4 one can see the distribution of the muon neutrino energies for
the case mpy = 10 GeV, both for the 77~ (left panel) and bb (right panel) channels,
separated by interaction. One can clearly see that there are various energy regimes
where different interaction types dominate. This leads to a plurality of event topologies,
therefore making it difficult to implement a general approach to the selection of events
in detriment of the background. As a way to proceed, I decided to focus on a subset of
the samples, based on the different interaction modes and contents of the final state.

Thus, I consider a CC DIS sample and a single proton CC QE sample.
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Figure 5.5: Distributions of the muon angle (left panel), jet angle (central panel) and
momentum conservation plane angle (right panel) for the bb sample with mpy = 10 GeV
(blue) and the atmospheric background (red).

5.4.1 DIS-like events

To begin with, I consider the high energy part of the neutrino spectrum. In this region
DIS events dominate, i.e. interactions of the form v, + ¢4(Gu) = 1~ + qu(qa). Therefore,
our final states will contain a muon and a hadronic jet from the fragmentation of the
outgoing quark. As all these events have E, 2 1 GeV the momentum transfer to the
remnant nucleus is negligible. For this reason, the neutrino energy can be effectively
reconstructed just taking into account the momenta of the muon and the jet. This
technique was successfully used in Ref. [141] to select monoenergetic DM solar neutrino
events from the vv annihilation channels.

Using momentum conservation one sees that the plane generated by the momenta
of the muon and the jet also needs to contain the momentum of the neutrino. As we
are interested in neutrinos coming from the Sun, the direction of the neutrino can be
regarded as known beforehand. This will allow us to define the angle of the outgoing
muon and jet with respect to the incoming neutrino for each event. Moreover, one can
also use that information to reject poorly reconstructed jets, checking for deviations of
these from the momentum conservation plane.

To account for the limited angular resolution of the detector, I smeared the momenta
of the muons and hadrons. In a LArTPC muons are expected to be tracked with high

precision, therefore I take the associated angular resolution to be 1° [96]. In the case
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Figure 5.6: Left panel: signal efficiencies (blue lines) and background rejections (red
lines) for events passing the cuts 6 < 6., for the jet (solid lines) and muon (dashed lines)
angles. Right panel: signal efficiency (blue line) and background rejection (red line) for
events passing the cut 0,/4ne < 0cyr for the momentum conservation plane deviation.

of jets, it is expected that for the hadrons dominating the cascade a detector like the
DUNE FD will have an angular resolution between 1° to 5° [96], so I take the latter for

a more conservative estimate.

As a first step, I perform a truth-level pre-selection on the DIS events, requiring
the FSI particles to have kinetic energies above the detection thresholds of DUNE. For
muons and photons the specified threshold energy is 30 MeV, for charged pions 100 MeV,
and for other hadrons 50 MeV [96]. This way, I will drop an event if the outgoing muon
has an energy lower than the required threshold. For the case of hadrons and photons, I
require at least one particle above the energy threshold, so then one can compute the

jet momentum using the (smeared) momenta of the N particles above threshold as:
pj =) b (5.9)

Additionally, I also estimate the deposited hadronic energy as:

N
d -
ES = Am + g \/|Bi[24m2, (5.10)
i=1
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where Am is the mass difference between the remnant and the initial nucleus. This
quantity is useful for selecting events with enough hadronic visible energy in the detector.
For events where most of the hadronic energy is scattered across plenty of hadrons with
individual energies below the detection threshold, this estimation will give E}ie” <0. In
these cases it is expected that the jet momentum is poorly reconstructed, and therefore

I require events to pass the cut E?ep > 0.

For the events passing the pre-selection, I can compute the angles for the muon and

jet with respect to the incoming neutrino as:

cos 0, = Py - Pus (5.11)

cos 0; = py - Py, (5.12)

and the deviation from the momentum conservation plane as:

PuX by

~ ~ 5.13
[Pu X Dol ( )

sin Opiane = il -

In Fig. 5.5 I show some distributions of these quantities for the case of the bb sample
with mpy = 10 GeV (blue histograms) and for the atmospheric backgrounds (red). To
select the atmospheric events I follow the same criteria as for the signal events. However,
because in the signal case I use the true direction of the neutrino as input, as it should
be that of the Sun at that time and therefore known, in the atmospheric case I use a set
of solar positions as the ansatz for the neutrino direction. From the distributions, one
can see that the muon and the jet for the signal events are predominantly forward, and
also that the deviations from the momentum conservation plane are peaked at zero, as

one should expect.

Now, I can start applying a set of cuts to maximise our signal selection efficiency,
while at the same time I try to minimise the amount of atmospheric background events
passing the selection. To this end, I need to find some lower and upper cuts for 6; and

6, and an upper bound for p4p. In Fig. 5.6 T show how upper bound cuts in the
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Figure 5.7: Signal efficiencies for the 777~ (blue line) and bb (red line) DIS samples
as functions of the DM mass, mpy, obtained by applying the optimal angular cuts
0, < 27°,4° < 0; < 26° and Opgne < 3.5°.

different angular variables affect the signal efficiency (blue lines) and the background
rejection (red lines). Notice that the signal efficiency behaves in quite a different way
when I apply cuts in the jet and the muon angles. On the contrary, the cuts on both
variables have a similar effect on the background rejection.

In order to obtain the optimal set of cuts, I perform a multidimensional scan. I do
this separately for the 777~ and the bb samples. For each case, I scan the possible cuts
for every mass point and then I take the mean value of the signal efficiency for each
configuration, to get the mean efficiency for each set of cuts. I do a similar scan for the
atmospheric sample independently. Then, I take the sets of cuts such that the background
rejection achieved is greater than 99.8% and search for the one which maximises the
777~ and bb sample efficiencies. Keeping a high background rejection at expense of the
signal efficiency is necessary, as this search is dominated by the background.

The cuts were optimised separately for both channels and mass values. However, all
the different optimal configurations obtained fell in the same ranges, and the overall

performance was not particularly affected when varying the cuts within them. Therefore,
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Figure 5.8: Distributions of the muon angle (left panel), proton angle (central panel)
and remnant nucleus angle (right panel) for the 777~ QE sample with mpy = 5 GeV
(blue) and the atmospheric background (red).

I decided to report a single cut that maximises the mean signal efficiency across the
different mass points for the two samples. I found that with the cuts 6, < 27°,
4° < 0; < 26° and Opgne < 3.5° I get a background rejection of 99.80% while achieving
49.40% and 44.92% mean signal efficiencies for the 77~ and bb samples, respectively.

In Fig. 5.7 I show the signal efficiencies as a function of the DM mass for the 777~
(blue line) and the bb (red line) DIS events, after applying the cuts discussed above, as
well as the energy thresholds and hadronic visible energy pre-selections. One can see
that the efficiency grows with the mass, as annihilations of more massive DM particles
will produce a neutrino spectrum centered at higher energies. This makes it easier to
separate the signal from the atmospheric background, which peaks at lower energies.
Notice also that the efficiency is higher for the 777~ case at every mass point, as in
general this channel produces neutrinos at higher energies than the corresponding bb

channel.

5.4.2 Single proton QE-like events

Now, one can try to explore the low energy tail of the neutrino energy distributions.
This regime is dominated by the QE interactions, i.e. events of the type v, +n — u~ +p.
The topology of these is very different from that of the DIS events, having typically just

a muon and one proton in the final state. I will follow a similar treatment to that in
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Ref. [133] for the neutrinos from the KT decays at rest. However, the events at hand
have higher energies and are not monochromatic.

In this case the momentum transfer to the remnant nucleus can be reconstructed from
the kinematics of the FSI particles. This can be important for events with E, <1 GeV.
Therefore, I do not make the approximation of assuming that the momentum of the
muon and the proton will give an adequate estimation of the reconstructed neutrino
energy.

As before, I can take the direction of the incoming neutrino as known. That way,

one can estimate the energy of the neutrino as:

Ef° = E,+ E, + Am, (5.14)

and using momentum conservation I can write the momentum of the remnant nucleus
as:

PN =Dy (Ey + Ep + Am) — . — Dp. (5.15)

As in the previous case, I need to drop the events where the muon or the proton fall
below the kinetic energy detection threshold [96]. Also, I again apply a smearing to the
momenta of the particles, 1% for muons and 5% for protons [96].

Having done that, one can compute the angles of the muon, the proton, and the

remnant nucleus with respect to the incoming neutrino as:

cos 0, = Dy - Py, (5.16)
cos O, = Py - Pp, (5.17)
cos Oy = P, - PN. (5.18)

Figure 5.8 shows the distributions of these angular variables for the 777~ QE sample
with mpy = 5 GeV (blue) and the atmospheric background (red). Again, for the
atmospheric events I use a random solar position as the ansatz for the incoming neutrino

direction. Notice that in this case the proton is typically not as forward as the hadronic
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77~ channel, mpy = 5 GeV
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Figure 5.9: Left panel: distributions of the predicted probabilities assigned by the BDT
classifier to the test sample for the signal (blue) and the atmospheric background (red).
Right panel: ROC curve in the signal efficiency versus background rejection plane (blue
line). The value of ng for which the target background rejection of 99.8% is achieved is
also indicated (dashed red line). In both cases, the signal corresponds to the 777~ QE
sample with mpy = 5 GeV.

jet is in the DIS events. Also, the nucleus angle is uniform for signal events, whereas
for the background it is biased towards low values. However, the spread of this angular
distribution is significant.

As a consequence of these features, the usual approach of applying simple angular
cuts proved to be not as effective as it was in the case of the DIS events. Therefore,
as a possible solution, I used a boosted decision tree (BDT) classifier to separate
between signal and background events. In this case, the predicted probability from the
classification can be used to form a decision boundary, which will give an estimate of
the signal efficiency and the background rejection.

For each DM mass value and channel, as well as for the background, I divide the
events into training, validation, and test samples. The input variables for the classifier are
the angular variables defined in Eqs. (5.16 - 5.18). I use the BDT classifier implemented
in scikit-learn [142], with a maximum depth of four trees, a maximum number of
estimators of 400, and early stopping enabled. The rest of the BDT parameters are set

to their default values. I do not perform a full optimisation of the hyperparameters, as
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Figure 5.10: Signal efficiencies for the 7+ 7~ (blue line) and bb (red line) single proton
QE samples as functions of the DM mass, mpyr, obtained by requiring a background
rejection greater than 99.8%.

the goal is simply to demonstrate the power of this method.

The results of the training process for the 777~ QE signal with mpy = 5 GeV
are shown in Fig. 5.9. On the left panel I have the distributions of the probabilities
predicted by the model, separated in true signal (blue) and background (red) events, for
the test sample. On the right panel I show the receiver operating characteristic (ROC)
curve for this same sample. This represents the background rejection of the classifier as
a function of the signal efficiency. Requiring a background rejection of 99.80% would
give a signal efficiency of 64.47% in this case (indicated by the dashed red line).

To obtain a robust estimate of the signal efficiencies, I use a cross-validation approach.
In particular, I use the StratifiedKFold method in scikit-learn. This divides the
data into k equal-sized samples (or folds). Then, it performs k training iterations, each
time using k — 1 of the samples as training data while the remaining fold acts as test
sample. In this case, I set £ = 5 and the metric I extract from the test data is the
signal efficiency value which yields a 99.80% background rejection. The final signal

efficiency for each channel and mass point is the mean of the metrics obtained from the
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cross-validation.

Figure 5.10 shows the result of this procedure. Notice that again the efficiencies for
the 77~ channel (blue line) are consistently higher than the ones for the bb channel
(red line). The angular distributions of the high energy neutrinos are easier to separate
from the atmospheric background. Therefore, the signal efficiency grows with the DM

mass, and benefits from a harder annihilation channel.

5.4.3 Results

To estimate the DM cross section sensitivities, the expected number of background
events needs to be re-computed. As I am separating events by interaction type, Eq. (5.6)
does not hold anymore because in that case I integrated over the total neutrino-argon
cross section. In this instance, the expected number of background events for DIS-like

events is approximately given by:

NDIS ~ pDIS 4.655 x 10° SXDOSHre 5.19
B X ( x ) X 400 kT yr )’ ( )
whereas for QE-like events we have:
N BQE ~ nQF 2.24 10% Sxposure . 2
ng ><( 8 x 0)>< 200 KT yr (5.20)

Now, using these together with Egs. (5.7) and (5.8) one can obtain the 90% C.L.
upper limit on the total annihilation rate at equilibrium for both kind of events. Then,
applying the computed DM-nucleons capture rates, I can translate these into limits on
the DM-nucleon cross section by means of Eq. (5.2).

Figure 5.11 shows the obtained limits on the SD DM-nucleon cross section for DUNE,
using the DIS (up triangles) and QE (down triangles) events both for the 77~ (blue)
and the bb (red) samples, for an exposure of 400 kT yr. The coloured bands represent
the difference between the realistic efficiencies obtained and the limit of perfect signal

efficiency and the optimistic background rejection given by Eq. (5.5). I also include the
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Figure 5.11: Projected 90% confidence level upper limits for DUNE (400 kT yr)
on the spin-dependent DM-nucleon scattering cross section as a function of mpy, for
the annihilation channels 777~ (blue) and bb (red) separated by interaction mode (up
triangles denote DIS interactions whereas down triangles represent QE interactions). I
also show the previous limits from IceCube [143] (solid lines) and Super-Kamiokande
[144] (dash-dotted), and the projected sensitivities for Hyper-Kamiokande [145] (dotted
lines), as well as the direct detection limits from PICASSO [146] (solid green line) and
PICO-60 C3Fg [147] (dashed green line).

corresponding current limits from IceCube [143] (solid lines) and Super-Kamiokande
[144] (dash-dotted lines), as well as the projected sensitivities for Hyper-Kamiokande
[145] (dotted lines). For comparison, I also show the reported direct detection limits
from PICASSO [146] (solid green line) and PICO-60 C3Fg [147] (dashed green line).
Notice that, for most of the mass range, the limits one can set using the DIS events
are stronger than those of the QE interactions, except for the low mass part of both
the 777~ and the bb curves where the QE events dominate. In general, the expected
sensitivity of DUNE for DM masses < 25 GeV surpasses the stronger current indirect

limits. However, experiments like Hyper-Kamiokande are foreseen to have an overall
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better sensitivity in this kind of searches, as they have a bigger active volume and accept

a broader energy range.

A pending question is what happens when we add the RES and MEC charged-current
interaction contributions. In that case, it would probably be more convenient to split
the samples by final state interaction topologies. Also, another necessary improvement
would be adding a full detector simulation and reconstructions. This will also require
considering the effect of poorly reconstructed events or final states containing neutral
particles, such that they mimic the desired topology at the reconstruction level. The
particle identification and tracking capabilities of the detector will also play an important
role in the analysis, and are likely to affect the way we extract the variables used in the
event selection (either using a cut-based or BDT approach). However, these fall out of

scope for this first sensitivity study.

In Apps. B.2 and B.3 I show the results of two additional studies, where I apply
the techniques described before to two specific realisations of the DM interactions

(Kaluza-Klein DM and leptophilic DM).

5.5 Systematic uncertainties

The estimation of the DM cross sections using neutrinos from WIMP annihilations
inside the Sun is affected by systematic uncertainties from different sources, as is the
atmospheric background estimation. There are uncertainties common to both types of
events, as well as others specific to each. These affect the prediction of the number of
background events and the estimation of the DM annihilation rates, therefore impacting
the constraints one can put on the cross sections. Although these are not taken into
account for the results presented in this work, in this section I provide a comprehensive
summary of the main sources of uncertainty for this analysis, which should be taken

into account in any future extensions.
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Table 5.1: Systematic uncertainties for the solar WIMP signal events. Table adapted
from Ref. [148].

Systematic Value
Form factor Does not apply to SD [149]
Solar model 3% [149]
Local DM density Not relevant for relative interpretations [144,149|
Dynamics of solar system Negligible [150]
Velocity distributions 20% at 20 GeV [144,149]
Oscillation parameters 8% for 7=, 5% for bb [151]
Neutrino interactions in the Sun 10%
Matter effects in the Earth 10%

5.5.1 Systematic uncertainties in the solar WIMP signal

The systematic uncertainties affecting the solar WIMP neutrino signal can be divided into
two categories. On the one hand, we have those affecting the solar WIMP annihilation
rate. On the other hand, there are those which modify the neutrino flux resulting from

the annihilations reaching our detector.

e Uncertainties on the annihilation rate. These include the astrophysical effects
that affect the normalisation of the solar DM neutrino flux. The main contributions
are the solar model choice, the form factor uncertainties (only for SI searches), the
gravitational effect of other planets, the local DM density (not relevant for relative
comparisons, as it affects direct detection experiments in the same way), and the

DM halo and dispersion velocities.

e Uncertainties on the neutrino flux. These are related to the oscillation effects,
as well as the absorption and regeneration of neutrinos in the Sun. Matter effects

inside the Earth also affect the neutrino flux measured by the detectors.

Table 5.1 summarises the contributions of the different sources of uncertainty for the
signal events. These are the signal systematic uncertainties that have been taken into

account in previous solar DM searches with neutrinos [144,148,151].
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Table 5.2: Systematic uncertainties for the solar WIMP atmospheric background events.
Table adapted from Ref. [59].

Systematic Value

Flux normalisation | 25 — 7% for 0.1 < E,, <1 GeV (linear in log E,,)
7% up to 10 GeV

(Vy + )/ (Ve + Te) 2% for E, <1 GeV
3% for 1 < E, <10 GeV

e 2% for E, <1 GeV
6% for 1 < E, <10 GeV

K/7 ratio 5% E, <100 GeV

5.5.2 Systematic uncertainties in the atmospheric background

For the atmospheric background events, one needs to take into account the systematic
uncertainties affecting the atmospheric v, flux. These have been extensively studied
in the context of atmospheric neutrino oscillation measurements. Among these, the
energy-dependent flux normalisation uncertainty dominates in the low energy regime.
Other important contributions to the uncertainty come from the ratios between the
muon to electron neutrino and the muon to anti-muon neutrino components of the flux.
Additional uncertainty is introduced by the errors in the pion and kaon production rates
calculated for the hadronic interactions of cosmic rays in the atmosphere [152].

Table 5.2 shows a summary of the leading contributions to the uncertainty on the

atmospheric muon neutrino flux, in the energy range relevant for this analysis.

5.5.3 Common systematic uncertainties

Finally, there are sources of uncertainty common to both signal and backgrounds. These

have two different origins:

e Uncertainties on the neutrino cross section. These are introduced by the
modelling of the neutrino-nucleus interactions. In the context of the solar WIMP
analysis, these have been estimated to be 10% for DM masses around 10 GeV

151].
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e Uncertainties related to the detector. They affect the measurement of the
neutrino interaction and the final state particles produced. The main detector
uncertainties relevant to this analysis are those related to the energy and angular
resolutions of the DUNE FD. Other effects, like the timing and triggering efficiencies,
will also contribute to the uncertainties. The particular values these will take for

this analysis need to be evaluated in the context of DUNE.

5.6 Summary

In this Chapter, I discussed my work on the solar DM analysis. I explained how the
DUNE FD can be used to probe DM interactions by measuring the neutrino flux coming
from DM annihilations in the core of the Sun. After introducing the topic of DM capture
and annihilation in a massive object like the Sun in section 5.1, I described what kind of
neutrino signals one can expect from such events in section 5.2. Later, in section 5.3
I commented on how DUNE could constrain the DM parameter space by performing
counting experiments. In section 5.4 I studied the selection efficiency for the 77~ and
bb channels. I focus on two different kinematic regimes: the high energy neutrinos where
DIS interactions with argon dominate, and the low energy part of the spectrum where
neutrinos mainly undergo QE interactions. This allowed me to compute the projected
generator-level DM cross section sensitivities, showing how DUNE can be complementary
to other indirect DM searches. Additionally, I presented a summary of the relevant
systematic uncertainties in section 5.5.

These studies show the complementarity of the DUNE FD to other large-volume
neutrino detectors in the search for DM in the Sun. These first results show that the
expected sensitivity of DUNE for DM masses < 25 GeV surpasses the current limits on
the spin-dependent DM-nucelon cross section set by other indirect detection experiments.
Future iterations of this analysis, including full detector simulation and reconstruction
and the effect of systematic uncertainties, will give us a clear idea of the capabilities of

DUNE as a solar DM detector.
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Particle identification in ND-GAr

I am no bird; and no net ensnares me; I am a free human being with an
independent will.

— Charlotte Bronté, Jane Eyre

In DUNE Phase II, ND-GAr will fulfill the role of TMS measuring the momentum
and sign of the charged particles exiting ND-LAr. Additionally, it will measure neutrino
interactions inside the HPgTPC. This way, ND-GAr will constrain certain cross-section
systematic uncertainties and study the effect of FSI in CC interactions. To do so, it
needs to measure the spectrum of protons and charged pions at low energies, as well
as the pion multiplicity. This puts strong requirements on the particle identification
(PID) capabilities of the detector, as well as stimulating the relevant developments in
the reconstruction.

The goal of the present Chapter is to provide an overview of the current status and
design of the GArSoft package, the simulation and reconstruction software of ND-GAr,
and present the contributions and upgrades that I have implemented to enhance the

reconstruction with the PID in mind. These contributions include:

e developing the calibration of the HPgTPC to enable PID at low momenta using

calorimetry,

e designing a strategy to use the information from the ECal and MulD for separating

muons and charged pions,
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e and using a combination of the HPgTPC and ECal to perform a time-of-flight

measurement for identifying protons at high momenta.

6.1 GArSoft

GArSoft is a software package developed for the simulation and reconstruction of events
in ND-GAr. It is inspired by the LArSoft toolkit [120] used for the simulation of LArTPC
experiments, like the DUNE FD modules. It is based on art, the framework for event
processing in particle physics experiments [153]. Its main dependencies are ROOT [154],
GENIE [155,156] and Geant4 [121-123]. It allows the user to run all the steps of a
generation-simulation-reconstruction workflow using Fermilab Hierarchical Configuration

Language (FHiICL) files.

6.1.1 Event generation

The standard generator FHiCL files in GArSoft run the event generation and particle
propagation simulation (i.e. Geant4) in the same job by default. However, it is possible
to split them up if needed. The current version of GArSoft provides five different event
generators, each of them producing simb: :MCTruth products. The available modules

are:

e SingleGen: particle gun generator. It produces the specified particles with a given

distribution of momenta, initial positions and angles.

e TextGen: text file generator. The input file must follow the hepevt format, the

module simply copies the event records into simb: :MCTruth objects.

e GENIEGen: GENIE neutrino event generator. The module runs the neutrino-nucleus
interaction generator using the options specified in the driver FHICL file (flux file,
flavour composition, number of interactions per event, tg distribution, ...). Current

default version is v3_04_00, tune G18.
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e RadioGen: radiological generator. It produces a set list of particles to model

radiological decays.

e CRYGen: cosmic ray generator. The module runs the CRY event generator [157]
with a configuration specified in the FHiCL file (for example latitude and altitude

of the detector, and energy threshold).

The module GArG4 searches for all the generated simb::MCTruth data products,
using them as inputs to the Geant4 simulation with the specified detector geometry.
The current version of the simulated ND-GAr geometry is that described in section
3.5.2. A constant 0.5 T magnetic field along the drift coordinate is assumed. The
main outputs of this step are simb::MCParticle objects for the generated Geant4
particles, gar: :EnergyDeposit data products for the energy deposits in the HPgTPC
and gar: :CaloDeposit data products for the energy deposits in the ECal and muon

system.

6.1.2 Detector simulation

The standard detector simulation step in GArSoft is all run with a single FHiCL, but
the different modules can be run independently as well. First the IonizationReadout
module simulates the charge readout of the HPgTPC, and later the SiPMReadout module
runs twice, once for the ECal and then for the muon system, with different configurations.

The IonizationAndScintillation module collects all the gar::EnergyDeposit
data products, to compute the equivalent number of ionisation electrons for each energy
deposit. The ElectronDriftAlg module simulates the electron diffusion numerically,
both in the longitudinal and transverse directions, and applies an electron lifetime
correction factor. The induced charge on the nearest and neighbouring readout pads
is modeled using the provided pad response functions. The digitisation of the data is
then simulated with the TPCReadoutSimAlg module. By default, the ADC sampling
rate used is 50.505 MHz. The resulting raw waveforms for each channel are stored with

zero-suppression, in order to save memory and CPU time. The algorithms keep blocks
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of ADC values above a certain threshold, plus some adjustable additional early and late
tick counts. The results of these three steps are gar: :raw: :RawDigit data products.
For the ECal and the muon system the SiPMReadout module calls either the
ECALReadoutSimStandardAlg or MuIDReadoutSimStandardAlg modules. These take
all the gar: :CaloDeposit data products in the corresponding detector, and perform the
digitisation depending on whether the hit was in a tile or strip layer. They include single
photon statistics, electronic noise, SiPM saturation and time smearing. The resulting

objects are gar: :raw: :CaloRawDigit data products.

6.1.3 Reconstruction

The reconstruction in GArSoft is also run as a single job by default. It first runs the hit
finding, clustering, track fitting and vertex identification in the HPgTPC, followed by
the hit finding and clustering in the ECal and muon system. After those, it produces
the associations between the tracks and the ECal clusters.

Focusing first on the HPgTPC reconstruction, the CompressedHitFinder module
takes the zero-suppressed ADCs from the gar: :raw::RawDigit data products. The
reconstructed hits largely correspond to the above-threshold blocks, however the hit
finder identifies waveforms with more than one maximum, diving them into multiple
hits if they dip below a certain threshold. The data products produced are of the form
gar::rec: :Hit. These are the inputs to the clustering of hits in the TPCHitCluster
module. Hits close in space and time are merged, and the resulting centroids are found.
This module outputs gar: :rec: :TPCClusters objects and associations to the input
hits.

The following step prior to the track fitting is the pattern recognition. The module
called tpcvechitfinder2 uses the gar: :rec: :TPCClusters data products to find track
segments, typically called vector hits. They are identified by performing linear 2D fits to
the positions of the clusters in a 10 cm radius, one fit for each coordinate pair. For each
direction, the sum of slopes (in absolute value) in the 2D fits is computed. Setting the

independent variable as the direction with the smallest slope sum, a final 3D fit defines
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the line segment of the vector hit. The clusters are merged into a given vector hit if they
are less than 2 cm away from the line segment. The outputs are gar: :rec::VecHit
data products, as well as associations to the clusters. The tpcpatrec2 module takes the
gar: :rec: :VecHit objects to form the track candidates. The vector hits are merged
together if their direction matches, their centres are within 60 cm and their direction
vectors point roughly to their respective centres. Once the clusters of vector hits are
formed, they are used to make a first estimation of the track parameters simply taking
three clusters along the track. The module produces gar: :rec: :Track data products
and associations between these tracks and the clusters and vector hits.

The track is fitted by means of a Kalman filter in the tpctrackfit2 module, using
the position along the drift direction as the independent variable. Two different fits are
performed per track, a forward and a backwards fit, each starting from one of the track
ends. The Kalman filter state vector (y, z, R, ¢, tan)) is estimated at each point along
the track using a Bayesian update. The track parameters reported in the forward and
backwards fits are the ones computed at the opposite end where the fit started. The
main outputs of the track fit are the gar: :rec: : Track objects. Additionally, the module
stores the fitted 3D positions along the track in the gar: :rec::TrackTrajectory data
products, and the total charge and step sizes for each point also get stored in the form
of gar::rec::TrackIonization objects.

After the tracking step, the vertexfinderl module looks at the reconstructed
gar: :rec::Track products, creating vertex candidates with the track ends that are
within 12 cm of each other. The vertices are then fitted using linear extrapolations from
the different track ends associated. The results are gar: :rec: :Vertex data products,
and associations to the tracks and corresponding track ends.

For the ECal and muon tagger, the SiPMHitFinder module runs twice with different
configurations, adapted to the particular capabilities of both. The module simply takes
the gar: :raw: :CaloRawDigit products, applies a calibration factor to convert the ADC
counts to MeV, and for the strip layer hits it calculates the position along the strip using

the times recorded by both SiPMs. This module produces gar: :rec::CaloHit data
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Figure 6.1: Schematic diagram showing the different modules involved in the ND-GAr
neutrino event production.

products. Next, these objects are used as inputs to the CaloClustering module. It
merges the hits based on a simple nearest neighbours (NN) algorithm. For the resulting
clusters it also computes the total energy and position of the centroid. The results are

stored as gar: :rec::Cluster data products, with associations to the hits.

The last step in the reconstruction is associating the reconstructed tracks in the
HPgTPC to the clusters formed in the ECal and MulD. The TPCECALAssociation
module checks first the position of the track end points, considering only the points that
are at least 215 cm away from the cathode or have a radial distance to the centre greater
than 230 cm. The candidates are propagated up to the radial position (in the case of
clusters in the barrel) or the drift coordinate position (for the end cap clusters) of the
different clusters in the collection using the track parameters computed at the end point.
The end point is associated to the cluster if certain proximity criteria are met. This
module creates associations between the tracks, the end points and the clusters. The

criteria for the associations are slightly different for the ECal and the MulD.

Figure 6.1 shows the simulation and reconstruction workflow of neutrino event
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production in ND-GAr. The diagram also presents other external packages used to

produce analysis files.

6.2 dFE/dx measurement in the TPC

Among the parameters extracted from the track fitting, ionisation is particularly useful
for particle identification, as it is a function of the particle velocity. For the case of
relativistic particles this dependence is not very strong, but measuring the track on a
large number of points may allow us to estimate the amount of ionisation accurately.
This, paired with a measurement of the momentum, may allow us to identify the particle
type.

The first calculation of the energy loss per unit length for relativistic particles using
a quantum-mechanical treatment is due to H. Bethe [158|. Using this approach, the
mean ionisation rate of a charged particle traveling through a material medium is (using
natural units G =h =c=1):

dE 4 Net 2me 322
<d:c> = 22 <logI - 52> , (6.1)

where N is the number density of electrons in the medium, e the elementary charge, m.
is the electron mass, z the charge of the particle in units of e, 8 is the velocity of the
particle, v = (1 — 32)71, and I denotes the effective ionisation potential averaged over
all electrons. This relation is known as the Bethe-Bloch formula.

From Eq. (6.1) one can see that the ionisation loss does not depend explicitly on
the mass of the charged particle, that for non-relativistic velocities it falls as 372, then
goes through a minimum, and increases as the logarithm of . This behaviour at high
velocities is commonly known as the relativistic rise. The physical origin of this effect
is partly due to the fact that the transverse electromagnetic field of the particle is
proportional to -, therefore as it increases so does the cross section.

It was later understood that the relativistic rise could not grow indefinitely with ~.

A way to add this feature in the Bethe-Bloch formula is by introducing the so-called
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density effect term. It accounts for the polarisation effect of the atoms in the medium,
which effectively shield the electromagnetic field of the charged particle halting any
further increase of the energy loss [159]. Denoting the correction as (), one can rewrite

Eq. (6.1) as:

dE 4w Net o322 5
R S S S I

In general, the form of §(3) depends on the medium and its state of aggregation,

involving the usage of empirical parametrisations and tabulated values [160].

Another standard method to compute the amount of ionisation a charged particle
produces is the so-called photo-absorption ionisation (PAI) model proposed by W. Allison
and J. Cobb [161]. Within their approach, the mean ionisation is evaluated using a
semiclassical calculation in which one characterises the continuum material medium by
means of a complex dielectric constant e(k,w), which is a function of the energy and
momentum exchanged between the moving particle and the atoms and electrons in the
medium, w and k. However, in order to model the dielectric constant they rely on the
quantum-mechanical picture of photon absorption and collision. Therefore, in the PAI
model the computation of the ionisation loss involves a numerical integration of the

measured photo-absorption cross section for the relevant material.

In a particle physics experiment, the typical way of determining the energy loss
per unit length as a function of the particle velocity is studying identified particles
over a range of momenta. Once we have established this relation we can use it for
other, unknown particles. In this sense, it makes sense to have a regular mathematical

expression for this relation that one can use.

It happens that neither the Bethe-Bloch theory nor the PAI model from Allison and
Cobb offer a closed mathematical form for the ionisation curve. This is the reason why a

full parametrisation of the ionisation curves can be useful. A parametrisation originally

proposed for the ALEPH TPC [162] and later used by the ALICE TPC [163] group that
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manages to capture the features of the ionisation energy loss is:

f(By) = 5131}’4 <P2 — ™ —log [P:a + WD ; (6.3)

where P; are five free parameters. Hereafter, I will refer to Eq. (6.3) as the ALEPH

dFE/dx parametrisation.

6.2.1 Truncated dE/dx mean

GArSoft provides a collection of charge deposits for each reconstructed track. In order
to obtain the mapping between charge and energy in the HPgTPC, I produced an
MC sample consisting of single, isotropic protons. The starting points of the protons
were sampled inside a 50 x 50 x 25 cm box centred at (100, —150,1250) cm, and their
momenta are uniformly distributed in the range 0.25 — 1.75 GeV. The details of the
energy calibration method developed are given in App. C.1.

Once we have a collection of dE/dx values for each track, we can compute the
corresponding most probable ionisation loss per unit length of the particle. This is the
value predicted by the Bethe-Bloch or the PAI models, and together with a measurement
of the momentum it allows for particle identification.

However, estimating the most probable dF /dz value for each reconstructed track
is not a trivial task, as the dE/dx follows a Landau-like distribution [164]|. Therefore,
one should perform e.g. a LanGauss' fit to correctly estimate the most probable
values. Automating these kinds of fits is often problematic, as they usually incur in
non-convergence problems. Moreover, the reconstructed dE/dx distributions we obtain
tend to have relatively low statistics, which may also produce poor fits. In practice,
doing these unsupervised fits may degrade our performance, and a more robust method
is preferred.

A possibility could be taking the mean of the reconstructed dF/dz distribution for

each particle. The problem with this approach is that the high energy Landau tail,

T use the term LanGauss to refer to a Landau distribution convolved with a Gaussian. In the
literature, this distribution is often referred to as Landau+Gaussian or langau.
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Figure 6.2: Fractional residuals between the true and the reconstructed calibrated
dFE/dz means (blue) and the 60% truncated means (yellow), for each event in the
stopping proton sample.

combined with our limited statistics, can induce large fluctuations in the computation
of the mean. Imagine you have two protons with the same kinetic energy, but due to
reconstruction problems (or mere chance) in one case you do not get as many charge
deposits reconstructed in its high ionisation loss region. If you do not remove the tails,
the computed dF/dz means will be significantly different.

In order to avoid those fluctuations, one can compute the mean of a truncated d&/dx
distribution instead. By keeping only a given fraction of the lowest energy deposits
we obtain an estimate of the mean energy loss that is more resilient to reconstruction
inefficiencies and statistical effects. Figure 6.2 shows a comparison between the (dE/dx)
computed by taking the mean of the full distribution (blue line) and the 60% lowest
energy clusters (yellow line), for the stopping proton sample. The fractional residuals
are computed for each proton, taking the corresponding means using their collections
of true and reconstructed energy deposits. One can see that using the simple mean
translates into a high bias and uncertainty in the (dE/dz) estimation, whereas applying
the truncation reduces both significantly.

The next step is to optimise the level of truncation we are going to apply to our
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Figure 6.3: Estimated values of the mean dF/dz bias (left panel) and resolution (right
panel) obtained using the calibrated data from the stopping proton sample, for different
values of the truncation factor.

data. To do so, I use different truncation factors, i.e. the percentage of energy-ordered
reconstructed energy deposits we keep to compute the mean calibrated dF/dz values
of the stopping proton sample. Then, following the same procedure of computing the
fractional residuals as before, I fit the resulting histograms using a double Gaussian

function. This is simply the sum of two Gaussian functions of the type:

g(x; pyo,A)=A e_%. (6.4)

I do not add the classical normalisation factor of the Gaussian, 1/ V2mo, therefore

the amplitude A simply represents the maximum of the function. One of the two

Gaussian functions describes the core part of the distribution, while the other captures
the behaviour of the tails.

For each truncation factor, I look at the bias and the resolution I obtain. I define

these as the weighted means of the corresponding parameters in the fits:

7= Acore Teore + Atail xtail’ (65)
Acore + Atail

where Agore and Ay are the amplitudes of the core and tail distributions, respectively,

and x is either the mean p or the width o of said distributions.
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Figure 6.4: Examples of the truncated mean dF/dzx LanGauss fits for various 8 bins,
from a simulated FHC neutrino sample.

Figure 6.3 shows the bias (left panel) and the resolution (right panel) I obtain for
the stopping proton sample, using different values of the truncation. From these, it
can be seen that a truncation factor of 50% minimises the bias in the estimation, while
70% gives the best resolution. That way, I settled on the intermediate value of 60%

truncation, which yields a (dE/dz) resolution of 5.00 £ 0.08 % for stopping protons.

6.2.2 Mean dE/dx parametrisation

Now that we have a way to estimate the mean energy loss of a particle in the HPgTPC,
we can determine the value of the free parameters in the ALEPH formula, Eq. (6.3). For
this, I produced a sample of 10° reconstructed FHC neutrino events inside ND-GAr. In

this case I do not use the stopping proton sample, as we need to cover the full kinematic
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range of interest for the neutrino interactions in our detector.

Among the reconstructed data objects, the sample does not include an estimation
of the velocity of the tracks. Instead, the tracks have a value for the reconstructed
momentum and the associated PDG code of the Geant4-level particle that created the
track. Therefore, one can extract some of the tracks in the sample. In this case I select
the ones associated to electrons, muons, pions and protons, and compute 8 and ~ using
the reconstructed momentum and their mass. In terms of v the mean dF/dz does not
depend on the particle species, so one can consider the dataset as a whole. For this fit, I

will express 5 in terms of the 8 product as:

B By
o= V1+ (B 60

which can be easily proven from the definition of ~.

Next, I bin the sample in 7. I chose a fine binning so as to capture the different
features of the ionisation curve. Instead of fixing the bin width, I select them so each one
has approximately the same statistics. Then, for each g+ slice, I compute the median
and the interquartile range (IQR) of the (dE/dx) distribution. Using these, I make a
histogram in the range [median — IQR, median + 5 IQR), which I fit to a LanGauss
function in order to extract the MPV. Using this range accounts for the asymmetric
nature of the distributions, while also helps avoiding a second maximum present at low

B, probably as a result of reconstruction failures.

A few examples of these fits are shown in Fig. 6.4. The chosen values of 87 sit at
very distinct points along the (dE/dx) curve, going from the high ionisation region at
low velocities (top left panel), to the minimum point (top right panel), the beginning of
the relativistic rise (bottom left panel), and the plateau produced by the density effect

(bottom right panel).

I use the resulting most probable (dE/dx) values and the centres of the v bins as
the points to fit to the ALEPH formula. For this particular fit, I employ the least-squares

method to get a first estimation of the ALEPH parameters. Applying uniform priors, I
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Figure 6.5: Resulting one and two dimensional projections of the posterior probability
distributions of the ALEPH (dE/dx) parameters obtained by fitting the 60% truncated
mean dF/dz values from a FHC neutrino sample in ND-GAr. The vertical dashed lines
in the 1D distributions represent the 16th, 50th and 84th percentiles.

then use these values as the starting point of a 10° step Markov chain MC. Figure 6.5
shows the posterior probability distributions I obtain for each parameter. The reported
best fit points are based on the 16th, 50th, and 84th percentiles in the marginalised
distributions.

The resulting fit (black line), compared to the data points (red points) and the
underlying distribution is shown in Fig. 6.6 (top panel). The overall fit is good, with
a reduced chi-squared of x?/ndf = 1.02. However, there are some regions where the
fit does not describe the data correctly, like the very low [7 regime, where the fit

severely underestimates the dF/dz for energy losses > 50 keV /cm, and the start of the
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Figure 6.6: Truncated mean dE/dz obtained for the FHC neutrino sample as a function
of the 8y product (upper panel). Also shown are the fitted most probable values for
each (7 bin (red points) and the best fit obtained using the ALEPH parametrisation
(black line). The residuals resulting from the fit are shown in the lower panel.

relativistic rise, where we have a slight overestimation. This is a result of those points
having a larger uncertainty when compared to the ones around the dip or the plateau

areas. These differences can be better seen in the residual plot, Fig. 6.6 (bottom panel).

It is interesting to look at the results of the fit in momentum space, for the
different particle species. Figure 6.7 shows the truncated mean dE/dx values versus
the reconstructed momentum for the neutrino sample. Using a logarithmic scale for the
momentum helps with visualising the curves corresponding to the various particles. The
resulting fits for electrons, muons, pions and protons are also shown (solid black lines).
Notice that each curve stops at a different momentum value, as the fits only extend up

to By = 200 and translating this limit into momentum depends on the particle.
From Fig. 6.7, the particle separation power of the (dF/dx) measurement is evident.
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Figure 6.7: Distribution of the 60% truncated mean dE/dx versus reconstructed
momentum for the FHC neutrino sample. The black lines indicate the predictions of the
ALEPH parametrisation for electrons, muons, charged pions and protons.

In the low momentum regime, below 300 MeV /¢, separating muons and pions should
be possible using this method, even if it is with a low significance. On the other hand,
protons can be reliably identified up to 1.5 GeV /c.

Relevant to the separating power is the (dE/dz) resolution. This can be obtained
from the fit, by taking the ratio of the difference between the expected energy loss for a
given particle type and momentum and the measured value over the expectation. Then,
performing a double Gaussian fit we can extract the bias and the resolution by means of
Eq. (6.5). Figure 6.8 presents the values of the (dE/dx) bias (left panel) and resolution
(right panel) as a function of the momentum for the true protons in the neutrino sample.

When compared to the values for the resolution obtained for the stopping proton
sample (see e.g. Fig. 6.3), it appears that the resolution is worse. For that low energy
sample the resolution obtained was 5%, whereas now we only achieve those numbers for
momenta > 0.75 GeV /c. However, there are several differences between these two cases.

The former was obtained for a single proton sample, with tracks fully contained in the
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Figure 6.8: Estimated values of the mean dF/dz bias (left panel) and resolution (right
panel) obtained for the true protons in the FHC neutrino sample as a function of the
reconstructed momentum.

detector volume. On top of that, I refined the selection requiring a single reconstructed
track per event, which eliminates any misreconstruction effects. In this case, we are
dealing with tracks that may have fragmented, or even have contributions from different
true particles. Also, note that at low energies the (dE/dx) for protons is much higher
than it is for other particles. Therefore, having a poor resolution in that range does not

have an impact on the proton separation.

6.3 Muon and pion separation in the ECal and MulD

As it can be seen from Fig. 6.7, it is not possible to separate muons and charged pions
in the HPgTPC using dE/dx for momenta > 300 MeV /c. In ND-GAr, approximately
70% of the interactions in FHC mode will be v, CC (compared to the 47% of v, CC
interactions when operating in RHC mode), while 24% are neutral currents. Out of
these, around 53% and 47% of them will produce at least one charged pion in the final
state, respectively. Figure 6.9 shows a comparison between the spectra of the primary
muons and the charged pions for v, CC interactions in ND-GAr producing one or more
charged pions. From this, one can see that (i) the majority of muons and charged pions

are not going to be distinguishable with a (dE/dx) measurement, and that (ii) particle
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Figure 6.9: True momentum distribution for the primary muon in v, CC N nt
interactions inside the fiducial volume of ND-GAr (blue line), compared to the post FSI
charged pion spectrum (red line).

identification is necessary both to classify correctly the v, CC events and identify the
primary muon within them.

ND-GAr features two other subdetectors which can provide additional information
for this task, namely the ECal and MulD. The current ECal design, described in section
3.5.2, consists of 42 layers, made of 5 mm of Pb, 7 mm of plastic scintillator, and an
additional 1 mm PCB board for the tile layers. The total thickness of this calorimeter is
1.66 nuclear interaction lengths, or 1.39 pion interaction lengths. The MulD design is in
a more conceptual stage, however it is envisioned to feature layers with 10 cm of Fe and
2 cm of plastic scintillator. With its three layers, it will have a thickness of 1.87 or 1.53
nuclear or pion interaction lengths, respectively.

Because pion showers are dominated by inelastic nuclear interactions, the signatures
of these particles in the calorimeter will look significantly different from those of muons,
or in general any minimum ionising particle (MIP). Although our ECal is not thick
enough to fully contain the hadronic showers of the charged pions at their typical energies
in FHC neutrino interactions, they can still be used to understand whether the original

particle was more hadron-like or MIP-like. In Fig. 6.10 I show two examples of energy
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Figure 6.10: Distributions of energy deposits in the ECal for a muon (left panel) and
a charged pion (right panel) with similar momenta. The energy is projected onto the
plane perpendicular to the principal component of the hits, and the positions are relative
to the centre of the interaction.

distributions created by a muon (left panel) and a charged pion (right panel) of similar
momenta interacting in the ECal. These figures represent the transverse development of
the interactions. For each of them, I computed the principal component and centre of
mass of the interaction, projecting the position of the hits onto the plane perpendicular
to that direction, and taking the distances relative to the centre. It can be seen that
the muon follows an almost MIP-like behaviour, with most of the deposited energy
located in the central bin. On the other hand, the pion not only deposits more energy
overall, but also this energy is more spread-out among the different hits. It is this kind
of information that would allow us to distinguish muons from pions.

This way, I identify three main action points that need to be addressed if one wants

to use these detectors to distinguish between muons and charged pions. These are:

1. the way we make the associations between tracks in the HPgTPC to the activities

(what in GArSoft we call clusters) in the ECal and the MulD,

2. what variables or features one can extract from the calorimeters that encapsulate

the information we are interested about,

3. and how to carry out the classification problem.
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6.3.1 Track-ECal matching

One of the main factors in the muon and pion separation is the way we associate clusters
in the ECal to reconstructed tracks in the HPgTPC. Missing some associations or making
wrong ones can bias the ECal quantities that we can use for classifying particles. The
current algorithm in GArSoft provides precise associations, i.e. most of the associations

that it produces are correct, but it appears to miss an important number of them.

The current TPC track-ECal cluster association algorithm is divided in four parts.
It first checks whether the track end point fulfils certain conditions to be extrapolated.

There are two cut values in this step, one for the drift direction and other for the radial.

If the point can be extrapolated, the code computes the coordinates of the centre
of curvature using the Kalman fit estimates at the track end (y, z, 1/R, ¢, tan)). It
then compares the distance between this and the cluster in the (z,y) plane to R. This

introduces another cut in the perpendicular direction.

The next step is different for clusters in the barrel or in one of the end caps. If it
is a barrel cluster the algorithm extrapolates the track up to the radial distance of the
cluster. There are three possible outcomes, the extrapolated helix can cut the cylinder
of radius 7ejyster tWo, one or zero times. It gets the cut point that is closer to the cluster
and checks that it is either in the barrel or the end caps. Computing the difference
between the x coordinates of the cluster and the extrapolated point, the module checks
that this is not greater than a certain value. If the cluster is in an end cap, it propagates
the track up to the z position of the cluster. Then, the algorithm computes the angle in
the (z,y) plane between the centre of curvature and the cluster, a, and the centre of

curvature and the propagated point, o/. A cut is applied to the quantity (o — o) R.

If the cluster contains more than a certain number IV of hits, it applies an extra cut
to the dot product of the direction of the track at the propagated point and the cluster
direction.

The code makes sure to only associate one end of the track (if any) to a cluster.

However, it can associate more than one track to the same cluster. This makes sense,
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Figure 6.11: Comparison between the precision (blue), sensitivity (yellow) and F
score (red) obtained for the default (horizontal lines) and new algorithms, both with
the x2-based direction estimator (squares) and cheated directions (circles), for different
values of the x? cut.

as different particles can contribute to the same cluster in the ECal, but it makes it
difficult to quantify the relative contributions of the tracks to a certain cluster.

As a way of gauging the performance of this algorithm, I developed a new, simpler
association module. The goal was to have a simple and robust algorithm, which depends
on as few parameters as possible and that can produce a one-to-one matching between
tracks and ECal clusters.

For each reconstructed track, the new algorithm applies the same procedure to the
forward and the backward fits irrespective of their end point positions. It first gets the
Kalman fit parameters at the corresponding end point, together with the position along
the drift direction, z¢ and (yo, 20, 1/R, ¢o, tanl).

For each ECal cluster, I compute the radial distance to the centre of the TPC and
find the ¢ value in the range [¢g, ¢o + sign(R)Pmaqz) that makes the propagated helix
intersect with the circle defined with such radius. The (z,y, z) position of the helix for
the ¢ value found (if any) is then computed. In case there are two intersections, I keep
the one that minimises the distance between (y, z) and (Yepuster, Zeluster )-

I then calculate a x? value based on the Euclidean distance between the propagated
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point and the cluster:

Zi:o (x(n) - xr(:n))z

X2 /ndf = 3

(6.7)

If there was no intersection I set the stored value to —1. In the end, for each reconstructed
track in the event one ends up with two collections of x? values, one for each ECal
cluster and fit directions.

The current code only supports having ECal clusters associated to one end of each
track. We have two options to decide what track end to keep. The first one tries to
cheat the selection, looking at the distance between the two track ends and the true
start position of the associated MC particle. The second one keeps the track end with
more X2 entries below a certain cut value.

This feature of only considering one track end limits the algorithm, making it
unsuitable for reconstructing events with particles originating outside the HPgTPC.
However, as for the moment our main concern is the study of neutrino interactions in
the gaseous argon volume, this is an acceptable assumption.

In order to associate a cluster to a track, I take all clusters with a x? value in the
range [0, x2,;). If a cluster has been assigned to more than one track we leave it with
the one with the lowest 2.

This default behaviour of the algorithm can be modified to associate more than one
track to each cluster. Not only that, but the x? values can be used to assign relative
weights to the different contributions.

To evaluate the performance of the association method, I use a binary classification
approach. In this case, I check the leading MC Track IDs associated to the reconstructed
tracks and ECal clusters. I count an association as true positive (TP) if both Track
IDs coincide. An association is considered false positive (FP) when the Track IDs are
different. If a cluster has not been associated to any track but it shares the Track ID
with a reconstructed track it is counted as a false negative (FN).

For the testing, I produced a sample of 10* FHC neutrino events inside the HPgTPC.

Figure 6.11 shows the precision (blue line), sensitivity (yellow line), and F score (red
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Figure 6.12: Schematics of a possible option to deal with track-ECal associations in
non-zero tg neutrino interaction events, trying to correct for the drift direction uncertainty
in a cluster-by-cluster basis using the cluster time, ¢,y ster-

line) I obtain for different values of y2,,. For comparison, the same metrics computed
for the default algorithm with the current configuration are also shown (dashed lines).
In the case of the new algorithm, I use both the y?-based method to estimate the
track direction described earlier (square markers) and the cheated direction from the
Geant4-level information (circle markers). For either of these we achieve similar values
of the precision compared to the old code, while having a considerably higher sensitivity.
It can be seen that cheating the direction of the tracks only makes a difference at high
X2, Past the optimal value of the cut around the F} score maximum. Therefore, I set
the x? method as the default.

One of the possible weak points of this approach is that it relies on the position along
the drift direction to make the decisions. Within the current ND-GAr design implemented
in GArSoft, the timing information is provided by the ECal. That effectively means
that prior to making the track-ECal associations the reconstructed x positions of the

track trajectories differ from the simulated ones by an amount:

wlddy — wi’fﬁn = Vdrift to, (6.8)
where vg,; ¢ is the mean drift velocity in our medium and the initial time is in the range
to € [0, tspinr), With tep being the spill length. For a 10 us spill this translates into a
maximum 30 ¢cm uncertainty on the drift direction position.

The current default in GArSoft sets tg = 0, but the functionality to randomly sample
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Figure 6.13: Comparison between the precision (blue), sensitivity (yellow) and Fj score
(red) obtained for the new algorithm when applying the cluster ¢y correction (squares)
and when no correction is applied (circles), for different values of the x? cut.

this within the spill time is in place. Therefore, we need to understand what is the impact
of a non-zero ty on the associations algorithm and foresee possible ways of minimising a
loss in performance.

Figure 6.12 represents a possible option to tackle the association problem when
having events with a non-zero initial time ty. The black and white circles represent the
original points, whereas the squares indicate the corrected positions. The end points of
the track and the propagated points up to the cluster radius are indicated using filled
and unfilled markers, respectively. The red square represents the position of the cluster.

Here I try to correct for the drift coordinate position using the time associated to the
cluster. Assuming that the drift time is much larger than the propagation time, t.qyster
could be used as a good estimation of the t3. An alternative can be using the earliest
time associated to a hit in said cluster. Doing this for each cluster before computing
the x? value could be used as an alternative to knowing the specific value of the tg, as
when the association is correct this will provide the right correction but its impact is
small enough to not change the position significantly in the case the cluster does not
correspond to a given track.

I tested the effect of this correction again using a sample of 10* FHC neutrino events,
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this time with tg values uniformly distributed within the spill. Figure 6.13 shows the
performance of the algorithm for the case where the cluster ¢y correction is applied
(square markers), and for the no correction case (circle markers), as a function of x?2,;.
In this case, the differences are particularly noticeable at low values of the cut. This
makes sense, as the gy effect becomes subdominant when the distance we consider grows
large. Overall, the correction increases the sensitivity while keeping the precision almost

unchanged. As a result, I apply the o correction to the generated samples by default.

6.3.2 Classification strategy

The problem of the muon and charged pion separation has to be viewed in the broader
context of the particle identification in our detector. Focusing on the beam neutrino
interactions, it is clear that we are going to have muons and pions spanning a broad
momentum range. Not only that, but we will also have other particles with similar
characteristics that will make the classification even more challenging. Therefore, we are
presented with a task that will depend heavily on the kinematic range we are looking at
each time, as both the available information and the possible impurities of other particle
species vary.

For instance, distinguishing muons from pions could be difficult at low momenta, as
a great number of them do not reach the ECal. Therefore, we could think of tailoring a
version of the classification for that particular case, which could be complemented with
a dF/dx measurement. Likewise, for momenta > 1 GeV muons and pions reach the
calorimeters efficiently, but so do protons. Because of this, one can try to train another
classifier for this energy range, and rely on other methods to remove as many of the
protons as possible.

Figure 6.14 shows the momentum distribution of the reconstructed muons (top) and
pions (bottom) in a FHC sample. It also contains the fraction of particles reaching the
ECal (red) and MulD (blue), for the different momentum bins. In Fig. 6.15 I show the
mean dFE /dx of different particles as a function of the momentum, computed using the

ALEPH parametrisation with the best fit parameters found in section 6.2.1.
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Figure 6.14: Momentum distributions for the reconstructed muons (top panel) and
charged pions (bottom panel) in a FHC neutrino sample, together with the fraction
of them reaching the ECal (red) and MulD (blue). Each entry corresponds to a
reconstructed track, backtracked to a true muon or pion which has not produced any
other reconstructed track.

Using these two figures as references, I decided to approach the classification by
dividing the problem into six different momentum regions. A summary of these can
be found in Tab. 6.1. The idea is to select a number of regions where the basic
classification can be complemented with other methods. For the problem at hand, I
prepared separate samples of isotropic single muons and pions, with momenta uniformly
distributed along the corresponding momentum range. Each sample contains 5 x 10%
events of the corresponding particle species. I do not generate samples for the first
region, as it is assumed that the separation can be achieved using dF/dz only. For the
last region, I generate particles up to a momentum of 10 GeV/c, as that is well above
the typical energies of muons and pions from FHC neutrino interactions in ND-GAr. In

all cases, the ratios I keep between the training and testing datasets are 80 : 20.
Additionally, I prepared another sample of 10° FHC neutrino events. For each
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Figure 6.15: Predicted truncated mean dE/dz versus momentum, for electrons, muons,
charged pions and protons, obtained using the ALEPH parametrisation. The vertical
dashed lines represent the boundaries of the six regions used for the muon and pion
classification training.

interaction, I select the reconstructed particles which were backtracked to true muons or
charged pions. I use this dataset to perform validation checks, to see how the models
trained with the single particle data generalise to a more realistic scenario.

To tackle this classification problem, I make use of Boosted Decision Trees (BDT). A
decision tree uses a flowchart-like structure to make decisions based on some input data.
It starts from a root node, which represents the complete dataset, and then it splits
this based on the variable or feature which gives the best separation between classes,
creating two new nodes. The process repeats for each node until it reaches a certain
limit, like a maximum number of splits or some tolerance criteria. The last set of nodes
are often called leaf nodes, and represent the final prediction of the classifier. A good
example of the use of BDTs in particle physics is that from Ref. [165].

Boosting refers to a family of methods to combine the predictions from multiple
classifiers, following a sequential approach where each new model learns from the errors
of the previous one. The process starts with a simple decision tree, which is used to

make predictions on the training data. Then, the data points misclassified by the first
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Table 6.1: Momentum ranges and description of the PID approach assumed for the
muon and pion classification task.

Momentum range | Description
< 0.1 GeV/c | All tracks can be separated with dE/dx

[0.1, 0.3) GeV/c | Use ECal for reaching muons and pions, dE/dx for the rest

[0.3, 0.8) GeV/c | Use ECal for muons and pions, dE/dx for protons

0.8, 1.5)
3.0)

GeV/c | Use ECal and MulD for muons and pions, dE/dx for protons
[1.5, GeV/c | Use ECal and MulD for muons and pions, ToF for protons
>3.0 GeV/c | Use ECal and MulD for muons and pions, dE/dz and ToF for protons

model are assigned higher weights, and another decision tree is trained on the data with
adjusted weights. The predictions of the two trees are then combined, and the cycle
repeats for a predefined number of iterations. Gradient boosting uses the direction of
the steepest error descent to guide the learning process and improve the accuracy with

each iteration.

6.3.3 Feature selection and importance

Using the reconstructed tracks as a starting point, I compute a number of ECal and
MulD variables for each of them. As there can be more than one cluster associated to a
track, I collect all associated clusters and compute these variables from the complete
collection of associated hits. For the MulD, because it only features three layers and
typically there will be fewer hits, I also allow single hits to be associated with tracks?. I
can roughly divide the variables in three types: energy-related, geometry-related and
statistical. In the following, I briefly describe the variables related exclusively to the

ECal:

e Energy-related ECal

— ECal total energy (ClusterTotalEnergy): sum of the energy of all the ECal

hits.

2 At the reconstruction level non-clustered hits are put into single hit clusters, instead of being thrown
away. This is necessary to keep the consistency of the track-cluster association code.
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— Mean ECal hit energy (HitMeanEnergy): mean of the hit energy distribution.

— Standard deviation ECal hit energy (HitStdEnergy): standard deviation of

the hit energy distribution.
— Maximum ECal hit energy (HitMaxEnergy): maximum of the hit energy
distribution.
¢ Geometry-related ECal
— Mean distance hit-to-cluster (DistHitClusterMean): mean of the distance
distribution between the hits and the corresponding cluster’s main axis.

— RMS distance hit-to-cluster (DistHitClusterRMS): root mean square of the
distance distribution between the hits and the corresponding cluster’s main
axis.

— Maximum distance hit-to-centre (DistHitCenterMax): maximum of the
distance distribution between the hits and the centre of the HPgTPC.

— Time-of-Flight velocity (TOFVelocity): slope obtained when fitting a straight
line to the hit time versus hit distance to the centre (i.e. d =v X t).

e Energy and geometry ECal

— Radius 90% energy (Radius90E): distance in the hit-to-cluster distribution
for which 90% of the total energy is contained in the hits that are closer to

the axis (i.e. radius that contains 90% of the energy).
e Statistical ECal

— Number of hits (NHits): total number of hits associated to the track.

— Number of layers with hits (NLayers): difference between the last and the

first layer with hits.

Figure 6.16 shows the distributions of three different ECal variables, separating true

muons (blue) and charged pions (red), for the five momentum ranges considered. I chose
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Figure 6.16: Example ECal feature distributions for muons (blue) and charged pions
(red) in the five different momentum ranges considered (from top to bottom, in ascending
momentum order). From left to right: mean hit energy, mean distance hit-to-cluster,
and number of layers with hits.

168



6.3. MUON AND PION SEPARATION IN THE ECAL AND MUID

n
E 0.80 < p < 1.50 GeV/c
e L
©]
1 -l ﬂ ﬂ 1 1
200 20 40
2
g . T Muon 1.50 < p < 3.00 GeV/c
g Pion I
1073 - ¥
10—5 L 7 mo 1 -l n 1
0 50 100 0 100 200 20 40
2
g . 3 Muon 3.00 < p < 10.00 GeV/c
R Pion i
1073 - -
10—5 L —_— 1 o H |
0 50 100 0 100 200 20 40
HitMuIDStdEnergy [MeV] DistHitMuIDMax [cm] NHitsMulD

Figure 6.17: Example MulD feature distributions for muons (blue) and charged
pions (red) in the three different momentum ranges considered (from top to bottom,
in ascending momentum order). From left to right: standard deviation hit energy,
maximum distance hit-to-hit, and number of hits.

to show one feature from each category, namely the mean energy per hit (left column),
the mean distance between the hits and the centre of the cluster (middle column), and
the number of ECal layers with hits (right column). These give an idea of the separating
power of the different features, and how it changes considerably with the energy. In
the number of layers with hits distributions, the peak at 6 appears because the first six
ECal layers sit inside the pressure vessel. Therefore, some of the particles get stopped

crossing it, never making it to the seventh layer.

In the case of the MulD, because at low momenta a significant fraction of the particles

do not make it past the ECal, I only consider the information coming from this detector
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for momenta > 0.8 GeV/c, i.e. for the last three momentum regions. The variables I

extract from it are the following:

e Energy-related MulD

MulD total energy (ClusterMulDTotalEnergy): sum of the energy of all the
MulD hits.

Mean MulD hit energy (HitMulDMeanEnergy): mean of the MulD hit energy

distribution.

— Standard deviation MulD hit energy (HitMulDStdEnergy): standard deviation

of the MulD hit energy distribution.

— Maximum MulD hit energy (HitMulDMaxEnergy): maximum of the MulD

hit energy distribution.
¢ Geometry-related MulD

— Maximum distance MulD hit-to-hit (DistHitMulDMax): maximum distance

between pairs of MulD hits.

— Maximum distance MulD hit-to-centre (DistHitCenterMulDMax): maximum
of the distance distribution between the MulD hits and the centre of the

HPgTPC.
e Statistical MulD

— Number of hits (NHitsMulD): total number of MulD hits associated to the

track.

— Number of layers with hits (NLayersMulD): difference between the last and

the first layer with MulD hits.

Figure 6.17 shows the distributions of three different MulD variables, separating
true muons (blue) and charged pions (red), for the three momentum ranges which use

the muon tagger information. In this case I decided to show the standard deviation of
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Figure 6.18: Left panel: cumulative explained variance for the first three principal
components (top panel) and contribution of the different features to the principal axes
in feature space (bottom panel). Right panel: Shapley (blue) and Gini (red) feature
importances for the different input features. Both figures correspond to the samples in
the momentum range 0.3 < p < 0.8 GeV/c.

the MulD hit energy distribution (left column), the maximum distance between the
MulD hit pairs (middle column), and the number of MulD hits (right column). These
variables are used together with the ECal features at high momenta, providing additional
disambiguation power.

For both the ECal and the MulD, I add as an extra feature the ratio between the total
energy from the clusters and the momentum measured in the HPgTPC (ECalRatioFWD
and MulDRatioFWD, as I use the momentum value from the forward fit). This variable
is typically used for electron discrimination in calorimeters, as the small difference
between their momentum and kinetic energy makes it peak around 1. I also include
another time-of-flight variable, measured with both the ECal and MulD from the arrival
times to each detector (TOFMulD).

Once our features have been defined, one can do some exploratory analysis to
understand how well the variables describe the target class, and avoid the black-box
approach by checking which features are most relevant for the learning process. This way,
I perform a feature analysis for each of the momentum ranges I divided this classification
problem into. It follows three steps: first a principal component analysis (PCA), followed

by a feature importance study using Gini [166] and Shapley [167] values, and finally a
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Figure 6.19: Left panel: cumulative explained variance for the first three principal
components (top panel) and contribution of the different features to the principal axes
in feature space (bottom panel). Right panel: Shapley (blue) and Gini (red) feature
importances for the different input features. Both figures correspond to the samples in
the momentum range 0.8 < p < 1.5 GeV/c.

feature permutation importance analysis.

The PCA is useful to understand the variance of the feature space. It is an
unsupervised machine learning technique that allows the user to perform a dimensionality
reduction [168]. It uses a singular value decomposition (SVD) of the input features
to project them into a lower dimensional space. The idea is to find the matrix Cg,
whose columns are the first g orthonormal eigenvectors of the input covariance matrix.
Consider the n X p real matrix of input data X, where n is the number of samples and
p the number of features. If X is centred, i.e. the means of its columns are equal to
zero, we can write the covariance matrix of X as C = X7X/(n — 1). This matrix can be
diagonalised, yielding:

C=VLVT, (6.9)

where V is a matrix of eigenvectors and L a diagonal matrix with eigenvalues A;. Then,
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performing SVD on X gives us:
X =USWT, (6.10)

where U is a unitary matrix, whose columns are called left singular vectors, S is a
diagonal matrix of singular values s;, and W is another unitary matrix, its columns
known as right singular vectors. This way, we can write:

SQ

C=WSUTUSWT/(n—1) =W ——WT. (6.11)

meaning that the right singular vectors are also the eigenvectors of the covariance matrix.

The SVD can be computed numerically following an iterative approach [169].

This way, taking an input data vector X € RP| the resulting feature vector Y € RY
is given by:

Y = CIX. (6.12)

The new features capture most of the variance of the original sample, while being lower

dimensional, as ¢ < p.

Before applying the PCA reduction one needs to centre and scale the input data.
Centring is necessary when using SVD to obtain the eigenvectors of the covariance
matrix, as only in that case we can do the identification with the right singular vectors
from the input data. Scaling is needed when variables are on different scales, as some

can then dominate the PCA procedure.

I use the PCA module of scikit-learn [142], together with the RobustScaler,
which centres the data and scales it based on the interquartile range. In Fig. 6.18 (left
panel) and Fig. 6.19 (left panel) I show the results I obtained from the PCA for the
momentum ranges 0.3 < p < 0.8 GeV/c and 0.8 < p < 1.5 GeV /¢, respectively. Notice
that in the second case the number of features increases considerably, as this is the first
region which uses the MulD variables. I find that, in all the cases, adding a fourth PC
does not add additional information. As it can be seen in the top panels of the figures,

the cumulative explained variance is already over 80% with three PCs.
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The bottom panels show the contribution of the variables to the principal axes. For
the two first momentum regions, I observe a tendency of the energy-related and the
geometry-related ECal variables to be clustered together. For the other ranges, when
I include the MulD variables, there seems to be a division between ECal and MulD
variables. For these, it seems like the number of ECal layers with hits also plays an

important role.

The next step in the analysis is to quantify the importance of the features based on
two additional metrics, namely the Gini and the Shapley values. The Gini importance,
often called mean decrease impurity, is based on how much a feature contributes to the
purity improvement at the splits in each decision tree. The purity is measured in terms

of the Gini impurity index, defined as [166]:

Ie=1-> f (6.13)

where f; is the fractional abundance of the ¢-th class. Then, for each split one can
compute the weighted decrease in impurity as:

N, NE . NE
Ag=""|(Ig—=LI1EF LT 14
G N(G N, ‘¢ TN e ) (6.14)

where N represents the total number of samples, NV; the number of samples at the current
node, N and N the number of samples in the right and left children respectively,
I is the Gini impurity at the current node, and Ig and Ié the Gini impurities of the

resulting right and left children.

For each decision tree, one will have a normalised vector with the accumulated
decrease in Gini impurity for each feature. In the case of a BDT, the feature importances

are simply the mean for all the estimators in the ensemble.

The concept of Shapley values originated in the context of game theory, and it
measures the marginal contribution of a feature in enhancing the accuracy of a classifier

[167]. Take F' to be the set of all features in a problem, and S C F' a subset of features.
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Figure 6.20: Evolution of the SHAP importance for the top six most important features
across all five momentum ranges.

To compute the Shapley value of the i-th feature, one has to train a model with that
feature present, fgu(;3, and another model trained without it, fs. This has to be
repeated for all possible combinations of subsets S C F'\ {i}, and evaluating the models

predictions on the appropriate sets of data xg. This way, the Shapley value results [170]:

L(IF|—1S]—1)!
pi= D o (|F|’|F|||S| V! [fsugay (zsugy) — fs(as)] - (6.15)
SCF\{i} ‘

I train the GradientBoostingClassifier from scikit-learn with the default
configuration in order to evaluate both the Gini and Shapley importances. The Gini
scores are automatically computed by scikit-learn, using the training data. For the
Shapley importance, I use the implementation from the SHAP package [170], computing
it using the test sample. The results can be seen in Fig. 6.18 (right panel) and
Fig. 6.19 (right panel), again for the momentum ranges 0.3 < p < 0.8 GeV/c and
0.8 < p < 1.5 GeV/c. The length of the bars denote either the SHAP (blue) or the Gini
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(red) importance of the feature. One interesting thing to notice is that, when looking at
the Gini importance, there is always one feature that dominates over the rest. This is
not the case for the SHAP importance, where importances tend to be more balanced.

Across all momentum ranges, I observe that the most important features are rather
consistent. For the five regions considered, only six variables sit in the top five at least
once. Figure 6.20 shows the evolution of the SHAP importance of these six features. It is
interesting to see that the time-of-flight variable keeps its importance almost unchanged
for all momenta. Also, it looks like the ECal energy ratio gets less relevant the higher the
momentum is, but the RMS of the hit-to-cluster distance distribution and the maximum
ECal hit energy become more important in the high momentum ranges.

The last step in the feature selection analysis is the feature permutation. This
technique measures the contribution of each feature to the performance of a model by
randomly shuffling its values and checking how some scores degrade. For the present
case, | am interested in the precision or purity, and the sensitivity or efficiency, as these
two are the most relevant metrics from a physics point of view. The scikit-learn
module provides the user with a method to perform the permutation scans.

The results of these are shown in Fig. 6.21. For the different momentum ranges
I show the permutation importances for the ten most important features. For each
of the variables I report the effect the permutations have on the precision (blue) and
sensitivity (yellow) of the models. The bars indicate the importance value, with the
lighter part representing one standard deviation around the mean (hinted as an additional
vertical line). Something to notice is that, in the first momentum region, the feature
permutations have an effect on both the precision and the sensitivity. However, for the
rest the precision is almost unaffected, while the sensitivity changes are considerably
larger.

It is also interesting to see that most of the variables identified as important here are
the same as I found when looking at the Shapley values. The behaviour of these across
the momentum ranges is also similar, with the same patterns of some features being

important at low momenta and then dropping in importance for the high momentum
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Figure 6.21: Permutation importances for the ten most important features in the
different momentum ranges (from left to right, top to bottom, in increasing momentum
order). The bars indicate the effect that permutations of each feature have on the purity
(blue) and the sensitivity (yellow), the translucent regions representing one standard
deviation around the central value.
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ranges.
With this, I conclude the study of the features. I have prepared the training and
testing datasets and understood which features are likely to have the largest impact on

the performance of the classifiers.

6.3.4 Hyperparameter optimisation

Any BDT requires the user to specify a number of parameters that will dictate its
behaviour. They can be divided into two categories: (i) tree-specific parameters, which
affect each individual tree in the model, and (ii) boosting parameters, which control the
boosting operation in the model. The value of these so-called hyperparameters affect the
performance and predictive power of the models. Therefore, one needs to carefully select
their optimal values in order to extract as much information as possible from the data.

From all the parameters used to define a tree in the scikit-learn implementation
of the BDT classifier, I only consider a subset of them. This is due to the fact that some
are mutually exclusive, but also because I noticed that others have little effect on the

problem at hand. Therefore, the parameters I investigate are the following:

e min_samples_split: defines the minimum number of samples required in a node
to be considered for splitting. High values prevent a model from learning relations

which might be highly specific to the particular sample, but may led to underfitting.

e min_samples_leaf: defines the minimum samples required in a leaf node. For
imbalanced problems it should take a low value, as there will not be many cases

where the minority class dominates.

e max_depth: maximum depth of a tree. Useful to prevent overfitting, as high depths

allow the model to learn relations specific to the training sample.
In the case of the boosting parameters, the ones I look at are:

e learning_rate: determines the impact of each tree on the final outcome. Low

values make the model robust to the specific characteristics of a tree, and thus
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Figure 6.22: Values of the precision and sensitivity obtained for 10* BDT
hyperparameter configurations, for the momentum regions I, III and V. The red
contours indicate the curves of equal Fj-score, while the green crosses are the selected
configurations.

allow it to generalise well. However, that usually requires a large number of trees

to model the data properly.

e n_estimators: number of sequential trees to be trained. In general, BDTs are

fairly robust to high numbers of trees, but they can still overfit at a point.

e subsample: fraction of observations to be selected for each tree. Values slightly

less than 1 make the model robust by reducing the variance.

In general, hyperparameters depend on each other. Thus, it is not possible to
optimise them independently. In the literature, we find two main strategies to explore
the hyperparameter space. We could use a grid search, in which one discretises a
portion of the space of hyperparameters and evaluates the model at each point. Another
approach is the randomised search, where a certain number of random configurations of
hyperparameters are explored.

In this case, I use the random search to scan the hyperparameter space. Also,
because it is not guaranteed that a set of hyperparameters can be efficiently applied
across different datasets, I perform the optimisation for each of the momentum ranges
considered. Table 6.2 shows the list of hyperparameters considered, and the range within
which I let them vary. I decided to fix the number of estimators to 400 in all cases, as

its value is correlated with that of the learning rate.
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Table 6.2: Optimal values of the hyperparameters used by the BDT, for each momentum
range.

Hyperparameter Range Best value

I II m 1w v
min_samples_split | [0.001, 1] 0.10 0.06 0.05 0.27 0.06
min_samples_leaf | [0.001, 1] 0.02 0.03 0.01 0.02 0.07
max_depth {2,3,..,8 |8 2 4 2 7
learning_rate [0.05, 1] 0.10 0.23 0.07 0.13 0.09
subsample [0.01, 1] 0.75 0.65 0.79 0.86 0.95

I evaluate 10* different hyperparameter configurations for each momentum range. For
the hyperparameter tuning, I use subsamples containing 10% of the full datasets, keeping
the original proportions between classes, in order to reduce the computational load. The
performance of the models was assessed using a stratified 3-fold cross-validation with
replacement. Cross-validation involves dividing the data in a number of subsets, training
the model using some of them, and testing it with the rest. In our case, I divide the data
in 3 equal-sized subsets, maintaining the class proportions of the original dataset. Then,
for 3 consecutive iterations, I train the models using 2 of the subsets while I compute the
precision and sensitivity scores with the other. This approach provides a more robust

estimate of the performance on unseen data.

Figure 6.22 shows the results in the precision versus sensitivity plane, for the
momentum regions I, IIT and V (from left to right). The contours represent the curves
of equal Fi-score, i.e. the harmonic mean of the precision and the sensitivity. The shape
of the clusters in this space gives us an idea of the best possible performance of the
BDT when varying the hyperparameters. In order to select the optimal configurations

(indicated in the plots with a green cross), I chose the point with the highest F}j-score.

The results for the different momentum ranges are summarised in Tab. 6.2. One
can see some consistency in hyperparameter choices, with models generally preferring
small values for the tree-specific parameters, small learning rate, and relatively large

subsample sizes.
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Table 6.3: Performance metrics of the BDTs with optimal hyperparameters, for the
different momentum ranges.

Metric Value + 1o

I 1I 111 v \%
Accuracy 0.779 +£0.003 0.812+£0.003 0.846 +0.002 0.861 +0.003 0.874 £ 0.002
Precision 0.769 +0.003 0.752+0.005 0.788 +0.002 0.805+0.003 0.815 =+ 0.003
Sensitivity | 0.745+0.009 0.921 +0.006 0.9654+0.002 0.967 +0.002 0.976 4+ 0.001
Fi-score 0.757 +£0.004 0.828 £0.003 0.867 +0.002 0.879 £0.002 0.889 + 0.002
ROC AUC | 0.868 £0.003 0.865+ 0.003 0.899 +0.002 0.902+0.002 0.911 4+ 0.001

Now that I have obtained the optimal values of the hyperparameters, I can train
the different BDTs. In this case I use the complete datasets, keeping 20% of the data
for testing. Table 6.3 shows the values of the different performance metrics obtained
using the selected hyperparameters and 5-fold cross-validation. The last row indicates
the value of the area under the receiver operating characteristic (ROC) curve. This
represents the sensitivity of a model as a function of the false positive rate. I have
included it here as it is a classic model metric used in the machine learning community.

Overall, there is a clear trend of models performing better at high momentum.

6.3.5 Probability calibration

So far, the trained BDTs are able to provide predictions of the class labels. Ideally,
one would like the output of a classifier to give a confidence level about the prediction.
However, it is not straightforward to interpret the outputs of our BDTs in terms of
probabilities.

A way to visualise how well the predictions of a classifier are calibrated is using
reliability diagrams [171]. They represent the probability of the positive label versus the
probability predicted by the classifier. These can be obtained by binning the predicted
probabilities, and then compute the conditional probability P(yirue = 1|y < Yprea <

yi+1) by checking the fraction of true positive instances in each bin. The reliability

diagram of a perfectly calibrated classifier would be a diagonal line.
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Figure 6.23: Reliability diagrams for the BDT classifier used in the momentum range
0.3 < p < 0.8 GeV /e, both for the original (blue circles) and calibrated (yellow squares)
responses. For reference, the response of a perfectly calibrated classifier is also shown
(black dashed line).

In this case, I try to correct the raw response of the classifiers by applying a sigmoid

function:

1

where the parameters A and B are real numbers determined using the method of least
squares.

For each classifier, I perform a grid search to obtain the optimal values of A and B.
For any pair, I compute the predicted probabilities as ypred = 0(Yraw; A, B), where yrquw
are the raw predictions of the classifier3. Then, I calculate the corresponding reliability
curve, and take the sum of the squared residuals between it and the response of the
perfectly calibrated classifier.

Figure 6.23 shows the reliability diagrams for the original (blue) and calibrated

(yellow) probability predictions of the classifier for the IIT momentum range, 0.3 < p <

3In scikit-learn these correspond to the outputs of the decision_function method.
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Figure 6.24: Uncalibrated (left panel) and calibrated (right panel) predicted
probabilities assigned by the BDT classifiers for true muons (blue) and charged pions
(red) in the momentum range 0.3 < p < 0.8 GeV/c.

0.8 GeV/c. The original response of the classifier is given by ypred = 0(Yraw; —2,0),
which is the transformation applied by scikit-learn to produce the probability estimate.
Notice how the calibrated prediction matches the ideal response much better than the
original, across all the probability range.

One can also compare the responses of the uncalibrated and calibrated classifiers
broken down by true particle type, as shown in Fig. 6.24. It can be seen that the
distributions for both muons (blue) and charged pions (red) smoothen after calibration,

but still the separating power of the classifier remains unchanged.

6.3.6 Performance

At this point, having the trained classifiers and the probability calibration parameters, I
am able to assess the performance of the classification strategy in a physics-relevant case.
For this, I prepared a sample of 10° FHC neutrino interaction events in the HPgTPC.
Using the truth matching information, I select all true muons and pions, and apply the
corresponding BDT classifier based on their momentum.

Figure 6.26 shows the resulting calibrated output of the classifiers for the different

momentum regions. I do not include the first region, 0.10 < p < 0.30 GeV /¢, as it only
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Figure 6.25: Calibrated predicted probabilities assigned by the BDT classifiers for the
true muons (blue) and charged pions (red) in a FHC neutrino sample.

contains a small fraction of signal events. The distributions obtained for this validation

sample appear quite consistent with the results found in the single particle case.

I also studied the performance of the muon identification in a track-by-track selection.
To do so, I apply a simple cut on the output of the BDT classifiers. Every particle
with a predicted probability higher than the cut is considered a muon, while the ones
not passing the cut are taken to be pions. The results obtained for a cut of 0.50 are
shown in Fig. 6.26. Both the efficiency (blue) and the purity (red) of the selection are
displayed as a function of the momentum. The binning was chosen so that there were no
bins in between different momentum ranges and each had roughly the same number of
events. Even without optimising the value of the cut, the performance of the selection is
excellent. The only issues appear in the first momentum range, where efficiency and
purity sit slightly below 0.50. However, a dF/dx measurement could help enhance the

selection there.
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Figure 6.26: Efficiency (blue) and purity (red) of the muon selection as a function of
the reconstructed momentum for the FHC neutrino sample.

This shows that the method behaves as expected when using unseen simulated data,
generalising without problems from single particle to full neutrino events. In the coming
Chapter, I will study how to use the outputs of the BDT, hereafter referred to as muon

scores, to perform realistic event selections in ND-GAr.

6.4 ECal time-of-flight

Looking at Fig. 6.15, it is clear that for momentum values in the range 1.0 — 3.0 GeV /¢
it is not possible to separate pions and protons using a (dE/dx) measurement in the
HPgTPC. However, in the previous section I assumed that protons at those energies
could be identified by other means, and therefore were not an issue for the muon and
pion discrimination.

Some detectors, like ALICE [172] or the ILD concept [173], complement the PID
capabilities of their gaseous trackers with time-of-flight (ToF) measurements. The use of
fast timing silicon sensors, with hit time resolutions under 100 ps, would allow for the

identification of charged hadrons via a ToF measurement up to 5.0 GeV/c. In the case
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Figure 6.27: Schematic of the hit selection used for the ToF measurement. The grid
represents the layers of the inner ECal, with coloured squares indicating the tiles with
hits. Green squares indicate the selected hits.

of ND-GAr, one could think of using the inner layers of the ECal, the ones consisting of

high-granularity tiles, to obtain a ToF-based PID, with some inputs from the TPC.

Measuring the momentum and the velocity of a charged particle allows for a

determination of the mass through the relativistic momentum formula:

V1-— B2 (6.17)

m =

@I

In our case, the momentum is measured in the TPC, using the curvature and the dip
angle of the helix inside the magnetic field. The velocity of the particle can be written

as:

L
/8 _ track7 (6.18)

CT

where {iqc is the length of the track, and 7 the arrival time to the ECal.

In GArSoft, the track length is computed at the Kalman filter stage. It is simply the
sum of the line segments along the track, either in the forward or backward fit. In this
case, because we are only interested in the particles that make it to the ECal, I choose

the fit direction based on the results of the track-cluster associations.

Additionally, because the last 25 cm of the HPgTPC radius is uninstrumented, I

need to correct for the length of the tracks. Using the track fit parameters to propagate
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the helix to its entry point in the ECal, one can write the total track length as:

etrack =0+ ¢ER1;__1¢’ V 1+ tanz)\, (619)

where ¢pp is the angle of rotation at the entry point to the calorimeter, and ¢, ¢, R and
A are the track length, angle of rotation, radius of curvature and dip angle at the last

point in the fit, respectively.

To test the idea of performing a ToF measurement with the inner ECal, I generated
two data samples. Each consists of 10% single particle events, either charged pions or
protons. Their momenta are uniformly distributed in the range 0.5 — 5.0 GeV /¢, and
their directions are isotropic. I process each sample using different values of the time
resolution, from A7 = 0, the perfect time resolution case for comparison, to the current

nominal value of A7 = 0.7 ns, and the worse scenario of A7 = 1.0 ns.

6.4.1 Arrival time estimations

In the simulation, the limited time resolution of the ECal is taken into account by
applying a Gaussian smearing to the true hit times. Other effects, like the digitisation
of the signals, are not taken into account and fall beyond the scope of this study. After
the track-cluster association, one ends up with a collection of ECal hits associated to

each particle. From these, the arrival time of the particle to the ECal can be extracted.

The simplest possibilities are to either take the time of the earliest hit or the hit
closest to the entry point. Because in general these two coincide, I focus only on the
earliest hit time. However, this needs to be corrected, to account for the distance
travelled from the entry point to the position of the hit:

dgp—hit

Tearliest = Thit — c 5 (620)

where 73;; is the time of the earliest hit, and dgp_p;s is the distance between that hit

and the entry point of the particle to the ECal. This is computed as the arc length

187



CHAPTER 6. PARTICLE IDENTIFICATION IN ND-GAR

Earliest Average Fit

h —-I-

3 4 1 2 3 4
Momentum | GeV] Momentum [GeV] Momentum [GeV]

Figure 6.28: Particle velocity versus momentum measured with different ECal arrival
time estimations. From left to right: earliest hit time, average hit time, and fitted hit
time. In all cases the time resolution is A7 = 0.1 ns.

between the entry point and the point of the extrapolated helix up to the layer of the
hit. This way of correcting the time assumes ¢ for the velocity of the particle, which

may lead to biased estimates.

I also tried to estimate the arrival times using information from the rest of the hits.
In order to do this, as a simplifying assumption, I approximate the hadronic shower
considering only its MIP component. For each layer, I keep only the hit in the tile closest
to the point of the extrapolated track up to that layer. Figure 6.27 shows an example of
how this hit selection works. The dashed line represents the extrapolated track, while
the coloured squares are the tiles containing hits. I use green to indicate the tile closest

to the track in each layer (in the sketch they correspond to the grid columns).

Now, I can use these collections of hits to estimate the arrival times. A possibility
is to take the average of the times of the selected hits, denoted Tgyerage- For that to
work, one needs to correct these times, in a similar way as in Eq. (6.20), before taking
the average. However, as before, this correction assumes that the particle travels at the
speed of light inside the ECal. Another option is to perform a linear fit to the hit times
and the distances to the entry point. In that case, the arrival time would be the fitted

value of the intercept, 77;;. This method would not assume a speed of light propagation.

Figure 6.28 shows the velocity estimations as a function of the particle momentum,
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for the earliest hit time (left panel), average hit time (middle panel), and fitted hit time
(right panel), for a time resolution of A7 = 0.1 ns. The two bands correspond to the
7+ and the p particles. Notice how, for the earliest hit time method, the velocities are
significantly biased towards larger values. For the multi-hit methods, the 77, estimate

appears to produce a larger variance than when using the 7,yerqge method.

6.4.2 Proton and pion separation

Once we have the velocities of the particles, one can estimate their masses through
Eq. (6.17). The resulting mass spectra are shown in Fig. 6.29. I computed the masses
for the three arrival time estimates discussed above, and three different values of the
time resolution: A7 = 0.00 (perfect time resolution), A7 = 0.10 ns, and A7 = 0.70 ns.
Although in all cases we have the same number of events, it appears as if the entries
in the histograms decrease as the time resolution increases. Sometimes, the particles
get unphysical values of § > 1, and in turn they do not contribute to the mass spectra.
This is more likely to happen for higher values of Ar.

As noted before, the average hit time method produces the most robust estimates
when increasing A7. Intuitively this makes sense, as by taking the mean one averages
out the effect of the Gaussian smearing. Going forward, I will use this arrival time
estimator, as it appears to be the best performing one.

It is possible to use the velocity estimations to select a sample of protons. In this
case, I do so by dividing the relevant momentum range in bins of 0.1 GeV/c. For each
momentum bin, I compute the expected velocity for the protons via the inverse of Eq.
(6.17), and then take the fractional residuals of the measured velocities. Using that
distribution, I choose the cut that maximises the Fj-score of the proton selection.

The results can be seen in Fig. 6.30, for the case A7 = 0.10 ns. As expected from
Fig. 6.28, the performance of the selection degrades rapidly with increasing momentum.
However, the purity is still around 75% at 3.0 GeV/c. This is likely to be sufficient, as
we do not expect protons or charged pions with higher energies from the beam neutrino

interactions.
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Figure 6.29: Mass spectra for p (blue) and 7™ (yellow) particles, using different
ECal time resolution values (from top to bottom, in ascending order), and arrival time
estimates. From left to right: earliest hit time, average hit time, and fitted hit time.
The dashed lines indicate the true masses of the particles.

Figure 6.31 shows a few examples of the ToF velocity estimation in a FHC neutrino
sample. Here, for the different momentum bins, I have taken the fractional residual of
the expected value of 8 for a proton and the measured values (black data points). The
coloured lines represent Gaussian fits to the distributions of the different true particle,
with the gray line being the sum of these. It can be seen that, even for momenta close
to 2.0 GeV/c, a good proton separation can be achieved. This idea will be explored

further later, in the context of the event selection.
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Figure 6.30: Efficiency (top panel) and purity (bottom panel) for the proton selection
as a function of the momentum, for A7 = 0.10 ns.

6.5 Integration in GArSoft

All the additions and improvements to the reconstruction discussed in this Chapter
had to be integrated in the GArSoft framework. This is necessary both to allow a
more streamlined path for development, as this makes testing and adding features
straightforward, as well as make the changes usable in future productions of simulated
data. In this section, I outline the current status of the integration in GArSoft of the

reconstruction work presented above.

The new track-cluster association code has been implemented in GArSoft, under
the name of TPCECALAssociation2, and has now become the new default in the
reconstruction. The structure of the module is similar to the previous implementation,
and the data products they output are identical in form. Therefore, any existing code

using the association objects does not need to be modified.

The computation of the truncated mean dE/dx of the tracks, the evaluation of

the muon score for muon and pion separation, and the estimation of the velocity from
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Figure 6.31: Distributions of the velocities measured by ToF with the inner ECal, for
different momentum bins, in a FHC neutrino interaction sample. The Gaussian fits are
performed around the maxima for each particle species.

time-of-flight are all orchestrated by the new CreateRecoParticles module. Each one
of these is implemented as a separate algorithm, which is then called by the parent
module. It generates the gar::rec::RecoParticle products, a new high-level data
object in GArSoft. These combine the information from the HPgTPC, ECal, and MulD
to create an object useful for analysers. At the moment, these data products are only
generated for charged particles. However, in the future the module can be extended to
incorporate other algorithms used for the identification of neutral particles, like neutral

pions and neutrons.
Additionally, analogous to the muon score, the gar: :rec::RecoParticle objects
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Figure 6.32: Distributions of proton dE/dx (left panel) and ToF (right panel) scores
for a sample of 100000 FHC neutrino interactions in the HPgTPC. The distributions
are broken down by the true particle type associated to the reconstructed particle.

contain two other scores based on the (dE/dz) and ToF estimates which measure the
“protoness” of a reconstructed particles. These are obtained in a number of momentum
bins, and are a measure of the distance to the point in the corresponding distribution
that maximises the Fj-score for the proton separation. This distance is then transformed
applying a sigmoid function, which produces a score in the 0 — 1 range, with coeflicients
obtained following a procedure similar to the one used to calibrate the response of
the muon score. The dF/dz proton score is defined for all particles with momenta
Preco < 1.5 GeV /¢, whereas the ToF proton score is available for the particles with at least
one associated hit in the inner ECal and momentum in the range 0.5 < preco < 3.0 GeV/c.
As an example, Fig. 6.32 shows the distributions of the dE/dz (left panel) and ToF
(right panel) proton scores for the reconstructed particles in a 10° FHC neutrino sample.

The calculation of the track breakpoint variables for pion decay identification
discussed in App. C.2 is currently implemented as an analysis module in GArSoft. It
would be interesting to add this information to the gar: :rec: :RecoParticle products,
possibly calling the code as an additional algorithm in the CreateRecoParticles module.
However, the best way to propagate the information to the high-level objects is still
unclear.

The new ECal clustering algorithm proposed in App. C.3 is still in a development
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phase, and as such it has not replaced the current clustering module. At the moment, its
latest version is integrated in GArSoft as the CaloClustering2 module. The algorithm
used is implemented separately, and then invoked in the main code. The module can
be run standalone on the outputs of the reconstruction, creating a second instance of
the gar: :rec: :Cluster collection. In the future it may replace the current algorithm
as the default in the reconstruction chain. However, more work is needed in order to

understand its performance in all the different use cases.

6.6 Summary

This Chapter reviews my work on the reconstruction for ND-GAr. In section 6.2 1
describe how to use the calibrated energy deposits in the HPgTPC to compute the mean
dE/dzx for the reconstructed particles. I finish the section providing a parametrisation
for how this depends on the momentum. The problem of the muon and pion separation
is the topic of section 6.3. I propose to use the information from the ECal to achieve
this classification. In this section, I describe the features and the procedure I follow to
train the classifier, showing its performance as a function of the particle momentum. In
section 6.4 I explore the possibility of performing a ToF measurement with the ECal.
With this, I achieve a separation between pions and protons in a momentum range
beyond the reach of the HPgTPC alone. Finally, in section 6.5 I describe the status of
the integration of the different additions to the reconstruction chain.

The contributions to the reconstruction described in this Chapter represent the first
attempt at a realistic PID using the end-to-end ND-GAr simulation. These PID metrics
can already be used to explore the event selection capabilities of the detector, which is
the topic of the next Chapter. The parallel development of the reconstruction and the
selection strategies will allow for a physics-driven optmisation of our algorithms, based

on the specific needs of the experiment.
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Event selection in ND-GAr

You have power over your mind, not outside events. Realise this, and you will

find strength.

— Marcus Aurelius, Meditations

As discussed previously, it is necessary to evaluate the capabilities of ND-GAr at
identifying different particles. In the context of the LBL analysis, we want ND-GAr to
provide data samples containing events of specific topologies, like v, CC In*, v, CC
1pln*®, etcetera. Thus, developing a strategy for the event selection using the current

reconstruction is required.

In this Chapter, I present the results of a number of preliminary studies focused
on the event selection in ND-GAr, particularly the v, CC selection and the pion
tagging strategies. I also investigate the neutrino energy reconstruction, as well as the
systematic uncertainties relevant for our detector. The objective is to demonstrate that
the assumptions made in the DUNE FD TDR [96] are feasible with a full end-to-end
ND-GAr simulation, as opposed to using a parametrised reconstruction. This means
demonstrating that it is possible to reconstruct muon neutrino interactions, select pion
exclusive samples, and measure relevant muon and pion quantities (including neutral
pions). These preselections can then be used as starting points for the development of
selections targeting more complicated topologies, relevant for oscillation or cross section

analyses.
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7.1 Simulated data sample

For the event selection studies I produced a MC sample consisting of 10° FHC neutrino
interaction events inside the HPgTPC volume. The version of GENIE used was v3_04_00,
with the G18 configuration. This is a version of the re-tune produced from CCQE, CClr,
CC2m, and CC inclusive bubble chamber cross-section data [174]. It uses the local Fermi
gas [84] as a description of the nuclear model. The quasielastic-like events are described
by the Nieves quasielastic [175] and Valencia 2p2h [176] models. The Berger-Seghal
model [177,178| is used for the resonant and coherent pion production. As in all the
GENIE tunes, the Bodek-Yang model [179] describes the DIS interactions. Finally, the
FSI are described using the effective intranuclear transport model in INTRANUKE.

For this sample, I used GArG4 instead of edep-sim for the particle propagation.
Because both Geant4 wrappers use different configurations for the simulation, the
results obtained differ. The default edep-sim configuration used by the DUNE ND is
appropriate for ND-LAr, where thresholds for particle production are higher. In the case
of ND-GAr, these parameters need to be adjusted accordingly. For the time being, in
these first productions of analysis files, we use our standalone Geant4 implementation.

The detector simulation and reconstruction used was GArSoft version v02_21_00. I
made use of the standard routines for the readout simulation and the reconstruction,
which include the additions described in section 6.5. A summary of the GArSoft outputs
is extracted in the form of a plain ROOT TTree. These are then used, together with the
GENIE output files, to produce common analysis files (CAFs). The version of the CAF
format used in this analysis is duneanaobj v3_07_00.

This sample only includes single interaction events. In the future, we will move
to simulate full neutrino spills. Also, we will need to include neutrino interactions in
the other detector volumes (ECal, magnet, ...), as well as rock muons making it to
ND-GAr. However, this will require a significant amount of work to go into the so-called
interaction slicer, the part of the reconstruction in charge of splitting the reconstructed

events.
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Table 7.1: Estimated event rates in ND-GAr, divided by interaction type and pion
multiplicity, for two different values of the POT /year.

Events/ton/year

Process 1.1 x 102 POT/year 1.9 x 10?* POT /year

All v,-CC 1.60 x 10° 2.83 x 109
CC Or 5.28 x 10° 9.35 x 10°
CC 1zt 3.02 x 10° 5.34 x 10°
CC 1x° 1.65 x 10° 2.92 x 10°
CC 27 3.18 x 10° 5.63 x 10°
CC 3n 1.36 x 10° 2.41 x 10°
CC other 1.52 x 10° 2.69 x 10°
All 7,-CC 7.54 x 10% 1.33 x 10°
All NC 5.50 x 10° 9.73 x 10°
All v.-CC 2.70 x 10* 4.78 x 104

Looking forward, these sort of small samples are useful to prepare before launching a
full production of ND-GAr events. In the original DUNE TDR LBL analysis, the event
rates are calculated with a 1.1 x 102! POT /year assumption, which assumes a combined
uptime and efficiency of the accelerator complex and the LBNF beamline of 57% [69].
If we have one spill every 1.2 s, that translates into 7.5 x 103 POT /spill. Therefore,
assuming that the POT /spill scales linearly with beam power, in Phase 1T we will have
1.3 x 10" POT /spill for the 2.1 MW beam. Or equivalently, 1.9 x 102! POT /year using
the same efficiency. The event rates per year in ND-GAr computed for these two possible

values of the POT /year are shown in Tab. 7.1.

The latest PRISM plan requires 1.50 POT - years of data on-axis, followed by
0.25 POT - years at each off-axis position (2, 4, 8, 12, 16, 20, 24, and 28 m), both for the
FHC and RHC mode. This implies that a full on-axis ND-GAr production will require
a total of 2.85 x 10?! POT for both horn currents. The production of these samples
is necessary to understand the impact of ND-GAr on the LBL sensitivities, and the
studies presented here should be considered as a first step towards the realisation of

such analysis.
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7.2 v, CC selection

In a v, CC inclusive selection, the signal topology we look for is a neutrino-induced
muon with or without other final state particles. Here, I also require the neutrino vertex
to be located inside the fiducial volume (FV) of ND-GAr.

The FV is defined as a smaller cylinder within the cylindrical volume of the HPgTPC.
The FV has a radius Rpy and a half-length Lgy. For a particle position to lie within

the FV it must satisfy:

T; € {56R3| ’$0|§ Ley A \/.%%-{-.T%SRF\/}, (71)

in the reference frame of the HPgTPC. For convenience, I define:

ARpy = Rypgrrc — Rpv,
(7.2)

ALpy = Lupgrrc — Lrv,
where Rupgrpc and Lypgrpc refer to the radius and the half-length of the HPgTPC,
respectively. Figure 7.1 shows the HPgTPC volume with the FV inside of it. In that
representation, the F'V is defined as having ALyy = 30.0 cm and ARpy = 30.0 cm. Also
shown is the HPgTPC reference frame, with x being the drift direction and z aligned

along the beam direction.

In some cases, it is interesting to divide the signal events in different categories based
on their true interaction mode. In this work, I will distinguish between charged-current
quasi-elastic (CCQE), meson exchange current (CCMEC), resonant (CCRES), and
deep-inelastic (CCDIS) interactions. I also use a separate category for the interactions
not included in any of the other categories (CCOther).

Any other events are considered backgrounds. For this selection, I use the following

categorisation of background events:

e Out of FV: if the true neutrino vertex lies outside the defined FV.
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RupgrPC
Rpv

2XLFV

2 X LupgTPC

Figure 7.1: Schematic diagram of the HPgTPC including the fiducial volume (FV). In
this case the FV is given by ALpy = 30.0 cm and ARpy = 30.0 cm.

e NC: if the event is a true neutral-current event.
e 1, CC: if the true neutrino candidate is of muon antineutrino flavour.
e Other: if the event is not signal nor falls in any of the other background categories.

The key to the CC selection is the identification of a primary muon candidate.
Typically, this is the longest track in the event. However, sometimes protons and pions
leave tracks longer than that of the muon. This is particularly important in the GAr
medium, as it is considerably less dense than the LAr. For this reason, the muon
identification in ND-GATr relies heavily on the capabilities of the ECal.

The selection strategy proposed combines the information coming from the three
main detection systems of ND-GAr: the HPgTPC charge readout, and the ECal and

MulD detectors. It consists of five steps:
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Figure 7.2: True positive (left panel), false positive (middle panel), and false negative
(right panel) true neutrino energy distributions for the v, CC selection given by a muon
score cut of pSit = 0.75, and a FV defined as ALpy = 30.0 cm and ARpy = 30.0 cm.

score
1. Event contains reconstructed particles.

2. Select particles with reconstructed negative charge, greco = —1.

3. Select particles passing the muon score cut, pscore > pSE ..

4. Keep reconstructed particle with the highest momentum, max [preco)-
5. Check that the remaining particle starts within the FV.

All the events passing these cuts are classified as signal, and the selected particle is

regarded as the primary muon candidate.

7.2.1 Selection optimisation

I performed an optimisation of this selection, comparing the performance of a number of
configurations. For the muon selection, I varied the value of uS% = from 0.05 to 0.95,
using a step size of 0.05. Additionally, to optimise the FV, I systematically explored a
number of different parameter configurations, moving within the 10.0 — 70.0 ¢m range for
ALpy and 25.0 — 75.0 cm for ARpvy, in increments of 10.0 cm and 5.0 cm, respectively.

For each parameter configuration, I extract three different true neutrino energy
distributions. These are built combining the results of the selection described previously,

which we can refer to as the ‘reco” selection, and a “true” selection. The later identifies

200



7.2. v, CC SELECTION

the true v, CC events using the GENIE event records, and checks that the true neutrino

vertices are contained in the FV.

The first distribution consists of the events passing both selections, i.e., these are
the true v, CC events which pass the “reco” selection. The second distribution contains
the events passing the ‘reco” selection but failing the “true” selection. These are
the background events that the selection misidentifies. Finally, the third distribution
corresponds to the events picked by the “true” selection but not by the “reco” one. In
other words, these are the true v, CC events that our selection misses. In analogy
to the machine learning jargon, I refer to these distributions as the true positive (TP),
false positive (FP), and false negative (FN) spectra, respectively. Figure 7.2 shows an
example of these three distributions for the case uS% . = 0.75, ALpy = 30.0 cm, and

score

ARFV = 30.0 cm.

By making different combinations of these distributions one can compute a series of
performance metrics. Using the full information from the spectra allows one to obtain
the scores as a function of the true neutrino energy, whereas the totals can be obtained

by integrating the histograms. This way, the efficiency of the selection is given by:

Selected true v, CC events

Efficiency =
Y Total true v, CC events
(7.3)
TP
~ TP +FN’
while the purity can be written as:
. Selected true v, CC events
Purity =
Total selected events (7.4)
TP ‘
~ TP+ FP’

Another scoring metric typically used when quantifying the performance of a selection

is the significance. It is defined as:

S TP
VS+B TP +FP

Significance = (7.5)
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Figure 7.3: Efficiency (blue) and purity (red) for the v, CC selection as a function of
the muon score cut (left panel), FV half-length cut (middle panel), and radial cut (right
panel). The height of the boxes represents the IQR of the conditional distributions,

whereas the horizontal line corresponds to the median.
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Figure 7.4: Significance for the v, CC selection as a function of the muon score cut
(left panel), FV half-length cut (middle panel), and radial cut (right panel). The height
of the boxes represents the IQR of the conditional distributions, whereas the horizontal
line corresponds to the median.

The significance measures the relative size of the true signal within the selection, S = TP
with respect to one standard deviation of the counting experiment. Assuming Poisson

statistics, the variance is equal to the number of observations, and therefore the standard

deviation is VN = /S + B = /TP + FP.

Figure 7.3 shows the change in efficiency (blue) and purity (red) of the v, CC
selection as a function of the different cuts. From left to right, I vary puS% . ALpy,

and ARpy. For each value of the cuts, I compute the median and IQR (represented

by the horizontal lines and the heights of the boxes, respectively) of the corresponding
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Figure 7.5: Cumulative efficiency (blue) and purity (red) of the v, CC selection. The
secondary axis indicates the number of events in the sample after each cut (black crosses).

conditional distributions of efficiency and purity. This representation is useful to get
an idea of the general trend the scores follow with the cuts, as well as the spread. It
is clear that the muon score cut has the biggest impact on the efficiency, which ranges
between 0.05 to 0.80, whereas the purity remains stable with values around 0.85.

A similar depiction of the significance can be found in Fig. 7.4. In this case, one can
see that the S/v/S + B decreases as the cuts grow tighter. However, there are hints of
local maxima at intermediate values.

Selecting the cut configuration with the highest significance, 147+11 for the parameter
values explored here, results in an efficiency and purity of 0.75440.006 and 0.833 +0.007,
respectively. However, there are other selections which allow to achieve higher efficiencies
and purities, maintaining similar significance values.

Therefore, to get a more refined selection, I first select the configurations with a

purity and an efficiency higher than 0.85 and 0.80, respectively. After that, I select the
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Table 7.2: Step-by-step v, CC selection cuts and cumulative passing rates. Relative
passing rates are indicated in parentheses.

Cut # Selection cut Events Passing rates

Total number of events (No cuts) 100000 100.00% (100.00%)
At least one reconstructed particle 85680 85.68% (85.68%)
Negatively charged particles only 62054 62.05% (72.43%)

fiscore = HE 46585 46.59% (75.07%)

Candidate Zgtart in FV 31834 31.83% ( )

= W N = O

68.34%

tuple of cuts yielding the highest significance. The resulting value for the muon score
cut is St = 0.10, and the FV is given by ALpy = 30.0 cm and ARpy = 50.0 cm.
With these, one obtains a total efficiency of 0.800 + 0.007 and purity of 0.851 4+ 0.008,
with a significance of 138 + 11. Hereafter, I use this optimised selection cuts, unless
specified otherwise.

A summary of the selection can be found in Tab. 7.2. It shows the number of
events in the selected sample after each selection cut, as well as the absolute and relative
passing rates. Figure 7.5 shows the overall efficiencies (blue) and purities (red) after
each cut in the event selection is applied. As expected, the efficiency drops while the
purity increases with the successive cuts.

Notice how, out of the cuts prior to the F'V constraint, the sign selection produces

the highest increase in purity. This is one of the advantages of having a magnetised

TPC, and can also be used for a 7, CC selection when running in RHC mode.

7.2.2 Selection performance

Using the stored spectra discussed above, the true neutrino energy distribution for the
selected events can be recovered computing TP + FP. Similarly, the combination TP 4 FN
gives the true spectrum. Figure 7.6 shows the true (black data points) and selected
(coloured stacked histogram) E, distributions for the optimised v, CC selection. The
colours in the selected spectrum indicate the different signal categories and backgrounds,

with the overall statistical uncertainty represented by the gray hatched mess. The ratio
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Figure 7.6: True neutrino energy spectra for the v, CC selection. The selected events
correspond to the coloured stacked histogram, broken down by signal and background
subcategories. The statistical uncertainty is drawn in hatched gray. The true distribution
is also shown with the black data points. The bottom panel shows the ratio between the
number of true and selected v, CC events per bin.

between the true and selected events is also shown (bottom panel). One can see that it
sits around 1 for most of the energy range. However, for energies < 1 GeV there is a

significant deficit of selected events.

These spectra also allow to compute the efficiency and purity of the selection as
a function of the true neutrino energy, as shown in Fig. 7.7. As it could be expected
from the previous ratio plot, the efficiency is low at low neutrino energies. Nonetheless,
it rises quickly with the energy, until it stabilises around a value of 0.80. Looking at
the purity, one may notice that, although it starts at around 0.90, there is a significant

decrease towards the high end of the spectrum.

A variation of the v, CC selection one can try is to apply it without the reconstructed
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Figure 7.7: Efficiency (top panel) and purity (bottom panel) for the v, CC selection
as a function of the true neutrino energy.

charge cut. Figure 7.8 (top panel) shows the E, distributions corresponding to the
selection with (blue stacked histogram) and without (red stacked histogram) the sign
selection. In the former case, the out of FV contamination amounts to 9.06% of the
total, while the NC contamination results 4.77% and the wrong-sign contamination
0.57%. For the latter, these backgrounds account for the 10.01%, 10.82%, and 2.18%
of the selected events, respectively. As expected, removing the positive particles does
not change the FV-related effects noticeably. However, the sign selection proves its
worth in the rejection of 7, CC events, which drop almost by one order of magnitude.
Additionally, the charge selection cuts the NC events in half, as it reduces the chances
of misidentifying a positively charged hadron for a muon.

As an additional check, I explored how the performance of the v, CC selection
depends on the position of the neutrino interaction within the HPgTPC. Maps of the
selection efficiency for the X, Z (top left panel), X, Y (bottom left panel), and Z,Y
(right panel) true vertex position pairs are given in Fig. 7.9. It can be seen that the

efficiency remains stable along the drift direction, only slightly degrading close to the
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Figure 7.8: True neutrino energy spectrum for the v, CC selection with (blue) and
without (red) sign selection. The selected events are broken down by true positives
(signal) and false positives (background). The true distribution is also shown (black data
points). The bottom panel shows the ratios between the number of false positives and
total selected events per bin.

edges of the FV. Regarding the radial direction, it is clear that an important number of
events with high ZZ" are not being selected. Intuitively, the muons arising from these
interactions will leave short tracks. As their directions are typically aligned with the

beam direction, they enter the ECal shortly after production. This is likely to affect

the tracking, and therefore their identification. As a result, the regions with the lowest

truth
thx

efficiency are the downstream corners of the HPgTPC, i.e. the areas with high |

truth
and Z "
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Figure 7.9: Efficiency 2D distributions for the v, CC selection given the true position
of the interaction vertex.

7.2.3 Primary muon kinematics

This v, CC selection relies on the identification of the a primary muon, meaning that
for each selected event a particle is picked out as the muon candidate. This allows for
the study of the kinematics of these selected primary muons.

Figure 7.10 shows a comparison between some of the reconstructed and truth primary
muon kinematic variables. From top to bottom, left to right, we have muon momentum,
longitudinal momentum, transverse momentum, and beam angle. The histograms are
column-normalised, and so the diagonal entries give an idea of the resolution for the
different variables. The match between truth and reconstructed values can only be done
for the selected true v, CC events, as the others do not have a primary muon. However,
for this comparison I do not require the events to start inside the FV.

Notice that, for the reconstructed values, the variables do not necessarily come
from a reconstructed particle that matches the true primary muon. In other words,
sometimes, even though the event was correctly identified, the primary muon may have
been confused with another particle. This means that these distributions include both
reconstruction and selection deficiencies.

I also studied the performance of the v, CC selection as a function of the kinematic

variables of the primary muon. As before, these metrics are only possible to compute for
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Figure 7.10: Distributions for the reconstructed versus truth generated primary
muon momentum (top left panel), longitudinal momentum (top right panel), transverse
momentum (bottom left panel), and beam angle (bottom right panel). The reconstructed
values correspond to the selected primary muon candidate, whereas the truth values
come from the true primary muon in the event.

true v, CC events. The efficiency (top panels) and purity (bottom panels) as a function
of the truth muon momentum (left) and beam angle (right) are shown in Fig. 7.11. One
can see that there are some similarities in the behaviour of both metrics between the
true neutrino energy and the muon momentum cases. This is to be expected, as these
two variables are highly correlated. For the efficiency, there is a rapid increase at low

momentum values until it peaks at around 1 GeV /¢, after which it starts decreasing

truth

slowly. The purity remains relatively constant, with a slight drop towards high p,

values. In the case of the muon angle, the decrease in efficiency at high QLr“th is more
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Figure 7.11: Efficiency (blue) and purity (red) of the v, CC selection as a function of
the primary muon true momentum (left panel) and beam angle (right panel).

noticeable. However, note that the number of events with backward-going muons is
much smaller than those aimed towards the forward direction, as can be seen from the
size of the vertical error bars. There is also a decrease in the purity with the beam angle,

but this effect is much smaller.

A byproduct of selecting the primary lepton in the interaction is the position
of the reconstructed neutrino vertex candidate. Checking how the position of the
selected reconstructed primary vertex and the true vertex position compare is needed to
understand the validity of our method. Figure 7.12 shows the distributions of fractional
residuals between the truth and reconstructed vertex positions in the x (top panel), y
(middle panel), and z (bottom panel) directions. Performing a double Gaussian fit to
the distributions (red lines), I estimate the reconstructed vertex resolution achieved with
this method to be 1.62 4+ 0.08%, 1.23 + 0.05%, and 0.32 + 0.05% for the z, y, and z
directions, respectively. As expected, the resolution along the drift direction is slightly
worse. However, the significant difference in resolution between the two transverse
directions is worth noting. Not only is the resolution better for the z direction, but the
layout of the residual distribution is highly asymmetrical. This may be related to the

variability in the selection efficiency along that direction.
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Figure 7.12: Fractional residual distributions for the position of the primary vertex in
the v, CC selection. The best fits to a double Gaussian function are also shown (red
lines).
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Figure 7.13: Distribution of events based on their true and reconstructed 7+ multiplicity,
for the selection given by pé‘g/dx = p = 0.50, Ag;/dx =0.20, and d§* = 50.0 cm.

7.3 Charged pion identification

Now that I have checked the robustness of the proposed v, CC selection, it can be
used as a starting point for other, more convoluted, selections. One of the priorities
of ND-GAr, as mentioned previously, is the identification of pions. With its lower
tracking thresholds, ND-GAr is expected to do better regarding 7 identification than
the traditional LArTPCs, like ND-LAr. Moreover, it can make use of the different

detector subcomponents to tag the charged pions.

The v, CC selection provides a starting point for the pion identification. The first
thing one can do is rule out the selected primary muon candidate. Then, by looking at
the properties of the rest of the reconstructed particles, one can start the counting of

the charged pions.

The two proton scores, the one based on the dE/dx in the HPgTPC and the one

obtained from the ToF measurement in the ECal, can be used to separate the protons
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from the sample of charged pions. By providing appropriate cuts for these, a good
separation can be achieved.

Another source of information available is the dE/dx of the track associated to the
reconstructed particle. To select the charged pions, we can require that the measured

*in other words:

<i§> (1 Afeja) < <flE>m < <i§> (1+A%m). (@0

+ . _
where the parameter A7, Jdp IEASUTES the fractional variation one allows around the

mean dE/dx is compatible with the expectation for a true 7

theoretical expectation. To obtain the expected mean dE/dz of a charged pion with a
given momentum, I use the ALEPH parametrisation with the parameter values obtained
previously in section 6.2.2.

Also, as we are only interested in the primary pions, and because these are by
definition close to the interaction vertex, one can apply an additional distance cut. Using
the start position of the muon candidate, we can restrict the starting point of the pions
to a certain volume around the vertex.

Combining all these ideas, I propose the following procedure to identify the charged

pions in an event:

1. Apply v, CC selection.

2. Disregard particle selected as primary muon.

3. Remove particles with momentum below threshold.

4. Select particles with proton dE/dx score below threshold.

5. Select particles with proton ToF score below threshold.

6. Select particles with mean dE/dx around the expected value for a pion.

7. Remove particles with a distance between the start of the track and the primary

vertex greater than the cut.
The remaining particles after all these cuts are taken to be charged pion candidates.
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Figure 7.14: Efficiency (blue) and purity (red) for the v, CC On* selection as a
function of the proton dE/dx score cut (top left panel), proton ToF score cut (top right
panel), pion dE/dz cut (bottom left panel), and distance to muon cut (bottom right
panel). The height of the boxes represents the IQR of the conditional distributions,
whereas the line corresponds to the median.

7.3.1 Selection optimisation

This counting method depends on four cuts, denoted by pa% Jdz p“‘Tl(‘)%, Agz Jdz and df}lt

in order of appearance. The momentum threshold is necessary to compare with the true
multiplicity. For values of the kinetic energy lower than 10 — 20 MeV, we do not expect
to be able to tag individual pions. Such low energy particles just leave small traces in
the TPC which, together with the busy environment of the neutrino interaction vertex,
leaves one with no other option but to only account for their energy calorimetrically. As

such, the true pion counting also features this momentum threshold.
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I performed an optimisation of the charged pion counting by scanning the space of
possible cut configurations. For the two proton scores, I let them vary between 0.10 to
0.90, in increments of 0.10. Similarly, the parameter Ag; Jda takes values in the range
0.05 — 0.25, with a step size of 0.05. Finally, the distance cut changes in 10 cm steps,
from 10 to 120 cm.

For each combination of selection cuts, I compare the true charged pion multiplicity
given by GENIE with the number of charged pion candidates I count with this method,
hereafter referred to as the reconstructed 7% multiplicity. The result of this comparison
is a matrix, with columns and rows indicating true and reconstructed charged pion
multiplicity, respectively. An example of one of these matrices, obtained for a certain
configuration of cuts, can be seen in Fig. 7.13. From these multiplicity matrices one can
extract performance metrics, like efficiency, purity, and significance.

Given a multiplicity matrix M, the efficiency for the i-th multiplicity value can be

computed as:
M. .

1
> My’

or in other words, dividing the corresponding diagonal entry by the sum of all the entries

Efficiency|;, = (7.7)

in the same column. On the other hand, the purity is given by:

M.

—_ (7.8)
> Mji

Purity|, =

which is just the ratio between the diagonal entry and the sum of the entries in the
corresponding row. Similarly, the significance is obtained by taking the square root of

the denominator in the previous expression:

S
vS+ B

- 1’2;’ Mji‘

Figures 7.14 and 7.15 show the efficiency (blue) and the purity (red) for the v,

Significance|; = (7.9)

CC 07t and 17 selections, respectively, as a function of the different cut values. In

the figures, each box represents the IQR of the conditional distribution for the fixed
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Figure 7.15: Efficiency (blue) and purity (red) for the v, CC 17F selection as a
function of the proton dE/dz score cut (top left panel), proton ToF score cut (top right
panel), pion dE/dx cut (bottom left panel), and distance to muon cut (bottom right
panel). The height of the boxes represents the IQR of the conditional distributions,
whereas the line corresponds to the median.

value of the corresponding cut, and the horizontal lines correspond to the medians. The
first thing one notices is that the efficiency is always higher than the purity in the 0r®
selection, while the opposite is true for the 17% selection. Also, it is clear that these
metrics are able to reach higher values for the On selection than they do for the 17*
case. This shows that it is easier to assess that no charged pions are present in the event,

rather than actually tagging them.

For the v, CC 07T selection, the performance metrics follow the expected tendency.

As the purity grows with a cut value, the efficiency decreases. Interestingly, this is not
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Figure 7.16: Distribution of events given their true and reconstructed 7% multiplicity,
both column-wise (left panel) and row-wise (right panel) normalised, for the selection
that maximises the significance of the v, CC 17+ selection. The column normalisation
yields the efficiency in the diagonal entries, whereas the row normalisation reveals the
purity.

the case fot the 17* selection, where both efficiency and purity follow roughly the same
trends along the different cuts. This makes sense when one comprehends that this is
not a traditional cut-based selection, but more of a counting exercise. Some restrictive
cut configurations will not tag any particles as pions. On the contrary, loose cuts will
render every particle as a 7+. Therefore, when looking at a specific multiplicity, the
relations between the cut value and the performance metrics are not obvious. Thus,
sometimes efficiency and purity can both increase, as the cuts refine the definition of a
reconstructed pion.

To have a working point for our studies, I chose the cut configuration that yields
the maximum significance for the v, CC 1% selection. Of course, other cuts would be
more appropriate in certain scenarios. However, this provides us with a starting point
to understand the performance of the selection. A significance of 66 4 7 for the 17+
selection is achieved for the cut values pg‘g Jdz = 0.30, pSit = 0.70, Agz Jdz = 0.10, and
di"* = 110.0 cm.

Figure 7.16 shows the multiplicity matrices resulting from this optimised v, CC 17+

selection. Although both matrices are produced with the same selection cuts, one is
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Figure 7.17: Purity versus efficiency achieved for the different cut configurations
explored separated by the various v, CC N 7+ selections. The outlined points indicate
the state for each possible multiplicity when using the configuration that maximises the
significance of the v, CC 1n% selection. The contours indicate the surfaces of equal
F-score.

column normalised (left panel), whereas the other is row normalised (right panel). It
follows from the definitions in Eqgs. (7.7) and (7.8) that the diagonal entries of these
matrices correspond to the efficiencies and the purities, respectively, for each of the

possible charged pion multiplicity selections.

An additional check to make is understand how this configuration performs when
applied to the other selections, like v, CC Or%, and how it compares to the other
possible configurations. A comparison between the different pion multiplicity selections,
indicated with colours, in the purity versus efficiency space is shown in Fig. 7.17. The
envelopes of these clusters of points represent the best possible performance of the
different selections when varying the cut values, similar to ROC curves. For each of the

possible multiplicity choices, the performance obtained for the 17% optimised selection
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Figure 7.18: Efficiency of the various v, CC N 7t selections as a function of the true
hadronic invariant mass. The dashed vertical lines correspond (from left to right) to the
values m, + m + and 2.0 GeV/ 2, which define the shallow inelastic scattering region.

is indicated by an outlined point. From this, one can see that the selected configuration
performs reasonably well, within the limits of what can be achieved in each case, across

the different multiplicities.

At this point, one can study the charged pion selection performance as a function of
other quantities of interest. A natural variable to check is the hadronic invariant mass.

It is defined as:

W = /—Q2 + 2my,q0 + m2 (7.10)

where Q2 is the momentum transfer from the neutrino to the primary muon, gy the
energy transfer, and m,, the mass of the nucleon. This quantity is related to the elasticity
of the neutrino interaction, and defines the transitions between the QE, RES and DIS
regions. An interesting invariant mass range for DUNE is the one that extends between
the mass of the A resonance, even though this is typically extended down to m, + m =,
and 2.0 GeV/c?. Tt is estimated that roughly 7 in every 10 events in our ND will take
place in this region. Although the RES production dominates at these W values, this
range also includes the transition to the DIS regime. Thus, it is often called the shallow

inelastic scattering (SIS) region.
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Within these boundaries, the resonant events produce either 1 or 2 charged pions,
whereas the multipion events are typically associated to non-resonant production.
Therefore, our ability to correctly select events with > 2% in the SIS region will
impact our ability to constrain this poorly understood regime. Figure 7.18 shows the
efficiency of the various charged pion multiplicity selections in a number of hadronic
invariant mass bins. The two red dashed lines indicate the boundaries of the SIS region.
One can see that, although not as good as the single pion selection, the efficiency for the
multipion events is reasonable in the relevant invariant mass range. The total efficiency

for the v, CC > 271F selection in the SIS regime is estimated to be 0.65 4 0.01.

73.2 v, CC 17T selection

By focusing on the 17* selection, one can study the kinematics of the selected pion.
This allows one to understand how well the charged pions are tagged. This is difficult
to do using only the multiplicity matrices, as with them one can only check that the
number of charged pions is the same as in the truth. Sometimes, even if the estimated
pion multiplicity is correct, the identified particles may not be true pions.

Figure 7.19 displays the distributions of various reconstructed kinematic variables
for the selected pion candidate. The different colours indicate the ID of the true particle
associated to the reconstructed pion candidate.

First, we have the kinetic energy distribution. For this set of reconstructed particles,
because they have been tagged as charged pions, the kinetic energy is computed using
their momentum assuming the pion hypothesis. One can see that most of the backgrounds
sit in the low energy range, up to around 0.2 GeV.

The next distribution presents the ratio between the energy deposited in the ECal
associated to the particle over the momentum measured in the HPgTPC. This variable
is restricted to particles with at least one associated hit in the ECal. It is interesting
to see a two peak structure in the true pion distribution. The first one presumably
corresponds to the pions punching-through the ECal, while the latter is probably due to

the ones stopping in it. On the other hand, the misidentified particles, other than the
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Figure 7.19: Reconstructed kinematic distributions for the pion candidate in the v,
CC 17* selection, broken down by true ID of the particle. From left to right, top to
bottom, we have the kinetic energy given the pion hypothesis, the ratio between the
energy deposited in the ECal and the momentum, the pion angle, and the angle between
the muon and pion candidates.

electrons, tend to lower ratios. This is expected for protons, as this could not be higher
than 0.5 for momenta < 1 GeV/c even if they stopped, but for the muons it may point
to a misreconstruction problem.

Figure 7.19 also shows the angle of the pion candidates with respect to the beam
direction. Although most of them are aimed in the forward direction, it can be noted
that an important number of the misidentified muons seem to be backward-going. This
is likely a reconstruction artifact, produced by broken tracks that got assigned the wrong
propagation direction. Also, there is a sizeable number of true electrons with directions
perpendicular to the beam, probably delta electrons from the primary muon.

Finally, I included the reconstructed pion-muon angular distribution. Even though
it shares some similarities with the previous distribution, as the primary muon typically
goes forward, the pion distribution is not as prominently forward-going in this case.

Also, it may be noted that approximately 25% of the muons misidentified as pions have

221



CHAPTER 7. EVENT SELECTION IN ND-GAR

" o 1.0
% 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.09 HOXES § t“ 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.04 KiE)
&) )
— 0.00 0.00 0.00 0.00 0.01 0.02 0.10 FOB8S 0.15 % 0.01 0.01 0.01 0.00 0.01 0.01 0.04 gEYE 0.04
gt © 0.8
o> = 0.
&m& 0.00 0.00 0.00 0.01 0.01 0.08 MOS8Y 0.12 0.04 0.01 0.01 0.01 0.01 0.01 0.05 0.05 0.00
0.00 0.00 0.01 0.01 0 . 0.14 0.05 0.02 0.01 0.00 0.01 0.01 0.06 0.05 0.00 0.00
- 0.6
0 0.00 0.01 0.01 0.08 X658 0.15 0.04 0.04 0.02 0.00 0.01 0.01 0.07 0.06 0.00 0.00 0.00
0.00 0.01 0.06 M 0.15 0.04 0.03 0.02 0.03 0.01 0.01 0.07 0.07 0.01 0.00 0.00 0.00
0.4
0.01 0.01 0.06 0.14 0.03 0.02 0.02 0.02 0.02 0.01 0.07 0.06 0.01 0.01 0.00 0.00 0.00
0.01 0.05 JoAgS) 13 0.03 0.02 0.02 0.02 0.02 0.02 0.06 0.07 0.00 0.00 0.00 0.01 0.00 0.00
0.2
0.04 0.12 0.02 0.01 0.02 0.02 0.02 0.02 0.03 0.07 0.00 0.00 0.00 0.00 0.00 0.01 0.01
0.10 0.02 0.02 0.02 0.02 0.03 0.04 0.05 0.03 0.09 0.02 0.02 0.02 0.02 0.01 0.01 0.02 0.04
0.00 —-1.0 " 0.0
0.00 025 050 075 1.00 1.25 1.50 -1.0 -0.5 0.0 0.5 1.0
truth e Atruth
B [GeV] cos 01

Figure 7.20: Distributions for the reconstructed versus truth generated pion kinetic
energy (left panel) and cosine of the angle between the pion and muon (right panel).
The reconstructed values correspond to the selected primary muon and pion candidates
in the v, CC 17 selection, whereas the truth values come from the true primary muon
and pion in the events.

cos O, < —0.95. Therefore, putting an additional angular cut improves the purity of
the charged pion selection from 0.74 4+ 0.01 to 0.77 +0.01, while not loosing a substantial

amount of true pions.

A comparison between the true and the reconstructed values of the pion kinetic
energy (left panel) and pion-muon angle (right panel) is shown in Fig. 7.20. The
distributions are column normalised, which allows one to see the fraction of events in the
correct bins. For this, I select the events where only one reconstructed pion and one true
pion were identified, as that is the only case where a pairing of the variables is possible.

It shows the excellent agreement between the reconstruction and the truth information.

One can also study the performance of the pion selection as a function of the
truth pion kinematics. Fig. 7.21 shows the selection efficiency versus the true kinetic
energy (left panel) and the angle between the true primary pion and muon (right panel).
The efficiency is computed from the events with a single true and reconstructed pion,
comparing their number to the total of events with one true pion. Notice how the
efficiency, although it starts with relatively low values, plateaus around 0.70 quickly

after 0.20 GeV. In terms of the pion-muon angle, the efficiency looks relatively flat, only
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Figure 7.21: Efficiency of the v, CC 17* selection as a function of the true pion kinetic
energy (left panel) and pion-muon angle (right panel).

dropping slightly towards the back-to-back case.

7.4 Neutral pion identification

The v, CC selection can also be used as a stepping stone for the identification of neutral
pions. Although these particles do not leave any traces in the HPgTPC, they can be
identified using a combination of the different detectors within ND-GAr. Being able to
tag the neutral pions is a valuable asset for the estimation of the reconstructed neutrino
energy, as both their kinetic and mass components can then be added in the calculation.

In the case that both photons from the 7° decay do not undergo pair production
to an ete™ pair, they will reach the ECal where they will produce an electromagnetic
shower. This activity inside the ECal will not be associated to any charged particle track
inside the HPgTPC, unless there is a reconstruction failure. Thus, having a neutrino
interaction vertex candidate from the v, CC selection, one can reconstruct the mass of
the 7° using the energy and position of the photons.

The idea is to look for all the ECal clusters that were not associated to tracks in
each event. Then, if two or more were identified, compute the invariant mass for all

possible combinations as:

Mary = \/2E1 FEa(1 — cos ), (7.11)
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where E; are the energies of the photons and 6 the opening angle between them. At
this point, I select the pair whose invariant mass is the closest to m o, remove the pairs
containing any of the two selected clusters from the collection, and iterate until no more
pairs can be formed.

I repeat this procedure for the events with 0, 1, 2 and 3 or more true neutral pions.
For each of them, I extract the invariant mass of the first three cluster pair candidates
(in order of proximity to m o), in case they can be formed. If the number of the cluster
pair is lower than the true neutral pion multiplicity of the event, that entry will be
counted as signal. The additional candidates for an event of a given multiplicity are
considered background. The resulting distribution is shown in Fig. 7.22 (black data
points).

I fit the signal distribution to a double-sided Crystal Ball function [180]:

Ajp (BL — %)_nL , for % < —ay,

(=)
fs($; aL7R7nL,R7/~L70—7N>:N e 20’5 , for —OJLS%SOJR,
Agr (BR + %)77”%, for % > R,
(7.12)
where Ay, r and By, g are given by:
NL,R o, 12
e (Y
o
LR (7.13)
nNL,RrR
Brr= — |or, gl
|z Rl

The tails of this distribution accommodate the asymmetric shape due to the misreconstruction
effects. The values obtained for the best fit parameters are indicated in Fig. 7.22 (blue
box).

The background is characterised by an exponential function of the form:

fola; w0, ) = moe /7. (7.14)

Similarly, the best fit values can be seen in Fig. 7.22 (red box).

Figure 7.22 also shows the results of the fits for the signal plus background (blue line)
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Figure 7.22: Invariant mass distribution obtained for the unassociated ECal cluster
pairs in the event. The best fits for signal plus background (solid blue line) and
background only (dashed red line) are also shown.

and the background only (dashed red line) cases. Using these, I estimate the tagging
efficiency of this method to be 0.90 + 0.01 with a purity of 0.85 4+ 0.01, when selecting

the candidates with an invariant mass in the range 54.0 — 288.0 GeV/c?.

This is a robust method to identify the photon pair from the 7% decay. However,
this approach is not enough to efficiently identify all the events containing neutral pions
in the sample. A quick calculation reveals that only 20% of the v, CC 179 events can

be correctly identified with it.

This approach can be complemented with the identification of the secondary vertices
from the ete™ conversions. This will make it possible to cover the cases where either
one or both photons convert in the HPgTPC. In those cases, one can try pairing the
ete™ with unassociated activities in the ECal, or matching pairs of secondary vertices.
However, this will require further work on the reconstruction, and thus falls out of the

scope of this analysis.
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7.5 Neutrino energy reconstruction

In a neutrino-nucleus CC interaction, where alongside the charged lepton N nucleons
are knocked out and M mesons produced, the reconstructed neutrino energy can be

computed as:

N M
Erec = Sn + E@ + Z Ek,ni + Z Em]-7 (7'15)
=0 j=0

where S, is the average single-nucleon separation energy, F, the energy of the primary
lepton, Ej p, is the kinetic energy of the i-th knocked-out nucleon and E,,; the total

energy of the j-th produced meson.

This represents the ideal scenario, where all the kinetic energy of the nucleons is
visible in the detector and one can identify all mesons produced in the interaction. In a
real experiment, some of these energy components will be missed, and this needs to be

accounted for in any estimation of the reconstructed energy.

For instance, in ND-GAr neutrons are complicated to account for, as they do not
produce tracks in the TPC. They may be identified either from scatterings off Ar nuclei
in the HPgTPC, or from a ToF measurement in the ECal. However, these methods are
not fully mature in the current reconstruction, and their development is beyond the
scope of this study. So, in the following, I will completely ignore the contribution of

neutrons.

Also, with a real detector we can not expect to tag all the charged pions irrespective
of their energy. This is why one has to introduce detection thresholds in the energy
estimation. Thus, in the reconstructed energy calculation I will add only the kinetic
energy for the charged pions below the threshold, and the total energy for the pions

above the threshold.

Likewise, the identification of all neutral pions in the sample is challenging. As
discussed in the previous section, with our ECal we are able to identify the photons
from the 7° decays, but that selection still needs to be completed with other methods.

Therefore, for this first study I do not take into account the energy contribution of the
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Figure 7.23: Reconstructed neutrino energy spectra for the v, CC selection obtained
using the truth (left panel) and reconstructed (right panel) information. The selected
events are broken down by signal and background subcategories. The statistical
uncertainty is drawn in hatched gray.

neutral pions.

With all this in mind, using the truth information from the events I compute the

reconstructed neutrino energy as:

Ny M5y M7,
Bt = Syt Ev+ Y Eopi+ 3 Bpr + 3, B, (7.16)
=0 Jj=0 k=0

where NN, is the number of protons, and M:i and Mﬁzi the number of charged pions
below and above the threshold, respectively. As before, I assume a kinetic energy

threshold of 20 MeV for the charged pions.

At the reconstruction level, I use the energy of the primary muon candidate, computed
from its momentum, as the starting point for the neutrino energy calculation. Then, I
add the total energy contributions from the identified charged pions, again using their
momenta. After that, I try to identify the protons by looking at the two proton scores.
If any of them are above threshold (here the thresholds used are the same as for the
pion identification), the kinetic energy of the particle is added to the total. Finally, I
check if any of the remaining particles are fully contained within the FV. I add their

kinetic contributions using the total energy they deposited in the HPgTPC.
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Figure 7.24: Neutrino energy residuals distributions for the v, CC selection obtained
using the truth (left panel) and reconstructed (right panel) information. The selected
events are broken down by signal and background subcategories. The statistical
uncertainty is drawn in hatched gray.

Figure 7.23 shows the resulting distributions of reconstructed neutrino energy
obtained from the truth (left panel) and reconstructed (right panel) particle collections.
The overall shape of the distributions is similar, with the reconstructed one having a
slightly larger high energy tail. Note also that the background events from outside
the FV tend to have a smaller energy in the reconstructed case. This is likely due
to a misreconstruction of the primary muon, which clearly does not affect the other

computation.

I also compared the reconstructed energies to the true energy of the neutrino. Figure
7.24 displays the ratio of the energy residuals to the true energy for the truth (left panel)
and reconstructed (right panel) cases. As expected, using the true particles one never
overestimates the neutrino energy. Also, using the reconstructed objects one is more

prone to underestimate the neutrino energy, due to deficiencies in the reconstruction.

This constitutes a really promising first estimation of the energy reconstruction
capabilities of the detector using the end-to-end reconstruction. Possible improvements
may come from the addition of the contributions from neutral pions and photons, as

well as the neutron tagging.
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7.6 Systematic uncertainties

Although the implementation and study of the systematic uncertainties relevant for
ND-GAr is out of the scope of this preliminary analysis, in this section I give an
extended overview of the topic. These can be classified in three categories: neutrino flux
uncertainties, neutrino-nucleus interaction model uncertainties, and detector response

uncertainties.

7.6.1 Flux uncertainties

The neutrino flux prediction is affected by systematic uncertainties arising from two
sources: the uncertainties in the production of hadrons in the target and the uncertainties
in the design parameters of the beamline itself. These fluxes and their uncertainties are
generated with the GALBNF simulation [96], a Geant4 implementation of the LBNF
beamline, and the Package to Predict the FluX (PPFX) framework, originally developed
for MINERvA [181].

The hadron production uncertainties are associated to the kinematic distributions
of the hadrons produced when the protons interact with the carbon target, as well
as the possible interactions of the hadrons with the beamline materials. The PPFX
package estimates these uncertainties by performing a number of random throws of the
production model parameters [181]. This way, different predictions of the LBNF flux
are generated, which can be compared to the nominal prediction to build a matrix of
the covariances between neutrino energies, flavours and running modes (either FHC or
RHC). The resulting hadron production uncertainties are described by the eigenvectors
associated to the largest eigenvalues in this matrix, obtained performing a PCA analysis.

The other set of uncertainties affecting the neutrino flux prediction come from the
limited precision with which we know the parameters of the different components in the
beamline. These include the specifications of the target, the dimensions of the decay
pipe, and the current and alignment of the magnetic horns. The effects on the flux

predictions of these uncertainties are estimated using the G4LBNF simulation. For each
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of the parameters, the simulation runs with said parameter shifted by 1o from the

nominal value, and the resulting flux prediction is compared to the nominal one.

7.6.2 Cross-section uncertainties

As discussed previously in section 2.6, the neutrino-nucleus interaction model is of
great importance for neutrino experiments, as it maps the true neutrino energy to the
kinematics of the final state particles. The uncertainties on the cross-section model are
implemented in three ways: varying the parameters used in the GENIE simulation, using
weights that parametrise cross-section effects not accounted for in GENIE, and comparing
the GENIE predictions to other interaction models.

Within the DUNE TDR LBL analysis, the default interaction model was that
implemented in GENIE v2_12_10 [133]. A summary of the cross section systematic
parameters present in GENIE used in that analysis is presented in Tab. 7.3. The
additional systematic parameters used in the analysis are described in Tab. 7.4.

In this default GENIE configuration, the initial state of the nucleons is described by
the Bodek-Ritchie global Fermi gas model [182]. The model is known to give a poor
agreement when compared to neutrino-nucleon data [183]. Because of the limitations of
the model, the current versions of GENIE use the local Fermi gas approach, which takes
into account the correlation between the momentum of the nucleons and their location
within the nucleus.

For the CCQE events, the dominant model uncertainties arise from the axial form
factor of the nucleon, for which a dipole parametrisation is used, and the nuclear
correlation effects computed using the random phase approximation (RPA). In the
analysis, a parametrisation of the Valencia RPA effect [176] is used. This consists of
a third-order Bernstein polynomial up to Q% = 1.2 GeV? followed by an exponential
decay (BeRPA), originally proposed by the T2K collaboration [184].

The 2p2h interactions are included using the Valencia model [176], with an additional
correction following the observation of an underprediction of these events in MINERvVA

[185]. Additional uncertainties for the energy dependence of the missing strength were
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Table 7.3: Neutrino interaction systematic parameters implemented in GENIE used in
the DUNE TDR LBL analysis. Events with low W that are not QE are mainly RES,
whereas DIS events dominate at high W. The initials BY refer to the Bodek-Yang model.
Table adapted from Ref. [133].

Systematic 1o value
Quasielastic

Axial mass for CCQE 1028 GeV
CCQE vector form factor shape N/A
Fermi surface momentum for Pauli blocking | £30%
Low W

Axial mass for CC resonance +0.05 GeV
Vector mass for CC resonance +10%

0, distribution for A decay N/A
High W (BY model)

AT +25%
By +25%
Cotu +30%
Cv2u i40%
Other neutral current

Axial mass for NC resonance +10%
Vector mass for NC resonance +5%

Intra-nuclear

Nucleon charge exchange +50%
Nucleon elastic reaction +30%
Nucleon inelastic reaction +40%
Nucleon absorption +20%
Nucleon m-production +20%
7 charge exchange +50%
7 elastic reaction +10%
7 inelastic reaction +40%
7 absorption +20%
7 m-production +20%
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Table 7.4: Neutrino interaction systematic parameters used in the DUNE TDR LBL
analysis not present in GENIE. I have omitted the parameters only relevant for the FD.
Table adapted from Ref. [133].

Systematic Mode Description

BeRPA 1plh/QE Nuclear model suppression
ArC2p2h 2p2h Ar/C | Electron scattering SRC pairs
Eopon 2p2h 2p2h energy dependence

CC non-resonant CCDISIm | v+n/p— L+ 1n

Other non-resonant | DIS N7 1< W <5 GeV/c?

NC normalisation NC +20% to all NC events at the ND

added. Also, the uncertainties in the scaling from carbon to argon are included, based
on measurements of electron scattering off short-range correlated (SRC) nucleon pairs
on multiple targets [186].

In this version of GENIE, the Rein-Sehgal model describes the single pion resonant
production events [187]. It includes 16 different resonances, with no interference between
them. Two parameters account for the uncertainties on the axial and vector masses of
the resonances. In subsequent GENIE tunes, like the one used in the studies presented in
this Chapter, the Berger-Sehgal model is used [177]. This is an improved version of the
Rein-Sehgal model, which includes the lepton mass effects in the calculations.

The Bodek-Yang parametrisation is used to describe the DIS events [179]. The
parameters Aprt and Byt account for higher twist effects in the scaling variable, while
Cu1u and Ciyo, control the form of the valence quark K factors. For the analysis, the
uncertainties on the values of these parameters are taken into consideration. Also, due to
the difficulties of GENIE at describing the transition region between RES and DIS events,
a set of systematic parameters affecting the different non-resonant pion production
channels were developed, following the example of NOvA [188]. There are independent
parameters for the interactions on protons and neutrons, except for the CC DIS 17 case
where they are merged. All start with an uncertainty of 50% for W < 3 GeV/c?, which
linearly decreases until reaching a 5% at W =5 GeV/c?.

For the TDR analysis, an additional 20% normalisation uncertainty was added to all
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NC events in the ND. It was implemented to understand if the NC events passing the
selection cuts affected the results of the analysis [133].

Finally, the effective intranuclear transport model (often denoted as hA) is a part
of GENIE, implemented in the INTRANUKE module. GENIE features a large number of
parameters for the uncertainties on the intranuclear cascade model, which are summarised
in the last portion of Tab. 7.3. In following GENIE releases, updated versions of the
INTRANUKE model are used.

Although part of this cross-section systematic treatment is outdated, as the tunes
currently used feature different models, it gives a good idea of what systematic effects
are relevant for the different measurements we may want to perform in the future. At
the moment, a significant effort is channeled to the creation of new tunes specifically
tailored for DUNE, including the development of parametrisations particularly relevant

for ND-GAr.

7.6.3 Detector uncertainties

The DUNE ND CDR [102] presents a number of studies on the performance of ND-GAr.
These were based on the reference design described in section 3.5. Because the detector
is still in an R&D stage, with the design continually evolving, these performance metrics
will need to be revisited in the future. However, they still provide valuable information.
These studies help understand what detector requirements are needed to achieve the
physics goals of the experiment, and on what design aspects we need to improve.

Since the reference design of ND-GAr repurposes the ALICE MWPCs and other
hardware components, the ALICE TPC operation experience is a point of reference for
the spatial resolution performance. They reported a single hit resolution of 0.25 mm and
1.50 mm in the directions perpendicular and parallel to the drift direction, respectively
[107]. Nevertheless, the MWPCs are not the leading option for the charge readout
anymore. Current efforts focus on the study of the effects of different pixelisation choices,
relevant for the GEMs setups.

For other performance metrics, a fairer comparison for the ND-GAr HPgTPC could
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Figure 7.25: Estimated dE/dx resolution as a function of the track length for true
muons (left panel) and protons (right panel) in a v, CC sample.

be the PEP-4 detector. It operated with a 80:20 Ar:CH4 mixture at 8.5 bar, achieving
a two-track separation of 1 cm [189,190]. This metric is particularly relevant in our
case, as the neutrino interaction vertex can be an area of very high track multiplicity.
Thus, our track separation capabilities will have a direct impact on the primary vertex
identification and resolution. There are several difference between our HPgTPC and
PEP-4. The operating pressure of ND-GAr will be higher, and the gas mixture likely to

contain a higher fraction of Ar.

In terms of the ionisation measurement, both the experience from ALICE and PEP-4
are relevant, as this depends on the readout and the running conditions (pressure and
gas mixture). They obtained resolutions of 4.5% and 3.0% for typical track lengths of
160 and 75 cm, respectively. According to previous studies on the dE/dz resolution in
gaseous detectors [191], ND-GAr can achieve a 2% resolution for a typical track length
of 200 cm. Figure 7.25 shows the values of the resolution I estimate for muon (left panel)
and proton (right panel) tracks with different lengths, using the procedure described in

section 6.2.

The tracking capabilities of ND-GAr were studied in the context of v, CC interactions.
Using a sample of reconstructed tracks from true muons and charged pions, the tracking
efficiency was estimated to be above 90% for momenta > 40 MeV /¢, with it steadily

rising with the momentum. As a function of the angle with respect to the beam direction,
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the efficiency was almost flat for particles with p > 200 MeV /c. In the case of protons,
the tracking performs well for kinetic energies > 20 MeV. A machine learning algorithm
is being developed for low energy proton track identification near the interaction vertex.

Preliminary results show an efficiency of 30% at 5 MeV for this method.

The same samples used for the tracking studies were employed to estimate the
momentum resolution. The momentum is computed from the curvature of the tracks
in the magnetic field, and is therefore limited by the track length in the direction
perpendicular to the field. Focusing on the tracks associated to true muons, a double
Gaussian fit reveled a width of 2.7% and 12% for the core and tails of the momentum
distribution. This same study determined the 3D angular resolution in the HPgTPC to
be 0.80°.

The main source of uncertainty in the momentum measurement is the value of the
magnetic field. The magnetic field simulations indicate that the overall uncertainty on
the central field value is < 0.05%. A preliminary study investigated the use of K? decays
in the HPgTPC to measure any deviations of the magnetic field from its nominal 0.5 T
value. This showed that even a magnetic field bias of 1% will shift the reconstructed

invariant mass distribution significantly.

The results presented for the ECal in Ref. [102] use an outdated version of the
geometry, where the entire ECal sits outside of the pressure vessel and the layers consist
of 5 mm of scintillator and 2 mm of Cu. The sample used consists of single photons in
a 20° cone aligned with the beam direction. In the simulation, an energy threshold of

200 keV and a time resolution of 0.25 ns are assumed.

The energy resolution of the photons is obtained from a Gaussian fit. The resulting

resolutions are then fitted to a function of the form:

oE A B
o \/E@E@C’ (7.17)

where A is the stochastic term, B the noise term and C the constant term. The best fit

finds the values A = 6.1%, B = 1.6%, and C = 4.5%. The photon angle is estimated
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Table 7.5: Expected performance for ND-GAr, both from simulation studies and
extrapolated from ALICE and PEP-4. Table adapted from Ref. [102].

Parameter Value

Perpendicular hit resolution | 0.25 mm

Parallel hit resolution 1.50 mm

Two-track separation 1.00 cm

dFE /dz resolution 5% for protons, 2% for muons
Tracking efficiency > 90% for 40 MeV /c
Momentum resolution 2.7% core, 12% tails
Angular resolution 0.80°

Proton detection threshold | 5 MeV

ECal energy resolution 6%/VE ®1.6%/E & 4%
ECal pointing resolution 8.17°/VE 4 4.18°

using a PCA analysis of the associated ECal cluster, taking it from the direction of the
first principal component. The angular resolution is computed from a Gaussian fit to
the core of the distribution. As a function of the photon energy, the values obtained are

8.17° 4 4.18°. Different arrangements of the layers and alternative absorber choices may

vVE
improve these results.
The different detector effects discussed above and the performance expected for

ND-GAr are summarised in Tab. 7.5.

7.7 Summary

In this Chapter I applied the PID strategies discussed previously to the event selection in
ND-GAr. I start by describing a method for selecting v, CC events in section 7.2. This
is mainly based on the muon score derived from the muon/pion classification I developed.
Additionally, I perform an optimisation of the FV. As part of this study, I also examined
the kinematics of the selected primary muon and the reconstruction of the interaction
vertex. Next, in section 7.3 I explore the capabilities of ND-GAr and its reconstruction at
identifying charged pions. I optimise a selection based on the reconstructed charged pion

multiplicity, for events with 0, 1, 2, and > 37T in the final state. I assess the performance

236



7.7. SUMMARY

of the selection as a function of the truth hadronic invariant mass, as well as the true
pion kinematics for the v, CC 17+ case. 1 briefly discuss the possibility of tagging events
with neutral pions by reconstructing the invariant mass of the photon pairs from their
decay in section 7.4. Lastly, in section 7.5 I study the neutrino energy reconstruction of
the selected v, CC events using a calorimetric approach. For this, I compare the values
obtained using generator-level and reconstructed information. Additionally, I described
the systematic uncertainties relevant for ND-GAr in the context of the LBL analysis in
section 7.6.

In the DUNE FD TDR [96], the assumptions made regarding the v, CC reconstruction
and the selection of exclusive samples in ND-GAr were backed by studies based on
smeared truth samples. The studies in this Chapter demonstrate for the first time that
ND-GAr is capable of selecting v, CC events, generating pion exclusive samples, and

estimating the neutrino energy using the end-to-end simulation and reconstruction.
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Conclusion and outlook

Our plans miscarry because they have no aim. When a man does not know

what harbour he is making for, no wind is the right wind.

— Lucio Anneo Seneca, FEpistulae morales ad Lucilium

This thesis is a compilation of three different projects within DUNE. However,
the idea behind each one of them is the same. The common theme is the prospect
of improving or extending the physics of DUNE. In the first case, by enhancing the
production of trigger primitives in the induction channels what I seek is to provide
more useful information to the far detector data selection. The investigations with
both data and MC, as well as the opportunity to run with a live detector, showed that
such an enhancement is possible and should be pursued. Next, the solar dark matter
analysis adds to the already rich beyond the Standard Model physics programme of
DUNE. With the results of these preliminary studies, I want to show that DUNE can
be complementary to the large-volume neutrino detectors in these kinds of searches.
Finally, the goal of the ND-GAr reconstruction improvements was the development of
the particle identification strategy of the detector. For this, I tried to extract all the
possible information from its different subcomponents. With the particle identification
at hand, it is possible to form the selections of the different ND-GAr samples, as I have
shown in this work. These will help understand how the detector is going to further
constrain the neutrino interaction uncertainties in DUNE Phase II, which will eventually

allow DUNE to reach its ultimate physics goals.
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In Chapter 4 I showed that the matched filter puts the production of trigger primitives
in the induction and collection planes on the same level. The natural next step will be
to understand the impact that this has in the context of the current trigger algorithms.
Then, one could explore the development of new trigger routines, like triggers based on
coincidence across planes. At the same time, these alternative hit finder chains should
be implemented in the trigger simulations currently under development.

At this stage, the solar dark matter analysis presented in Chapter 5 already shows
the potential of DUNE to explore these scenarios. However, including the full simulation
and reconstruction of the events will be necessary moving forward. At the moment, a
significant effort is aimed towards the reconstruction of atmospheric neutrinos in the
DUNE far detector, which could be relevant for the case at hand. Also, following iterations
of the analysis should include all the relevant systematic uncertainties, summarised in
section 5.5.

The goal of the reconstruction developments discussed in Chapter 6 was establishing
a robust particle identification strategy for ND-GAr, that allows to reconstruct the
multiplicity of pions and other hadrons in the neutrino interactions final states. Following
the integration efforts described in section 6.5, the next steps include continue developing
other aspects of the reconstruction.

The studies in Chapter 7 constitute the first try at an event selection in ND-GAr
using the end-to-end simulation and reconstruction. It will serve as a stepping stone for
the development of other selections and analyses. Ultimately, the goal is to quantify the
impact of ND-GAr on the long baseline neutrino oscillation analysis in DUNE. This will
allow for a physics-driven optimisation of the detector design. For this, including the
effect of the systematic uncertainties outlined in section 7.6 will be necessary. Future
work will also include the study of proton exclusive samples, neutral pion identification
and neutron tagging, as well as comparisons with ND-LAr + TMS. Additionally, these
studies will go towards a publication on the capabilities of ND-GAr and the additional

physics potential that it will allow for DUNE.
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Additional material on Matched Filter

A.1 Low-pass FIR filter design

To optimise the frequency response of a digital filter, we can use the Parks-McClellan
algorithm, where one finds a set of IV real coefficients that give the best response for the

specified pass-band and order of the filter [192].

Taking the detector ticks as the time unit, the Nyquist frequency will simply be
1/2 ticks~!. The current implementation of the filter seems to have as pass-band the
range [0,0.1] ticks™!. This can be seen in Fig. A.1, where I show the power spectrum, in
decibels, of that filter implementation (blue solid line). The Park-McClellan algorithm
finds the optimal Chebyshev FIR filter [193] taking as input the boundaries of the target

pass-band and stop-band, which can be written in the form:

0, .
{ ot 0f. ] (A1)

where f. is the cut-off frequency, § f is the transition width and fy is the aforementioned
Nyquist frequency. A filter with a similar behaviour to the previous one can be obtained
by setting f. = 0 and 6 f = 0.1 ticks . The response of the resulting filter is also shown
in Fig. A.1 (blue solid line). Notice that the suppression of the stop-band is enhanced
for this optimal filter. For comparison, I include the power response of the filter obtained
by taking the integer part of the coefficients resulting from the Parks-McClellan method

(red dashed line). One can see that it does not suppress that much the stop-band, in a
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similar way to the current implementation of the filter.

—— Current filter
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Figure A.1: Power spectrum in decibels for the current implementation of the low-pass
FIR filter in dtp-firmware (blue line), compared to the response of an optimal filter
obtained using the Parks-McClellan algorithm for the same pass-band (red line). Also
for comparison I include the spectrum of the optimal filter when taking only the integer
part of the coefficients (red dashed line).

At this point, I tried to improve the performance of the FIR filter using the Park-
McClellan method, i.e. maximise the overall S/N, using the available data captures. I
did so by varying the values of the two quantities that parametrise the pass-band and
stop-band, the cut-off frequency f. and the transition width J f.

Figure A.2 shows the average relative change in the S/N (i.e. the ratio between the
value of the S/N after and before the filtering) for capture felix-2020-07-17-21:31:44,
when using filters designed with the Parks-McClellan algorithm for the specified values
of the cut-off frequency f. and the transition width ¢ f, restricted to integer values for
the filter coefficients. One can clearly distinguish different regions where we get an
improvement of up to a factor of 1.35 for the U plane. For large values of f. + df the
ratio tends to 1, as expected. In that limit the width of the stop-band goes to 0, meaning

that no frequencies are filtered out and thus the waveform remains the same.

As it can be seen in Fig. A.2 (bottom right panel) the configuration which gives the

242



A.1. Low-rass FIR FILTER DESIGN

U plane V plane
0.10

0.09

0.08

0.07 1 s
0.06 1

0.06
0.05
0.04 1.1
0.03
0.02 1
0.0

Transition width [ticks™]

14 T v 7 . . 8 7 & T . . . T r . . T
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20

X plane Mean
0.10- 1

0.09 0.9
0.08
0.07 1 1 08
0.06 -
0.06

0.05 1 07
0.04
0.03 0.6

H
o
MEIN/S 1 ¥EN/S

Transition width [ticks™!]

0.02

0.01 . v 7 7 v v i - y i v i i . v . .
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20

Cutoff [ticks™] Cutoff [ticks™]

Figure A.2: Relative change in the S/N for the ProtoDUNE-SP raw data capture
felix-2020-07-17-21:31:44, using different values of the cutoff frequency f. and the
transition width 0 f. The optimal Chebyshev filters were applied using just the integer
part of the coefficients given by the Parks-McClellan algorithm.

best mean performance for the three planes is f. = 0.068 ticks™* and 6 f = 0.010 ticks ™.
We can use these to see how the filter affects the different channels. Figure A.3 shows the
distribution of the S/N improvement values for all the channels in the raw ADC capture
felix-2020-07-17-21:31:44, separated by wire plane, after the optimal Chebyshev
filter was applied. One can see that there is a clear improvement for both U and V
induction planes, obtaining a mean change of 1.25 and 1.30 for them, respectively.
However, in the case of the X collection plane the distribution peaks around 1, meaning
that an important fraction of channels in that plane get a slightly worse S/N after the
filter is applied. This is not a big issue, as the S/N for collection channels is usually

much higher than the one for induction channels.

The results I obtained optimising the low pass filter with the Parks-McClellan method
are promising. Nonetheless, the improvement found is rather marginal. Thus, I explored
alternative approaches to the filtering problem, which may yield better outputs. This
way, I found a possible solution in matched filters. By construction, this kind of filters

offer the best improvement on the S/N.
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Figure A.3: Distribution of the relative change of the S/N on the different wire planes
from the ProtoDUNE-SP raw data capture felix-2020-07-17-21:31:44 after the
optimal Chebyshev filter was applied. The filter was computed with the Parks-McClellan
algorithm using a cutoff of f. = 0.068 ticks ™! and a transition width § f = 0.010 ticks ™!

A.2 DMatched filter impulse-response function

Given a known signal sequence s(t) and another (a priori unknown) noise sequence n(t),

the input signal can be written as:

x(t) = s(t) + n(t). (A.2)

Now, considering a linear time-invariant filter, whose impulse-response function I

will refer to as h(t), one can write the output signal as:

y(t) = =(t) * h(?)
= (s(t) +n(t)) x h(?) (A-3)
= Ys(t) + yn(t),
where y;(t) and y,,(t) are simply the outputs of the filter due to the signal and the noise

components respectively.
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The goal of the matched filter is to detect the presence of the signal s(¢) in the input
sample x(t) at a certain time ¢y, which effectively means that we need to maximise the
S/N at that given time. This way, what one wants is to have a filter which gives a much
bigger output when the known signal is present than when it is not. Putting it in other
words, the instantaneous power of the signal output ys(¢) should be much larger than

the average power of the noise output y,(¢) at some time .

For the case of the filtered signal, one can easily re-write it as an inverse Fourier

transform:

yo(t) = - / ” dw H(w)S(w)e, (A4)

T o oo
where H(w) and S(w) are the Fourier transforms of the impulse-response function (i.e.

the transfer function of the filter) and of the input signal, respectively.

Now, focusing on the noise part, we can use the Wiener-Khinchin theorem [194] to

write the mean power of the noise after filtering as:

Blin(®P= 5= [ do |H@PS,) (A5)

2 J_
where S, (w) is the power spectral density of the noise.
Having these, one can write the instantaneous S/N at time t( as:

(5) _ P
N Elun@P

_ 1 ‘ffooo dw H(w)S(w)e™to 2
~ on 7 dw [H ()2 S ()

Once we have this expression, we need to find its upper limit to determine what would
be the optimal choice for the transfer function. For this, we use the Cauchy-Schwarz

inequality, which in the present case takes the form:

2 o0 %)
<[ i@l [ do g, (A7)

—0o0 —00

‘/ZMfMM@
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for any two analytical functions f(z) and g(x). One can prove that making the choice:

leads to the following upper bound for the S/N:

S\ _ 1™ ISP
<N>t0§2‘7r 8w (49)

From Egs. (A.6), (A.7) and (A.8) one can also derive the form of the transfer function
such that the upper bound is exactly reached [195]:

g* (w)e—z’wto

H(w) x 5. ()

(A.10)
From this last expression we can clearly see the way the matched filter acts. As the
transfer function is proportional to the Fourier transform of the signal it will try to only

pick the frequencies present in the signal [196].

The matched filter transfer function can be greatly simplified if the input noise is
Gaussian. In that case, the power spectral density of the noise is a constant, so it can be
re-absorbed in the overall normalisation of the transfer function. Moreover, considering

that the input signal is a real function, one can simply set S*(w) = S(—w), which gives:
H(w) o< S(—w)e W, (A.11)

For a discrete signal, one can think of the input and impulse-response sequences
as vectors. Then, the matched filter tries to maximise the inner product of the signal
and the filter while minimising the output due to the noise by choosing a filter vector
orthogonal to the latter. In the case of additive noise, that leads to the impulse-response
vector:

(A.12)
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Figure A.4: Selected consecutive waveforms corresponding to two monoenergetic
E; =100 MeV muon events, one is parallel to the APA and to the wires in the U plane
(left panel) and the other is normal to the APA plane and perpendicular to the U plane
wires (right panel). The solid lines represent the raw waveforms whereas the dashed
lines correspond to the waveforms after the matched filter was applied. The waveforms
on the left panel have been scaled by a factor of 0.15 to have similar amplitudes to the
ones on the right panel.

where s is a reversed signal template sequence of length N equal to the order of the filter
and R, is the covariance matrix associated with the noise sequence n. For the Gaussian
noise case, the covariance matrix is simply the unit matrix, so the above expression
simplifies again to:

h="—". (A.13)

A.3 Distortion and peak asymmetry

As a case study using the MC sample, I select two of the simulated £ = 100 MeV

monoenergetic muon events. With respect to the U induction plane, one is parallel to the
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Figure A.5: Left panel: peak asymmetry distribution for the case of the monoenergetic
FE; = 100 MeV muon sample. Each value corresponds to a single bipolar signal peak
from a channel in any event. The blue distribution represents the peaks on U plane
channels, whereas the red corresponds to signal peaks in V wires. Right panel: relation
between the mean peak asymmetry per event with the S/N for U channel waveforms
from the Ej = 100 MeV muon sample. The top subplot shows the decimal logarithm of
the mean S/N for the raw (red) and the matched filtered (blue) waveforms. The bottom
subplot contains the mean S/N improvement ratio after the matched filter was applied.

APA (low 6,./) and to the wires (high 6,/./) and the other is normal to the APA plane
(high 6,./) and perpendicular to the wires (low 6,/./). As expected from the results on the
angular dependence discussed above, the former has a higher S/N (both before and after
the filtering) when compared to the latter. An interesting thing to notice about these
two samples is that, even though one has a much larger S/N than the other, it is the one
with the smallest S/N the one that gets a more significant averaged S/N improvement.
In Tab. A.1 I include all the relevant parameters of these two Fr = 100 MeV muon
events, namely the angles with respect to the xy’z’ reference frame, the values of the
S/N, the S/N change and also the so-called peak asymmetry Apeqr, that I will define

next.

One can try to understand better the nature of these two events by looking at the
raw and filtered data from some of their active channels. Figure A.4 shows a selection of
consecutive raw and filtered U plane waveforms from the event with high S/N (left panel)

and the one with low S/N (right panel). To show both collections of waveforms at a
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Table A.1: Characteristic parameters of the two monoenergetic muon events selected,
relative to the U plane: projected angles in the x2’ and 3z’ planes, S/N values for the
raw and filtered waveforms, mean improvement of the S/N and peak asymmetry.

o o S/N
‘ 0o (°) Oy () $/Npy S/Nyp SR Apear (ADC)

High (“parallel”)

Low (“normal”)

-1.58 -77.76 41.65 112.44 283 -35.73
76.92 -2.56 8.07 25.46 3.12 -10.38

similar scale I had to apply a factor of 0.15 to the waveforms with high S/N. Additionally,
next to each waveform I include the values of the raw and matched filtered S/N for the
corresponding channel. The first thing to notice is that the amplitude of the signal peaks
from the normal track have a much smaller amplitude, and also appear quite distorted
when compared to the others. On the other hand, although the matched filtered S/N for
each channel are still smaller, the relative improvements are larger than in the parallel

case.

A way to quantify the difference between the shape of the waveforms of these two
events is using their peak asymmetry. I define the peak asymmetry as the (signed)

difference between the positive and the negative peaks of the bipolar shape, i.e.:

Apeak = h+ — h,, (A14)

where both heights h and h_ are positive. Figure A.5 (left panel) shows the distribution
of this peak asymmetry for all the waveforms corresponding to channels in the U (blue)
and V (red) planes for the monoenergetic muon sample. One can see that these
distributions are clearly shifted to negative values, with means ,uIAJ = —10.57 ADC and
,uX = —5.72 ADC, respectively. Notice how the peak asymmetry value of the selected
event with the high S/N sits at the left tail of the distribution, whereas the corresponding

value of the sample with the low S/N lies around the mean.

It is possible to correlate the peak asymmetry with the S/N and the S/N change per
event. Figure A.5 (right panel) shows the result of comparing the mean peak asymmetry

per event to the averaged raw (red) and matched filtered (blue) S/N per event (top
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subplot). The horizontal lines sit at the mean value obtained in the fit and represent the
width of the —A.q1 bins used, while the vertical lines indicate one standard deviation
around that mean value. Notice how there is an approximate linear relation between the
peak asymmetry and the S/N, except for peak asymmetry values bigger than —5 ADC
where the S/N remains constant.

Also, in the bottom subplot of Fig. A.5 (right panel) I show the relation between
the peak asymmetry and the mean S/N change. In this case, one can see that there
is a clear maximum at Apeqr ~ —10 ADC. As mentioned previously, this is also the
value of the mean of the peak asymmetry distribution. In fact, it is expected that our
filter favours the signal peaks with the most common values of the peak asymmetry, as
this was one of the features I target in our filter coefficient optimisation through the
parameter 9.

These results suggest that events with poorer values of the mean S/N, usually
associated to non-favourable track orientations, tend to have smaller values of the mean
peak asymmetry (in absolute value). Nonetheless, because our matched filters have
been optimised to account for these asymmetries, the improvement on the S/N for these

events is sizeable if not better than the one for events which already had a high S/N.
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Additional material on Solar DM

B.1 Gravitational capture of DM by the Sun

In this work I consider three possible scenarios for the DM interactions: DM scattering
off electrons, spin-dependent (SD) and spin-independent (SI) interactions with nuclei.
For these last two, the cross sections will be given in terms of the SD and SI elastic

scattering DM cross section off protons (assuming that the DM interactions with protons

and neutrons are identical), O'SD and O'SI, as [130,197]:
N
sp_ (Pa) 4Jit1) 2_SD
ot = (B ) 20Dy, )+ 05,0 o (B.)
- N2
o = (2 o (B2)
Hp

where ji4, is the reduced mass of the DM-nucleus ¢ system, fi, is the reduced mass
of the DM-proton system, A; and J; the mass number and total angular momentum
of nucleus ¢, and (S,;) and (S, ;) the expectation value of the spins of protons and
neutrons averaged over all nucleons, respectively (see Ref. [198] for a review on spin
expectation values).

Since the Sun is mainly composed of hydrogen, the capture of DM from the halo is
expected to occur mainly through SD scattering. However, since the SI cross section is
proportional to the square of the atomic mass, heavy elements can contribute to the
capture rate (even though they constitute less than 2% of the mass of the Sun). Heavy

elements can also contribute to the SD cross section if the DM also has momentum-
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dependent interactions [199].

DM particles can get captured by the Sun if after repeated scatterings off solar
targets their final velocity is lower than the escape velocity of the Sun. In the limit of
weak cross sections, this capture rate can be approximately written as [200]:

Copeak = Z/RQ dr 4mr? /OO duy, Px ool (UX)w(r) /UE(T) dv R; (w — v)|Fi(q)|?,
—Jo 0 My Ux 0
(B.3)
where the summation extends over all possible solar targets. In this expression, Rg
is the radius of the Sun, p, is the local DM density, m, the mass of the DM particle,
Juoe (uy) the DM velocity distribution seen from the Sun’s reference frame, R; (w — v)
is the differential rate at which a DM particle with velocity v scatters a solar target of

mass m; to end up with a velocity w and |F;(q)| is the nuclear form factor of target i.

The differential scattering rate takes a rather simple form when considering velocity-

independent and isotropic cross sections. In that case, this quantity is given by [197,200]:

2 Mg v

VT w

Ry (w—v) = ni(r)o |[x(—a_, ay) + x(—=B_, By )@=/ (B .4)

7

where p; is the ratio between the DM mass and the mass of target 7, ji; + is defined as:

;1
:u’i,:tEHZ2 y

(B.5)

n;(r) is the density profile of target ¢ in the solar medium, w;(r) is the most probable

velocity of target ¢ given by:
2T (r
ui(r) = 1 222, (B

m;

where T (r) is the temperature of the Sun, the quantities a4 and S4 are defined as:

iV £ i —w
= PtV E bW B.7
+ () (B.7)
fhi,—V = i 4w
= MU i B.8
B+ () (B.8)
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Figure B.1: Input solar parameters used in the capture rate computation as a function
of the solar radius, from left to right: temperature (with respect to the temperature
at the core), mass (in solar masses) and electron number density (with respect to the
electron density at the core). All quantities shown correspond to the standard solar
model BS2005-OP [26].

and the function x(a,b) is a Gaussian integral of the form:

b
Y(a,b) = / dz e ™. (B.9)

Finally, if one assumes the DM halo velocity distribution in the galactic rest frame
to be a Maxwell-Boltzmann distribution, one can write the halo velocity distribution for

an observer moving at the speed of the Sun with respect to the DM rest frame as:

3w _s(ux—;@)? _3<ux+;@)2
Foo (ux) =\ 5~ ’;d e i —e Ta |, (B.10)
®

where:

w?(r) :ui—i—vg(r), (B.11)

is the DM velocity squared, vg, the relative velocity of the Sun from the DM rest frame

and vy ~ /3/2ve the velocity dispersion.

For the case of strong scattering cross sections, Eq. (B.3) ceases to be valid, as it
escalates indefinitely with the cross section. In that limit, the capture rate saturates to

the case where the probability of interaction is equal to one, which can be written as
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Figure B.2: Capture rates as a function of the DM mass for the DM-electron interactions
(red lines), SD DM-nucleons interactions (green lines), and SI DM-nucleons interactions
(blue lines). Solid lines represent the values computed in this work while the dashed
lines are the one given in Ref. [197]. All the rates are shown for a choice of scattering
cross section of o; = 10~%° cm?2.

[201]:

com 3 g R
o = ni (22) o) (14 5552 vo,va) (B.12)

where (v) = /8/3mvg is the mean velocity in the DM rest frame and the factor £(ve, vq)
accounts for the suppression due to the motion of the Sun:
S

n 1)2 s
vie *a + \/%% (v3 + 3v2(Re) + 3v3)) Erf (@Z—S)
2’03 + 3?]3(R@) ’

£(ve,va) = (B.13)

Having these into account, one can write the total capture rate as a combination of

both contributions, allowing a smooth transition between the two, as [130]:

Cp = CTook (1 - e(f‘%”'“/%mk) . (B.14)

I computed the capture rate from Eq. (B.14) in the case of interactions with
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electrons. To do so, I used the standard solar model BS2005-OP [26]. Fig. B.1 shows the
three parameters from the solar model that are needed for the computation, the solar
temperature (left panel), mass (central panel) and electron density (right panel) profiles.

For the case of the interactions off nuclei, the computations are more convoluted
as one needs to add up the contributions of the different most abundant nuclei in
the Sun. Also, in contrast to the electron scenario where the form factor is trivially
|F.(q)|?= 1, for any nucleus i one would need to consider some appropriate nuclear
density distribution (either a Gaussian approximation, a Woods-Saxon distribution, etc)
which would complicate the calculations even further.

That is the reason why, at this stage of the study, I decided to take an alternative
approach to the computation of the DM-nucleus capture rates. I used the DarkSUSY
software, that allows us to compute these quantities performing a full numerical
integration over the momentum transfer of the form factors [202]. The default standard
solar model used by DarkSUSY is BP2000! [203].

In Fig. B.2 I show the results I obtain for the capture rates, for the case of interactions
off electrons (red solid line), SD (green solid line) and SI (blue solid line) interactions of
nucleons. In all cases I use a value of the scattering cross sections of o; = 10740 cm?.
Note here one of the limitations of the DarkSUSY approach, one can not extend the
computation below mpy = 1 GeV. Nevertheless, this is not something to worry about in
this case, as I will discuss next. As a comparison, I added also the values computed in Ref.
[197] (same color scheme, dashed lines). One can see there is good agreement between
these and the DarkSUSY computation of the SD and SI interactions for mpy > 1 GeV.
In this regime their computations also matches quite well the results for the electron
capture rate. However, these start to differ significantly below mpy = 1 GeV, being
their estimate up to a factor of 5 bigger than ours for low masses. This could be due to
the use of a different solar model in the calculation.

Let me comment briefly about the assumption I made before about not including

!This is what they say in their manual, but I fear it is somewhat outdated. It appears to me
this model is relatively old and do not see why they are not using others like [26]. Maybe one can
double-check in the code to make sure.
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an evaporation term in the Boltzmann equation. If I include this term in the equation,

which is proportional to the number of DM particles, the equilibrium solution takes the

/C 1
N == B.15
DM\ Ap K+ 1EgTeg (B.15)

where E is the total evaporation rate, 7¢, is the equilibrium time in the absence of

form:

evaporation:
1
- B.16
= s (10
and k is defined as:
E 2
K= 1+<(§@). (B.17)

Now, it is easy to proof that in the case evaporation dominates £ > 1 and therefore:

Net o~ 2O (B.18)

In contrast, if evaporation is irrelevant x ~ 1 and one recovers Eq. (5.2).

In this way, one can define the evaporation mass as the mass for which the number

of DM particles in equilibrium approaches Eq. (B.18) at 10% level:

C@ (mevap)

= 0.1INL (Mevap )- B.19
o s (o) (B.19)

Npi (Mevap) —

This can be regarded as the minimum testable mass one can reach using the annihilation

products of the DM in the Sun.

It was reported in Ref. [197] that, in the case of both SD and SI DM interactions
off nuclei, this value ranges from 2 to 4 GeV depending on the specific scattering
cross section value, compatible with the usual assumptions in the literature. What is
interesting is the case of the electron capture. It was found that, when one applies a
cutoff in the velocity distribution of the DM trapped in the Sun slightly below the escape
velocity, the evaporation mass for the DM-electron interaction decreases remarkably. For

a moderate choice of v.(r) = 0.9v.(r) one gets an evaporation mass of around 200 to
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Figure B.3: Feynman diagrams for B'B! annihilation into SM fermions.

600 MeV. This possibility opens a region of the parameter space that could be tested

with the next generation of neutrino detectors.

B.2 Example: Kaluza-Klein Dark Matter

Even though there are plenty of BSM theories which provide viable DM candidates,
the Kaluza-Klein (KK) type of models [204, 205] within the universal extra dimensions
(UED) paradigm naturally predict the existence of a massive, stable particle that can
play the role of the DM. In the UED scenario all the SM fields can propagate in one or
more compact extra dimensions [206], as opposed to the idea of brane worlds [207,208],
where just gravity can propagate in the bulk while SM particles live at fixed points.

Furthermore, in UED there is no violation of the translational invariance along the
extra dimensions, thus leading to degenerate KK modes masses and also the conservation
of the KK number in the effective four dimensional theory. At loop level, radiative
corrections and boundary terms shift the masses of the KK modes and break KK
number conservation into a KK parity. As a result, this theory only contains interactions
between an even number of odd KK modes, and therefore the lightest among the first
KK excitations will be stable. This particle is usually denoted as the lightest Kaluza-
Klein particle (LKP) and its mass is proportional to 1/R, being R the size of the extra
dimension.

A viable DM candidate needs to be electrically neutral and non-baryonic, therefore
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Figure B.4: Feynman diagrams for B'B' annihilation into a Higgs boson pair.

good candidates among the first Kaluza-Klein excitations would be the KK neutral
gauge bosons and the KK neutrinos [209]. Another possible candidate is the first KK
excitation of the graviton, which receives negligible radiative contributions to its mass
and therefore has a mass almost equal to 1/R. However, it has been shown that the
lightest eigenstate from the mixing of the gauge mass states (B L W31) would be lighter,
as these receive negative radiate corrections [210]. It is also understood that, when these
corrections become sizeable, the eigenstates become approximately pure B! and VV31
states, as the Weinberg mixing angle grows small with the KK number [210]. In that

case, the LKP can be well-approximated as being entirely B'.

To estimate the sensitivity of DUNE to this particular DM model, I first need to
compute the neutrino flux produced by the annihilations of the LKP in the core of the
Sun, taking into account their propagation in the solar medium, as well as neutrino
oscillations. To this end I use WimpSim [140,211] to generate 10° annihilation events in
the Sun over a time span of four years, and propagate them to the DUNE FD location
(44° 20" N, 103° 45’ W), for different values of Mpkp. The different Feynman diagrams
for the annihilation of the B! into a pair of SM fermions and scalars are shown in Figs.
B.4 and B.4. The relative annihilation fractions of the B! used by WimpSim can be found
in Ref. [212].

In Fig. B.5 I show the obtained muon neutrino spectra arriving to the detector from

LKP annihilations in the Sun, per unit area and per annihilation, plotted in relative
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Figure B.5: Computed spectra of muon neutrinos at the DUNE FD site from B!
annihilations in the Sun for three different values of My kp, plotted in relative energy
units for legibility.

energy units for different values of the LKP mass. As one could expect the spectra get
steeper the higher is the mass, due to the absorption of high-energy neutrinos in the
solar medium. Also, one can see the peak at z = 1 due to the direct annihilation into

neutrinos B1B! — vi.

Now, one can estimate the sensitivity of DUNE to this particular model by using
the method I previously discussed. I use the optimistic estimation of the background
efficiency in Eq. (5.5) to get an upper bound of the sensitivity. Using it, one can directly
compute the number of expected background events to be Ng = 0.11 for an exposure of
400 kT yr. Then, Eq. (5.7) give us a value of N2 = 2.20 for the 90% exclusion number
of expected signal events. Thanks to the cross sections generated with NuWro and the
computed neutrino fluxes from B! annihilations in the Sun, I can estimate the limits on
the SD and SI DM-nucleus cross section using the relation in Eq. (5.2) and the capture

rates I obtained from DarkSUSY.

In Fig. B.6 I show the projected sensitivity for DUNE on the spin-dependent

Bl-proton scattering cross section versus the mass of the LKP, for a exposure of
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Figure B.6: Projected 90% confidence level upper limit for DUNE (400 kT yr) on the
spin-dependent B'-proton scattering cross section as a function of Mykp (green dots). I
also show the previous limits from IceCube [213] (blue line) and Antares [214] (red line)
on the LKP cross section. The shaded area represents the disfavoured region (at 95%
confidence level) on the mass of the LKP from LHC data [215].

400 kT yr (green dots). I also include the previous results from IceCube [213] (blue line)
and Antares [214] (red line). The shaded area represents the disfavoured region from

combined searches for UED by ATLAS and CMS [215].

From the experimental point of view, this estimation lacked a detailed simulation of
the detector response and thus this must be regarded as a mere optimistic sensitivity
computation. However, it shows the potential of DUNE to constrain this kind of exotic
scenarios, showing the region where it will be in a position to compete with other neutrino
telescopes. A more detailed analysis is needed if I am to make a realistic estimation.
Even though the region of the parameter space where DUNE would be sensitive to this
particular model is quite constrained by collider searches [215] and other rare decay

measurements [216,217], it still constitutes an alternative indirect probe.
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B.3 Example: Leptophilic Dark Matter

In general, the capture rate of DM particles by the Sun via interactions with electrons is
several orders of magnitude smaller than the capture via DM-nucleus scattering. Thus,
it would be sub-leading even when nucleon capture is loop suppressed [218|. As I showed
in Fig. B.2, the capture rate via scattering off electrons only surpasses the capture rates

via DM-nucleon interactions for DM masses < 100 — 500 MeV.

However, if one considers a model where DM-nucleon interactions are forbidden even
at loop level, then electron interactions will be the sole contributor to DM capture in
the Sun. One can describe such scenario where the DM particles couple to leptons but

not to the quark sector using effective operators.

Assuming that the DM particle is a Dirac fermion, the dimension six operators

describing the interaction between two DM particles and two leptons can be written as:
Lepr =G> (XTix) (), (B.20)
i

where G = 1/A? is the effective coupling strength, A the cut-off of the effective field
theory and ¢ denotes any lepton. In principle, one should consider all the possible

Lorentz structures 3@ in order to have a complete set of effective operators.

However, some combinations will induce interactions with nucleons at loop level.
As we are specifically interested in interactions which forbid any communication with
the quark sector, I will not consider those [218]. In addition, some of the effective
operators give rise to velocity-suppressed scattering cross sections between DM particles
and leptons. I will also neglect them, as the suppression goes with the square of the DM

halo velocity, which in units of the speed of light is ~ 1076.

This way, the only Lorentz tensor structure that do not induce interactions with
quarks at loop level and gives a contribution to the scattering cross section that is not

velocity-suppressed is the axial-axial interaction. The effective Lagrangian is then given
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by:
X 0

Less = cj‘éA (X7"9°X) ((vur°e) (B.21)

where cﬁ and cﬁ are the couplings for the different species. As the DM coupling appears
as a common factor for any lepton choice, I redefine the corresponding coupling CQ
to absorb cff‘. Also, for simplicity, I will assume that the couplings between the DM
particles and the leptons are flavour independent, i.e. I have just two couplings, c¢§ for
charged leptons and ¢*} for neutrinos.

In the case of a scalar DM particle, the lowest order effective interaction with
leptons happens through a dimension five operator, generating scalar and pseudoscalar
interactions. However, the former induces interactions with quarks at two loop level
whereas the latter gives a velocity suppressed scattering cross section.

From the effective Lagrangian in Eq. (B.21), it can be shown that the axial-axial
contribution to the scattering cross section for the fermionic DM and a charged lepton
is given by:

2

me
e (B.22)

2
Tha—e = 3(c5)

If the DM interacts exclusively with fermions, then the only annihilation channels
that will give us measurable neutrino fluxes coming out of the Sun are 777~ and vi.
The former channel, already explored previously in the mainstream scenario of the DM
capture via scattering off nucleons, is open only for mpy > m, ~ 1776.86 £ 0.12 MeV
[219], a mass region where the solar DM capture by electrons is at least one order of
magnitude smaller than the capture via interactions with nucleons. On the contrary, the
latter allows us to explore a region where the capture rate via scattering off electrons
dominates over the rest.

One downside of focusing in such low mass range is that it falls bellow the usual
limit of Mevap ~ 4 GeV usually explored in the literature. The pretext to explore this
region is the result discussed previously reported in Ref. [197], where DM evaporation
in the Sun for the case of capture via electron scattering could be negligible for masses

as low as Mevap ~ 200 MeV. This result is quite sensitive to the high velocity tail of
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the DM velocity distribution in equilibrium inside the Sun, and therefore full numerical
simulations would be needed to assess the impact of this effect. However, this is out of

the scope of this work.

In this case, as I have an specific realisation of the interaction between the DM and
leptons, I can estimate the relic density of our DM for different values of the couplings and
the effective field theory scale A. The first step to do so is compute the self-annihilation
cross section. Because I consider cold relics, at the freeze-out time our DM particles
were non-relativistic and so one can expand the annihilation cross section in terms of

the relative velocity v between two annihilating DM particles as [220]:

1 2 mZ [m2 1 m?
AA |, |~ E l 2 4 {4 14 2
Oann|VI~ 21 A4 (CA> xX\[7 m2 [mi 12 < a mi) Y ] ’ (B:23)
l

where the sum includes all the possible lepton final states with mass my.

Solving the Boltzmann equation for the evolution of the DM density gives as a

solution a relic density of:

O ~ (1.04 x 10%)zp
X

~ Mo /om(a + 3b/5E) (B.24)

where zp = m, /TF being T the freeze-out temperature, g, the number of relativistic
degrees of freedom at freeze-out and a and b the terms in the annihilation cross section
expansion g, |v|~ a + bv? + O(v?). Using the current best fit for the relic DM density
Q,h?* = 0.1198 £ 0.0012 [221] one can use these relations to compute the required
effective theory scale A at which the correct density is achieved for any combinations of

4
my and c.

As discussed before, in the low DM mass region QFE interactions dominate. Moreover,
if I focus on direct annihilation to neutrinos, the energy of the muon neutrino flux is
known. This must be equal to the mass of the DM particle, £, = m,. That way, now

I do not need to use Eq. (5.14) in order to estimate the momentum transfer to the
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Figure B.7: Left panel: Projected 90% confidence level sensitivity of DUNE (400 kT
yr) to the scale A of an EFT containing only leptophilic DM axial-axial interactions
(blue line), for the coupling values ¢ = 103 and ch = 1072, The black line represents
the values for which the correct relic density is achieved. Right panel: Excluded values
of c§ as a function of the DM mass, for a fixed value ¢} = 1072, In both cases the
corresponding limits from XENONI1T [222] (red), DarkSide-50 [223] (green) and PandaX-
IT [224] (magenta) are also shown.

remnant nucleus, I can simply take:

DN = DMy — Dy — Dp- (B.25)

To estimate the signal efficiency and background rejection for this case I use again
the BDT classifier from scikit-learn, using the same specifications as before. The
only difference now is that I add also the reconstructed neutrino energy as one of the
features to train the classifier with, because the characteristic monoenergetic flux for

each m, value will help to distinguish between signal and background events.

In this case, for masses below ~ 500 MeV I obtain a signal efficiency close to unity
while keeping a background rejection of 99.9%. For bigger values of the mass, the signal
efficiency drops significantly if I require to keep the background acceptance under 0.01%.
However, because this kind of search is dominated by the background, sacrificing the
signal acceptance to keep the background rejection to a minimum enhances the reach

of the analysis. This way, for DM masses of the order of m, ~ 1 GeV I end up with

264



B.3. EXAMPLE: LEPTOPHILIC DARK MATTER

efficiencies as low as 1%.

Now, estimating the number of background events using Eq. (5.20) one can go on and
apply Eqs. (5.7) and (5.8) together with Eq. (B.22) to derive the sensitivity of DUNE to
this kind of model. Fig. B.7 (left panel) shows the potential reach of DUNE to constrain
the EFT scale A of this model containing only leptophilic DM axial-axial interactions
(blue line), for a choice of couplings ¢4 = 103 and ¢ = 1072. I also include the current
limits on the DM-electron scattering cross section from XENONI1T [222] (dashed red
line), DarkSide-50 [223] (dotted green line) and PandaX-II [224] (dash-dotted magenta
line), reworked with Eq. (B.22) to show their implications for the EFT scale. The values
of A for which the correct DM relic density value is achieved for each mass are also
shown (black line). This tells us that, for that specific choice of couplings, DUNE would
be sensitive to DM configurations allowed by the relic density constraint up to a mass of
my ~ 400 MeV.

In Fig. B.7 (right panel) I show similar limits for the excluded values of ¢ as a
function of the DM mass, for a fixed ¢!} = 1072. I do not show the limits for other values
of ¢%, as this parameter has little effect on the phenomenology at hand. From this view,
one can see that DUNE would be able to offer complementary information to the low
energy DM-electron interaction searches performed by direct detection experiments, in a
slightly higher mass range.

With the present example, although it focuses on a very specific realisation of the DM
interactions, I show the potential of DUNE to constrain exotic DM scenarios. Thanks
to its low backgrounds and superb angular resolution, DUNE will be able to help with

the searches for dark sectors physics.
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Additional material on ND-GAr PID

C.1 Energy calibration

In order to obtain the amount of energy loss by a charged particle due to ionisation in
our HPgTPC we need to determine the conversion between the charge deposited in our
readout planes and the actual energy depositions. This procedure is known as energy
calibration.

In general, the first step of the calibration involves a non-uniformity correction,
to make sure that the detector response is uniform throughout the TPC. These are
typically divided into three categories, non-uniformities in the transverse (y, z) plane,
non-uniformities along the drift direction x, and variations of the detector response
over time (would not apply to us as the detector is not built yet). These would correct
for effects such as electron diffusion and attenuation, space charge effects or channel
misconfiguration. However, because at the moment I am only interested in making sure
we recover a sensible result from our simulation, I will not apply uniformity corrections
to our charge deposits.

Other effects, like electron-ion recombination or ADC saturation, lead to a non-linear
relation between the observed charge and the deposited energy in the detector, with the
observed readout charge saturating at high ionisation energies. Because we are dealing
with gaseous argon, recombination is not as important as in LAr. Therefore, we do not
simulate recombination effects in the HPgTPC. Even so, the simulation of the electronic

response will still introduce charge saturation, and one needs to correct for it in order to
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Figure C.1: Left panel: distribution of the fraction of Geant4-level energy deposits
per track with residual range less than 20% of the total track length, for the isotropic
proton sample. Right panel: distribution of the ionisation per unit length of the energy
deposits in the proton sample after removing the tracks with less than 30% of their
energy deposits in the last 20% of the track.

obtain the exact amount of energy loss due to ionisation.

By default, the track fitting algorithm in GArSoft provides a TrackIonization
object associated to each reconstructed track. It contains two collections of charge
deposits, one for each fitting direction, consisting on pairs of charge values (d@, in ADC)
and step sizes (dz, in cm).

For studying the energy loss of the protons, I select the reconstructed tracks that
range out (i.e. slow down to rest) inside the HPgTPC. A characteristic feature of
the energy loss profile of any stopping ionising particle is the so-called Bragg peak, a
pronounced peak that occurs immediately before the particle comes to rest. From Eq.
(6.1) we can see that this behaviour is expected, as the energy loss for non-relativistic
particles is inversely proportional to 2. In data, a way of identifying the Bragg peak,
and thus select the stopping particles, is checking the number of energy deposits towards
the end of the track. In this case, I count the fraction of the Geant4-simulated energy
deposits with a residual range value (the distance from a given energy deposit to the

last deposit in the track trajectory) less than a 20% of the corresponding track length!.

! As we are applying this selection at the Geant4-level we could have simply selected the stopping
protons using the EndProcess labels from the simulation. However, the Bragg peak identification
method displayed here could serve as a starting point for a selection of stopping protons in real data.
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Figure C.2: Left panel: distribution of the reconstructed ionisation charge per unit
length for our MC stopping proton sample. The different colors indicate how many
consecutive dQ/dz pairs were grouped together. Right panel: distribution of the median
change in dQ/dz per track after Ng,oup = 4 clusters were reclustered together.

The distribution of this fraction of energy deposits for the proton sample is shown in
Fig. C.1 (left panel). We can clearly see two well separated peaks in this distribution,
one centered at 0.2 and another, narrower one centered at a higher value. The first one
corresponds to non-stopping protons, as in that case the number of energy deposits
towards the end of the track is uniformly distributed due to the absence of the Bragg
peak. In that way, I apply a cut in this distribution, requiring that at least 30% of the
simulated energy deposits sit in the last 20% of the tracks, to ensure that the Bragg

peak is present.

Figure C.1 (right panel) shows the distribution of the energy loss per unit length for
the Geant4-simulated energy deposits of the selected stopping protons. We can see that
it follows the expected shape of a Landau distribution, which describes the fluctuations of
the ionisation energy losses [164]. This distribution has a characteristic asymmetric PDF,
with a long right tail that translates into a high probability for high-energy ionisation
losses. The origin of these fluctuations is mainly the possibility of transferring a high

enough energy to an electron, so it becomes a ionising particle itself.
Now, from the point of view of the reconstruction, the objects that we have available
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to extract the ionisation information for the different reconstructed tracks are the
collections of dQ) and dx pairs, as stated before. The d@ values come from adding up
the amplitude of all the reconstructed hits in a cluster, which are the input objects to

the Kalman fit.

Figure C.2 (left panel) shows the distribution of the ionisation charge deposits
per unit length for the tracks in the stopping proton sample (blue line). As one may
notice, this distribution does not resemble the expected shape of the Landau PDF. This
distribution peaks sharply at 0 and has a heavy-tailed behaviour. Notice, however, how
the distribution changes its shape as we group together Ny, consecutive charge deposit
pairs (red, purple and green lines). The distribution in the Ngroup = 4 case already has
a shape which resembles that of the Geant4-level ionisation per unit length, so I will

proceed using this amount of reclustering for the reconstruction-level depositions.

An extra factor I need to account for, when reclustering is applied, is how the overall
d@/dx per track changes. To do so, we can look at the ratio between the median
d@/dz before and after the reclustering. Figure C.2 (right panel) shows the median
enhancement in d@)/dz per track for the stopping proton sample in the case Nyoup = 4.
Fitting a LanGauss distribution, I estimate the most probable value of this ratio to be

G group = 2.24 £ 0.05.

At this point, I am left with determining the conversion between the charge deposits
per unit length d@Q/dz and the energy deposits per unit length dF/dz. To this end, we
need a way of comparing the two. I can use the residual range z to get a prediction of
the most probable dE/dz by using the following empirical parametrisation:

1
dFE zp !

a(z) =

= —F, (C.1)
pA»

which is quoted in the literature as the Bragg-Kleeman formula [225]. In order to obtain
the p and A parameters I perform a fit using the energy losses and the residual ranges

given by the Geant4 stage of our proton sample.

Within our simulation, the residual range is sampled with a maximum size of
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Figure C.3: Distribution of the Geant4-simulated energy losses per unit length versus
residual range for the stopping proton sample. The overlaid points represent the fitted
most probable value of the dE/dx distribution in each residual range bin, whereas the
curve is their best fit to the Bragg-Kleeman formula from Eq. (C.1).

5 mm. Therefore, to perform the fit to the Bragg-Kleeman formula we can use a
fine-grained residual range binning. For each of the residual range bins I extract the
dF/dz distribution and fit it to a LanGauss distribution, to obtain the value of the
most probable dE/dz in the bin together with a statistical uncertainty. I then fit Eq.
(C.1) to these most probable values and the centres of the residual range bins. This
procedure is depicted in Fig. C.3, where I show the distribution of the energy loss per
unit length versus the residual range, together with the most probable dE/dz values
and their uncertainty in each bin (red points) and the curve with the best fit of the
Bragg-Kleeman relation to those values (black line). The best fit is obtained for the
parameter values p = 1.8192 + 0.0005 and A = 0.3497 + 0.0008 cm/MeV?2,

Having an analytical expression that relates the residual range to dE/dx, I can take

our reconstruction-level residual ranges from the stopping proton sample and compute

2These strange units for A come from dimensional analysis, just to keep the Bragg-Kleeman formula
(C.1) consistent.
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Figure C.4: Fitted most probable dQ/dz values for each dF/dz bin (red points),

obtained from the stopping proton sample. The overlaid curve (black line) represents
the best fit to the logarithmic calibration function from Eq. (C.2).

the most probable energy loss associated.

In order to parametrise the charge saturation, we can use the following logarithmic

function inspired by the modified box model for recombination [226]:

i ol
e ar group —
@ B : (C.2)

where A and B are the calibration parameters we need to determine, W, is the average
energy to produce an electron-ion pair, Ggroup is the gain from the reclustering discussed
above, and C' is the calibration constant to convert the number of electrons to ADC
counts, commonly refer to as gain (also to be obtained in the fit). In this case, I use
a value for the electron-ion production energy of Wj,, = 26.4 eV [227|. This value,

used in our simulation as well, was measured for gaseous argon in normal conditions,
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Figure C.5: Fitted most probable dQ/dx values for each dE/dx bin for three different
ADC bit limits, 10 (blue points), 12 (default, yellow points) and 16-bit (red points).

and therefore should be checked in the future to describe correctly the high-pressure
argon-CHy mixture of ND-GAr.

For the calibration fit I follow a procedure similar to the previous one for Eq.
(C.1). Binning the dF/dz range, I fit a LanGauss function to the corresponding dQ/dz
distribution to obtain the most probable value. The resulting data points (red bars) are
shown in Fig. C.4 (top panel), the horizontal error bars depict the width of the dE/dx
bin whereas the vertical bars represent the error associated to the most probable value
estimation. A fit to the logarithmic function in Eq. (C.2) is also shown (black line).
For this I weighted the data points using the inverse of their relative error, obtaining
a reduced chi-square value of x?/ndf = 2.22 x 107%. The best fit parameters I found
from this fit are A = 0.883+0.064, B = 5.6 1.3 cm/MeV and C' = 4.944+0.49 ADC/e.
Figure C.4 (bottom panel) shows the residuals between the data points and the fit.

The value for the gain I obtained from the fit is in reasonable agreement with our
expectation. This value is set in GArSoft to 5 ADC/e by default.

One interesting thing to check is what induces this non-linear relation between charge

and energy. The only effects that modify the amount of electrons reaching the readout
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Table C.1: Calibration parameters obtained from the fit of the ND-GAr simulated
stopping proton sample to the calibration function from Eq. (C.2). The fits were
performed for the 10, 12, and 16-bit ADC limits.

Best fit £ 1o
2 /ndf A B (cm/MeV) C (ADC/e)
10-bit | 1.83 x 10_6/12 -93+£39 270 + 69 271+54
12-bit | 2.67 x 1075/12 0.883 £ 0.064 5.6 +1.3 4.94+0.49
16-bit | 1.44 x 1075/12 | 0.949 4 0.024 3.53 £ 0.58 4.52+£0.29

planes in the simulation are the transverse diffusion and the finite electron lifetime.
Once the electrons reach the readout chambers, the pad response functions are applied,
together with an electrons-to-ADC conversion and the ADC saturation limit.

By default, GArSot applies a 12-bit ADC limit, which can be changed in the
simulation configuration. However, it can only be increased up to 16-bit, as we represent
the ADC collection as a std: :vector<short>. This way, I tried to change the saturation
parameter to see how it affects the relation between reconstructed charge and energy.
Figure C.5 shows a comparison between the most probable dQ/dx for 10, 12 and 16-bit
ADC limits. As expected, the lower the limit is the sooner the charge saturates. For
higher ADC limits the relation between energy and charge remains linear up to higher
dE/dz values, but even for the 16-bit limit the saturation is noticeable for ionisations
> 0.5 MeV/cm.

Table C.1 shows the results of fitting the samples with 10, 12, and 16-bits ADC limits
to the calibration function from Eq. (C.2), using the weights based on their relative
error as described previously. One interesting feature to notice is how different the best
fit parameters look for the 10-bit ADC saturation when compared to the other two,
which are consistent with each other.

At this point we can compare the dF/dz distribution one gets from Geant4, i.e. the
true energy loss distribution, and the distribution I found by applying the calibration
function to our collection of reconstructed d@/dz values. Figure C.6 (top panel) shows

the true (solid grey) and reconstructed (blue) distributions together. The dashed vertical
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Figure C.6: Top panel: area normalised dE/dx distributions for the true (solid grey)
and the reconstructed energy deposits in the stopping proton sample, both after applying
the calibration (blue) and the calibration and the normalisation correction (yellow). Also
shown is the distribution obtained by applying a correction factor to the d@Q/dz values
but not the calibration (red). Bottom panel: fractional residuals for the uncorrected
(blue), corrected (yellow) and uncalibrated (red) samples.

lines indicate the region of validity of the calibration fit, i.e. the left and right edges
of the first and last dF/dx bins, respectively. Notice that these histograms are area-
normalised, as the total number of true energy deposits is much higher than the number
of reconstructed charge deposits. This is due to a combination of effects, like the finite
spatial resolution of the detector, the hit clustering used in the track fitting and the

reclustering we have applied here.

The two distributions are significantly different. That can be seen clearly when
looking at the fractional residuals, shown in Fig. C.6 (bottom panel). In particular,

the position of the peak is off, which could bias the mean energy loss predictions. It
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seems like the difference between these may be due to an overall scaling factor. One
possibility is to scale the most probable value of the reconstructed distribution to
the most probable value predicted by Geant4. I do this by fitting both distributions
using a LanGauss function, obtaining dE/daxmpy, true = 0.1145 £ 0.0005 MeV /cm and
dE/dzmpv, reco = 0.092840.0005 MeV /cm for the true and reconstructed most probable
values, respectively. These can be translated into an scaling factor S = 0.579 + 0.006.

The result of applying the scaling correction can be seen in Fig. C.6 (top panel).
The calibrated and corrected dE/dz distribution (yellow) peaks around the same value
the true distribution does, as expected. Moreover, the high energy region is also slightly
better described. For low ionisations, below the lower limit of the calibration fit, the
differences between true and reconstructed are still significant. This low energy excess
may be a migration of some events from the peak region. The overall effect of the
correction can be seen in the fractional residual plot in Fig. C.6 (bottom panel).

One can also check what happens if instead of applying the logarithmic calibration we
simply scale the d@Q/dx distribution (after reclustering) to have the same most probable
value as the true dF'/dz distribution. In this case, following an analogous procedure to the
one described earlier, I found the scaling factor Sypncatibrated = 0.414 £0.002 MeV /ADC3.
The resulting uncalibrated but corrected distribution (red) is also shown in in Fig. C.6
(top panel). The behaviour of the new distribution is similar to the corrected case at low
energy losses, around the peak of the true distribution, but it is worse at describing the
high energy tail. This is expected, as it is in the high ionisation regime where saturation

effects apply and therefore calibration is needed.

C.2 Charged pion decay in flight

As discussed previously, in GArSoft the HPgTPC tracks are formed after a pattern
recognition algorithm and a Kalman filter are applied to the TPC clusters. These two

steps can find discontinuities in the track candidates (e.g. due to a particle decay) when

3Notice that now the scaling factor is not dimensionless, as it acts like a conversion factor here.
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Figure C.7: Left panel: number of non-decaying, decaying and decaying in the fiducial
volume pions for a MC sample of 10°, p = 500 MeV /c isotropic positively charged pions
inside the TPC. Right panel: event display for a positive pion decaying inside the fiducial
volume, with a single reconstructed track for the pion and muon system.

these so-called breakpoints are large enough. However, for some, more subtle, cases they
may miss them and form a single reconstructed track. It has been noted in the literature
that Kalman filters offer, as a by-product, additional information to form test statistics
to identify these breakpoints [228,229].

Considering the mean life of the charged pion, 7 = (2.6033 + 0.0005) x 102 s, one
can estimate that about 12% of the pions with momentum p ~ O(500 MeV/c¢) (roughly
the peak of the pion momentum distribution in v, CC interactions off argon) decay
inside the TPC. Figure C.7 (left panel) shows the amount of charged pions decaying in
the full and fiducial HPgTPC volumes from an isotropic, monoenergetic sample of 10°
negatively charged pions with p = 500 MeV /c. We see that about 10% of those decayed,
with more than half of them decaying inside the TPC fiducial volume.

Figure C.7 (right panel) shows an example event display of a charged pion (magenta
line) which decays in flight inside the TPC. However, because the angle of the muon
(blue line) is small both were reconstructed as one single track (black line). In this case,
the composite track reaches the ECal, where it undergoes a muon-like interaction, thus
being classified as a muon.

A way to understand what decaying pion tracks were totally or partially reconstructed
together with the daughter muon is looking at the relative energy contributions to the

reconstructed track. In order to select a sample of such events, I require that a minimum
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50% of the total energy comes from the pion and at least 20% from the muon.

C.2.1 Track breakpoints

To identify potential decays we can use the information we obtain from the Kalman
filter at each step of the fitted track. The simplest test we can think about is computing

the x? of the mismatch between all the parameters in the forward and the backward fits:
— (&P — )TV ORB) L v 5B gl (C.3)

where 5(5 , f(kB are the Kalman filter state vector estimates at step k in the forward and

backward fits, and V&) 1 ErB) the covariance matrices of }25 and f(kB, respectively.
Using the values of the x? at measurement k for the forward and backward fits we can

compute another y? value that characterises the overall track fit:
2 (F 2 (B 2 (FB
X?r(zck = Xk ) + Xk (B) + Xk ( )7 (C4>

which remains approximately constant for all k.

An alternative approach proposed in the context of the NOMAD experiment was
using a fit with a more elaborated breakpoint hypothesis, so we can perform a comparison
of the x? with and without breakpoints. This can be achieved by using an alternative
parametrisation, which allows some of the track parameters to be discontinuous at
certain points. A decay changes the momentum magnitude and direction, so we can use

the new state vector:
a:(y, z, 1/RF, 1/RB, ¢F, oB, tan\p, tan)\B)T. (C5)

As we already have the estimates from the standard Kalman filter and their
covariance matrices at each point, we do not need to repeat the Kalman fit for the new

parametrisation. Instead, I can compute the values of a at each point k that minimise
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the true location of the decay point.

Figure C.8: Values of Xi

the x? resulting from comparing them to {£2,%F"}. Introducing the two 5 x 8 matrices:

10000000 10000000
01000000 01000000
H=fo 0o 100000|,H =00 01000 0], (C6)
00001000 00000100
0000O0O0T1O 00000O0O0GO01

we can write this as:
N —1
xi P e) = (& — B o) [VERD ] — H ) o

- -1
+ &~ HP)T (V&) (F — ).

The minimum of Xi (FB)(a) is found when the measured new state vector takes the

value:

by = V@) gT (v &Ry =1 (C.8)
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Figure C.9: Fractional residual distributions of the true and reconstructed decay
position along the drift coordinate, using the position of the maximum of Xi (FB) (left
panel) and Fj, (right panel) as estimates of the decay position. Also shown are double
Gaussian fits to these points (red lines).

where X = {% %Y, V&%) g the block diagonal matrix formed by V&) an Xk
here X = {x8 %I}, V(%) is the block d 1 formed by V&) and V&5

and V(%) is the covariance matrix of éy,, given by:
R ) -1
V(@) = (HT(V<Xk>)—1H) . (C.9)

From these new fit estimates we can compute the F statistic, which tells us whether

the model with breakpoint provides a statistically significant better fit:

2 2 2
£ = <Xtmck:,8k_ 5Xfuu,k> /<3<\}fu_ll18€> . (C.10)

One can also compute the signed difference of the duplicated variables divided by

their standard deviation at each point. These represent how significant the discontinuity

in each variable is. For any variable n we can write it as:

‘B AF
D My — Mg

k= :
V/ Varlif) + Var[i] — 2Cov[if, P

(C.11)

In our case, the relevant ones to look at are Di/ R and D,(f.
Figure C.8 shows the values of Xi (FB), Fy, Di/ B and D,f as functions of the position

along the drift direction, for an example reconstructed track with 55.5% of the energy
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coming from the charged pion and 45.5% from the daughter muon. The true position of

(FB)

the decay is indicated (dashed red lines). Notice how Xi and Fy, D,i/ R reach their

maxima near the decay point. In the former case this indicates a large forward-backward
difference in the track fit. In the later it represents that the extended state vector

improves the fit particularly around that point.

I can estimate the decay position finding resolution by computing the difference

(FB)

between the X position of the maxima of XZ and Fj and the X position of the true

decay. Figure C.9 represents the fractional residual distributions for both cases, from the

sample of tracks containing pion decays. Fitting a double Gaussian to the distributions

(red lines) I find a resolution of (3.31 + 0.15)% and (6.94 & 0.31)% respectively.

In principle, the F-statistic should follow a Fisher distribution with (8 — 5) and
(N — 8) degrees of freedom under the null hypothesis. In most of our cases N ~ O(100),

so the probability density functions will look very similar. In this case, it is safe to take

the limit N — oo in the Fisher PDF:

f(z;a—b) = lim f(z;a—b,N —a)
N—o00
27%47 a—b a—b a—b (012)
= — (a — b)T rz le 3
r ()

In our case a — b =8 — 5 = 3, so we would obtain a p-value of 0.05 at x = 2.60.

(FB), F}, and DZ’ and the

Figure C.10 contains the distributions of the maxima of XZ
minima of D,i/ B for a sample of non-decaying pion tracks (blue) and another sample of
reconstructed tracks containing part of the pion and the daughter muon from a decay
inside the fiducial volume (red). Notice that, even though the values of F, ,Emw) for the
decay sample are typically larger than for the non-decaying one, just a small fraction of
the events go beyond the aforementioned value of F' = 2.60. Therefore, from a practical
point of view, it is not the most efficient variable to use for selecting the decay events.

However, looking at the D,lc/ R (min) gistribution we can see there is a big difference

between non-decaying and decaying events in this variable. One can use a combination

of these four variables to distinguish between the pion decay events (signal) and the
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Figure C.10: Distributions of the extrema of XZ (top left panel), Fj (top

right panel), D,lg/ = (bottom left panel) and D;f (bottom right panel) for non-decaying
reconstructed pion tracks (blue) and tracks which include the decay inside the fiducial
volume (red).

non-decaying pions (background).

An approach to this classification could be using a BDT. Training a BDT with 400
estimators and a maximum depth of 4 I can obtain an efficient classification without
overtraining. Figure C.11 (left panel) shows the distribution of probabilities predicted by
the BDT for a test sample. The signal efficiency as a function of background acceptance,
the so-called ROC curve, is shown in Fig. C.11 (right panel). With a relative importance

of 0.83, the most important variable turned out to be D,i/ R (min),

One thing we can check is how the resolution to the decay and the signal efficiency in
the classification changes with the true decay angle. Using an equal-frequency binning

for the decay angles, we can repeat the previous steps for each bin.

Figure C.12 (left panel) shows the dependence on the decay angle of the decay finding

(FB) maximum location method the resolution

)

resolution. We can see that for the Xi
consistently lies between 12 to 16%. However, the F éma approach gives a significantly

better resolution for high angle values, reaching the 4 — 6% range for decay angles > 4°.
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Figure C.11: Left panel: distributions of the predicted probabilities assigned by the
BDT classifier for a test sample of decaying pion+muon tracks (blue) and non-decaying
pion tracks (red). Left: signal efficiency versus background acceptance (ROC curve)
obtained from the BDT for the test sample.
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Figure C.12: Left panel: dependence of the decay position finding resolution on the

true value of the decay angle for the Xz (FB) (red) and Fj (blue) methods. Right panel:
signal efficiency (blue line) and background rejection (red line) from the BDT classifier
versus true decay angle.

For the classification dependence on the angle, I use the same classifier I trained
before but evaluating the test sample for each individual angular bin. I compute the
signal efficiency in each bin for a fixed value of the background rejection, in this case
90%. Similarly, for the background rejection estimation I use a fixed signal efficiency
value of 90%. Figure C.12 (right panel) represents the change in signal efficiency (blue)

and background rejection (red) with the value of the true decay angles.
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C.3 Neutral particle identification

C.3.1 ECal clustering

Another important reconstruction item is the clustering algorithm of ECal hits in
GArSoft. The default module features a NN algorithm that treats all hits in the same
way, independently of the layer each hit comes from. However, the current ECal design
of ND-GAr has two very different types of scintillator layers. The inner layers are made
out of tiles, which provide excellent angular and timing resolutions. On the other hand,
the outer layers are cross scintillator strips. That way, an algorithm that treats hits

from both kinds of layers differently may be able to improve the current performance.

Inspired by the reconstruction of T2K’s ND280 downstream ECal [230], the idea was
to put together a clustering module that first builds clusters for the different ECal views
(tiles, strips segmented in the x direction and strips segmented in y direction), and then

tries to match them together to form the final clusters.

Working on a module-by-module basis, the algorithm separates the hits depending
on the layer type they come from. Then, it performs a NN clustering for the 3 sets of
hits separately. For the tile hits it clusters together all the hits which are in nearest-
neighbouring tiles and nearest-neighbouring layers. For strip hits it looks at nearest-
neighbouring strips and next-to-nearest-neighbouring layers (as the layers with strips
along the two directions are alternated). For strip clusters an additional cut in the

direction along the strip length is needed.

After this first clustering I then apply a recursive re-clustering for each collection
of strip clusters based on a PCA method. In each case, the algorithm loops over the
clusters with Np;s > 2, computing the centre of mass and three principal components.
Propagating these axes up to the layers of the rest of the clusters, we check if the
propagated point and the centre of mass of the second cluster are within next-to-nearest-
neighbouring strips. An additional cut in the direction along the strip length is also

needed. Moreover, I require that the two closest hits across the two clusters are at most
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Figure C.13: Mean values of the Fj-score marginal distributions for the different
free parameters of the new clustering algorithm, with the error bars representing one
standard deviation around the mean. The Fj-score values were computed for the 6561
possible parameter configurations using 1000 v, CC interaction events.

in next-to-nearest-neighbouring strips. I merge the clusters if these three conditions are

satisfied. The re-clustering is repeated until no more cluster pairs pass the cuts.

The clusters in each strip view are combined if their centres of mass are close enough
and they point in the same direction. An alternative approach for the strip cluster
merging could be to compute the overlap between the ellipsoids defined by the principal
axes of the clusters, and then merge the pair if the overlap exceeds some threshold.
Further study is needed to understand if this change would have an impact in the overall

clustering performance.

To merge the tile clusters to the combined strip clusters, I propagate the principal
axis of the strip cluster towards the inner layers, up to the centre of mass layer of the
tile cluster. I merge the clusters if the distance between the propagated point and the

centre of mass is bellow a certain cut.

The last step is to check if clusters in neighbouring modules should be merged
together, both across two barrel modules, across end cap modules and between barrel
end cap modules. I check the distance between the two closest hits in the pair of clusters

and merge them if it passes this and an additional directional cut.
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Table C.2: Summary of parameters and sampled values used in the optimisation of the
clustering algorithm.

Name Units | Sampled values | Description

PrimMinorCut | strips | 2, 3, 4 Distance along strip length in NN clustering

RecMinorCut strips | 3, 5, 8 Distance between propagated point and CM
along strip length in re-clustering

RecPerpCut strips | 2, 3, 4 Closest hit pair distance in re-clustering

StripDistCut strips | 3, 5, 8 Distance between CMs in strip cluster merging

StripDirCut cos 0.5, 0.7, 0.9 Main axes direction cut in strip cluster merging

PointDistCut tiles 3,5, 8 Distance between propagated point and CM
in strip-tile matching

MergePerpCut | cm 10, 20, 30 Closest hit pair distance in module merging

MergeDirCut oS 0.5, 0.7, 0.9 Main axes direction cut in module merging

This algorithm has a total number of eight free parameters that need to be optimised.
I used a sample of 1000 v, CC interactions in order to obtain the optimal configuration of
clustering parameters. This sample was generated up to the default ECal hit clustering
level, so then I could run the new clustering algorithm each time with a different
configuration of parameters. As the number of parameters is relatively large, I only
performed a coarse-grained scan of the parameter space. Sampling each of the eight
parameters at three different points each I obtain 6561 different configurations. These

parameters, together with the used values, are summarised in Tab. C.2.

In order to measure the performance of the clustering, I use a binary classification
approach. For each formed cluster, I identify the Geant4 Track ID of the matching MC
particle and the energy fraction of each hit. Then, I assign to each cluster the Track 1D
with the highest total energy fraction. For each of the different Track IDs associated to
the clusters, I select the cluster with the highest energy (only from the hits with the
same Track ID). I identify such a cluster as the main cluster for that Track ID. I count
as true positives (TPs) the hits with the correct Track ID in each main cluster. False
positives (FPs) are the hits with the incorrect Track ID for the cluster they are in, not

only main clusters. The false negatives (FNs) are the hits with the correct Track ID in
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Figure C.14: Left panel: distributions of the number of ECal clusters per photon from

70 decays for the standard (red) and new (blue) clustering algorithms. Right panel:

reconstructed invariant mass distributions for photon pairs from single 7% events using
the standard (red) and new (blue) ECal clustering algorithms.

clusters other than the main.

Figure C.13 shows the computed Fj-score values for the different cuts. In each
case, the central value represents the mean of the Fj-score distribution for the specified

value of the corresponding variable, and the vertical error bar represents one standard
deviation around the mean. Also shown are the Pearson correlation coefficients of these

central values. We can see that five of the variables have a sizeable effect on the Fj-score,

with an absolute difference between the last and first values as big as 4%.

The working configuration is obtained as follows. I first select all configurations
with purity > 90%. Among those, I choose the combinations that yield the maximum
Fi-score. If more than one configuration remains, I select the one with the highest
sensitivity. Doing so, I end up with a parameter configuration with an efficiency of 88%

and a 90% purity. Compared with the default algorithm, which gives an efficiency of

76% and a purity of 91% for the same sample, I have managed to improve the efficiency
by a factor of 1.16.

C.3.2 7Y reconstruction

One of the potential applications of the new ECal hit clustering is the reconstruction of

neutral particles, in particular pions. Neutral pions decay promptly after being produced,
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through the 7° — 4+ channel (98.823 & 0.034)% of the time [52]. The photon pair
does not leave any traces in the HPgTPC (unless one or both of them converts into an

electron-positron pair), but each of them will produced an electromagnetic shower in

the ECal.

To test the potential impact of the new algorithm on the 7% reconstruction, I
generated a MC sample of single, isotropic neutral pions inside the HPgTPC. All
pions were generated with a momentum of 500 MeV /¢, and their initial positions were
uniformly sampled inside a 2 x 2 x 2 m box aligned with the centre of the HPgTPC. I ran
both the default and the new clustering algorithms, using for the latter the optimised

configuration discussed above.

The first thing to notice is that the number of clusters produced per photon has
decreased. Figure C.14 (left panel) shows these distributions for the default (red) and
new (blue) algorithms. Using a simple Gaussian fit, we see that the mean number of
ECal clusters per photon went from 1.8240.01 to 1.0940.03. This effectively means that
with the new algorithm the ECal activity of one true particle is typically reconstructed
as a single object. From the reconstruction point of view this can be an advantage. As
now most of the photon energy ends up in a single ECal cluster, I can simply use cluster

pairs to identify the 7 decay.

In general, one calculates the invariant mass of the photon pair as:

My = \/2E1 Eo(1 — cos ), (C.13)

where F; are the energies of the photons and 6 the opening angle between them. In this
case, I can use the energies deposited in the ECal and their incident directions. This
quantity is computed for all possible pairs of clusters, using their position together with
the true decay point. In a more realistic scenario, e.g. v, CC interaction, one could use
the position of the reconstructed primary vertex instead. I also tried to use the principal
direction of the clusters, but that approach gave considerably worse results. For each

0

event, I only keep the pair with the invariant mass closest to the true 7 mass value.
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Figure C.14 (right panel) shows the invariant mass distributions for the photon pairs
I get using the default (red) and the new (blue) ECal clustering algorithms. For the fit I
use a modified version of the Crystal Ball function [180], obtained by taking the limit

where the parameter controlling the power-law tail goes to infinity:

a(2z—2p+ao)

e 20 ;< u— ao,
f(fl?;N,/,L,O', a) = N : _(azfu)z N Iu (C14)
e 207 ; T > U — ao.

Comparing the fitted mean and standard deviation values for the Gaussian cores, we
see that the distribution for the new algorithm is a 67% narrower and also peaks much

closer to the true m, o value, going from 101.3 + 0.4 MeV to 130.8 0.6 MeV.
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