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FOREWORD

The Sixth Workshop on Radiation Detectors and Their Uses was
held at the National Laboratory for High Energy Physics (KEK)
from January 29 to 30, 1991. The workshop has been hosted by the
Radiation Safety Control Center, KEK.

The main purpose of the workshop is focused on most of
current experimental and theoretical activities in the various
fields, which handle ionizing radiation, from a view point of
developing radiation detectors. The development and the applica-
tion of radiation detectors are closely related to various
fields, such as radiation physics, radiation chemistry, atomic-
molecular physics, high-energy physics and so on. There are,
however, little opportunities for researchers working on the
different fields to discuss related problems in Japan. It was
also aimed at promoting effective collaboration among the re-
searchers in the above different fields.

In this workshop, a particular emphasis was put on a topic
"Laser Application". The workshop consisted of 22 contributions
in which 6 talks related to this topic were presented. It was
attended by above 100 participants. There was extensive discus-
sion on subjects of common interest.

Finally, we would like to express our great appreciation to
all authors who have prepared manuscript quickly for the timely
publication of this proceedings. We also expect to receive many
contributions from various fields at the next workshop.

M. Miyajima, KEK
S. Sasaki, KEK
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EXTREMELY-HIGH VACUUM PRESSURE MEASUREMENT BY LASER IONIZATION

Kiyohide KOKUBUN
Electrotechnical Laboratory
1-1-4, Umezono, Tsukuba, Ibaraki, 305 JAPAN

1. INTRODUCTION

The laser-ionization method has a very high sensitivity for
detecting atoms or molecules. Hurst et al successfully detected a
single Cs atom amongst many other molecules by means of resonance
ionization spectroscopy (RIS) developed by theml). Noting this high
sensitivity, the authors have attempted to apply the laser-
ionization method to measuring gas pressure, particularly, in the
range of ultrahigh vacuum (UHV) to extremely-high vacuum (XHV,
<1x1079 Pa).

Presently, the hot cathode ionization gauge (B-A gauge) 1is
most conventionally used for measuring gas pressure in the range of
high-vacuum to ultra-high-vacuum. This type of gauge, however, has
disadvantages such as soft X-ray effect, the generation of thermal
desorption ions, the releasing of gaseous molecules or atoms from
the heated filament etc. For these reasons, the hot cathode
ionization gauge 1is unreliable and has the 1limit for measuring
pressure in the range of XHV.

On the other hand, the pressure measurement using the laser
has not these disadvantages, and has the advantage that the
sensitivity of detecting atoms and molecules is extremely high.
This method, therefore, might be very effective for the pressure
measurement in the XHV region.

The pressure measurement utilizing the laser-ionization method
is based on the principle that when a 1laser 1light 1is focused
through a lens, the amount of atom or molecule ions generated 1in
the focused space region (ionization space) 1s proportional to the



gas pressure. In this paper, the experimental results are presented
for the nonresonant multiphoton ionization characteristics of
various kinds of gases, the ion-detection systems with high
sensitivity, and an extremely-high vacuum system prepared for the
laser-ionization experiment in the XHV region.

2. NONRESONANT MULTIPHOTON IONIZATION CHARACTERISTICS OF VARIOUS
KINDS OF GASES

In the 1laser-ionization technique, there are the resonant
multiphoton ionization method and the nonresonant multiphoton
ionization one. From the standpoint of measuring the total pressure
of a gas, the authors have adopted the latter. To obtain the basic
data for the pressure measurement, the dependence of the amount of
generated ions on the gas pressure and on the laser intensity have

been measured for various kinds of gasesz'e).

The experimental apparatus is shown in Fig.l. The laser 1light
is focused through a spherical lens with a focal length of 300 mm
or 500 mm into the center of the ionization box of a quadrupole
mass spectrometer installed in a vacuum chamber. The ions generated
in the focused region { ionization region ) are detected with the
quadrupole mass spectrometer ( the filament of the spectrometer was
turned off in the experiment ). The laser intensity was regulated
by making the laser beam pass through N02 gas, whose pressure is
variable. XeCl, KrF and two ArF excimer lasers were used in the
experiment. As the sample gases, rare gases such as Xe, Kr, Ar and
He, and Molecular gases such as 09, Nog. Hg and CO, were used.

The main results obtained are as follows:

1) For all the measured gases, the proportional relation between
the amount of generated ions and the gas pressure was observed.
In particular, in the Kr gas, 1t was verified over the range of
2x10°8 to 1x1073 Pa. In Fig.2, the result for the Kr gas
is shown.

2) By means of a high power ArF excimer laser, the nonresonant 4-
photon ionization of He atom, which has the highest ionization
energy, 24.58 eV, amongst atoms and molecules, was successfully



detected4). This result means that it is possible to observe the
nonresonant ionization of any atom or molecule with the
experimental system of Fig.1.

3) It was found that the dissociation significantly takes place in
the ionization of molecules’) .

4) In rare gases, the dependence of the amount of generated ions on
the laser intensity was in good agreement with the theory of
nonresonant multiphoton ionization. In Fig.3, the dependence of
the ionization signal on the Xe gas pressure with the KrF
excimer laser 1s shown.

5) The 2+1 ionization of Kr was observed in the ArF laser

6) As seen in Fig.3, saturations of ionization were observed for
Xe, Kr, 02and Ho. Saturation of ionization is important for the
pressure measurement using laser, because it iIs directly related
to the detection sensitivity for atoms or molecules.

3,6

3. ION-DETECTION SYSTEM WITH HIGH SENSITIVITY

In the extremely-high vacuum of 1)(10'11 Pa, there are only
several atoms and molecules in the ionization region. To measure a
pressure in XHV region, therefore, the ion-detection system must
have a high sensitivity so that it can even detect a single atom or
molecule. For this purpose, the authors attempted to fabricate two
types of 1lon-detection system with high sensitivity. The one is
based on the pulse-counting method, and tie other utilizes the

image-processing technique.

Figure 4 shows the scheme of the ion detection system using
the pulse-counting method. the ion pulse generated with the pulsed
laser light is amplified with a electron multiplier of channeltron,
a preamplifier and a main amplifier. After A-D converted, the
amplified signal is registered in a muti-channel analyzer ( MCA ).
On calculation, this system 1s designed to be able to detect a
single 1ion. Presently, the preliminary test for the system is
carried out.

In the lon-counting system using the Image-processing method,
a cluster of 1ions generated w.*h the pulsed laser 1light |is



broadened with a electrostatic lens and enters into a micro-channel
plate ( MCP ). After each ion was amplified there, the cluster of
ions makes the distributed bright spots on a fluorescent screen.
This signal 1s processed by the 1image-processing technique and
reproduced on a display. It was confirmed that <this ion-counting
system can count accurately the ions of a few to several
hundredss). Figure 5 1s the photograph of the 1ion signal
represented on the display.

4. EXTREMELY-HIGH VACUUM SYSTEM

To verify that the pressure-measurement method using the laser
ionization 1is effective for measuring pressure in the region of
XHV, an extremely-high vacuum system is indispensable. Such an
experimental vacuum system was fabricated to realize the ultimate
pressure lower than 1x10710 pa.

It 1is very difficult to fabricate an extremely-high vacuum
system with the present vacuum technique. Presently, in our
country, various attempts are carried out to develop the extremely-
high wvacuum technique. As a result, to realize the extremely-high
vacuum, electrolytic-polioshing or electrolytic-abrasive-polishing
of the innner surface of the vacuum vessel is considered as very

effective.

The authors, however, adopted another method as follows:
1) degassing all the components in vacuum for 4-5 hours before
setting up the vacuum system.
2) machining all the inner surfaces of the vessel to remove the
rugged layer on the surface.
3) adopting of the low-outgassing material.

By this method, the authors succeeded in realizing the ultimat

pressure lower than lxlo'10 Pa. Figures 6 and 7 are the system
construction and the pumping characteristic, respectively.

5. CONCLUNING REMARK



The pressure measurement using the laser-ionization method {is
based on the new principle different from the conventional vacuum
technique. Hereafter, using the prepared extremely-high vacuum
system, the authors will verify that this method is effective for

the XHV pressure measurement
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INTENSE ULTRA-SLOW POSITIVE MUON BEAM
BY
LASER IONIZATION OF THERMAL MUONIUM

K. Nagamine
Meson Science Laboratory, Faculty of Science, University of Tokyo(UT-MSL)
Hongo, Bunkyo-ku, Tokye, Japan

Abstract

Basic idea, design considerations and state of construction arc given for the
ultra-slow p* facility currently wunder construction at UT-MSL/KEK. Intense
monochromatic (several keV) and high quality p* beam will be produced by utilizing a
laser ionization of intense thermal muonium which is produced from the atomic

surface of the hot tungsten placed right on the primary proton beam.

1 INTRODUCTION

The positive muon (p*) now established as a probe to understand microscopic
magnetic  propertics of the condensed matier. So far, all the experiments have been
carried out by using MeV pt beam availlable from the pion decay in flight or at the
surface skin of the production target. A new epoch-making progress can be expected,
if an intense and high quality slow (below keV) put beam can be realized. There have
been two proposals up to now conceming how to achieve such a slow beam production:
a) a re-emission method using the re-emission phenomena of the thermal muonium
(Mu), pt or Mu from a material surface after stopping conventional muons inside
specialiy selected materials [1,2] ; b) beam-cooling method using eclectro-magneiic
acceleration and/or deceleration after detecting the phase space of an injected

conventional muon {3].

2 BASIC CONCEPT OF THE PROPOSED SLOW p+ BEAM

Here, we would like to concetrate on the re-emission method for p*: which was
mainly proposed and developped by the present author and coworkers at UT-MSL
located at KEK [1,2]. The re-emission of a slow beam of p* can be relatively casily
realized compared to that of u-, since p* thermalization and diffusion can always occur

in condensed matter. The following three processes have been considercd towards the



realization of an intense slow p* source: 1) generation of thermal muonium (Mu) in
vacuum after stopping p*% in special materials; 2) production of slow p*t by the
ionization of thermal Mu; and 3) further increase in the slow p* production by
arranging these two processes straightly at the primary beam. A schematic view of the
first and the second processes and shown in Fig. 1 and the third process can be seen in
Fig. 2.

The actual first step of the project was initiated by the first successful
experiment carried out at UT-MSL/KEK regarding the production of thermal Mu in
vacuum from a hot tungsten foil [4]. There, in the W foil as shown in Fig. 1 the
following successive processes take place: a MeV p* stopping near the rear surface of
the foil; a part of the ut+ diffuses towards the atomic surface of the foil; and there, after
picking up unpaired electron, the neutral Mu evaporates in a thermionic emission
process. The production rate, which is roughly equal to the ratio of the pu* diffusion
length in W versus the p* stopping length, was found to be around 4%. Following our
hot W experiment, another efficient thermal Mu production phenomena was also found
from SiO2 powder at TRIUMF [5].

As the next step, an experiment concerning the ionization of the thermal Mu was
carried out at UT-MSL/KEK using a laser 3-photon ionization methcd (1— 25 —
unbound) {6]. Although the main concern of the experiment was not to achicve highly
efficient ionization, laser-ionized p* was successfully detected from the thermal Mu in
vacuum.

As the final step, at UT-MSL/KEK, a new facility is under construction 1o realize
the idea of the intense slow ut production by conducting the thermal Mu production
and its lase: ionization in the most efficient way, namely, by plaicng these two
processes at the primary proton beam. The aim of the present article is to summarize

the design and construction works for the ultra-slow p* facility with a particular

emphasis on the laser system

3 YIELD ESTIMATION OF DIRECT THERMAL MU PRODUCTION

In order to estimate how much intense thermal Mu to be produced from the hot W
placed at the primary proton beam, several model calculations have been performed
with the help of K. Ishida (RIKEN). For this purpose, the dependence of the thermal Mu
yield NMy on the thickness of the W foil was calculated by a Monte-Carlo method with
two different geometris, forward and backward production. The NpMy can  be
represented by proton current (/p), cross section of the stopping xt (o stopn ) the at w



ut conversion rate inside the target (n rp ) and the thermal Mu production efficiency

(SMU )i
NMu = Ip*S siopn *N iy *EMu

By a Monte-Carlo method the number of & gop n - M gp. the stopping ut yicMd
within 100 mg/cm2 from the surface, was obtained (Fig. 3). The number becomes 2 x
10-6 for 1 gcm? thick W. By using Ip = 3 x 1013 p/s available at UT-MSL/KEK and emy =
0.04, we can obtain NyMy =2 x 106 /s.

It is obvious that ¢ stopr  docs increase for the low-Z material.  Thus, more
efficient thermal Mu production can be expected by adopting a combined target of low
Z material and hot W; the former is for low encrgy nt production and the latter is for nt
stopping and thermal Mu productions. For the first-phase Monte-Carlo calculation, the
following assumptions have been made ; n* production cross section is 10 mb x z1/3,
where angular dependence is isotropic in c.m. system and =t energy dependence is a
linear dependence with a peak at mg /2 in c.m. system.

In order to optimize a gecometrical arrangecment of these two targets, the
calculation has been made by taking the following numbers as parameters; the distance
of the vector betwcen the two targets L, the angle between proion beam and the first
target «, the angle between the first target and the vector o) and the angie beiween the
vector and the hot W target a2,

As a reasonable first target, we adopted a stack made of Be and the hot W  Then,
the calculation was made for optimization of the p* stopping number at the sccond
target of the 100 pm hot W target. The advantage of the stack target was clearly scen.
Then, the thickness of the first Be target was optimized by changing the taget
thickness for the stacked target geometry. Then, the optimum condition can be
considered for the thickness of Be target as 1 g/cmz, more thicker target gives no
increase of Nymy and increase in the scattering of primary beam.

4 IONIZATION METHOD OF THERMAL MUONIUM

There are several possible methods to ionize thermal Mu in a vacuum other than
by 3-photon ionization: laser 2-photon ionization (ls—2s— urnbound); electron impact
ionization; ionization in a DYe" plasma; laser blasting ionization of Mu on surfaces. On
the other hand, the direct production of thermal or epithermal slow p%t as well as slow
Mu- was found from the surface of solid Ar or alkali-halides [7]. As far as the
production efficiency is concerned, it is below 10-% for these direct slow p*t/Mu-

production, but larger than 10-2 for thermal Mu. Therefore, if we can employ an



ionization method with an efficiency larger than 104, the resultant thermal p+
becomes far stronger than the direct p* or Mu~ production

After a series of long discussions, the UT-MSL group led by the present author
and Y. Miyake (UT-MSL) has adopted laser 2-photon ionization as the most suitable
method for thermal Mu ionization, where Mu is excited from 1s 10 2p by 122 nm
photons, follwed by an absorption of the second photon with a wavelength shorter
than 366 nm. The advantages can be summarized as follows: a) a reasonably high
ionization efficiency can be expecied, since with an intense pulsed laser sourcc full
ionization is possible for Mu in a volume of (5 mm)2 x (a few cm); b) no further
momentum spread is expected due 10 recoil motion; ¢) the pt extraction optics following
the ionization process is not disturbed at all; d) new laser technology has just realized
an intense pulsed light source for both 122 nm and around 366 nm. Here, we must
emphasize the advantage of a sharply pulsed p* beam available at UT/MSL/KEK (8] as

well as RAL, which is just suitable for a coupling with an intense pulsed laser source.

5 LASER SYSTEM FOR MUONIUM IONIZATION

For the ionization of Mu by laser, it is required to have two light sources, namely,
122 nm one for 1s to 2p excitation and shorter than 366 nm one for 2p to unbound
excitation. For this particular purpose of the Mu ionization, several additional
requirements exist.
a) Since the Mu is generated from 2000 K hot W, the Doppler broadening docs

seriously affect the Is to 2p excitation.
b) High power pulsed laser is inevitable to realize a cascade excitation from

the excited 2p state whose life time is 1.7 ns.

So far. several methods have been proposed how to produce very intense 122 nm
laser.
1) Method using Hg resonance state of 68-6P-7S-8P.  This method was originally
employed to produce an very intensive VUV light, by A.V. Smith ct. al. for thc so-called
"SANDIA" System [9]. This method has the highest conversion cfficiency of UVU light,
but requiring not only three independent lasr lights of 555, 405 and 255 nm but also a
mercury cell with a heat pipe, causing a much more cost and a lot of maintenance
work.
2) Method using three wave non-resonant mixing of 366 nm in Kr-Xe cell. This method
has been used by a lot of scientists to generatc the Hydrogen Lyman a. This is not only
technically the easiest method but also taking an cxcellent advantage in that the

original 366 nm of laser light can be used even for ionizing 2P state of muonium. Bu



unfortunately the conversion efficiency to generate UVU is too low 1o satsfy the power

requirement.

3) Method using two-photon resonant difference frequency mixing in Kr. This method
was originally proposed by G. Hilbig [10) and developed by J.P. Marangos et al. |11}
particularly for the intense Lyman-a generation. This method has several advaniages
in the easiness of Kr-cell handling, and the better conversion efficiency than the non-
resonant method.

4) Method using Hg resonance state of 6S-6D-11P. This method utilizes two wavelength
of 280 nm and 941 nm for the transition of 6S-6D and 6D-11P.. Of these two wavelengths,
280 nm can be generated by triplihg of 841 nm but 941 nm is just out of range of Ti-
Sapphire laser.

These features of four methods have been criticized and compared with the helps
of S. Chu, (Stanford), T. Kuga (ISSP) and Y. Miyake. Consequently, Method using two-
photon resonant difference frequency mixing was adopted since better conversion
efficiency can be expected than the other methods

In order to excite 1S state muonium atoms into 2P and ionize them, an intense
pulsed laser system generating 122 nm and 355 nm was designed and developed at UT -
MSL. This system can be operated with use of all solid state oscillators and amplificr
stages. It will be operationali with the frequency of 20 Hz synchronously with the KEK-
Booster proton beam operation.

As for 122 nm light, two kinds of photons are needed. One is the narrow band
212.5 nm to excite Kr atoms into 4PS5P resonance state and the other is the broad band
823 nm laser as a difference frequency. The former 212.5 nm is generated by
quadrupling the 850 nm photon in the two B-Bay-BOg4 crystals, which are gencrated by
the narrow band TiS laser system pumped by YAG laser, producing 3ml/pulse in a 5 ns
time width with 0.3-1 GHz band width. The lauer is also gencrated by the similar TiS
laser system pumped by YAG lase, producing 30 ml/pulse in a 10 ns time width with 200
GHz band width. According to the work by Marangos et. al., we can except the 20 pJ
Lyman o light by using these two lights.

As for the photon to ionize 2P state of muonium, 355 nm was chosen instead of 366
nm, because the frequency of 355 nm can be easily generated as the third harmonic of
YAG's fundamental 1064 nm which is, otherwise, disposed as a waste of the pumping
laser, 532 nm, for TiS. As a result we can expect 30 mj/5ns 355 nm light from the pulsed
YAG source.

The layout of the TiS laser system for these three lights are shown in Fig. 4.

6 EXPECTED ULTRA-SLOW p* YIELD



The power requirement for each of 2 lights have been calculated with the help
of K. Kojima (UT-MSL). The result which took into consideration of the Dopper
broadening effect is summarized in the form of ionization probability versus powers of
both of these two rights. Then, by using above-mentioned laser powers,ionization
efficiency of 0.06 can be obtained.

The eventual expected yield of the slow p* can be written as follows.

NsLu* = NThMu Miaser €ioni Ecol,

where TMiaser is a volume ratio of the intersection region between thermal Mu and laser
versus total thermal Mu, and ecol, is the collection efficiency for the produced slow pt-

By placing NThMu and €jgni already mentioned and €jager = 0.1 as well as g¢o) = 0.5,
we can conclude Ngpyt = 10%/s.

7 THE ULTRA-SLOW u* FACILITY

The ionization product of the slow p* is collected, accelerated and extracted by
the ion optics system designed with the helps of R. Kadono (RIKEN) and P. Strasser (UT-
Nucl. Eng.) as shown in Fig. 5 which is composed of the SOA lens, electrostatic bend.
magnetic bend, electrostatic quadrupole lenses. The optics has a mass and momentum
selection capability.

As mentioned earlier, the target system is made of low Z material of 1 mm thick
Boron Nitrate and 100 pm thick hot W, which are placed in the ultra high vacuum (10-
10 Torr). The target heating is done by a direct current through the W target which
will be turned off during a few ms around the u* pulse arrival in order to eliminate the
disturbance to electrostatic field of the SOA lens system.

New laboratory space and dedicated 500 MecV proton beam line have been
constructed for Ultra Slow p* facility with the helps of Y. Miyake, K. Nishiyama, K.
Fukuchi and M. Iwasaki (UT-MSL) as shown in Fig. 6. Here, the compact radiation
shielding is arranged towards the proton beam line. There, the access for the ion optics
installation and possible future modification can be obtained by movable iron shiclding
block (0.8 m high x 2 m width x 2 m length).

The laboratory building is completed in April 1991. Ultra high vacuum around
the target region will be attained in June 1991 and the laser ionization will be tested in
July 1991 followed by ultra-slow u* beam production.

Various new physics will be realized by using the ultra-slow p*. The novel

examples arc as follows.



(1) surface sciences with slow pt
The intense, high quality polarized p* will be used to explore new aspects of
materials surface, catalytic chemical reactions of Mu on surface, etc.

(2) Intense production of thermal Mu and QED
Once we have the keV pu* source, thermal Mu can be produced in a controlled way;

complete conversion can be expected from keV p* to thermal Mu on either hot W or SiO2
surface. Intense and localized thermal Mu can be used fov the improved measurement

of QED e.g. 1s-2s resonance.
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1. THERMAL MUONIUM PRODUCTION IN VACUUM
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Fig. 1. Concept of thermal Mu production from hot W surface and slow p* production by

laser ionization.
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TIME OF FLIGHT MASS SPECTROMETRIC ANALYSIS OF DAUGHTER ISOTOPE

oF 136pa IN DOUBLE BETA-DECAY OF 136xe

M. MIYAJIMA, S. SASAKI and H. TAWARA
National Laboratory for High Energy Physics

Oho 1-1, Tsukuba, Ibaraki 305, Japan

1. Introduction
There have been recently growing interests in nuclear double
beta decay [1]. It is a very rare process in which an atomic
nucleus (A,Z) decays to another nucleus (A,Z+2) by emitting two

electrons and other particles in one of the following modes:

(A,Z) —— (A,Z+2) + 2e + 2v (1)
(A,Z) -- (A,Z+2) + 2e” (2)
(A,Z) ~- (A,Z42) + 2~ + X (3)

where A is the mass number of atomic nucleus, Z the atomic num-
ber, e the electron, v the neutrino, and X the Majoron.

The first mode is allowed as a second-order weak process by
the standard model of weak interaction. The second and the third
modes require lepton number nonconservation and a mechanism of
helicity reversal, and could be allowed by physics beyond the
standard model. The double beta decay has been investigated with
three different methods, {(a) the direct detection method, (b) the

geochemical method and (c) the radiochemical method. In the first



method, the summed energies of two emitted electrons are meas-
ured. The decay of mode (1) produces a four-body spectrum peaking
at about 0.32 x E,, where E, is the total energy available in the
decay. The decay of mode (2) produces a mono-chromatic peak at

E The decay of mode (3) shows a three-body spectrum peaked at

o
about 0.76 x Eg- These three processes are experimentally distin-
guishable in the direct method and 48Ca, 76Ge, 82Se, 100y5 and
other nuclei have been so far investigated with this method[1].
In the geochemical method, the excess of a daughter isotope
accunulated for geological periods is measured in an ore sample
that contains the parent isotope. On the other hand a daughter
isotope is accumulated under laboratory conditions in the radio-
chemical method [2]. With the geological and the radiochemical
method it is however not possible to distinguish the above three
modes. The double beta decays of BZSe, 128Te and 130Te have been
investigated in the geochemical method [3] and that of in the
radiochemical method.

At present we are developing apparatus for detection of the
double beta decay of 13%Xe both with the direct detection method
[4] and with the radiochemical method [5].

Here we briefly describe the apparatus for the latter method

and its preliminary experimental works.

2. Double beta decay of 136Xe
There are nine stable isotopes in the natural mixture of xenon
isotopes. 134%e and 136Xe, of which each isotopic abundance is

10.4 % and 8.9 % respectively, are candidates for double beta



decay. The liquefied xenon is the most promising material for
radiation detection. The W value defined as an average energy
expended per ion-pair is 15.610.3 eV [6] and also the W defined
as an average energy expended per scintillation photon is
16.940.3 eV [7]. Presently, a liquid xenon ionization drift cham-
ber (LXIDC) with a effective volume of 2 liter is under develop-
ing in order to search for the neutrinoless double beta decay of
136ye [4]. In liquid xenon, both signals of ionization and scin-
tillation due to radiation are observable. The number of liberat-
ed electrons due to ionization is used to measure the energy of
radiation. The drift time of those electrons to a collector
electrode from the time that scintillation is observed is a
measure of the position of the event. The summed energy of
two emitted electrons in the decay of 136xe is 2.491 MeV. Howev-
er, it is lower than the maximum energy of naturally occurred
gamma-ray backgrounds (2.716 MeV). Then, it is essential to make
the detection system ultra low background and also to require the
excellent energy resolution for the detection of the neutrinoless
double beta decay. Furthermore, it is desirable that a detected
event as a candidate for a neutrinoless double beta decay may be
confirmed with an independent method. One of the methods is to
assure the existence of a daughter nucleus around the decay point
in the detector. The method of one atom detection, which was
demonstrated by Hurst et al. in 1977 [8], is one of the resonance
ionization spectroscopy with lasers (RIS) and 1is a promising one
for that purpose.

As a preliminary work, we are developing a measuring system of



daughter nucleus 136p,a as the first step for that purpose. The
system is composed of two parts, a positive ion collector (PIC)
and a time of flight mass spectrometer (TOFMS) which we will

briefly describe below.

3. Positive ion collector (PIC)

A schematic diagram of the positive ion collector (PIC) is
shown in Fig.1l. The PIC is a spherical stainless steel chamber
with a small spherical central collector electrode (CE) of 136p,
ions inside. The chamber is fixed in the vessel thermally shield-
ed with vacuum and is cooled down to about -110°C by a refrigera-
tor. It is also rapidly cooled down by filling 1liquid nitrogen
in the vessel for emergency purposes. The CE is connected to a
moving stage through a insulator with a long stainless steal rod
and is movable to a position above a gate valve from the center
of chamber. The chamber is evacuated to a pressure of 1x10°7
torr and is filled with liquid xenon condensed from gaseous Xxenon
with natural mixture of isotopes by the refrigerator. The CE is
negatively biased in liquid xenon with a high voltage supply,
while the chamber is grounded. The positively charged barium
ions, which are emerged as daughter nuclei in the double beta
decay of xenon, move slowly toward the CE and are trapped to the
surface of it. The bias voltage is maintained for a long period
of time to collect barium ions enough to analyze with the TOFMS.
After that, the CE is removed from the liquid xenon and is trans-

ferred to the TOFMS without exposing its surface to air.



4. Time of flight mass spectrometer
The system of TOFMS is schematically shown in Fig.2. The
system composes of lasers for ablation of the surface of CE and
for resonance ionization spectroscopy of sampled atoms, an
electrode assembly for accelieration of ionized ions, free fiight
space of ions and an ion detector. The lasers used in the system
are two pulsed Nd-YAG lasers of 800 mJ/pulse and 200 mJ/pulse at
the wavelength of 1064 nm and a dye laser excited with the second
or the third harmonics from the YAG-laser with the power of 800
mJ/pulse. The CE is transferred to the TOFMS from the PIC after
the daughter ions are collected for an enough collection time.
Those trapped atoms are liberated from the surface of CE with a
laser beam from the YAG laser. The neutral atoms of barium are
selectively and resonantly ionized with an beam from the dye
laser by the method of RIS [5]. The barium ions ionized in the
effective volume are accelerated in the electric field of the
electrode assembly and are detected by a detector which is assem-
bled with two stages of a micro-channel plate (MCP) after flew
the free space of about 1.5 m long. Signals from MCP are fed into
a digitizing signal analyzer (DSA 602, Sony-Tektronix). The
number of ions is measured as a function of the flight time of

ions.

5. Preliminary works
There are many preliminary works to accomplish in order to ob-
tain our final goal. At present we are developing a system of

TOFMS as a first step among those. The third harmonics from YAG



laser pumps the dye laser. The light from the dye laser are fed
directly or through a frequency doubler (BBO crystal) into the
TOFMS. Two measured examples of TOF spectrum are shown in Fig.3
and Fig.4. The first case shows a spectrum which was obtained
with a gas sample of natural barium. The barium atoms are vapor-
ized from its metal by an electric furnace and are introduced
into the TOFMS. Five peaks are observed at positions correspond-
ing to 134, to 138pa in the natural mixture of barium isotopes.
However, two isotopes with isotopic abundance of about 0.1 % are
not detected. The abundance ratio and the flight time measured
from the spectrum are shown with its mass and its natural abun-
dance in Table 1. Each abundance is well agreed with a differ-
ence of a few percent. The second case shows a spectrum of xenon
with the natural mixture of isotopes. The TOFMS was filled with a
gaseous xenon at the pressure of 2.8x10°% torr. The laser beam of
0.13 mJ/pulse from the dye laser tuned to 252.484 nm was used to
excite and to ionize xenon atoms. All the isotopes are observed
as shown in Fig.5. Also, the measured abundance ratios and the
flight times are shown in Table 2. The measured abundance ratio

of each isotope is well agreed with its natural abundance ratio.

6. Detection efficiency of TOFMS.

From the above results, we can estimate detection efficiency
of TOFMS and also detected number of ions under several assump-
tions. By making use of the isotopic abundance (26.4 %) of 129Xe,
the most abundant isotope, we estimate the number of 124Xe. The

number density of xenon atoms in the system of TOFMS is 1.0 x



1011 cm® from the pressure of 2.8 x 10°% torr. The number of
129%¢ in the effective volume of TOFMS is written to be 2.6 x

1010 X Vo, x F where Ve is the effective volume which is

ris:
defined by the beam size of laser and the effective area of a

detector and F,.;o is the efficiency of resonance ionization. In

S

this system V, was 8x107% cm3. on the one hand, the output signal
from the detector was 650 mV in the height and 25 ns in the full
width at half maximum on a 50 ohm output load and the gain of the
detector (MCP) was 5.0 Xx 10° at the present applied voltage.
Then, the number of 129Xe, which is detected by the detector, is
4.1 x 103. The transparency, Fi,., of TOFMS from the ionization
region to the detector is defined as a ratio of the number of
ions detected at the detector to the number of ions ionized by
the laser beam. In the present case, Ftra = 4.1 x 103 / 2.6 x
1010 x Vo X Frjg = 5.1 X 1072 where Fris is reasonably assumed to
be unity. From these results, the number of 124Xe isotope detect-
ed can be estimated to be about 15 and the number of ions ionized
in the ionization region is about 300. Namely, the density of

124%e is 3.7 x 10% cm™3 in the ionization region of the system.

7. Estimation of detection limit of 136Xe double beta decay

The volume of the PIC for collection of 136Ba ions decayed
from 136%e in liquid xenon is about 4 liter. In this apparatus
the number of 136Ba, Ng» collected on the CE for a collection
time t (year) is written as follows;

N, = 3.51 x 1024 x (t/T) x Fgq, (4)
where T is the half life of double beta decay of 136ye in the



unit of year and F,,; is the collection efficiency of the CE.
Then, the number of 136g, ions, ng, detected by the system of
TOFMS is written as follows;

ng= No X Fap X Fgap X Frijg X Firg X Fgepr  (5)
if the surface of CE is completely surveyed by laser ablation,

where Fup, F and Fiet are the efficiencies of the liberation

sam’
of 136p, by 1laser ablation, of the sampling of liberated 136g,

by the laser beam for resonance ionization, and of detection of
136Ba ions by the ion detector, respectively. Since Fris and Fdet
are reasonably assumed to be unity and Fi,., =5 x10'2, the number
of 136pa detected in the TOFMS system is rewritten in the follow-
ing manner,

ng = 1.8 x 1023 x F . x Foo x ( t/T ), (8)
assuming Foop = 1-

The half life of double beta decay of 136ye is theoretically
estimated to be 2.1 x 1019 y in the decay mode (1) and 1.8 x 1023
y in the mode (2). Then, ng is expected to be about 100 in the
former case and about 1 in the latter case for the one year
collection of 1363a, assuming the unknown efficiency, Fap X Fgam

of 1 %.

8. Conclusion
There are many unknown factors in this experiments. Mobility
or life time of singly or doubly charged barium ions in 1liquid
xenon under an electric field has not been measured. The effi-
ciencies on laser ablation for a trace amount of isotopes on the

metal surface should be experimentally determined by the same



apparatus. The contamination on the metal surface with natural
barium is presently not known.

At present we are developing an apparatus to study behaviors
of barium ions in 1liquid xenon and experiments to solve above

problems are in preparation.
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Table 1 Results of Ba isotopes by TOFMS.

Mass Mass (m)1”2  Abundancs Intensity Flight Time  Measured

Number (amu) (amur2 (%) {counts/peak)  (usec) Abundance (%)

130 129.803 11.398 0.101  — — —

132 131,905 11.485 0.087 —— _— —_—

134 133.905 11.572 242 61.01 20.375 1.68
135 134906 11.615 5.59 204.16 20.448 5.63
136 135.905 11.658 7.81 229.68 20.521 £.33
137 136.906 11.701 11.32 426.30 20.597 11.76
138 137305 11.743 7166 2661.52 20.878 73.3%

Table 2 Results of Xe isotopes by TOFMS.

Hass Hass v Abundance Intensity  Flight Time Heasured

Nusber  (amu)  (amu)'’? %) (count/peak) (ns) Abundance(%)
124 123.006  11.131 0.10 11.08 20.650 0.1
126 125.904  11.221 0.08 10.20 20.812 0.10
128 127.904  11.309 1.91 101.3 20.974 1.92
129 128.905 11.354 26.4 2048.5 21.080 26.60
130 129.904  11.398 4.1 104.0 21.150 4.08
131 130.805  11.441 2.2 2121.8 21.230 21.31
132 131.804  11.485 28.9 2686.1 21.324 26.97
134 133.805  11.572 10.4 1017.0 21.480 10.21
136 135.907  11.858 8.9 868.5 21.648 8.72
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Introduction

Liquid xenon is a excellent material for radiation detectors, especially for y-rays and
electromagnetic showers, because of its high atomic number and high density. Liquid
xenon has very good properties not only for ionization detectors, but also for scintillation
detectors [1]. The large scintillation yield of Liquid xenon ( 4 x 10-7 photons / GeV ) [2]
and the fast decay time ( 5 ns and 20 ns ) [3] make the liquid a suitable detector medium
for fast and high energy-resolution calorimeters for future experiments at hadron
colliders such as the SSC [4].

Until now, no experimental evidence of good energy resolution for high energy
deposition has been shown with the scintillation in liquid xenon. So far we have tested
several purification methods for liquid xenon, observed the scintillation light of liquid
xenon excited by 100 MeV / n Al ions using a silicon photodiode as a photon sensor,
and measured the attenuation length of the scintillation light with reflectors. In this paper,

we describe the results of the measwement and indicate the possibility of fast, high



resolution liquid xenon ejectromagnetic calorimeters.

The Proposed Xenon Calorimeter

We propose a precision electron / photon detector using multiple layers of
photodiodes to measure the scintillation light from liquid xenon in order to detect
photons and electrons with an energy resolution of better than 0.5% and spatial
resolution of better than 2 mm, as well as to make accurate determination of the three
dimensional shower profile for pattern recognition and vertex reconstruction. Qur
experiments using scintillating liquid xenon, performed during the past year, have
resolved miost of the technical problems associated with building a prototype detector.
Some of the most important results to date are summarized below:

« large size UV photodiodes and fast amplifiers work well inside liquid xenon,

» the photo-electron yield collected by these photodiodes in liquid xenon is very

large,typically about 107 / GeV

» we have achieved an energy resolntion of <0.6% with a 20 ns rise time for heavy

ions at E> 1.6 GeV.

Based on the technical information described above, we feel confident to propose an
EM calorimeter using scintillation liquid xenon as a new type of detector. Shown in
Figure 1 is a quadrant schematic of the xenon calorimeter which consists of a hollow
ellipse filled with ~ 3 x 104 cells _in which layers of UV photodiodes measure the
longitudinal and transverse shower development, in addition to the total UV scintillation
signal. The full detector is composed of two independent half shells bolted to a vertical
plate located at the midplane. The overall dimensions are 5.2 m in length and 2.8 m in
diameter.

The complete xenon detector assembly comprises:

« 15 m3 of liquid xenon,



» 70,000 channels: photodiodes, fast amplifiers, analog trigger, and readout
electronics,
« recording and computer facilities,
» xenon circulation and storage,
* xerun purifier,
« cooling loop circulation and storage system, and
» controls and security system including emergency power.
1. UV photo sensor to measure the light signals from xenon (170 nm ).

As a photon detector we use a silicon photodiode, which has fast response, occupies
only small space and works at low temperature and in a magnetic ficld with a rather low
bias volt=ge. ( see Fig. 2 ) The diode is of the surface barrier type . The full diameter of
silicon wafer is 2 inches and the effective diameter is 38 mm. The thickness is 450 um.
the electrode facing the beam window is a gold mesh with 20 pm width, 100 um
spacing, and 200 A thickness. The back side of the silicon is plain aluminum for ohmic

contact.

Experiments

1) o particle test and calibration

We tested 5 cm diameter silicon photodiodes in liquid xenon using 5.49 MeV alpha
particles from a 241 Am source. The leakage current of the diode was ~10 ptA at room
temperature and ~10 nA at liquid xenon temperature. The capacitance of the detector
decreases with increasing bias voltage and reach 600 pF at a bias of 150 V. At this bias
voitage the thickness of the depletion layer is 350 um.

The liquid xenon chamber and cryostat used to test the performance of the
photodiode is shown in Figure 3. The distance between the alpha source and the
photodiode is 7 mm. Xenon was purified either with a Ba-Ti getter purifier for at least 1

day or by passing it through an Oxisorb filter with a flow rate of 3.5 litters / min. The



temperature and pressure of the liquid niroger: and -100°C and 1.5 atm absolute with
ethyl alcohol cooled by liquid nitrogen and -75°C and 5 atm absolute with dry ice in ethyl
alcohol. A typical pulse height spectrum of scintillation light due to aipha particles in
liquid xenon measured by a slow charge sensitive preamplifier followed by a shaping
amplifier with a peaking time of 1 ps is shown in Figure 4. The measured pulse height
of photoelectrons corresponds to 4.0 x 104 electrons with a resolution, dominated by the
electronic noise of the amplifier, of 6.6%. This amount of collected charge indicates the
quantum efficiency of the photodiode to be 45%. No correction for reflection loss on the
detector surface and absorption loss in the gold mesh has been made. As for temperature
dependence of the scintillation yield, the yield at -100°C was several perceni more than
that at -75°C. No significant difference was observed in the performance between the
two wethods of purification, at least for a 7 mm pathlength of light, indicating that
scintillation yield is far less sensitive to impurities than ionization yield. Indeed, one can

use ionization t¢ monitor the purity of liquid xenon to control the scintillation yield.

b) The Energy Resolution Using a Fast Amplifier

To demonstrate that the performance of the proposed detector is satisfactory for the
SSC project (dE / E = 0.5% at ~ GeV Time response ~10 ns ), we observed scintillation
light in liquid xenon excited by 100 MeV / » Al ions with a silicon photodiode followed
by a fast preamplifier. The photodiode was sam.e as used in alpha particle calibration test.
The practical quantum efficiency was observed to be 22% for the wavelength of liquid
xenon scintillation light (170 nm ). An energy resolution of 0.5% r.m.s. has been
achieved for the energy deposition of 2.5 GeV in liquid xenon.

Figure 3 shows a schematic drawing of the liquid xenon cell together with the
vacuum chamber for thermal insulation. the chamber has two thin metal windows, 40
pm Havar foil and 100 pm stainless steel foil, for beam incidence. The distance between
the inner beam window and the photodiode is 10 mm. The chamber is cooled down by a

bath of dry ice and ethyl alcohol, surrounding the chamber pipe. The operating



temperature and pressure are -75°C and 5 atm, respectively. The density of liquid xenon
is 2.8 g/ cm3 at this time.

The cell was evacuated to less than 1 x 1077 torr without baking because photodiodes
are casily damaged by heat. The out gassing rate was about 1 x 10-5 torr 1/ s.
Commercial xenon gas of research grade from Teisan Co. was purified by an Oxisorb
filter [5] at room temperature with a flow rate of 151/ min. The volume of the liquid is
about 250 cm3.

The charge signals from the photodiode were fed to a fast preamplifier and a post
amplifier. Then the output puises were integrated with an ADC ( LeCroy 2249W ).

The ion beam at the Ring Cyclotron of RIKEN ( The Institute of Physical and
Chemical Research ) was used. The energy at the entrance of the liquid xenon was
calculated to be 92 MeV / n and the energy deposition in the liquid to be 2.47 GeV. The
range of the ions in liquid xenon is estimated to be about 7.1 mm.

Figure § shows the block diagram of the electronic circuit. The charge signal from
the photodiode were fed to fast preamplifier and a post amplifier. Then the output pulses
were integrated with an ADC ( LeCroy 2249W ). For a fast response time the
preamplifier is mounted as close as possible to the photodiode in the liquid xenon. The
post amplifier is outside the chamber and is used to amplify the preamplifier output
signal by a factor of 20.

We observed the pulse shape of the output signals from the fast amplifier with 150
MHZz oscilloscope ( Tektronix 475 ). Figure & shows a photograph of the oscilloscope
for the photodiode at the bias of 200V. The rise time of the pulse is abut 20 ns. As
shown in the figure, there is the successive second pulse and even the third pulse
probably due to ringing of the amplifier. The ringing may be caused by mismatching of
amplifier parameters for the practical detector load at the liquid xenon temperature. To
obtain the total amount of charge, the output was integrated by the charge sensitive ADC.
Two different gate widths were used for integration; wide ( 200 ns including the all

successive pulses ) and narrow ( 40 to 60 ns depending on the bias to select only the first



pulse ).
Typical pulse height spectra for the Al ions are shown in Figure 7. The energy

resolution was 0.48% r.m.s. with the wide gate and 0.54% r.m.s. with narrow gate.

c) Full size 65 cm prototype cell for heavy ion tests

A full size 65 cm long prototype cell is being constructed at MIT to test the
uniformity under realistic condition using heavy ion beams. Figure ¢ shows a schematic.
This chamber has 7 beam windows, spaced 10 cm apart. Inside the chamber, tapered
reflector plates are installed. Using this test chamber with Si photodiodes, we will make
tests for uniformity of the reflector and also the attenuation of the scintillation light over
65 cm. Because of their lower noise, photodiodes will also be used to measure the pulse
shapes of liquid xenon scintillations due to heavy ions.

To investigate the uniformity of light yield in the unit cell chamber, we put the heavy
ion beam into the 7 beam windows. Two photodiodes were set at the both ends of
tapered reflector. The signals from two photodiodes were sent to CAMAC system to
investigate the mutual light yields. However, the signals from both photodiodes were
observed at the same time. Figure 7 shows the attenuatior: of UV light in liquid xenon
for the one of the photodiodes. The light yield decrease much more rapidly as the
distance between the beam entrance and the photodiode increase. We have two
parameters concerning light yield: One is the attenuation length of scintillation in liquid
xenon and the other is reflectivity of reflectors.

The SSC project requests more than 80% of the scintilladon should be collected at
both photodiodes independently of the beam entrance. Now, so, we are making
reflectors whose reflectivity are more than 90% and at the same time investigating
purification method of xenon so that the impurities in xenon should not absorb the

scintillation light.

Concluding Remarks



We have successfully demonstrated that the combination of scintillating liquid xenon
and photodiode can be high resolution ( 0.5% r.m.s) and fast response { 20 ns )
detector. However, the uniformity of light yield in the 65 cm long unit cell have not
achieved yet. This problem has two aspects: One is the attenuation length of UV light in
liquid xenon. The attenuation length depends on the impurity density in the liquid. The
other is the reflectivity of the reflector. The results we obtained included both
parameters. Therefore, we are measuring the attenuation length only in the " black box "

by using cosmic p-ons.
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1. Introduction

Presently, a new design of 1000 ton liquid argon time
projection chamber is being made in the ICARUS project which aims
to observe solar neutrinos at CERN[1,2]. In order to realize such
a large type of detector, we have to design it so that most
electrons produced by ionization can be collected even after a
large drift gap. Here it is required to remove electronegative
impurities which trap the drifting electrons. The impurity
concentration has to be better than 1.5 ppb, of oxygen which
corresponds to ]| meter attenuation length for drifting electrons.
Here, the attenuation length of electrons is defined as the means
length in which the number of electrons is reduced to l/e. To
monitor such a low level of concentration of impurities, it is
important to develop both a purity monitor for liquid argon and a
method to produce a large amount of ultra pure argon. Though it is
generally difficult to measure impurity concentrations of order
of ppb, some practical methods using ionization chambers have been

reported. [3-6]



These purity monitors are divided into three types whose
photo-electron production methods are different. The first type
uses a very short UV laser pulse, the second cosmic rays and the
third radio isotopes.

In our group, a dual type gridded ionization chamber which

2°7Bi sources on the common cathode has been used for

has two
several years as a simple purity monitor. Recently, reproducible
results were obtained and the purity was monitored precisely. Here
we present the results of the the liquid argon purity monitor
experiment by using a dual type gridded ionization chamber, as well

as the argon purification system.

2. lonization Chamber for Liquid Argon Purity Monitor
(1) Use of a very short UV laser pulse (CERN)[3, 4]

The lifetime or attenuation length of electron can be

measured by the collection of drifting electrons emitted from the
cathode surface by irradiation of Nd-Yag UV laser beam through a
quartz fiber (Fig. 1, 2). The superiority of this method is that the
charge production can be precisely controlled by the laser power,
however, the laser generator is expensive and the optical system

is complicated. The attenuation length in the eclectric field of
1kV/cm, which is the expected value to be used in the large detector,

has not been obtained by this method, until now.
(2) Use of cosmic~rays (Harvard Univ.)[5]

In this metod, electrons produced by cosmic ray particle
passing through the liquid argon <chamber are collected by the
anode of a gridded ionization chamber. The pulse shapes of the
charge signal at the anode is recorded by a waveform degitiser
(Fig. 3, 4). It can be expressed as a function of time which
depends on the following parameters, the attenuation coefficient,

the electron drift velocity and the number of electron-ion pairs



directly produced by a cosmic ray particle. By fitting the data to
the function, we can get the best values of the parameters. But
this method is inferior im accuracy and statistics, because of ]low

rate of cosmic ray events.
(3) Use of RI,I1(U.C. Irvine)[6]

In this method, a 50 liter chamber, which has a radio active
source deposited on the cathode, the drift gap can be changed
by a movable collector. The attenuation length is obtained from
the variation of the charges collected with different drift gaps
(Fig.5). 1.7 meter of attenuation length was measured at the
electric field 1kV/cm(Fig. 6), however the structure of the chamber

is more complicated than that used in our method.
(4) Use of RI, 1]l (Waseda Univ.)[7-10]

Our method uses a dual type gridded ionozation chamber to
measure the attenuation length of electrons. The cross-sectional
view of the chamber is shown in Fig. 7. This chamber consist of
two gridded ionization chambers which have a common cathode
Each chamber has a different drift gap(3cm and 6cm). The 207Bi
sources are electrochemically deposited on both side of the cathode.
Pulse height spectra in each chamber are measured (Fig. 8). We compare
the pulse height of the 976keV internal conversion electrons to a
test pulse. Thus we know the value of the collected charge produced
by the 976 keV internal conversion electrons of 207g;, Then we
can obtain the attenuation length of electrons by comparing both
values of the collected charge of each collector. This method of

monitoring the attenuation length is superior as it is simple and

inexpensive.

3. Purity Monitor Experiment by Dual Type Gridded lonization Chamber

(1) Experimental procedure



Argon gas (Research Grade A) from a bottle is purified by the
following method, and condensed into the chamber. The purifier,
uses molecular sieves (4A,5A,13X), a Ti-Ba getter and an Oxysorb
filter (Fig.9). After condensation, the High Voltage was applied to
the common cathode, and the spectra of charge collected on the both
collectors (C1,C2) were measured (Fig.11-a,b). The peak channel
from 976keV conversion electrons was measured and the value of
the collected charge obtained by comparing with a test pulses.

In the dual type gridded ionization chamber, both collected charges
are is given by the following formulas,
Q,~Qi exp(-dy/n)
Qy=Qi exp (~do/A)
lecollected charge collected by C1
Qy:Collected charge collected by C2
dy:drift distance between K te G,
do:drift distance between K to G,
Qi:initial charge
A tattenuation length

where, Qi is the initial charge. Qi and A\ are unknown factors.

(2) Results and discussion

We measured the attenuation length of electrons in liquid
argon which was purified by molecular sieves, a Ti-Ba getter and
an Oxysorb filter. The results are shown in Fig.12. The initial
charges Qi are also derived from the above formulas and these
results are shown in Fig.13. The saturation curves of initial
charge are independent of the purification method.

If the impurity is assumed to be oxygen, we can calculate the

oxygen equivalent impurity concentration using the following

Hofmann‘s formula
5 =dE/ A
attenuation length (cm)
oxygen equivalent inpurity concentration (ppm)
electric field (kV/cm)
constant 0. 15+0. 03 (ppm cm2/kV) (for liquid argon)

NI NN



Thus, we can estimate the electric field dependence of the
attenuation length by using the value of drift velocity and the
rate of attatchment cross-section. The estimated values are shown
in Fig. 14, 15. When the impuritiy is assumed to 2 ppb Oxygen or 0.2
ppb NZO,the electric field dependence of attenuation length

is in good agreement with the experimental result as shown in
Fig.14 and 15. From such facts, it is concluded that the inpurity

still remaining in our chamber behaves as N,0.

4. Summery

The attenuation lengths of electrons in liquid argon purified
by molecular sieves, a Ti-Ba getter and an Oxysorb filter was
measured by using a dual type gridded ionization chamber. From the
electric field dependence of the attenuation length, it is concluded

that the type of remaining impurity is not an oxygen type, but N20

type.
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Effective inner diametere

Grid (Gl,G2) -Callectar (C1,C2) gap
Grid (G1) -Cathode (K) gap
Grid(G2)-Cathode (K) gap

Volume of liquid argon

Grid

Wire

Wire diameter

Wire interval

Critical field ratio
Shielding inefficiency
Operating field ratio

207 Bl source

40 mm
: 3 am
: 27 am
57 mm
: 900 ca®

: Stainless ateel
20 p=
: 200 um
1.92 %
1.2 %
3

Electrochemically deposited on both side of cathode

¥-ray energy

: 1064 keV

K-shell internal conversion electron enmergy : 976 keV

Intenalty (976keV conv. electron)

20 cpse

Table 1 Parameters of a dual

jonization chamber

type gridded
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INTRODUCTION

Gas discharge phenomena have been widely used for radiation
detection in many types of the counter, for examples, single-wire
type, multi-wire type, drift type and so on. Nowadays, they are
used as a main detector in experiments on nuclear science and
technology. The basic characteristics of the gas counter have
been studied because it is useful for realizing the optimum
condition in operation and also for investigating the gas
discharge mechanism. We have been investigating the
characteristics of gas counters for applying to the focal plane
detector for the spectrograph RAIDEN of Research Center for
Nuclear Physics, Osaka University. Several problems remained in
this field to explain the mechanism of the gas counter operation

are discussed as follows.

1) Some experimental data which relate to the generation of
self-quenching streamer(SQS) in pure methane gas with low
energy photon irradiation lead an inconsistent conclusion.

2) The data of gas amplification in avalanche <can not be
explained quantitatively for the change of the gas mixture.

3) Characteristics of the electron drift in the counter, which



use suitable gas mixture for large avalanche size, should be

made clear for understanding the timing characteristics.

We discuss these three problems in the following section. The
second and third problems will be mentiocned very simply because a

part of the results were already published.

1. GENERATION OF 8SQS IN QUENCHING GAS(CHy)
OF PROPORTIONAL COUNTER

In a large number of experiments on the transition of the
self-quenching streamer(SQS) in a gas counter, two research groups
have reported on investigations of 8QS transition in pure
quenching gases. According to the experiment by Koori et al.l),
the SQS transition was not observed in pure quenching gases with a
cylindrical single-wire proportional counter irradiated by 5.9 keV
X-rays. On the other hand, You et al.2) reported that a weak but
clear SQS transition was observed with 5.9 keV X-rays when pure
methane gas or pure carbon dioxide gas was used in a wmulti-wire
proportional counter with an anode wire of 76 micro meter in
diameter. This problem is very important in understanding the

mechanism of the SQS transition in gas counters,

So we have performed re-experiments to check whether the SQS
transition occurs or not in pure quenching gas. 1In this
experiment, a c¢ylindrical single-wire proportional counter of
simple structure was used because we considered that the electric
field near the anode wire in the cylindrical gas counter where the
avalanche generates 1is almost the same as in the multi-wire
counter. The cylindrical gas counter used is made of a stainless
steel pipe of 24 mm inner diameter with a nichrome anode wire of
80 micro meter in diameter. The general view of structure of this
counter is shown in Fig.l. The counter is made to be able to be
evacuated before experiment. The counter was filled with gas
mixtures of methane and argon, and the 8SQS transition was
investigated under experimental conditions where the fraction of

argon in the gas mixture was changed from 0 to 10 %. It should be



noted that the purities of gases were better than 99.999 % for
argon and 99.95 % for methane, respectively. X-rays used were 4.5

Kev Ti Ky X-rays from X-ray generator and 55Fe X-rays. Figure 2

shows typical pulse height spectra observed at different anode
voltages (4.3 kV to 4.6 kV) for (a) pure methane gas and (b)
mixtures of the methane and argon (99:1). The numerals in the

figure show avalanche sizes in pC units which are converted from
the pulse height. 1In the case of (a), a peak corresponding to the
SQS was not observed. However, it was observed clearly around 266
channel for higher anode voltages in the case of (b). Electron
avalanche sizes obtained from measured pulse height are plotted
against applied voltages in Fig.3. Then mixing ratios of the
gases (CH4:Ar) were changed by 100:0,99:1,98:2,95:5 and 90:10.
This result shows that the addition of a small amount of argon in
methane gas results in a drastic change in observed pulse height
spectra. Our observation supports the experimental result by
Koori et al.l), and suggests that the existence of argon plays an

important role in the generation of the SQS.

In conclusion in this section, it has been found that no jump
rhenomena caused by the SQS transition occur in the <c¢ylindrical
gas counter with pure methane gas irradiated by keV X-rays. The
results may suggest that a mixtures consist of more than two kinds
of gases which have different ionization potentials generate the
SQS strongly. And there may be two possible paths to reach the
SQS or the Geiger discharge in accordance with the length of mean

free path of release photons in the avalanche.

2. PREDICTION OF GAS MULTIPLICATION FOR MIXTURE GAS

Gas gain 1is generally expressed by a Townsend’s first
ionization coefficient a to treat the phenomena simply. Since the
pioneering work by Rose and Korff was reported in 19413), many
researchers have reported functional forms of «a relating to
electric field strength by using proper assumptions. The formulas

1) 5) 6)

yWilliams and Sara“’, Zastawny and Charles7) have

of Diethorn
been known to represent experimental data on gas gain. The



theoretical and the mathematical relstion between these formulas

8) and Miyaharag) et al. In these

have been discussed by Aoyama
formulas, q is treated macroscopically and in a phenomenological
way. Also there are some free parameters which have physical

meaning slightly and must be chosen to fit the experimental data.

In the present work, a semi-microscopic formula for a will be
developed by introduction of the simplified model of the inelastic
and the ionization impact cross sections between electrons and gas
molecules. The model! characterizes the cross sections with three
fixed parameters and first ionization potential of each gas. The
results of calculation will be compared with experimental results
on gas gain of some kinds of gas mixtures under some counter
geometries. The calculation values of a with Ne and the values
that determined experimentally are shown in Fig.4. These results
are consistent comparatively. The details have been described in

reference 11}.

3. DRIFT CHARACTERISTICS OF A COUNTER WITH
SUPPLEMENTAL ELECTRODES

We have developed a gas counter system for use 1in the
experiments with magnetic spectrograph RAIDEN of RCNP, Osaka
University. The filling gas of the counter is now changed from
argon based gas to neon based gas in order to get large gas gain.
By using the gas mixture, it is possible to operate the counter at
low anode voltage stably. In this counter system, there 1is a
problem that the counting rate characteristics are inferior to
those of former system. Therefore, a counter with supplemental
electrodes is investigated for improvement in the problem. Figure

5 shows the cross sectional view of the counter. This has double

construction including two counters. These counters have a
nichrome anode wire of 15 micro meter in diameter and nichrome
supplemental wires of 650 micrometer in diameter. Drift

characteristics of the counter are shown in Fig.6 for the Ne : CHy
(7:3) +# CyHgOH(5.1%) mixture. The counter was irradiated by Sr &

~-rays through a 10 micro meter thick aluminized mylar attached



on front and rear counter walls. 1In the figure, the drift time is
shown for three cases (voltage of the supplemental electrodes is
GND, -250V, and -500V),. The improvement of the drift
characteristics 1is very clear in the results at the region far
from the anode position. Details of this topic are shown in

reference 12).
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Track-Depth Resolved Luminescence of 5 MeV/amu N-Ions Injected
into Near-Liquid and Liquid Helium
Kazuie Kimura

The Institute of Physical and Chemical Research (RIKEN)
Wako, Saitama 351

Abstract A track scope was developed using an imaging
quartz fiber and a position-sensitive photon counter. Using this

scope, specific luminescence, dL/dx, luminescence efficiency,

dL/dE, were measured as functions of range and stopping power
T+

regarding with N -ion impinged dense gas and liquid helium.

Also, measurements were done with variation of helium density.

The peak positions of dL/dx, which shift to short ranges by plots
of abscissa of the range or dE/dx, coincide by a plot of the
tentative excitation density. An extra peak of dL/dE observed
near the track termination cannot be explained by the high
density effect or by usual scintillation theory. It suggests the
importance of extra processes such as the direct excitation and
charge exchange.
1. Introduction

One of the most characteristic irradiation effects of heavy
ions in condensed matter is the high-density excitation of
electrons in an outermost shell. The high-density effect is much
larger than that estimated by dE/dx especially near termination
of an ion and its maximum should be shifted to the track end. 1In
addition, extra processes such as charge-exchange, which are not
included explicitly in stopping power calculation [1,2}, become
important in the regionr aforementioned. What is actually caused
in matter near the track termination 1is considered to be an
important unknown problem to be resolved. Then, we developed a

track-scope to measure depth-resolved UV- and VUV-emission which

are the probes of excited states and their reactions{[3].

The scope was composed of an imaging fiber-bundle of 1 m in
the length, a stainless-steal slit of a cross section of 2 x 0.1



mm for beam entrance, and the sliding mechanisms to find the
maximum beam flow and to look the full length of ion-tracks[3].

This fiber bundle was an experimental pilot production by
Furukawa Electronic Co. LTD. A plane of the fiber bundle was
attached to the plane of the beam-entrance slit, where a light-
entrance plane of the fiber bundle was separated by 0.1 mm from
the slit. (See fig. la.) Also, by a sliding mechanism along the
beam flow, the fiber bundle could slide from O to 4.26 mm along
the beam direction, that is, the scope could observe +the ion
track of the maximum 1length of 6.26 mm. The square image
projected from the end of the bundle should be composed of 100
lines of 100 sectored luminescences of ion-tracks. This image
was enlarged and focused on a photoplate of a 500 channel
position-sensitive photon counter(OMA 1, Optical Multichannel
Analyzer by Princeton Applied Research) by a lens system, and
accumulated for an appropriate time interval.(See Fig.1b.)
Considered a +visual angle of 11.5 degree of the fiber, the

distance of 0.1 mm between the fiber and the beam, and the

imaging
fiber
scope
N-ions | BETEAR Ik
- Faraday cup
.
slit AR
2X-foil
c-foil shit d
-

¥ I
sliding part quartz

Fig. 1a. Relative arrangement of a cold part of a cryostat, an
ion counter, beam slit system, and a scope composed of an
entrance slit and an imaging fiber.

helium

Fig. 1b. A track scope composed of an imaging fiber, an ion
counter, a cryostat, a position-sensitive photon counter (OMA)
and an on-line computer.



interval of 0.02 mm between the fibers, a depth resolution of
this scope may be about 0.02 mnm. Relative intensities of
spectral peaks could be obtained by measurements using

interference filters if any, since the peaks to be appeared can
be predicted from previous works ( Ref. 4, 5 and those cited in
them ) and discussions in a section of later discussion. A
tentative measurement in VUV-range was done by comparing the

juminescence with coating sodium salicylate on the entrance

surface of the fiber bundle and without that.

Research grade helium gas by Takachio Chem. was accepted

without further purification. Helium gas was pressurized or

liquefied by adjustment of the pressure from about 1000 to 3000
Torr at a constant temperature around 7.5K. By the adjustment of
the pressure and hence density, appropriate track-lengths could
be obtained; helium was in liquid phase at the density higher
than about 0.05 g/cm3. Since we have no density data available to
present extreme conditions, the helium density was estimated
reversely from Northcliffe'’s table of range in a unit of mg/cm2
as a function of ion energy, by using known ion energy and track
lengths in mm measured experimentally.

N ions of 5.0 MeV/amu, accelerated by the 160 ¢m c¢cyclotron
in our institute, were cut by four beam slits toa 2 x 0.1 mm
slit beam and led to the scope. N ions were degraded to 4.656
MeV/amu through the penetration of three carbon foils of 0.01
mg/cm2 density, an aluminum foil of 1.619 mg/cm2 density. N ions
were further degraded through helium of a pass length of 0.95 mm
from an aluminum-foil window to the bundle front-edge, according

to the experimental helium-density.{See Fig.la) This degradations

were corrected using density data and Northcliffe's table to



obtain the net incident energy of ions ; the incident energy was
3

3.687 MeV/amu at the density of 0.0316 g/cm . N ions were counted

using a C-foil detector mounted in a cylindrical hole in a front

flange of a cold part of cryostat.

3. Results and discussion

Depth-resilved luminescence and dE/dx-dependent dL/dX and dL/dE
Specific luminescence , dL/dx , of N-ion-impinged helium

was measured as functions of the track depth (in mm) with

variations of helium density from 0.02 to 0.07 g/cms.(See Fig.

2.)

dL/dX

Fig. 2. Specific luminescence, d L/dx, vs the depth of N-ion track and its helium-density dependence. AN the curves are drawn at the
same height. The ordinate is expressed in arbitrary units.

.
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Fig. 3. dL/dx vs stopping power and its helium-density dependence. The right-hand ends of the abscissa correspond to the
maximum stopping power. Arrows show the directions of ion propagation. Flows of ions are illustrated as reflected at the maximum
stopping power.




2
The range ( in g/cm )} of incident N-ions, R, can be obhtained

from Northcliffe's table. This range R is considered to be a sum
of the radiative range ( corresponding to the length of
luminescence multiplied by density ) and the nonradiative range
R where only elastic collisions occur. The latter R was a
o 5 o
minimum value, 0.069 mg/cm on the table corresponding to 0.0125
MeV/amu. Corresponding ionic velocity is about 1/3 of that of an
electron in helium 1S orbital and therefore may be regarded as
the 1limit of inelastic collisions. Based on these values,
stopping powers, ranges , and ionic energies at given track
depths were obtained by the interpolations of the table data.
Although Fig. 2. was illustrated in an equiheight for the maximum
dL/dx, the total luminescence or the area of dL/dx or the average
dL/dx had the peak between 0.020 and 0.03 g/cms, although
figures are not given.

Figure 3 shows a plot of dL/dx vs. dE/dx as a function of
the density. Since with ionic propagation, dE/dx varies as
increasing, attaining to the maximum, and then decreasing, dL/dx
as a function of dE/dx looks as reflected at the maximum dE/dx,
12.985 MeV*cmz/mg.

The luminescence efficiency, dL/dE, obtained by dividing dL/dx by
dE/dxy, are given in Fig. 4 as a functions of dE/dx and the
density. The dL/dE at the 1lowest helium density increases

continuously with propagating ions, even after passing through

the maximum stopping power, and decreases rapidly near stopping

3
power of 5 MeVicm /mg. At 0.023 g/cm , dL/dE is nearly constant
2
till a stopping power lowers near 5 MeV¥cm /mg . At. further
higher helium density, dL/dE showed a plateau, a decrease, a



2
plateau again, and decreases below 5 MeV*em /mg, sequentially.

Such an increase or a plateau near the maximum stopping power is
unpredictable phenomenon by usual scintillation experiments and
theories. The dL/dE can be derived from simple and familiar Voltz

theory [61]:

dL/dE = [ (1-F)exp{-B(1-F)dE/dx} + F ]q/W <1>
where F is a ratio of dE/dx for production of fast secondary
electrons to total dE/dx and F decreases rapidly towards the
maximum dE/dx [7]; B, a constant dependent on target material; q,
a quantum yield for luminescence; W, an average excitation
energy. Equation 1 shows that in a region of increasing dE/dx
with propagation of ions, dL/dE is sure to decrease rapidly. A
correction of Eq. 1 for contribution of triplet-triplet
reactions [6] cannot reverse the decreasing tendency with dE/dx.
Present phenomena are therefore considered to originate from
particular excitation and decay mechanisms which becomes

important for low energy heavy-ion.

mechanisms of luminescence and enhancement of dL/dE
As reported previously, origins of luminescence are the

transitions between Rydberg states of helium excimers in the

present experimental systems, but are not excited atoms [4,5].
Emissions observed are due to transitions of d3-—~> b3 ( 6396 A
) Dl———>B1 ( 6590 A), Jl—-——>C1 (7040 A ), and Hl—-—>C1 ( 7289 A
) in VIS and UV regions; Cl-———>A1 { 9136 A ) for near infrared ;
Al———>X1 ( 800 A ) for VUV, in Herzberg’s notation [8]. Of
these transitions, d3 -==> b3 was strongest in the present

system. Namely, they are the transitions of the principal quantum



‘ :
dE /dX( Mev*cmz/mg]) go

d The ordinate is in arbitrary units.

Fig. 4. Luminescence efficiency, d L /d E, vs stopping power and its helium-density dep

number smaller than 4, because large orbitals are inhibited in
dense helium. The dL/dx of the VUV emission was V was apparently

less than 1/10 of that of VIS emission.

Emissions of helium excimers are characterized by cyclic

regenerations of higher level excimers by bimolecular reactions
3
of the lowest triplet excimers, a [4,5,9]:

3 3 3 3 1 1
8 48 =—mmmee- >d,c,D ,C ,+2He (1)

which were ascertained by following linearity:

-1/2 -1/2
I = 1 + kt, <2>
d do
3
where T and T stand for emission intensities of d at time t
d do
and at time 0, respectively. Although this linearity is destroyed

in liquid states at pressure higher than 2 atm, the linearity is

sustained at present condition [10]). The reaction 1 is decisively

important for the observable emissions, since higher excimers

relax to the lowest excimers, 33 or Al, and a3 has lifetime as
3

long as ms. For these reasons, a can have a high concentration.

Therefore, almost all emissions observed originate from excimers



formed by reaction 1 and hence their intensities are expressed by
-1/2
Egq. 2. Since I is proportional to the reverse of initial
do
3
concentration of a ([9], luminescence intensities are decided
3
consequently by the concentration of a in the present case.
Reaction 1 is characteristic in helium and important, since it
3
allows nonradiative a to be converted into radiative excimers.

Enhancement and quenching of dL/dx and dL/dE

The quenching processes of higher-level excimers regenerated
such as d3 are not important, since the linear relation of Eq.l
is held in the present density. In general, most helium excimers
suffer slightly quenching by their collisions, as shown
previously [4,5]. It seems more likely that excited helium atoms
or cations, formed initially or intermediately through reaction 1
( doubly excited states exceed ionization potential), are at too

high density to find two ground-state atoms for excimer

formation by three body process.

Excitation-density dependence of dL/dx and dL/dE

Now, the variation of dL/dx and dL/dE is discussed regarding
with the excitation density instead for using dE/dx, since dE/dx
means energy gain of a target in a cross section of width dx at
the depth x but doesn’t mean the excitation density. We suppose
tentatively that the significant track is composed principally of
a core part and a radius due to a haloc part can be neglected. 1In
case ‘of the ion energy concerned here, less than a few hundred

KeV/amu, ions can not eject many secondary electrons of



sufficient energy to excite helium atoms distant from the track
core [7)]. Since the track radius 1is approximated to be
proportional to the particle velocity based on Brandt-Ritchie
[3], the excitation density is proportional to (helium density) x
dE/(vzdx) or (helium density) x dE/(Edx).

Figure 5 is helium density dependence of dL/dx as functions
of the above excitation densities estimated along the depth of
the +track. The peaks of dL/dx coincide at the same excitation
density independently of the helium density. The enhancing and
quenching mechanisms aforementioned may be also appropriate since
they are dominated by the densities of excited states.

Figure 6 illustrates a remarkable finding that dL/JE peaks
at higher excitation density or at deeper track-depths after the
peak of dL/dx. The peak shifts towards higher excitation density
with increasing helium density, which means the rise of new
processes for enhancement of dL/dE, apart from the effect of
high-density excitations. These peaks cannot be explained by

scintillation theory, and have not been found 1in scintillation

experiments. To explain the increases observed in the present
study, therefore, some extra mechanisms must be taken into
account. Increase in dL/dE means an increase in the conversion

rate of the energy deposited to the luminescence or a decrease in
W in Eq. 1. As for candidates for these mechanisms, direct
excitation and charge exchange processes may be proposed. The
former is efficient as luminescence process, since it can produce
excited states without energy loss by sequential processes of
ionization, recombination, and relaxation to radiative excited
states, The latter is a process contained not in the <calculation

of stopping power.
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Fig. 5. dL/dx vs excitation density and its helium-density dependence. The excitation density was assumed to be described by
(helium density) X (d £/dx}/E. The notation, GRCCM, in the abscissa stands for the helium density. The perpendiculars from the
curves 10 their bottoms shows the positions of the maximum stopping power. Both ordinate and abscissa are ir arbitrary units.
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Fig. 6.dL/d E vs excitation density and its helium density dependence. Both ordinate and abscissa are in arbitrary units.

According to Lindhard and Scharff [13], stopping power is
proportional to the velocity in low-ion-energy region such as our
case and hence (dE/dx)/E is proportional to 1/velocity.
Actually, a plot using 1/v showed that peak positions coincide
closely. This result may support our proposal of charge exchange
and direct excitation processes, since these processes are
principally dependent on the velocity. Alternately, peaking
may occur if there are errors of stopping power. Northcliffe

calculated stopping powers based on Lindhard's theory in a



region of low energy ions. An unnatural bend is recognized in a
low energy region of a plot of dE/dx vs. energy of Northeliffe’s
data. Although this bend didn’'t 1lead aforementioned peaking,
further experiments may be required with remarks for
applicability of Northcliffe's data and Lindhard’s theory in low
energy ions as the present system, along with the correction for

extra processes aforementioned.
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A NEW CANDIDATE FOR THE RESIDUAL DEFECT
IN A SILICON SURFACE BARRIER DETECTORY

Ikuo Kanno
Japan Atomic Energy Research Institute

Tokai-mura, Naka-gun, Ibaraki 319-11, Japan

INTRODUCTION

The pulse height defect (PHD) in a silicon surface barrier detector (SSB) kas been
a great interest in view of both experimental and theoretical efforts. The PHD has been
considered separately as, (1) energy loss in the entrance window, (2) energy loss by nuclear
stopping and (3) energy loss caused by other effects. The theme researchers have been
concerned is the third defect, called residual defect.

The residual defect was atiributed to the recombination of electrons and holes which
were created by an incident particle and formed a plasma column. Numbers of works have
been carried out to explain the residual defect by estimating the number of recombined
electrons and holes.?)~7) The researchers, however, did not pay any attention how the
plasma column was formed and eroded.

Models of formation and erosion of the plasma column were proposed by the present
author®) for the consistent understanding of the residual defect and the plasma delay,
another unfavorable feature of the SSB. With these models, the electric property of a
plasma column was predicted to change from conductor-like to dielectricity-like, when it
started to erode. Following these models, the author reported a model of charge collection
process in the SSB?®), applying Ramo’s theory?).

This paper proposes another candidate for the residual defeci. An application of the
model of the charge collection process leads to the another origin of the residual defect

than the recombination of the electrons and holes. A new candidate for the residual defect



is the incomplete charge inducticn by the electrons and holes inside the dielectric plasma
column. With this consideration, the depletion layer thickness dependence of the residual
defect, which was firstly reported by Schmitt et al!') and has not been reproduced by
the models of recombination, is easily explained. The experimental results of the residual
defect which were measured by two SSBs with 362Qcm and 2100Qcm in resistivity for 58Ni

ions were presented and were analyzed by the model of incomplete charge induction.

THEORETICAL

A schematic drawing of depletion layer of an SSB and a plasma column are shown in

\

Fig. 1.

Field
Strength
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Fig.1 Schematic drawing of SSB and plasma column

According to the Ramo’s theorem, the induced charge AQ is proportional to the

distance of electron and hole movements Az,

AQ =e-Ad—z. (1)

When the electron and hole reach the positive and negative ends of the depletion layer

after moving the distance d, the unit charge e is induced. The depletion layer thickness d



is given as a function of bias voltage V' and the resistivity of an SSB, A,
d=(2x10"24AV)3, (2)

where, g, is the electron mobility.!2)-1%)

The plasma column is assumed to have cylindrical configuration with homogeneous
electron-hole density inside it. As described in the introduction, the plasma column has the
dielectric property at the time of erosion. The negative and positive charges are induced at
the top and bottom surfaces of the dielectric plasma column. They screen the movement of
carriers inside the plasma column from the positive and negative electrodes. The distance
of electrons and holes moving inside the plasma column is not effective to induce charges
on the electrodes. In the followings, the distance of electrons and holes moving inside the
plasma column is calculated.

An electron inside the plasma column moves toward the positive end of the depletion

layer according to the equation®,
2e(t) = d - (d - zo)ezp(~G(t)/7), (3)
while the top position of the plasma column approaches to the electron®,
li(t) = d — (d — bo)ezp(pnG(t)/peT). (4)

Here, py, is the hole mobility and G(t) is a function of time ¢.2) From these two equations,

the point that the electron escapes from the plasma column . is calculated as,
ze=d_(d_zﬂ)“—"‘fﬂ(d—lo)“_¢%: (5)

Integrating Eq.(5) for the initial point of the electrons z¢, the total distance of electrons
moving until they escape from the plasma column AX, is obtained as,
1 Betpn 2 loy e
— — _12 2 —_ — Z\Y#etsr .
aX,=Splud- Jh+ LB prn by lymEsy )
Here, S and p are the cross section and electron-hole density of the plasma column. Simi-
larly, the total distance of holes moving until they escape from the column AXj} is calcu-

lated as,

1 e + l Jpetrp ,
AX, = Sp[ilg —lpd + Hdz{l - (1 - Z) u¢+:,. }J (7)



The total distance of electrons and holes AX which does rot contribute to the charge
induction is described as,

AX = AX.+AX,

e + ph loy2 loy e fe + pa Jpetup
=S 21 He T Bh_ 1 - =) — (1 - Z)Yretin (13 p¢+#h
[ A=) - (- g) = b 1= ) i
The total distance D after the whole electrons and holes inside the plasma column arriving

at the electrodes is calculated as,

The effectively induced charge quantity Q. is obtained as,

Q.= 22X, (10)

where Qg is the number of electron-hole pairs created by an incident charged particle.

In Eq.(10), the number of induced charge is derived for the “completely dielectric”
plasma column. The plasma columns formed by charged particles with various mass num-
bers, atomic numbers and energies have, however, the electron-hole densities which range
to some orders of magnitude. The screening of the inner movement of carriers from the
electrodes is expected to change according to the carrier density of the plasma column.
The “screening factor” should be multiplied to AX to calculate the appropriate collected
charge.

The screening factor f is assumed to have the following conditions, (1) for the com-
pletely dielectric plasma column f = 1, (2) for the plasma column with carrier density p

less than critical density p., f = 0. We define the screening factor f as,
£p) = c(p— pe)*, p > pe

=0, P < pe- (11)

Here, ¢ is a normalization constant and k the exponent. The critical carrier density will
be determined referring to o particles and other light particles which have been reported
to have small residual defect?).

The residual defect A, is obtained as,

A, = wQof(p) X, (12)



where w is the energy to create a
pair of electron and hole. The col-
lected charge ratio Q./Qq is calcu-

lated as,

Q. AX
-1 o) 5 (13)

Here, calculated results of collected
charge ratio are presented assum-
ing the screening factor as, 0.25,
0.5,0.75 and 1. Collected charge
ratios are shown in Fig.2 for the
plasma columns with the lengths
of (a) 10pm (almost equal to the
range of the fission fragment of ~
0.5 MeV/amu) and (b) 20pgm (~
1 MeV/amu) as a function of the
depletion layer thickness. The bias
voltage dependence of the collected
charge ratios are given in Fig.3 for
the SSBs of 350, 700 and 2100Q2cm

in resistivity.

EXPERIMENTAL

Experiments were carried out
using the Tandem Accelerator of
Japan Atomic Energy Research In-
stitute. Nickel ions were injected to

an SSB with energies of 109.0 and
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Fig. 2 Collected charge ratios as a function of de-
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160.0MeV. In the experiments, two SSBs were employed (ORTEC F-series, effective area
300mm?). The resistivities of the SSBs were 362 and 2100 Qcm, respectively. Measure-
ments were carried out at ten bias voltages up to 90 and 200V for the SSB of 362 and
2100Qcm, respectively. The measured peak channels of the pulse height are shown in Fig.
4 as a funciton of depletion layer thickness. The full width at half maximum of the pulse
height is almost the same size as the symbols.

For the determination of the energies spent to produce electron-hole pairs Ey, the
window defect A, and the nuclear stopping defect A, were calculated. The nuclear
stopping defect was calculated following the method of Wilkins et al.?) The window defect
and the plasma column length (range of charged particle) were calculated by the code
OSCAR'S), which employed the semi-empirical formula of Ziegler et al.!®) In Table 1,
window defect and nuclear stopping defect are presented as well as lengths of plasma

columns.

Table 1 Energies deposited in SSB

E:' Aw A-,. Eo l
(MeV) (MeV) (MeV) (MeV) (pm)

109.0 0.4 0.9 107.7  18.0
160.0 0.4 0.9 1585  24.5

For the determination of the screening factor, the linear response of pulse height analyzer
is employed,

E=ay+b, (14)
where E is the energy of nickel ion measured by an SSB, y the channel number of pulse
height peak, a and b are constants which must be determined. Here we rewrite Eq.(13) as,

Eix = Eoi(1 - fi - gin)s (15)
where subscript i and k indicate the energy of incident particle (i = 1,2), and the data

point (k = 1, N, N:number of data points). The variable g; , is a function of plasma column



length I and the depletion layer thickness d as,

gih = 9(li, d)
et g bye g by Bt g o byiEsn
=T w10 ) Qg ) b g - ()R as)

The correlation between the pulse height y; x and the energy is written as,
Eix = Eoi(1— f; - gin) = v + bi. (17)
With two data points of the same particle, the constants e and b are determinted as,

& = gil — Gik f:Eo;,
Yie — ¥Yig

Giaw¥il — Gii¥ih
b = {1+ =——"—"—""fi; Bo;,
{ Yik — Uil 'f} 0
(k,I1=1,N,l# k), (18)

Equating a; and a3, b; and b,, screening factors aze derived as,

(vi.x = %) Eoj — Eoi)(gj,n ~ 9j,m)

fi = )
Eoi{(gjin — 9im N gin¥it — Ga%in) — (9i0 — Gk} Fm¥Uim — Gin¥j,m)}
(i=1,2,j# ‘))(k)l =1,N,l# k)l(m)n =1,¥.n # m). (19)
Calculation should be carried out 1000 . . . ; .
with the data taken at high elec- = 158.5 MaV
. ) g 900[-----ewemeenooo B e =Ty
tric field strength to avoid the ef- g . Foastlll
fects which would be induced under - 800f 1
£
weak electric field strength, such g 700t
as trapping and recombination of @ 107.7 Mev
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Fig. 4 Pulse heights of rickel ions. Experimental
data are shown in symbols (with e 362Qcm, @
employed. In Eqgs. (18) and (19), 2100Qcm SSB). The meanings of solid and dashed
lines are explained in text.

SSB of 36200cm in resistivity were



every combination of (k,l) and (m,n) was calculated. The calculated results were simply
averaged, because the full width at half maximum of each data is almost the same. The
constants a and b were determined as, 0.18MeV /channel and 1.07MeV.

The screening factors of the plasma column which were produced by nickel ions with
energies of 107.7 and 158.5MeV were obtained as 0.21 and 0.16, respectively. The energies
which should be observed by the SSBs are calculated by Eq.(15), transferred to pulse
heights by Eq.(17) and are shown in Fig.4 by solid lines. The dashed lines in Fig.4 indicate
the pulse heights which correspond to the energies Ep in Table 1.

DISCUSSIONS

The charge collectior ratios are presented for the plasma column lenghts of 10 and
20pm in Fig.2(a) and (b). At the depletion layer thickness 100pm (362Qcm SSB with bias
voltage 100V), the charge collection ratios are 0.99 and 0.98 for the plasma column lengths
of 10um and 20pum, respectively, with the screening factor 0.25. The difference between the
collected charge ratios is rather small, however, it becomes greater for the case of greater
screening factor, i.e., in the measurement of heavy ions with low energy. Thicker depletion
layer is preferred when the detected charged particles range various mass numbers and
energies, for the accurate determination of their energies.

The dependences of the residual defect on the resistivity of SSB and on the bias voltage
have been a difficult problem to be solved for the model of recombination effect. The
principle of the model of recombination is that the number of recombinations is greater/less
in the weaker/stronger electric field strength in the depletion layer. The maximum electric

field strength Fy,,, is determined by the bias voltage and the depletion layer thickness,

Fres = % x (%) % (20)

With this point of view, the pulse height measured witl: the SSB of lower/higher resis-
tivity should be higher/lower, applying the same bias voltage. This prediction has been

contradicted to the experiments.!?) The model of incomplete charge induction explains this



experimental result, easily. With the same bias voltage, the thickness of the depletion layer
is greater in the SSB of higher resistivity. The distance of the carriers moving inside the
plasma column becomes smaller portion of the depletion layer thickness and the collected

charge ratio becomes greater.

The difference between the dashed line and the experimental point in Fig. 4 has been
called the residual defect. As shown in Fig. 4, the experimental result of pulse height, i.e.
the residual defect is excellently reproduced by the model of incomplete charge induction.
The experimental results obtained by the SSB of 2100Qcm resistivity look slightly lower
than the theoretical curves, however, they are in the error bars which are almost the same
size of the symbols. Figure 4 indicates the validity of the model of incomplete charge
induction. It does not prove, howevcr, that the recombination of electrons and holes does
not play an essential role. The author thinks that the direct evidence of which the main
cause of the residual defect is, the recombination or the incomplete charge induction, will
be obtained by experiments employing a calorimeter. The thermal output of the SSB will
vary with the bias voltage if the recombination is the main cause of the residual defect, on

the other hand, it will stay almost the same in the case of the incomplete charge induction
being valid.

CONCLUSION

The candidate for the residual defect in an SSB was proposed. The new origin of the
residual defect was the incomplete charge induction by electrons and holes inside a plasma
column, which had dielectric property. With this model, the dependences of the residual
defect on the applied bias voltage and on the resistivity of the SSB were clearly explained,
which have not been reproduced by the model of recombination of electrons and holes. A
method of analysis employing this model was also proposed. The experimental results of
the residual defect of **Ni ions of 107.7 and 158.5MeV in energy were reported and were
successfully explained by the model of incomplete charge induction. Applying this model,

the energy of charged particle would be determined more accurately than before.
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THE ENERGY SPECTRA AND MEAN ENERGIES OF EMITTED FROM
THE METALLIC ELEMENTS IRRADIATED BY ¥Co I-RAYS.

MASAMOTO NAKAMURA AND YOH KATOH
Tokyo Metropolitan College of Allied Medical Sciences

1.INTRODUCTION

Many studies on mono-energy electron beam transmission
through materials have been reported up to the present, but on
the contrary, studies on the transmission of secondary electron
produced in irradiated materials have rarely been carried out. It
is thought that this is due to the prospect that all problems of
electron transmission through materials can be resolved by apply-~
ing results in the case of the above electron beam transmission,
but the prospect is right only in principle. The problem of
secondary electrons produced in irradiated materials has many
physical and geometrical complexties which never arise in the
case of the electron beam normally impinging against the material
layer.

Within Gamma irradiated materials, the production points of
secondary electrons are distributed in the whole parts of the
materials, the movement directions of produced electrons have an-
gular distributions and recoil electrons have energy distribu-
tions as in Compton's scattering. For such reasons, the infoma-
tion obtained in the case of the mono-energy electron transmis-
sion through materials can not be directly used in order to
resolve the problem of secondary electrons produced in Gamma ir-
radiated materials.

Because various applied fields using X-ray or Y'~ray irradia-
tion exist actually, the preparation of secondary electron data
directly used in such applied fields is so important. The authors
have then continued studying on secondary electron behaviors in
materials and have keenly felt the need of the quantitative
studies which are rarely carried out.

In this paper, the changes of the electron energy spectra
with the sample thicknesses of a right element, Al, and a heavy



element, Pb, and the atomic number dependence of the mean
energies of secondary electrons emitted from various elements
with electron equilibrium thicknesses for the emitted electrons
are reported, including the spectra of secondary electrons from
the surfaces of various elements irradiated by *’Co and “Cs ¥ -rays

1, 2>

which have already been published.

2 .EXPERIMENT

A sector type double focusing g-ray spectrometer was used
for measurement of the energy spectrum of electrons emitted from
the surface of the metallic element irradiated by f-rays as
showen in Fig. 1. Characteristics of the spectrometer were as
follows. A reference radius s 2 defrection angle ¢, distance be-
tween the source point and magnetic pole boundary t, dispersion D
and magnification M were §$=150mm, ¢ =180°, t=280mm, D=4 and
M=-0.61, respectively. The momentum spectrum measured with"“Cs g
-ray source was shown in Fig. 2. Gamma rays from a ¥ -ray source
passed through a 100mm long lead collimetor, were incident per-
pendicularly upon the sampie surface after penetration through a
wall of the scattering chamber. Secondary electrons emitted from
the chamber wall were eliminated by a small magnet placed between
the wall and the sample. The small magnet was covered twic by M
metal so as to cut off magnetic stray field about the sample less

than 5G.
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The ¢ -ray beam area was given as 8x13mm* by the lead col-
limetor attached to the wall side of the small magnet. The
entrance slit of the spectrometer was a circular aperture which
subtended 10° at a point on the sample. Therefore, if measurments
of the energy spectra are made at each anglar step of 10° from
T-rays beamdirection to 90° and the spectrum obtained was in-
tegrated over the energy and solid angle, the number of all
electrons emitted forward from the sample surface is evaluated.
For this purpose, the sample held at the sample position in the
spectrometer was turned around the vertical a-is in the sample
holder togather with the beam system.

The quantity measured by a @-ray spectrometer is a momentum
spectrum of electrons as shown in Fig. 2, so it 1is turned into
the energy spectrum by using the well known relation of the
momentum to the energy, in consideration of the width of the exit
s1it and the dispersion of the spectrometer. The intensity of the
energy spectrum is then expressed by the number of electrons per
energy width of one kev. Secondary electrons emitted from the
baffles and the wall of the spectrometer irradiated by scattered
t-rays were measured under the condition of no sample as back-
ground and subtracted from the measured spectrum.

The exit slit width was determined to be 8x10mm® in con-
sideration of the ¥ -ray beam width on the sample and magnifica-
tion of the spectrometer. A GM counter with 1.5mg/cm® thick mica
window was used for an electron detector and its counting rate
for electrons with the energy less than 95keV decreased and
electrons below about 75keV could not be detected. The signals
from the GM counter were recorded by a X-Y recorder after passing
through an amplifier and a rate meter together with the intensity
of magnetizing current of the B-ray spectrometer.

The energy resolving power of the @ -ray spcctrometer was
1.6% and the degree of vacuum was 6.7x10°® Pa during this
experiment.

Samples of C, Al, Cu, Mo, Sn, W and Pb were selected so as
to cover the whole atomic number range of the elements and their
thickness were chosen to insure secondary electron equilibrium in

the sample irradiated by “Co T-rays. In this experiment Rma =0.59

g/cm?,



Intensity of $°Co ¥ -ray beam was determined by analysis of
photopeak data obtained with the ¥ -ray spectrometer having a
14in. x1in. NaI(T1l) scintillation crystal, and intensity of
1.33MeV t-ray beam was 1.99x1d.photons/cm’-sec and that of
1.17MeV Y -ray beam is the same as the value for 1.33MeV ¥ -ray
beam becuse of characteristics of“Ni nuclei for gamma decay. For
the Cs source used, the activity was extremly high ( 20GBq), the

beam intensity was then not measured.

3.EXPERIMENTAL RESULTS

Plate samples comprising C, Al, Cu, Mo, Sn, W and Pb were
irradiated with Co -rays and the energy spectra of the secon-
dary electrons forward emitted from each plate sample are shown
in Fig. 4 and 5. The spectral intensity 1is represented as the
number of electrons per photon and per 1keV width. Fig. 3 shows
the energy spectrum of Al sample for each angle. In this figure,
for each scattering angle, the energy of the Compton ricoil
electron emitted at each angle by 1.33MeV ¥ -rays is shown by
arrows. The spectra of an angle of 50°, 70° and 90° were omitted
because these figures are complicated. Beyond an emission angle

of €0°, most electrons are emitted at small angles from the atoem
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by Compton scattering, and they reach the surface. Therefore, the
emission angle of these electrons was shown to be greater than
60°. Fig. 6 shows the results for Al and Pb samples irradiated by
the “*7Cs t-rays. The sample thickness is 280mg/cm?, which equals
the maximum range of the photoelectron produced by 662keV ¥-rays.
In the irradiation by ¢Co ¥ -rays, the W and Pb samples, which
have large Z values,show photo peaks. In contrast, in the ir-
radiation by “"Cs F-rays, the Pb sample shows not only the peak
for the K orbital electron but alsoc for L orbital electron. When
the sample thickness is the same as the maximum range of the
emitted electron, a photo peak is observed. It can therefore be
presumed that the shape of the spectrum does not change even if
the sample thickness increases. The reason i1s that the secoundary
electron generated in a position deeper than the maximum range
does not contribute to surface emission. However, it can be ex-

pected that, when tha sample thickness
increases to the point where absorption
of T -rays cannot be neglected, the
spectral intensity will decrease without
any change in spectral shape. The con-
2 tribution of the sample thickness to the

energy spectrum was compared with the

INTENSITY (arb. unit)

empirical formuld? that is, the formula

representing the quantum efficiency
Li» (number of electrons emitted by a
photon) in the forward 2 ®direction with

ENERGY (Kev) the thickness of the maximum range of
Fig. 6



&
the secondary electron, obtained by other workergf,The results

were in good agreement.

For a sample of which the thickness differs from the
electron equilibrium thickness, the spectrum was measured using
1mm thick (0.27g/cm?), 0.5mm thick (0.135g/cm*) and 0.3mm
thick (0.081g/cm*) Al, and 0.22mm thick (0.24g/cm?) and 0.07mm
thick (0.079g/cm?*) Pb. The results are shown in Figs. 7 and 8.
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When the sample thickness became thinner the spectral shape
changed. The reason may be considered to be as follows; among all
Compton electrons, the proportion of electrons that are multiply
scattered and emitted from the surface at a large emissiton angle
with decreasing energy decreases as the sample thickness becomes
thinner. This result agrees with Minato's Monte Carlo calculatiod
within the range of error.

To estimate the effect of the recoil secondary electron,it
is necessary to evaluate the ratio of the emitted electrons per
incident photon, that is, the guantum efficiency of the recoil
secondary electron and the mean energy of all the electrons
emitted. We have already reported the quantum efficiency. In this
paper,the mean energy 1s calculated using the energy spectrum
(E) of the total forward-emitted secondary electron.

The mean energy <E> of the secondary electron is determined

by the following formula if €=x(E) is known.
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In the calculation,the energy interval is divided and the

divisional quadrature method is applied.

Z.:EI ‘e (E)AE,
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Over the whole range, the energy interval is divided into

equal energy width ( E), and the following equation is obtained.

Z|; Ei« €. (Ey)

DR Y

The result of calculations and the quantum efficiency E€EiudZ)
are shown in Table 1, and the dependence of the mean energy on
atomic number is shown in Fig. 9. For the mean energy <E> of the
surface-emitted secondary electron; in samples with an atomic
number of Z up to 20, the value <E> increases as Z rises; in
sample of 20<Z<50, <E> virtually remains the same; and where
50<Z, <E> increases again. Such behavior can be explained from
the spectral shape for each sample. In the case of sample with
small Z, such as C and Al, the secondary electron comes from Com-
pton scattering, and the energy range of the emitted electron is
from O to +the Compton-edge. A characteristic of the energy
spectrum in this region is that the low energy component
decreases as Z rises. Accordingly, the mean energy increases with
Z. In the case of R0<Z<50, the secondary electron derived from
the photoelectric effect is observed in the energy spectrum.
However, the contribution of photoelectrons to the number of
emitted electrons is extremely small, and 1t can then be con-
sidered that the 2% effect of the cross-section of the
photoelectric effect is not important. Additionally, the shape of

Table 1
Elesent C Al Cu Mo Sn v Pb
Atomic number 6 13 2 42 50 m 82
Thickness [g/cw?] 1.01 0.54 0.45 0.72 0.58 0.58 0.62

Quauntus efficiency®
€2 (D) 8.4X10°? 7.86X10°® 6.23X10°% 5.46X10°° 5.23X%10°® 5.66X10°? 6.20%10°3

[Electrons/Photon]

Mean energy [keV] 563.4 585.8 631.5 §31.1 634.2 694.3 734.3

“from Reference 2



™ the energy spectrum shows little change

and then the mean energy is almost
; constant. In the case of 50<Z, the
’ photoelectric peak gradually becomes

//A noticeable and the above Z¥ effect is
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- important. Consequently, it 1is con-
// sidered that the high energy electron
/ component increses with Z which results

5501 -—

AR in an increase in mean energy.
s
In this study, the precision in detecting an electron below
100keV was low because of the difficulty in distinguishing it

from the background. We intend to overcome this problen.

4 . SUMMARY

The energy spectra and the mean energies of forward emission
electron from Gamma ray irradiated metallic elements have been
measured using a double focusing g-ray spectrometer. The Gamma
ray sources used were ““Co and*’Cs.Sample measured were C, Al, Cu,
Mo, Sn, W and Pb. Their thickness were chosen about equal to the
maximum range of a 1.33MeV photoelectrons so as to ensure
electron equilibrium.

The mean energies of secondary electron spectra for C, Al,
Cu, Mo, Sn, W and Pb sample were 563, 586, 632, 631, 634, 694 and
734keV, respectively. The energy spectra have been measured for
the Al and Pb sample of which the thickness differ from the
electron equilibrium thickness for *Co f-rays irradiation. When

the sample thickness became thinner the spectral shape changed.
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Si(Li) X-RAY SPECTROMETER ATTACHED TO ELECTRON MICROSCOPE
COOLED BY LIQUID NITROGEN AT THE TIME OF USE

JEOL LTD E.Watanabe, M. Taira
INS Univ. of Tokyo K. Husimi

1. Introduction
There are folluwing two key techniques in developing this spectrometer
(1) to obtain a stable Si(Li) detector with no degradation of
chracteristics when keeped in a room temperature environment
(2) to evacuate residual out-going gases from the detector housing
The evacuation of gas has a practical importance for maintaining the
detector stable. We have solved this problem by pumping out gases using
the vacuum pumping system attached to the electron microscope before
cooling the detector with liquid nitrogen.
Therefore, we will mainly discuss the problem of Li ion drifting pointed

oul by the above key technique (1).

2. Use of a high purity P type silicon crystal as the starting material

(1) Improvement of room temperature stability of the Si(Li) detector

It has been thought that degradation of characteristics of the Si{Li)
detector is caused by thermal diffusion of Li ions. Based on this reason,
we have thought that use of a high purity silicon is suitable to the
starting material of the detector, which minimizes the amount of drifted
LLi ions in the detector.

We have found by using SEM that the Li drifted silicon is not intrinsic
as believed up to now but N type material'*?*'. We have also found that a
high resistivily P type silicon compensated by donor impurities such as
residual phosphorous ions is not suitable for the starting material,
because such donor impurities play a role of limiting factor of Li ion
drifting?’. This problem will be discussed in the following section.

(2) Lithium acceptor compensation and donor acceptor compensation

A high purity P type silicon is not always suitable for the starting
material of Li ion drifting, if it contains much of donor impurities
This is understood as follows.

The impurity distribution and the electric field strength in the Li ion



compensated layer is shown in Fig.1. With increase of Li drifted layer,
the field intensity in front of the Li diffused surface become weak and
finally it becomes zero. After arriving at this condition, no more Li ion
drifting can proceed.

The donor concentration Ny' of the Li drifted region shown in Fig.1 is
supposed to be less than N; of the starting material. This is due to the
fact that a part of acceplor ions makes pairing with the nearest neighbour
of donor ion, so that these acceptor ions can no more become partners of
Li ion compensation.

Let us consider a sphere with a radius R around each donor as shown in
Fig.2. We assume that the negative charge of the acceptor contained in
this sphere is neutralized by the positive charge of the residual donor
located at the center of the sphere. The average number of acceptor
contained in this sphere is (47 /3)R*N, ., where N, is the acceptor density
of the starting material. If this value is less than 1, it means the
probability that one sphere with acceptor is found in several spheres with
out acceptor. Let us consider spheres with the radius R around all of the
donors, then (4z /3)R*N.N; is the average number of acceptor which is
found near the donor within the distance R. Donors are lost in amount of
this value by this donor acceptor compensation. Then,

Neo = Na - (4m /3)R*N,Ny
Nael 1 - (4m /3)R¥N, )
= Ni-¢ (R.Na)
The survival rate of donor ¢ (R,Ns) is shown in Fig. 3 as a function of N,.
With increase of acceptor density Nis, the rate ¢ (R, N.) becomes small and
finally it vanishes when the acceptor density becomes Na.o = 3/(4z R%).

In the case that the acceptor density of the starting material is larger
than N,p, all of the donor ions are compensated by the acceptor ions. So
that the Li drifted layer obtained by using such kind of silicon becomes
intrinsic material.

On the other hand, in the case that the acceptor density of the starting
material is lower than 10'%/cc, acceptor ions and donor ions are separeted
by a distance of more than 10'® ¥ lattice constant. There is no interac-
tion between such acceptor ions and donor ions far separated each other,
therefore Li ions make pairing with acceptor ions. The Li drifted layer

becomes N type material caused by the remaining donor ions.



As the conclusion, it is important to use the material with low donor
concentration when the high purity P type silicon is used as the starting

material of the Li drifted silicon detector

3 Degradation of vacuum caused by out-going gases in the detector housing
Qut-going gases from the detector housing accumulate on the surface of

the detector when it is cooled. This causes a lowering of the detector

characteristics. Fig.4 shows an example of degradation of vacuum in the

detector housing through sevsral temperature cycles.

4 Conclusions

(1) 1t has been thought that oxygen in silicon is the cause to hinder the
drifting of Li ions, but this is cowpletely overcome by the recent
progress of the silicon purifying technique

(2) We have found that the true cause of trouble in the Li ion drifting
is the remaining donor such as impurity phosphorus in the material.
This becomes eminent when a high purity P type silicon is used.

(3) We have obtained Li drifted silicon detector which does not degrade
the characteristics even being stocked in a room temperature environ-
ment by using the high purity P type silicon.

(4) The Li drifted silicon detector thus obtained has a good energy reso-
lution in a relative low bias voltage like 500V. This is the reason
that we does not used the high purity silicon without Li drifting.

(5) The Li drifted layer has N type conductivity due to residual doner
ions. A part of donor ions is thought to be compensated by acceptor
ions contained enough in the P type material. But details of this
donor-acceptor compensation are needed to be made clear.

(6) The out-going gas in the detector housing is evacuated by the vacuum
pumping system attached to the electron microscope before cocling
by liquid nitrogen. This is another essential technique to realize

the spectrometer cooled by liquid nitrogen only at the time of use.
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DEVELOPMENT OF AN ELECTRONICALLY BLACK NEUTRON SPECTROMETER
USTNG BORON-LOADED LIQUID SCINTILLATOR

Takahiko AOYAMA, Kiyonari HONDA and Chizuo MORI
Department of Nuclear Engineering, Nagoya University
Nagoya 464-01, Japan

Katsuhisa KUDO and Naoto TAKEDA
Electrotechnical Laboratory, Tsukuba, Ibaraki 305, Japan

1. INTRODUCTION

Energy measurement for ultra low-level neutrons requires
the use of highly sensitive neutron detectors which can derive
energy spectra directly from pulse height distributions
without unfolding. One of the detectors would be the scintillation
neutron spectrometer used by S.E. Jones et al.l) to confirm
the emission of 2.45 MeV neutrons frem '"cold nuclear fusion™.
Although they used the combination of organic scintillator
/moderator and 6Li—doped glass scintillator as the detector,
the spectrometer devised by D.M. Drake et al.z) using BC454
boron-loaded plastic scintillator would have a better energy
resolution and a higher detection efficiency for the same
detector size.

The present paper describes the development of an
electronically black, totally absorbing neutron spectrometer
using BC523 boron-loaded liquid scintillator as the detector.
This spectrometer is expected to have a higher energy resolution
than the BC454 scintillation spectrometer because of a
higher light output and a larger hydrogen/carbon ratio of
the BC523 scintillator.

2. PRINCIPLE AND METHODS

The detector used for the measurements is a 12.7 cm
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diameter by 7.62 c¢cm long liquid scintillator made of BC523
(Bicron Corporation) and coupled to a Hamamatsu R1512 photo-
multiplier tube (PMT). BC523 is a 5% natural boron-loaded
liquid with isotopic abundances of 80.2% ''B and 19.8% '8,
resulting in a 10B content of about 1% by weight. The
density and hydrogen/carbon ratio of BC523 quoted by Bicron
are 0.916 gm/cm3 and 1.738, respectively. Its light output
is 65% of anthracene, as compared to 48% for BC454 boron-
loaded plastic scintillators).

The principle of the spectrometer is described as
follows. A fast neutron that enters the detector can be
quickly thermalized in a few nanoseconds, primarily by
proton recoil interactions with the hydrogen in the scintillator,
and produces a prompt signal that provide a measure of its
initial energy. The thermalized neutron is finally captured
by 10B in the scintillator if it is not scattered away from
the scintillator, emitting a definite size of light output
by the reaction of 10B(n,ay)7Li. Detection and measurement
of the reaction products provide a second pulse that signifies
the capture of a neutron. The time for the delayed capture
occurs on a time scale of microseconds. Hence, if we practice
height analysis for the prompt recoil pulse only when the
delayed capture pulse with definite size appears, we can
measure the total energy lost by a neutron through multiple
elastic scattering, the energy of the incident neutron.

Figure 1 shows the schematic diagram of the spectrometer.
Energy signal was derived from the dynode of the PMT and
timing signal was from the PMT anode through built-in emitter-
follower pre-amplifiers. Timing electronics consists of a
fast filter amplifier that outputs to a single-channel
analyzer (SCA) with energy window set to respond to the
delayed capture signal generated by the reaction 1OB(n,ay)7Li
(about 60 keV effectiv: electron energy in the liquid). The
amplifier signal also is sent to a SCA operating with the
integral mode that triggers a gate/delay generator used to
define the width and the delay time of the coincidence gate
pulse following the prompt recoil pulse. The delay time was

adjusted not to generate coincidence signal for a single
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event which triggers both SCAs. The SCA and gate/delay
signals must be in coincidence to signify a valid neutron
capture event in a given gate pulse width after the prompt
signal. These valid signals were used to open the ADC gate
and the prompt recoil pulses were height analyzed.

Neutrons for the measurement were obtained from a 252¢¢
(50 pCi) isotopic source and from D(d,n)sﬂe reaction using
Cockcroft-Walton type and Van de Graaff type accelerators in
the standard irradiation field of the Electrotechnical

252Cf is essentially

Laboratory. The neutron spectrum frem
a continuum ranging to many MeV, and neutrons generated from
accelerators were monoenergetic from 2.4 to 5.0 MeV. For
runs with the 25ZCf source, since the liquid is also sensitive
to y-rays, a lead shield of 10 cm was interposed between the
source and the detector to reduce the intence vy flux from

the source. For all the measurements, the neutrons were
directed along the axis of the detector, normal to the

surface opposite the PMT.

w
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Fig. 1. Schematic diagram of the neutron spectrometer,

— 103 —



3. CHARACTERISTICS AND PERFORMANCE
3.1. MEAN CAPTURE LIFETIME

The primary function served by the boron in BC523 is to
provide a detectable signal for nearly thermalized neutrons.
The cross section for 10B(n,ay)7Li follows a 1/v law for
neutron energy E <200 keV. The resulting absorption probability
is therefore exponential with time constant,

T = (Nov) 1, (1)
independent of neutron energy. Here N is the number density
of 10B nuclei in BC523 scintillator, occv_l is the cross
section for 10B(n,a)7Li, and v is the speed of the neutron.
Evaluating eq. (1) using N=5.29x1020cm~3, 0=3837x10 %%cn? at
v=2.200x10°cm s-l, we obtain t=2.24 us.

Time dependence of delayed capture pulse after prompt
recoil pulsé was measured using the 2Cf source. The data
were acquired in 0.67 pus time bins for delays of prompt
pulses from 1 to 9 ps. The result of the measurement, shown
in Fig. 2, was obtained by subtracting a constant component
by accidental coincidence which was independent of the delay
time. Figure 2 reveals that coincidence counting rate
decreased exponentially with delay time with a time constant
of 2.20 us, which was consistent with the calculated mean
capture lifetime of 2.24 us.

The measured value of the mean capture lifetime can be
used to determine an optimum width of the coincidence gate
pulse., The width should be kept as small as possible to
minimize accidental coincidence counting rate. On the other
hand, the width should be large enough to obtain a large
neutron detection efficiency. Since delayed capture pulses
of 90% and 99% appear in 2.3 and 4.6 times the mean capture
life time respectively, the optimum width for coincidence
gate pulses might be selected between these times considerating
the intensity of background Y-rays. Setting the gate pulse
width at 8.33 us, i.e. 3.87T, as an example, we obtained an
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accidental coincidence rate of 0.14 cps for background vy-

rays in our laboratory without any y-shielding, which was

7.6)(10—4 times smaller than the background counting rate of
180 cps observed with the same detector without coincidence
operation.

40

252Cf source

10 F

Mean Capture Lifetime

1k = 2.20 usec

Coincidence Counting Rate (cps )
o~
T

0.4 1 1 1 1 1 1 1 H 1
0 1 2 3 4 5 6 7 8 9 10

Time After Prompt Recoil Pulse ( usec)

Fig, 2. Time dependence of delayed capture pulse.

3.2. NEUTRON ENERGY RESPONSE

Pulse height distributions for monoenergetic neutrons
and for neutrons from the 252Cf source were measured setting
the coincidence gate pulse width at 8.33 us.
Figures 3(a) and 3(b) show pulse height distributions
for 2.4 and 5.0 MeV monoenergetic neutrons respectively. It
is seen from these figures that the distributions for monoenergetic
neutrons did not have single peaks as would be expected but
had double peaks. This might be attributed to the difference
of light output by recoil protons whether total energy is

lost by a single elastic collision or by multiple scattering.
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Low-energy upturns of the main peaks in Figs. 3{a) and 3(b)
could be explained by the existence of low energy secondary
neutrons and by accidental coincidence of fractionary energy
loss events. Intrinsic efficiencies of the neutron spectrometer
for monoenergetic neutrons were measured to be 2.9% and 1.2%
for 2.4 and 5.0 MeV neutrons respectively.

Figures 4(a) and 4(b) show pulse height distributions
for the ZSZCf source, where Fig. 4(b) was obtained without
using the ADC gate as in Fig. 1. In Fig. 4(a), we can find
neutron energy spectrum as expected for 252Cf 4), while in
Fig. 4(b), Compton edges by y-rays emitted from neutron
capture reaction by 10B (EY=482 keV) and from environmental
4OK (EY=1.46 MeV) were observed. Since the detection efficiency
decreased with increasing neutron energy, and considerable
secondary neutrons entered into the detector, observed
counts in Fig. 4(a) decreased more rapidly than the exponential

decrease with increasing neutron energy.

4, CONCLUSIONS

We developed an electronically black neutron spectrometer
using boron-loaded liquid scintillator BC523.

Pulse height distributions obtained for monoenergetic
neutrons were slightly complicated having double peaks. The
present spectrometer, however, might be possible to derive
neutron energy spectra without unfolding from pulse height
distributions for the case where strict energy spectra are
not required as for low-level environmental neutron measurements.
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AN IMPROVEMENT IN LOCATING THE COMPTON
EDGE IN THE PULSE HEIGHT SPECTRA OF ORGANIC
SCINTILLATION DETECTORS

Mikio YAMASHITA
Electrotechnical Laboratory

INTRODUCTION

The Compton edge, which is the characteristic pattern
appearing in the pulse height spectrum in measuring gamma-
rays with organic scintillation detectors such as plastic
and liquid scintillation detectors, can represent the
energy of gamma-rays of interest, and therefore is conv-
niently used as & reference point to calibrate the pulse
height in terms of energy, as it is often referred to as
energy calibration of pulse heights. However, since the
Compton edge is always smeared to a varying degree depen-—
ding upon the inherent scintillation efficiency and the
energy resolution of the measuring system, it has been a
longstanding problem to determine its position with an un-
certainty of much less than a few precent in relevant ex-
periments in which high-accuracy energy calibration of
pulse heights is of essential importance. In this con-
nection, we have long before proposed a novel method of
locating the Compton edge in the pulse height spectrum
that is based on deconvolution of the measured spectrun,
along with a brief review of existing methods to treat the
problem.(l)

The new method relies on the idea that the very feature
of step edge which the Compton adge would originally have
possessed could be extracted from the measured pulse
height spectrum by carrying out a series of deconvolutions
with appropriate Gaussian functions assumed to allow
energy resolutions.

However, from a practical point of view, the method has
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awaited further improvements,especially with respect *to
the algorithm to allow the deconvolution to be accurately
and efficiently carried out. Fortunately, with the advent
of low-cost but high-performance personal computers in the
past few years, it has become possible to implement the
necessary deconvolution with reasonable accuracy on a
personal computer.

This paper aims to demonstrate a recent progress in the
relevant algorithm primarily developed for personal com-
puters, along with some examples of deconvoluting the

pulse height spectra.

ANALYSIS BY THE DECONVOLUTION METHOD
1.Principle

The measured pulse height spectrum g(E)is expressed in
terms of convolution integral between the energy loss
spectrum f(E) of Compton electrons in the scintillator and

the resolution function R(E) as follows.

Emax
g(E) =Jf(T) R(E-T)dT (1)

(]
Here, Emax is the maximum energy in the energy loss spec-
trum, which is taken as corresponding to the energy of the
Compton edge Ec as long as the scintillator is small
enough to permit multiple scatterings of gamma-rays to be
neglected. And the resolution function may be described as
a Gaussian function, while the real energy resolution is
hard to determine and therefore remains unknown.

However, since a number of statistical processes are
assumed to be responsible for the observed line-broadening
effect, the energy resolution Ro might be expressed as a
quadratic sum of the resolutions Ri (i=1,2,--- ,m) of the

individual processess as

e + R* (2)
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And the hypothetical pulse height spectra to be observed
after each of the statistical processes could be described

as folows.

Emax
gl(E) =-ff(T) RI(E—T)dT (3)
0
E,
g,(E) =J91(T) R, (E-T)dT (4)
[
Ez
95 (E) ={g2m R, (E-T)dT (5)
(]
Emd
gp(E) = (g, ,(T) R (E-T)dT. (6)
4]
Here EI’EZ' ,Em_1 are the upper limits of energy of the
spectra gl(E),gz(E), gm_l(E),respectively,while gm(E)is

equivalent to the measured spectrum.

Each statistical process involved in these equations
may be arbitrarily chosen, provided they fulfill on the
whole the condition of Eg.(2).Therefore,carrying out
deconvolution of Egs.(3)through(6)one by one starting with
Eg.(6)with particular values assigned to the energy reso-
lutions,one can expect the deconvoluted spectra gm—l(E)'
gm_z(E) to g2t closer and closer to the original spectrum
f(E). From a practical point of view, as the deconvoluted
spectra have been deconvoluted one after another to the
extent where they involve the energy resolutions of less
than a few percent, we could regard with a high level of
confidence the pulse height (in terms of channel number)
corresponding to half the height of the apparent Compton

edge as indicating the true Compton edge.
2.Implementation of Deconvolution

In earlier prlication(l)we described some examples of

deconvoluting the pulse height spectra by the conventional
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deconvolution method(z) based on successive approximation.
With this method, the deconvoluted spectra often exhibit
harmonic oscillations and negative distributions,strongly
depending on the statistical nature involved in the raw
data, and therefore the final results have proved less
satisfactory. This difficulty, however,can be overcome to
a considerable extent by carrying out the deconvolution
using a successive approximation method that meets the
constraint of non-negativity.

Assuming the pulse height spectrum given in the range
from 1 to n channels, Eqg{l)is rewritten in a discrete form
as follows.

G(Ei) =2£Rij F(Ej), (i=1,n; j=1,n) (7)
J
Then if Eg(7)is expressed in the form of matrix as &=RF,
the deconvolution is carried out according to the fol-
lowing procedures(3):
ist Approximation:F1=Go=G,(Measured Spectrum) (8)

kth Approximation:F =F, , (6,/ (RF, _,)) {(9)

Here the resolution function R is a Gaussian function as

defined by the following equation.

R =R, =&, exp(-5.546(i-j)2/(2rR%j%), (10)

(i=1,n; j=1,n)

where A. is the normalization constant, R the energy reso-
lution in terms of percent/100.

This method of deconvolution allows the deconvoluted
spectrum to converge to an almost constant spectrum with
successive approximations of k=10 15. With a modern
personal computer like the one of PC-9801 type, the rneces-
sary calculations for a single convolution could be com-

pleted within an hour or so.
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EXAMPLES OF ANALYSIS

Fig.1 shows a pseudo-Compton pulse height spectrum of
0.66 MeV gamma-rays (R=0.4;Spectrum A)and the deconvoluted
spectrum (Spectrum B),together with the original unsmeared
spectrum (Spectrum C). It is seen that the position corres
ponding to half the height of the Compton peak in Spectrum
B coincides with the Compton edge in Spectrum C.

Fig.2 shows a theoretical pulse height spectrum with no
statistical broadening of 1.275 MeV gamma-rays to be
measured with a 25 mm dia.x 5 mm plastic scintillator
{Spectrum C),the same spectrum but with an energy reso-
lution of 40 % (Spectrum B). It is shown that there is a
good agreement between the position of half the Compton
peak height and the original Compton edge.

Fig.3 shows a measured pulse height spectrum of 0.662
MeV gamma rays with a 12 mm dia.x 30 mm NE102A plastic
scintillator {3pectrum A),and a deconvoluted spectrunm
(Spectrum B). It is possible to calibrate the pulse height
in terms of absolute energy on the assumption that the
position of half the Compton-peak height in Spectrum B
represents the true Compton edge, and then evaluate the
absolute amount of energy absorbed in the scintillator.
On the other hand, we can experimentally determine the
absorbed energy in the scintillator by the completely
different method which we have recently developed.(4)(5)
A comparison, therefore, was made between the total ab-
sorbed energies evaluated by the two different methods, and
it is found that there is a good agreement between them.

This result of comparison should imply that the energy
calibration of pulse height based on taking the position
of the half the Compton-peak height in Spectrum B as the

Compton edge is reasonably accurate.

CONCLUDING REMARKS

From the results of these and other experiments, we are
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inclined to conclude that, with organic scintillators of
such a small size that multiple scattering of gamma-rays
is insignificant,the Compton edge in the pulse height
spectrum can be accurately located by the described method

with an uncertainty of one percent or less.
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Fig.1l Pseudo-Compton pulse height spectra
of 0.66 MeV gamma-rays(R=0, 0.4) and

the deconvoluted spectrum.

X102

s Spectrum C

N
Q
| Tl

Moty

g, .
1y
gl -

COUNTS/CH

o

-'-.,/ Spectrum A

g 1
. _ Spectrum B

v

% B0 100 150 200 25

CHANNELS

(]

— 44—



Fig.2 Monte Carlo-calculated pulse height spectra

of 1.275 MeV gamma-rays

(R=0,0.4) with a

25 mm dia x 5 mm plastic scintillator,and

the deconvoluted spectrum.
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DETECTION OF TRACE AMOUNTS OF SPONTANBEOUSLY FISSIONING NUCL IDES
BY MEASURING TIME INTERVALS BETWEEN DETECTION PULSES

H. Gotoh, M. Haruyama, T. Kawamura and M. Takase
Japan Atomic Energy Research Institute
Tokai-mura, Naka-gun, Ibaraki-ken, 319-11, Japan

1. INTRODUCTION

Wastes from reprocessing process emit neutrons through
spontaneous fissions or through («,n) reactions. A great part of
spontaneous fissions emits plural number of neutrons, whereas all
(a,n) reactions emit single neutrons. This difference of neutron
emission gives us a means of separating these two reactions. The
method utilising this nature is called “passive neutron method”.

The authors made a large scale of detection system which can
accommodate a 200l drum and conducted a series of experiment
utilising simulated drums of reprocessing wastes. Here we
introduce the detection system and the method of detection, report
the outline of experimental results and discuss the results from

physics view point.

2. DETECTION SYSTEM

Figure 1 shows the bird’s eye view of the detection system
constructed by the authors.!® A space of 65cmx65¢mx100cm is
surrounded by a wall of graphite with 30cm thickness and then by a
wall of polyethylene with 10cm thickness. The graphite wall
moderates neutrons emitted from the specimep placed in the
chamber. The polyethylene wall reflects back the thermal neutrons
moderated in the graphite wall. Fortv ®He proportional counters of
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25mm diameter and of 1,000mm length containing 4 atm. 3He gas were
arranged in the graphite wall equally spaced.

3. DETECTION METHOD

The method, which the authors adopted, measures all the time
intervals between neutron detection pulses and differs from those
used widely. This method collects the maximum information,
contained in data taken with a multi-channel type data
accumulation system, useful to discriminate between fission
neutrons and («,1) neutrons.

He-3 couuaters were operated at a voltage a little higher than
the recommended value. Outputs from He-3 counters were
differentiated and integrated with small time constants by
preamplifiers. These realised a smaller resolving time of 350ns.

Figure 2 shows an example of distribution of time intervals
taken for 2%°Pu.l’ These data are analysed into a sum of two
exponential distributions. Experience teaches us that data are
represented by an exponential distribution when neutrons are
emitted only by (a,n) reactions and that data are analysed into
two or three exponential distributions when some part of neutrons
are supplied by fission. Here we shall call the integrated count
of the exponential distribution with the largest time constant
“random count”, (the sum of) the integrated count(s) of
exponential distribution(s) except the distribution with the
largest time constant “coincidence count”, and the sum of these
two counts “total count”. The neutron detection efficiency is
obtained by dividing the difference between the total count and
the background count by the product of the counting time and the

neutron emission rate.

4. EXPERIMENTAL RESULTS
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Several kinds of non-radicactive materials were chosen to
simulate wastes produced in the reprocessing process of spent
fuel. Specimens of 200l drum size were fabricated using these
materials. Specimens were made disintegrable to insert radioactive
samples into reserved positions in drums. The neutron detection
efficiency was calculated by obtaining random counting rates and
coincidence counting rates for various locations inserting
spontaneously fissioning sources like plutonium produced in the
reprocessing process of light water reactor spent fuel. Neutron
detection efficiency for homogeneously containing wastes was
calculated by integrating these neutron detection efficiencies.
The detection limits of radioactivity for various matrices were
calculated by using these neutron detection efficiency.

The neutron detection efficiency for a neutron source placed
in the center of the measuring chamber without any matrix was
about 16%.1” The experimental results of the neutron detection
efficiency for a neutron source placed in a drum filled with light

water will be mentioned in the next section.

S. DISCUSSIONS

The authors are endeavoring in detailed analysis in order to
generalize the experimental results obtained. Here we introduce

some results obtained already.

(1) CALCULATION OF NEUTRON DETECTION EFFICIENCY WITH THE MONTE
CALRC METHOD

The neutron detection efficiency for a neutron source placed
in a 2000 drum filled by water was measured using a 252Cf neutron
source of about 24Ci. Table 1 lists the experimental results. The
table also lists the calculated results by a Monte Carlo program
MCNP with the fractional standard deviations. Figure 3 compares
the experimental results and the calculated ones. Both results

satisfactorily agreed with each other.
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(2) RELATION BETWEEN COINCIDENCE COUNTING EFFICIENCY n AND NEUTRON
DETECTION EFFICIENCY ¢

Suppose that one spontaneous fission which emits v neutrons
was taken place and that n neutrons among v were detected (2zngv),
then n-1 coincidence counts would be recorded. If we denote the
neutron detection efficiency by € and the probability that one
spontaneous fission emits v neutrons by f,(0gvgvp.,:2f,=1), then we

get the relation:

Vuax

77=§1[fu{118—1+(1—5)“}]- (1)

Figure 4 compares the experimental results and the calculated
results using the relation (1) for 252Cf and 2%%°Pu. We used the
f, values in reference 2). The experimental results on 2*°Pu agreed
very well with the pYediction of eq.(1). Although those on 25%Cf
agree well with the prediction in the low efficiency region, those
exceeded the prediction in the high efficiency region. This

discrepancy is discussed in the next section.
(3) CALCULATION OF THE DISTRIBUTION OF DETECTION TIME INTERVALS

We can calculate the distribution of time intervals between
detection pulses, if we get the probability -p(t) that the next
detection pulse does not arrive by the time t (Cgt). The
distribution can be compared directly with experimental data. The
distribution -p(t) is derived under the assumption that the life
of neutrons is given by an exponential distribution with an

average value 7:

Vnax

~p(t) =exp {~t(r. e+, [l—ug;){f,, (1-)31) } x

xexp{r.re(l-e )} x
Vyax v

«exp(r; T3 [, TGC: (1-2)"F F - (1- e47))] )

=1
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x (@ +§; [Q, {1- & (1-e"%))77), (2)

where @;(j=0,1,.+) are the distribution of the number of neutrons
remaining in the system immediate after the time a detection pulse
was registered (ZQj=1). The distribution @, can be obtained by
solving a system of recursive relation. The variables r,. and
r, are respectively the emission rate of (a,n) neutrons and the
spontaneous fission rate. Although the expression (2) seems
complex, calculation shows the distribution can be fitted by a sum
of at most three exponential functions.

In Fig. 5, the prediction curve calculated by eq. (2) is drawn
with the experimental data and the prediction curve by eq.(1). The
former prediction fits the experimental data in the whole range.
In the derivation of eq.(l), it is assumed that the counting rate
of random counts is adequately smaller than the inverse of the
thermal neutron dieaway time of the system. The counting rates for
the 2%2Cf source(about 2xCi) in the high efficiency region were

comparable with the inverse of the dieaway time of 900us.
REFERENCES

1) H. Gotoh et al, NEACRP-A-1079(1990)
2) E. Norman et al, BNL-NCS-35513(1985)
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TABLE 1 Detection Efficiency of Neutrons Emitted in Water

Distance Detection Efficiency of Neutrons
from Experiment Calculation Fractional
the Center Standard
Deviation
(cm) (%)
0 0.0062 0.0054 7.0
2 0.0064
4 0.0068 0.0060 6.7
6 0.0079
8 0.0096 0.0082 6.1
10 0.0122
12 0.0157 0.0139 4.4
14 0.0209
16 0.0280 0.0250 3.2
18 0.0385
20 0.0514 0.0490 2.4
22 0.0689
24 0.0851 0.0807 1.8
26 0.1030
28 0.1079 0.1110 1.6
30 0.1129
32 0.1129 0.1114 1.5
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NONDESTRUCTIVE DETECTICN METHOD OF TRACE AMOUNT OF FISSILE
MATERIALS BY USING A NEUTRON CENERATOR

M. Haruyama, H. Gotoh, T. Kawamura and M. Takase

Japan Atomic Energy Research Institute
Tokai-mura, Naka-gun, lbaraki-ken, 319-11, JAPAN

1. INTRODUCTION

Wastes containing transuranic elements(TRU) will be produced
from the reprocessing plants after working in the country near
future. These wastes will be classified and be disposed with the
level of a radioactivity. This situation necessitates the
development of nondestructive measurement techniques for the
discrimination of these waste. A great part of those wastes will
contain some amount of fissionable nuclides such as Pu-239. In
order to measure fissile materials contained in these wastes, we
have built an active neutron assay system and then carried out
measurement experiments.

We introduce here the principle of the nondestructive
detection method of fissile materials and the results obtained in
the measurement experiments using 14 Mev neutrons produced by

neutron generators.

2 .DETECTION SYSTEM

We have constructed an active neutron detection system in
order to develop the measurement technique for fissile materials
contained in waste drums. This assay system was built as an
experimental instrument a few yeas ago. The assay system was

composed of a detecting assembly, a neutron generator, electric
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circuits, a multi-channel scaler(MCS) and a control console. The
detecting assembly was composed of graphite and polyethylene as
moderator, the head of a neutron generator and He-3 detectors.
Figure 2 shows a bird’s eye view of the detecting assembly.

A cavity for measurement is surrounded by moderators, i.e.
the inner wall of graphite with 20 cm thickness and the outer wall
of polyethylene with 10 c¢m thickness. The head of the neutron
generator was installed at one corner of the cavity, and also,
cadmium shielded He-3 detectors for fast neutrons were installed
inside the cavity. We tested two types of neutron generators,
KAMAN’s and SODERN’s. The former is a pulse transformer type and
the latter is a direct current high voltage type.

The electric circuit is very fast. Particularly, the
resolving time of 350 ns was obtained for the total counting
system. Properly, this assay system has an excellent tolerance
against high y ray background up to 500 R/h without shielding. If
it makes sacrifice of counts a little bit, it is possible to use
the system up to 1000 R/h sufficiently. The control console was
composed of control circuits and a small computer. It is possible

to control all parts of the assay system for measuring experiment.

3.DETECTION METHOD

The active neutron method is the way of detecting fissionable
nuclides like Pu-239 and Pu-241 nondestructively by using an
external neutron source. The way discussed in this paper uses a
neutron generating accelerator as the external neutron source.
Fissile material in a waste drum was irradiated with thermal
neutrons originated from pulsed neutrons generated by the
accelerator. Fission reaction (n,f) is induced by thermal neutrons
which was moderated from 14 MeV neutrons generated by the
accelerator. As a result, prompt fission neutrons are emitted. The
prompt neutrons are det.cted by He-3 detectors shielded with
cadmium. The explanat.»n of data analysis on the active neutron
method is shown ir Fig. 1. It is possible to get data of
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distribution of counts as a function of the elapsed time after
pulse injection (time spectrum). The dwell-time per channel was
set to 19 pusec and about 20 ms was consumed to sweep 1,024
channels. In order to obtain data, it is necessary to accumulate
counts on each channel of the MCS, repetitively triggering by
neutron pulses. The curve® shown in Fig.1 is 14 Mev fast neutrons
generated from the accelerator. The generating time length is
within 10 usec. The generated fast neutrons reduce as shown by the
exponential curve® seen in Fig. 1, because all fast neutrons
change to thermal neutrons within about 700 gsec. The thermalized
neutrons are appearing like as curve®. The curve@ is prompt

neutrons of fission reactions induced by thermal neutrons.

4. MEASUREMENT EXPERIMENT

We prepared several kinds of 200 | drum-size specimens
simulated reprocessing wastes without activity and a kind of
encapsulated Plutonium (Pu-239: 96.7%) samples as fissionable
transuranic materials for use of measurement. Kinds of specimen
were concrete with hulls and caps, ordinary concrete, bitumen with
co-precipitation sludge, sand and cloths. Table 1 shows specific
of several kinds of simulated specimens. The detail of the
specification of it is weight were described in the table.

In measuring experiment, we formed simulated wastes by
combining the nonradiocactive specimens and the plutonium samples
The plutonium samples were placed at reserved positions in all
kinds of the specimen drums. That drum was installed in the cavity
of the detecting system and then was irradiated by several
thousands of neutron pulses(10%~107 neutrons/pulse). The total
number of generated neutrons was about 5x10!° for one measurement.,
and the time spent in a measurement was about 17 minutes.

We can obtain raw data of time spectrum of fast neutrons like
as shown in Fig. 3. This time spectrum graws as if a sum of two
exponential components and one constant component. The detection
efficiency of fast neutrons was about 1.9 percent for the cadmium
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shielded neutron detectors. The exponential component with faster
decay is induced by neutrons from the generator, and the slower
component is attributed to prompt neutrons which are emitted by
induced fissions. Therefore, we can obtain the net counts of
prompt neutrons by separating the time spectrum into a sum of two
exponential components and a constant one with the nonlinear least
squares method.

Also, Fig. 4 shows that the thermal neutrons were measured by
the detector of thermal neutron monitor which was installed in one
corner of the cavity of the detecting system.

The thermal neutrons were measured at the same time with fast
neutrons perfectly. As you know, the dieaway times of thermal
neutrons and prompt neutrons have almost a same trend.

5. DATA ANALYSIS AND RESULT

The net count of prompt neutrons from fission induced by
neutron pulses of the genecrator was obtained as a time spectrum of
fast neutron component. Data analysis was carried out by a
nonlinear least squares method using a micro-comemiter. After
several iteration for fitting, the result of analysis was
obtained. As results, integrated counts of prompt neutrons by
fissions and its dieaway time, integrated counts of fast neutrons
by the generator and its slowing-down time, integrated counts of
background, and the respective standard errors were obtained at
the same time automatically.

The response of the detecting system, the net counts against
the amount of Pu sample, was examined over a wide range of the
amount of Pu sample as fissile material (from 2 mg to 2,000 mg)
for various kinds of matrices of simulated wastes. Figure S5 shows
the relationship between the net counts and the Pu sample mass.
The response characteristic curves were drawn through measured
points of net counts versus Pu amounts for several matrices.

We have confirmed that the response characteristic curve have

a good linearity over a wide range of Pu mass and have the
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different detection sensitivity according to each matrices of
wastes, cloth, sand, ordinary concrete, concrete with hull and
end-caps, bitumen with co-precipitation sludge, borosilicate glass
and empty drum, respectively. The matrix with the highest
sensitivity is cloth among all kinds of matrices tested and the
one with the lowest sensitivity is bitumen.

The detection limits of the detecting system for a various
kinds of matrices of wastes were obtained by the analysis of
measured data and the values were defined as 3 times of the
standard errors of the total net counts. Table 2 shows the
detection limits for ali kinds of matrices and empty drum.

The vulues of mass of detection limits are given as the
amount of Pu-239 for uniform activity distribution and for
homogeneous matrices. The values of concentration of detection
limits were obtained as the ratio of Pu mass to its total weight.
The value of specific activity of detection limits were calculated
with the total activities divided by the total weights.

We have confirmed that the values of detection limit are
sufficiently lower than the recommended value of 30 nCis/g for

surface storage.

6 .CONCLUSION

We have obtained available results about the linearity
response against the amount of Pu-239 and about the detection
limits. In near future, we will make a more sensitive detection
system of fissile materials, and also will promote a development
program on the techniques of data analysis. We want to establish
the method that can estimate the amounts of fissile materials

contained in waste drums.

REFERENCE

1) H.Gotoh et al, NEACRP-A-1079(1990)
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Table 1 Contents and Weight of Simulated Specimens

Name of specimens materials contained in drum 3 total weight
: (kg)

cloth cloth 60 ‘

| . .
sand | river sand 340 |
concrete C ordinary concrete only 458 ’
concrete A concrete with hulls and end caps ' 550 ’
glass C ordinary glass (special vessel %) ' 384 |
bitumen A ! bitumen and coprecipitation sludge 323 l
enpty drum air 30 |
% 200 L Druam

( Diameter:56.5cm , Hight:88.0cn , Thickness of SUS-304 wall:l.5mm )

% cylindrical vessel for Borosilicate glass waste
( Diameter:43.0cm , Hight:97.0cm , Thickness of SUS-304 wall:6.0am )

Table 2. Detection Limits of Fissionable Materials by Active

Neutron Method (Homogeneous Waste)

Kinds of simulated waste Mesusureing time | Mass of detection Concentration of | Specific Activty of
linits detection limits | detection limits
(min) ¥ (o) % (bpm) ¥ (nCi/g)
enpty drum 6.7 2.4 80.0 5.0
cloth 16.7 1.3 21.7 1.3
concrate C
. 16.7 9.0 19.7 1.2

(ordinary)
conerate A 16.7 17.0 3.9 1.9
(with hulls and end caps) ’ ) ’ :
bitumen A 16.7 22.0 68.3 4.0
sand 16.7 2.9 8.53 0.45

¥ Value of Detection limits was defined as 3 times of standard error(o)
Using Pu(Pu-239:96.7%) sample as fissionable material.
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PERFORMANCE TEST OF DRY TYPE RADON GENERATORS AND CALIBRATION

Y. HINO
Radiation Metrology Section, Electrotechnical Laboratory,
1-1-4 Umezono, Tukuba, Ibaraki 305, Japan

ABSTRUCT

222Rn arising from a simple and

practical radon generator, based upon solid 226Ra sources, has

been measured. Sources were made by dropping 226Ra standard

226Ra

The concentration of

solution onto several materials and drying. The dried
sources were encapsulated in several types of airtight capsules to
collect arising 222Rn. In order to measure the emission rate of
222Rn from these sources, the intensity of 352 keV y-ray from

214Pb was monitored by a Ge detector. The activity ratios of 214Pb

to the 226Ra with different source conditions were obtained. It

226

was revealed that such dried Ra sources had good

characteristics as the basis of a practical radon generator.

1. INTRODUCTION

Recent years, as increased attention to the influence of
radon on public health, many techniques have been developed for
monitoring radon and its daughters. Although, the consistency in
each methods itself is fairly well, the disagreements between
~-4) -

It is
urgently desired to have the official calibration system for radon

different monitoring techniques are still serious.1

monitoring instruments. To establish such system, it is necessary
to have a well stable and easy handling radon generator. In
addition, to study the behavior of radon and its daughters in
biological and in environmental fields, it is also desired to

supply calibrated radon laden gaseous.
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Bubbling the radium solution has been widely adopted as the
radon source because of its high efficiency of purging radon from
the solution. However, there are some difficulties to treat such
radiocactive solution, especially to handle high intence sources.
Solid sources, which are good for handling, but there are also
some problems for stability of radon arising rate and
consequential precision of the concentration. In this report, the
radon arose from such solid source was corrected and arising rate
with different source conditions weire measured to make a practical

radon generator.

2. EXPERIMENTAL PROCEDURES

226 5)

Radium sources were made from ETL Ra standard solution
(Radium chloride in O.1N HCl, 3.7 x 104 Bq/g), dropping on several
different metals, plastic disks and glass wool filters. These
sources were kept in a desiccator more than two months to dry up
and also to wait enough accumulation of radon in the radium solt.
Then the sources were put into airtight capsules one by one.
Figure 1 shows a most simple test capsule for measureing the

emission rate with statical condition.

-
! Rod

2
226
Y Ra Source
//
By
Fig. 1 The airtight capsule for 222Rn collection.
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The capsule was filled with low background dry air and was

kept in room temperature about three weeks to arrive equilibrium
between arose 222Rn and the 226Ra sources. Then the 226Ra source
was disconnected from this capsule, and concentration of collected

222Rn was measured by a Ge detector. It came to clear that cetrain

222

amount of Rn was collected in the capsule with above

measurement. To estimate the emission rate of 222Rn more
precisely, another capsule was desighned. Figure 2 shows the
capsule with a pistone to breath in and out the carrier gas. In
order to measure the concentration of arose 222Rn, the source
capsule was connected to the second airtight capsule with thin
tube (2 mm inner dia.) and with balance pole which was jointed to

the piston rods as shown in the figure.

[

() L

222Rn ++air

1]

ZZGRQ source

re——8 cm ——=

—Scm -

Fig. 2 The 226Ra source capsule and the second capsule for

Y-ray measurement.

When the piston of the source capsule was slowly downed, the
piston of second capsule was lifted up just same stroke, so that
radon laden air in the source capsule was successfully transferred
to the another detecting capsule. The volume of source capsule was
about 250 cm3 and the hollow volume for radium source disk was 2

cm3. Small remaining volume at the lower end of piston was
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estimated to be about 3 cm3, and small rest in the thin tube and
micro valve was less than 1 cm3. Finally, about 97% of radon laden
air in the source capsule colud be transferred to the detecting
capsule. Then, two capsules were disconnected and was left 4 hours
to weit the equilibrium between 222Rn and 214Pb. After this,

gamma-rays from detecting capsule were measured by a Ge detector.

Figure 3 shows a typical gamma-ray spectra form such capsule.
Radon generating rates from different sources were obtained from

the peak area of 352 keV gamma-ray from 214Pb.
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Fig. 3 Gamma-ray spectrum from Rn dougthers.

The passive air filter type of radon generator was also
tested in this study. The 226Ra source was dropped on a glass wool
filter and this filter was sandwiched by two additional filter to
prevent contamination. Figure 4 shows this passive air type radon

generator.

In this study, dry air was used as the carrier gas which was

slowly introduced from one direction so that arose 222Rn was

removed from this filter. To estimate arising rate of 222Rn, time
dependent 352 keV y-peak intencity was monitored with the Ge

detector.
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Fig. 4 Airfilter type radon generator.

Table 1 Activity ratio of transferred 214Pb to the 226Ra
rador. source.

Disk Source Activity
Material Activity Ratio
Plastic 5.6 kBq 0.06
Plastic 20.5 kBq 0.05
Plastic + Ludox 5.8 kBq 0.09
Plastic + Ludox 20.4 kBq 0.08
Stainless steel 1.5 kBq 0.06
Stainless + Ludox 1.6 kBq 0.10
Aluminum 1.4 kBq 0.16

Copper 1.5 kBq 0.14
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3. RESULTS AND DISCUSSION

The radon concentration in the detecting capsule was obtained
assuming the homogeneous distribution of 214Pb in the capsule.
Table 1 shows the obtained activity of 214Pb divided by that of
226Ra source. In the case of plastic and stainless steel, higher
radon arising rate was obtained when Ludox (fine colloidal silica)
was added to the radium solution. Copper and aluminum disks, on
which surfaces grew mold like copper and aluminum chloride, showed
very good arising rate. It is clear from these results that the
arising rate increases significantly with increment of the total
surface area of the source. As for the source intensity, arising
rate was not so affected as shown in the plastic case. Slight
change might be caused because more bigger size of radium chloride

solt was formed for intence source.

Figure 5 shows the result of passive air filter type radon
generator monitoring the time dipendence of 352 keV y-peak. Two
different gas flow rates were tested with this system and also
radium solution bubling with nearly same geometry was tried to
make comparison with dry type radon generator. These result show
the certain radon arising and which is almost independent with

carrier gas flow rate.

..
6 N 5 cw/s
SO\
0\0\ o
\O\ T———
°-°-3=:a::5==5==34; - -

41\ 50 coo/s

., bubbling

0 ] I e ! I (el ] J

1 2 3 4 5 6 0 11 12 h

Fig. 5 The decreasing rate of 352 keV y-peak from the
airfilter type radon generator and a bubbling system.
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4. CONCLUSION

It become clear that such dry type source has very good
characteristics as a radon generator to supplying calibrated radon
gas. The concentration of radon can be easily controlled by
accumurating time and also changing source intensities. Scalling
up is also no problem. In addition, there is no restriction on
carrier gas and it does not include HZO moisture nor HC1l which are

normally included in case from bubbling the radium solution.6)

In this study, 214Pb was assumed in homogeneous distribution

in the detection capsule. It may cause some error in the detection
efficiency of the Ge detector, however, it will be solved using a
well type detector and a smaller sampling capsule to get rid of

this problem.
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RADIATION BIOLOGY OF SOFT X-RAYS

Katsumi KOBAYASHI
Photon Factory,
National Laboratory for High Energy Physics,
Oho, Tsukuba, Ibaraki 305, Japan

1. SOFT X-RAYS AND RADIATION BIOLOGY

Risk estimation of low dose and low dose-rate radiation
to human body during long term is one of the most important
problem for radiation biologists. One approach to this
problem is an experimental one. Since radiation effects of
low dose is very small or of very low frequency, huge
amount of money and man-power for at least several years
become necessary in order to get reliable experimental data
using model animals such as rats. Epidemiological survey
of people who had suffered from some kind of radiation
accidents may be the only method to know the effects on
human body.

Another approach to the problem is to elucidate
completely the whole processes and mechanisms of biological
effects of radiation and then to estimate the risk of low
dose or low dose-rate irradiation logically. From this
point of view, present status of the research is on the
stage where the effects using cells or limited kinds cf
animals have been surveyed in relatively high dose region.
Several molecular damages of DNA, presumably responsible
for the effects, were identified in the cell level study,
but process leading to the effects is still to be
investigated. Dose-effect relationships have been obtained
experimentally in several cases in acute irradiation. But
their applicability to low dose or low dose-rate region is
still in question.

One of the most important step in this course of study
is to identify molecular damage and to know the mechanism
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of their production in view of the deposited energy of
radiation. To do this work, we need intense monochromatic
radiation of desired energy from about a few eV to 100 keV.
In this energy region, photon is absorbed by electrons and
in some cases electrons are emitted from the atom
(photoelectric effect). We are able to know the
relationship between the deposited energy and molecular
damages produced. Necessity of this kind of work had
already pointed out by Platzman(1958)1). But we could not
execute the experiments due to the lack of strong light
(photon) source.

Recently with the advance of accelerator technology,
synchrotron radiation(SR) has become available as a photon
source strong enough even after monochromatized. We began
to use SR for radiation biology study, after developing
irradiation apparatuses. We can deposit defined amount of
energy to an atom or a molecule, or generate secondary
electrons having defined kinetic energy in the living
organisms. Now we have three types of irradiation
apparatuses corresponding to the photon energy region which
covers in total from 40 ev to 15 keV. More than research
proposals are accepted using various samples with wvarious
biological endpoints.

2. BIOLOGICAL EFFECTS ON MONOCHROMATIC SOFT X-RAYS

Scme of the typical results obtained at the Photon
Factory are introduced. One is biological effects of
photoabsorption of phosphorus in deoxyribonucleic acid(DNA)
molecule in living cells. DNA is known as a genetic
materials and a key molecule for the cell to survive and to
produce progeny. DNA molecule is the most sensitive to
radiation and the damages on the molecule is closely
related to the cell death or genetic changes. We
irradiated monochromatic soft X-rays at the energy of
phosphorus K-shell resonance absorption (2.15 keV) on yeast
cells and the effects were compared to those irradiated
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with soft X-ray of the energy just below the edge which
can not be absorbed by phosphorus?). Results are shown in
Fig. 1. Genetic changes were induced more effectively at
the resonance absorption than at the energy below the edge,
although the difference in X-ray energy is as small as 6
ev. This can be interpreted by the Auger effects at
phosphorus atom in DNA. Auger electrons emitted from the
phosphorus atom and/or the multiply-ionized atom are
considered to play an important role in this biological
enhancement. This kind of enhancement was observed in
various cell lines.

Anotner line of study is to investigate photon energy
dependence of biological effectiveness in the whole range
of electromagnetic wave. Since energy deposition by
accelerated heavy charged particle can be simulated as an
integration of energy deposition by photon over the entire
region cf photon energy (so called “white radiation”
approximation), accumulation of data on the effects of
monochromatic photon in wide range of energy is required.
Among the tested organisms, experimental data using spores
are well accumulated using the advantage to survive in
vacuum. X-ray energy dependence (action spectrum) of
killing action to Bacillus subtilis spore is shown in Fig.
23), Biological effectiveness increased with the decrease
of irradiation X-ray energy. This can be interpreted by
the fact that the photoelectrons produced by lower energy
X-rays have lower energy and hence higher LET. Also
observable is the enhancement at the absorption edges of
calcium and phosphorus.

Studies on the molecular damages responsible for the
enhancement are also being done. In the degradation
spectrum of an amino acid, we observed the change in
degradation pathway, suggesting that molecular damages
specific to the resonance absorption might be produced?).

3. FUTURE PROSPECT
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Soft X-ray radiation bioclogy began and some
interesting results have been reported. In these reports,
quantity of radiation was expressed in exposure (R or
C/kg). Usually absorbed dose in unit of Gy is used in
order to compare biological effects. When the photon
energy goes down to soft X-ray region, energy of secondary
electrons also goes down. Hence, the region in which
secondary electron equilibrium is attained become smaller
to the order of microns. We can not find out any
homogeneous region in view of the atomic composition in the
living organisms like living cells. For this reason, we
can not define absorbed dose in the unit of Gy. Similar
situation also occurs when high LET heavy ions are
bombarded on the cells. Local absorbed dose depends very
much on the distance from the track. Many theories have
been proposed on the microdosimetry, but any theory
complete enough to explain or be applicable in such cases.
We, as radiation bioclogists, are waiting for the appearance
of new theory of dosimetry or radiation biophysics which
can treat our experimental results. We are sure that it
will contribute very much to the estimation of the risk of
low dose radiation, which has been eagerly asked by the
modern human society.
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locus in diploid yeast cells irradiated at three X-ray

energies:2146, 2153 and 2160 eV,

— 146 —



10000 20000

7 : UVS() UVRE) ey ] . RCE(v) RCF() L

1
———C

E
I

-Senaltivity (10%"photon/m");

@
o
o
o
|

T

-
o
o
o
)
1

13

WAVELENGTH (A) YAVELENGTH (A)

Figure 2. X-ray energy dependence of lethality of Bacillus
subtilis spore.

— 147 —
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1. ABSTRACT

The characteristics of some X-rays dosimeters were studied
in 7-30 keV energy regions at Photon Factory (PF) 1in KEK.
Synchrotron X-rays intensity was measured using a parallel
plate free-air ionization chamber and the chamber was calibrated
by the total absorption calorimeter. Dosimeters, such as
photodiodes,~TLDs and ferrous sulphate dosimeters, were placed

behind the chamber and irradiated by monochromatic X-rays.
2. INTRODUCTION

Measurements were done at the vertical wiggler beam line
(BL-14C) using silicon (111) double crystal monochromator. At
the energy region 7-30 keV, photon fluxes are between 5x10° and
1x1011 photons (s cmz)’l, which are more than ten times higher
than usual facilities for dosimeter calibration. The absolute
photon intensity was measured using the total absorption
calorimeter(l). A parallel plate free-air ionization chamber was
calibrated by the calorimeter. To reduce ion recombination,
space charge effect and field distortion in the chamber(z), it
was put in a decompression chamber. The air pressure in the
chamber was between 0.26 and 1.0 atm. The ionization chamber is

shown in Fig. 1. Dosimeters were placed in the air and
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irradiated by monochromatic X-rays. In front of the dosimeters,
the ionization chamber was placed.

To monitor higher harmonics content from the monocromator
during irradiation, 100-um-thick Be foil was placed in a vacuum
chamber and incoherent scattering photon spectra were measured at
90 degrees using HP-Ge detector. The monocromator was controlled
to reduce higher harmonics. The vacuum chamber was placed in

front of the ionization chamber.
3. PIN SILICON PHOTODIODE

Commercially available PIN silicon photodiodes are recently
used in direct current mode at room temperature(3) though they
are originally manufactured as detectors of visible radiation.
The diodes were the Hamamatsu S3590-04 and -06 types which are
windowless ones and photo-sensitive area size are 10x10 mm. The
P-type region is on the photon incident side. Their wafer
thickness are 300 and 500 um, respectively. They were placed in
an aluminum box which has 40 um thick beryllium 1light-tight
entrance window. Diodes were connected to a picoammeter (Keithley
485). Mainly diodes were operated in the photovoltaic mode
without bias voltage. In front of the aluminum box, the
ionization chamber is placed.

Hamamatsu S3590-04 type diode was irradiated by 15 keV X-
rays at a reverse bias voltage of 70 V. The photon flux was
monitored by the ionization chamber because the flux changes due
to thermal stress of monochromator by wiggler radiation.
Measured current of the diode was normalized by that of the
ionization chamber and the normalized current of diode was
almost constant. The changes were at most 0.1 % or less during

2 which corresponds to the

irradiation up to 2.1x1014 photons cm™
absorbed dose of 5000 Gy at the surface of the diode.

X-rays beam was defined by 2-mm diameter slit placed in
front cf the ionization chamber. The mean energy required to
produce one ion pair in silicon by electrons is 3.68 eV at room

temperature(4). Then photon flux is given using measured current
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by diodes as follows;
Flux = Current * 3.68 * (Photon energy * 1.60x10 19)71 x gre~1
Eff = (1 - Backscatter Energy Loss) * (1 - "ransmission)

Backscatter energy loss from silicon was evaluated by the
simple method shown in ICRU-Report 17(5) and transmission
probability was calculated using photon attenuation coefficients
by Hubbell(e). At 30 keV, only about 10 % of total energy is
deposited in diodes because transmission probability is
increased. Measured photon fluxes by ionization chamber and
diodes are shown in Table 1. Both results are in good agreement

within about 4 %.
4. FERROUS SULPHATE DOSIMETER

There are many studies about radiation chemical yield, G
value, of the Fricke ferrous sulfate dosimeters and they are
decreased for low energy photons. Those studies were not done for
mono-energy photons and in this work dosimeters were irradiated
by 15 keV mono-energy photons.

Prior to the irradiation at PF, the dosimeter solution in
Teflon cells and glass cells were irradiated by 60¢co gamma-rays
at JAERI and it was shown that storage in Teflon did not affect
its radiation sensitivity.

Cylindrical irradiation cells were made of Teflon and their
inner diameter is 30 mm and depth is 20 mm. Their entrance window
for X-rays are made of Kapton foils 25 um thick. They were
filled with 1 mol m™2 ferrous ammonium sulphate dissolved in 400
mol m~ 3 sulphuric acid. Spectrophotometic analysis was done at
304 nm using 1 cm absorption cell. Increase in absorbance was
between 0.16 and 0.23. Measured doses are shown in Table 2. The
reported molar linear absorption coefficient in ICRU—35(7) is in
a little different from that in ICRU-17(5). So doses were
evaluated using ICRU-35 and multiplied by 15.5/13.6, which is the

— 150 —



ratio of G value of 60Co gamma-ray to that of 15 keV X-ray
reported in ICRU-17(5).

The free—-air ionization chamber was used to know photon
fluxes during irradiation and doses in the Fricke dosimeter was
also evaluated by these fluxes. Backscatter and sidescatter
energy loss from irradiation cells (3 and 0.6 %, respectively)
were also evaluated by the method shown in ICRU—17(5) and
transmission probability (2.4 %) was calculated using photon
attenuation coefficients by Hubbell(s). These evaluated doses
using the ionization chamber were in agreement with measured

doses by Fricke dosimeters within 3 %.
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Table 1. Measured photon fluxes by free-air ionization chamber
and Hamamatsu S3590 type PIN silicon photodiode

Photon Energy Ionization Chamber Diode Wafer Thickness

keV x 108 Photons s1 AMm

7 1.70 1.68 300

7 1.66 1.65 500

10 12.0 11.7 300

10 14.1 13.8 500

10 12.6 12.4 500

15 24.1 22.5 300

15 25.5 24.5 500

30 2.67 2.68 500

Table 2. Measured photon doses at 15 keV by free-air ionization

chamber and Fricke dosimeters.

Weight2 (g) Measured Dose (Gy)

Ionization Chamberb Fricke Dosimeter®

14.11 62.5 60.4
13.50 7T1.2 72.1
13.986 53.1 51.6

a: Weight of Fricke dosimeter solution in irradiation cell

b: Dose in Fricke dosimeter evaluated by measured fluxes using
the ionization chamber. Escape energy from dosimeters were
evaluated by the simple method in ICRU-17

c: Doses were evaluated using ICRU-35 and multiplied by 15.5/13.6
which is the ratio of G value of %%co gamma-ray to that of
15 keV X-ray reported in ICRU-17
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Electron spin resonance (ESR) dosimetry method using tooth enamel was developed as to detect the
minimum radiation dose of around 10 mGy. The main broad signal component must be subtracted from the ESR
spectrum to get the signal induced by radiation. Dosimetry of residents close to Chernobyl reactor accident was
made using eight 1ooth pieces with ESR. The obtained dose ranges from about 20 mSv to about 70 mSv including
the effect of natural radiation and the dental X-rays. The ESR dosimetry system was developed to measure, the

cumulative radiation dose in a tooth without extraction.

1.LESR DOSIMETRY METHOD

Electron spin resonance (ESR) and thermoluminescence (TL) have been useful method
for studies of radiation effects in solids. Radicals or unpaired clectrons created by radiation is
stabilized. Radiation dose is determined from the ESR signal intensity. We have investigated the
ESR dosimetry of fossils and minerals that have been exposed to natural radiation and cstab-
lished a method of ESR dating method in earth sciences [1]. This method has been developed to
the application of the various field of science and technology; radiation monitoring, health
physics, earth science, anthropology, archaeology etc..

In addition to anthropological applications, tooth enamel is an adequate dosimeter materi-
als for estimating the degree of exposure of a human being to accidental radiation [2-4]. The
dosimetry technique of tooth enamel is important since it can estimate the human exposured

doses directly.
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2.ESR SPECTRA OF TOOTH ENAMELS

ESR dosimetry is a method to detect atomic bomb radiation as demonstrated using human
tooth enamels and shell buttons at Hiroshima and Nagasaki [2,5-7]. Extensive studies on tooth
enamel have been made by several investigators. The topics studied include the dependence of
radical formation efficiency on radiation cnergies (quality cffect) [3,5,6]. The separation of X-
ray doscs from gamma ray doscs was attempted by measuring the front and back of a tooth by
mechanical scparation [8]. Some basic studics of the secondary clectron cquilibrium have been
made to scparate the dental X-ray effect [9]. The quality cffect can be clearly seen in ESR
images of the human tooth irradiated by X-rays and gamma rays [10] using microwave scanning
ESR microscopy [11].

The ESR dosimetry was developed as to detect the minimum radiation dose of around 10
mGy (1Gy = 1J/kg), which causes us difficulty to separate the cffects of dental X-rays and

natural radiation dose {8,9].

The ESR measurements were carried (l; o~

. Qo
out at room temperaturc with a JEOL RE- O g
1X spectrometer at the microwave power of (I\: ‘;

5 mW and 100 kHz modulation amplitude of
0.2 mT following the recommended proce—

g

dures described in our previous work [4].
Figure 1 shows the typical ESR
signal of radicals created by radiation in a

tooth enamcl; pcaks arc obscrved at
£=2.0037 and g=1.997. The equivalent dosc
(ED) of cach sample was obtained by ex-

—_—
1mT t

traoolming linear enhancement of the intcn— Fig.1. The typical ESR spectrum in 10oth enamel exposured

sity of radiation-inducced signal using the radiation.
least squarc fitting.

The presence of the broad signal at g=2.0045 duc to organic radicals prevent accurate
determination of the signal intensity for lower doses of radiation. To obtain the signal intensity of
radiation-induced radicals accurately, one must scparate the broad signal component from the
spectrum. The ESR spectrum of a tooth irradiated by gamma rays up to 2.0 Gy is indicated by
the curve A in Fig.2(a). The spectrum indicated B is the one obtained with a computer by sepa—
rating the signal of organic radicals, shown by the dashed-line curve, from spectrum A. The
typical spectrum peaking at g=2.003 and g=1.997 which is created by radiation is scparated.

Figure 2(b) shows the peak-to-peak signal intensitics of the spectra as a function of the
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absorbed dose. Subtracted spectrum intensities By, are better correlated than the apparent signal
intensities A, since the intensity due to organic radicals varies from sample to samplie consider—

v

)

ably. (b)

ESR intensity (arb. units)
T

/ 1 s App
- ‘{ + ° Bpp
§ i L 1
[} 1 2 3 4 5
Absorbed dose (Gy)

-

Fig.2. (a) ESR spectrum of a tooth gamma-rayed with a dose of 2.0 Gy. The spectrum indicated by the letter A is
obtained by the measurement of the tooth enamel, and the spectrum indicated by B is obtained by separating the
broad signal of organic radicals at g=2.0045 (broken line) from the spectrum indicated by A. A - and B arc the
peak—to—peak signal intensities of radicals by radiation. (b) The relationship between the ESR intensities and the
absorbed doses. A, and B, denote before and after separation from the broad signal, respectively.

3. DOSIMETRY OF RESIDENTS CLOSE TO THE CHERNOBYL REACTOR
ACCIDENT

The accident of the nuclear reactor at Chernobyl is a tragedy that modern civilization has
experienced in 20th century following the dropping of atomic bombs at Hiroshima and Nagasaki.
Our limited information on the effect of radiation on human being is based on the accumulated
data at Hiroshima and Nagasaki at the sacrifice of the survivor citizens. This information is not
complete and sufficient to predict the effect at Chernobyl as the situation is completcly different.
Scientific investigation on radiation cxposure at Chernobyl should be made thoroughly at the
early stage with available scientific means.

Although major problems of radiation exposure to residents at Chernobyl arc internal
exposure duc to radioactive elements from the foods, the cumulative external radiation exposure
to residents is also important to assess the health hazard.

We have received 14 pieces of extracted human tooth out of dentists during dental trcat-
ments in Braginskij, Gomeliskoi, 50 km away from Chernobyl and investigated the absorbed
radiation dosc with ESR [12]. Eight tooth pieces were sclected for this measurcment since they
were in low degree of dental caries, and retains healthy enamel parts. Both carics and dentine
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were removed carefully with a diamond cutter microsaw and a small grinder with different
blades in a wet state. The enamel parts were dried in oven at 40 C and were crashed with a
mortar and a pestle to measure the ESR spectrum. All samples were irradiated with gamma-tays
from ®Co (dosc ratc 500 mGy/h) in 3 steps up to 750 mGy to calibratc the ESR signal intensi~

tics.
ESR spectra of sample #1 and
- @) & b o
sample #7 arc shown in Fig. 3. ESR spec- 28 b2 18 o
Teg @ ~ O
trum before irradiation shows a broad line ,":E, z a2
. H ' " 1]
for all samples except one of #7 since a FaIAt e

signal of organic radical (g=2.0045) is

dominant component. A signal of radiation
cffect (g=2.0037 and g=1.997) is masked.
Separation of the signal of radiation cffect

(4

s e 1 'l I -1 i s L 1
from the signal of organic radical is neces— 33 33 334 336
. . . Magnetic field (mT) Magnetic tield (mT}
sary to obtain the accurate intensity [4]. A s
computer program scparated the radiation- Fig.3. ESR spectra of tooth enamels; (a) #1 and (b) #7.

Solid lines indicate ESR spectra induced by natural
and accident radiation. The dotted lines indicate ones
cenhanced by gamma-rays from the source of ®Co
Prcsent results of measuremcents arc for calibration. The #7 sample shows radiation—
induced signal (g=2.0037) clearly in ESR spectrum

induced signal from the overlapping signal
of organic radicals by subtracting.

plotted in Fig.4 with natural radiation dosc
received tooth ecnamels on the assumption before ardficial gamma-ray irradiation.
that annual dose rate is 0.5mGy/year or
0.9mGy/yecar.

One can assess that the dose ranging from 20 mSv to 70 mSv would be due to the reactor
accident and to the natural radiation and the dental X-ray effects. (The cffect of dental X~ray
would be around 10 mSv at most assuming scveral exposures.)

The purposc of this measurement is only to give a preliminary report of the exposure to
residents close to Chernobyl using ESR dosimetry of tooth cnamcls. Our conclusion is that the
accidental radiation dosc of residents at Braginskij, S0km away from Chernobyl would be about
5-20 mSv from the ESR signal intensity of tooth enamel if the natural background dose ((0.5 0.9
mSv/y) (permancnt tooth ages)) is extracted.

We emphasize that 2 human tooth picce is a good radiation dosimeter in radiation acci-
dents and that resident's teeth extracted upon dental treatment should be preserved and collected
systematically with information on radiation cxposure to asscss the cumulative radiation dosc.
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4. ESR DOSIMETRY SYSTEM FOR AN

IN-VIVO HUMAN TOOTH

ESR tooth dosimetry could be used in monitoring the radiation exposure of radiation—
related work personnel or people who have encountered unexpected radiation. Since most survi-
vors of radiation accidents or atomic bomb exposure do not carry dosimeters, the dose of radia-
tion to which they are exposed must be estimated immediately for appropriate medical treat—

ments.
A tooth sample is inserted into the

microwave cavity of a conventional ESR
spectrometer for an ordinary ESR measure—

=
yoke

ment. Although tooth enamel is an adequate
dosimeter material, one must use a tooth ex-

wave guideF\-\ - - '
| Microwave unit |
e .
. cavity

tracted by dental treatment for the measure— | ESR

ment of the ESR spectrum in ordinary system.

Spectrometer

coil

Neomax (NdBFe)

We tried to develop the ESR dosime~
try system to measure the cumulative radia—
tion dose in a tooth without extraction [4].
The system consists of a TE,g, cavity with an
aperture at the end plate, a Nd-B-Fe
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Fig.5. A schematic illustration of the ESR dosimeter

reader for in~vivo human tooth measurement. The
front molar of the lower jaw is attached to the end
hole of the TE,,, microwave cavity. The oral
magnet using Nd-B-Fe and the ficld sweep coil
produce the necessary magnetic field.



(Neomax) oral magnet and a commercial ESR
spectrometer (JEOL RE-1X). The front molar
is attached to the aperture of the cavity to
detect radicals crcated by radiation in the
tooth enamel (shown as Fig.5).

A special rectangular cavity (TE g,
mode) with a slit aperture on the upper end
plate was designed for the in~vivo ESR
tooth dosimetry system, as shown in Fig.6
('TE po—slit cavity'). The slit localizes
microwaves out of the cavity. Using this
cavity, ESR signal of the sample from the
arca closc to the slit can be measured.

The signal intensities of tooth pieccs
measured by using the TE,q,-slit cavity and
a commercial cylindrical cavity (TEq;;
modc) arc shown as a function of the radia-
tion dose in a logarithmic scale in Fig.7. The
curve of intensities vs doses is lincar for a
wide radiation dose range. The intensity
using the TE,q,—slit cavity, however, is 1/50
of that obtained for a whole tooth in the
TEq;; cavity. ESR measurcments with the
TE,, cavity were also made at 77 K using a
liquid nitrogen dewar. The overall signal
intensity is less than that at room tempera—
ture due to the reduced Q-valuc by the
dewar. The lower limit of the minimum
detectable dosc using the TE g,-slit cavity
experiment was 10 Gy.

It is possible, in principle, that the
present TE,g,-slit cavity can be used to
measure the radiation exposurc of a human

tooth directly without extraction.

ESR intensity(arb. units)

20
slit pm (A

Hz || ™~

™ .
/ v » | ™modulation
4 A wire

TE107_ mode

microwave

Fig.6. A home-designed cavity for in-vivo tooth dosime-
try. A rectangular cavity (TE g, mode) with a slit
aperture on the upper end of a thin Au foil (20- m
thickness) mechanically enforced by a quartz plate.
The microwave magnetic field is indicated by

dashed lines.
10“_—
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enamel
I at 300 K)
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Fig.7. 'The relationship between the radiation dose and ESR
signal intensitics for a front molar measured with the
TE g, cavity and with the TEy,, cylindrical cavity.



A small oral magnet that produces the magnetic ficld only at the surface of the front
molar was specially designed and manufactured with the permanent magnet material of Nd-B-
Fe (Neomax) [13]). The front molar of a patient is attached to the aperture slit of the TE;, cavity
so that the ESR signal inicnsity of the enamel can be directly measured without extraction.
Figure 8 is an illustration of the ESR cavity system with a special oral permanent magnet with a
ficld sweep coil.

Unfortunately, the ficld is too inhomogencous to observe the signal in tooth cnamel: the
linewidth of 0.2mT around g=2.003 for polycrystalline hydroxyapatite of the enamel is broad-
encd up to 1-2 mT.

A large magnet is used in magnctic resonance imaging (MRI) with a highly sensitive
spectrometet. It is hoped that these can be used in detecting the radiation doses of persons. Some

problems encountered in this preliminary study can be solved with the present technology.

Although this first test machine is unfortunately not practical because of the magnetic
ficld inhomogeneity, a radiation dosimeter directly measuring the dose of exposed human beings
is strongly hoped for. A human tooth dosimeter which can be used without extraction must be

developed as a direct human dosimeter.
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