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Abstract

This thesis details the precision measurements of Higgs boson properties at the Com-
pact Muon Solenoid experiment. The measurements use proton-proton collision data at
a centre-of-mass energy of 13 TeV, collected during Run 2 of the LHC, corresponding to
a total integrated luminosity of 137 fb~1. Production cross sections and Higgs boson cou-
plings are measured in the diphoton decay channel. Events with two isolated photons are
selected and subsequently categorised to target different kinematic regions of the Higgs
boson production phase-space. The total Higgs boson signal-strength, relative to the
Standard Model prediction, is measured to be 1.12 + 0.09. Other properties of the Higgs
boson are measured. This includes a simultaneous measurement of 27 independent kine-
matic regions, representing the most granular measurement of Higgs boson production in a
single decay channel to-date. Following this, a beyond-the-Standard Model interpretation
of Higgs boson cross section measurements is provided. The interpretation is performed
in an effective field theory framework, which benefits from being agnostic to the specifics
of the complete beyond-the-Standard Model theory. Measurements from multiple Higgs
boson decay channels are combined, enabling tighter constraints on a larger number of
effective field theory parameters, and thereby reducing the parameter space for potential
beyond-the-Standard Model physics. Ultimately, all results presented in this thesis are
found to be consistent with the predictions of the Standard Model.
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Preface

This thesis includes a complete description of the H — ~+ analysis documented in Ref. [1].
The analysis targets Higgs boson production cross sections and couplings, using proton-
proton collision data collected by the CMS experiment during Run 2 of the LHC. The
paper has recently been published by the Journal of High Energy Physics (JHEP). I
was predominantly responsible for the statistical inference and the extraction of results,
detailed in Chapters 5 and 6, respectively. The event reconstruction and categorisation,
described in Chapter 4, was developed and optimised by other members of the H —
~vvy analysis group at the CMS Collaboration. Nevertheless, the techniques have been
summarised in my own words, and I am responsible for the derivation of the final analysis
category yields.

Described in Chapter 7, is a beyond-the-Standard Model interpretation of Higgs boson
cross section measurements at CMS, using an effective field theory approach. The inter-
pretation was made public by the CMS Collaboration in the preliminary public document
of Ref. [2], which describes the combination of Higgs boson measurements across the ma-
jor Higgs boson decay channels using the partial Run 2 data set. Whilst the strategy for
such an interpretation was developed by others, I was responsible for implementing this
strategy at the CMS experiment, deriving the signal cross section parametrisation, and
subsequently extracting the results. Furthermore, the progression of EFT measurements
at CMS, described at the end of the chapter, includes only my own studies.

Finally, Chapter 8 looks ahead to the High-Luminosity operation of the LHC machine
(HL-LHC). The training of the algorithm responsible for distinguishing electrons and
photons from hadronic activity is my own work. A description of this algorithm was
included in the CMS Phase-2 Level-1 Trigger technical design report [3]. The chapter
also details a projection study looking at the sensitivity to top-associated Higgs boson
differential cross sections with the CMS Phase-2 detector. I am responsible for all elements
of this analysis, including the extraction of constraints on the Higgs boson self-coupling.
This study was published in a collection of HL-LHC sensitivity studies for the CERN
Yellow Report in Ref. [4].
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“Things are so hard to figure out
when you live from day to day
in this feverish and silly world.”

Jack Kerouac, On the Road
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Chapter 1

Introduction

Our current best theory for describing elementary particles and their interactions is known
as the Standard Model (SM) of particle physics [5-7]. The SM successfully describes the
strong force as well as the unification of the weak and electromagnetic forces. Central
to this so-called electroweak theory is the Brout-Englert-Higgs (BEH) mechanism [8—
13], responsible for the spontaneous symmetry breaking of the electroweak interaction
and the subsequent generation of mass for other elementary particles. Additionally, the
BEH mechanism predicts the existence of a scalar boson with mass situated around the
electroweak scale; namely the Higgs boson. In 2012, the Higgs boson was observed exper-
imentally [14-16] by the ATLAS and CMS Collaborations [17, 18] at the Large Hadron
Collider (LHC) [19], CERN. This discovery was heralded as a great triumph of the SM,
marking the completion of the particle content of the theory.

Despite all its glory, the SM is known to be incomplete. For one, the SM fails to
explain the fourth fundamental force of nature: gravity. Secondly, cosmological models
which successfully describe the large scale structure of the universe predict the existence
of dark matter and dark energy [20], which hold no place in SM theory. The SM also
fails to explain the fine-tuning of the Higgs field vacuum expectation value, known as the
hierarchy problem [21, 22], and it does not explain the fact that neutrinos have mass,
as required by the experimental observation of neutrino oscillations [23]. On top of this,
the SM lacks a mathematical elegance by requiring a relatively large number of input
parameters, whose values are not predicted by the theory and appear to be somewhat
arbitrary, often provided by experiment [24]. It is these shortcomings of the theory which
make necessary the existence of new physics beyond-the-Standard Model (BSM).

At the LHC, there are two complementary methods used to search for BSM physics.
The direct approach aims to explicitly observe new particles in data. Alas, since the
discovery of the Higgs boson in 2012 there has been no direct evidence of new particles,

suggesting that any BSM physics lies beyond the energy reach of the collider, or that it has
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a too-small cross section and therefore remains (so far) undetected. As a result, attention
has shifted towards the second approach: indirectly probing new physics via precision
measurements. Short-range interactions with BSM particles may leave a measurable
imprint on the properties of SM particles. Hence, quantities well predicted in SM theory
offer a unique tool for discovery, where deviations between measured and predicted values

provide an indication of new physics.

Precision measurements of Higgs boson properties will provide a better understanding
of electroweak symmetry breaking, help to elucidate the nature of the Yukawa interactions
with fermions, and even shed light on the origins of the universe via the shape of the
Higgs potential [25, 26]. Furthermore, being the only fundamental scalar in the SM, the
Higgs boson lies at the heart of many proposed BSM theories, such as supersymmetry,
composite models or extra dimensions [27-29]. This has led to the development of a
broad and comprehensive program of work to characterise the Higgs boson and measure
its couplings to other particles. Since discovery, the ATLAS and CMS Collaborations
have observed all the major Higgs boson production modes, as well as the couplings of
the Higgs boson to the third generation quarks and charged lepton [30-35]. Most recently,
the CMS experiment reported the first direct evidence of the Higgs boson coupling to the
muon [36]. Moreover, both experiments have performed differential measurements of
Higgs boson properties to further scrutinise SM theory in specific regions of the Higgs

boson phase space [37-41]. So far all measurements are consistent with the SM predictions.

This thesis details precision measurements of Higgs boson properties using proton-
proton collision data collected by the CMS experiment during Run 2 of the LHC. Firstly,
Chapter 2 provides the theoretical foundations on which the measurements reside. Chap-
ter 3 then describes the CMS experiment at the LHC, focusing on the design choices
which enable Higgs boson precision measurements. The following three chapters provide
a complete description of the analysis documented in Ref. [1], which measures Higgs boson
production cross sections and couplings in the diphoton decay channel (H — ~+). This
channel is particularly powerful due to its clean final state topology, where the excellent
energy resolution of the CMS electromagnetic calorimeter leads to a narrow peak in the
diphoton invariant mass spectrum, effectively distinguishing Higgs boson production from
SM background processes. Furthermore, it is one of the few channels which has reasonable

sensitivity to all of the principal Higgs boson production modes.

The H — ~~ analysis is configured to perform measurements within the simplified
template cross section (STXS) framework [42], which offers a coherent approach to Higgs
boson production cross section measurements with increasing statistics. In the framework,
the inclusive Higgs boson production phase space is divided into kinematic regions, which

are split first by the production mode and subsequently by the kinematics of the event



constituents. By measuring the cross section in these bins, a more complete description
of Higgs boson production is achieved. The three chapters dedicated to this analysis
are structured as follows. In Chapter 4, the event reconstruction and categorisation are
described. Following this, Chapter 5 explains the statistical inference techniques which
are used to extract the Higgs boson cross sections and couplings. This includes the
construction of the likelihood function, the modelling of both signal and background
events, and the treatment of systematic uncertainties. Finally, Chapter 6 presents the
results of the analysis in terms of signal-strengths, coupling-modifiers and production
cross sections in the STXS framework.

Following on from this, Chapter 7 describes a BSM interpretation of STXS mea-
surements using effective field theory (EFT) [43-47]. In the EFT, BSM particles are
postulated to have masses at an energy scale far beyond the accessible energy scale at
the LHC. By performing a series expansion of the SM Lagrangian, we encapsulate all the
information of a BSM ultraviolet (UV) complete theory, in terms of the infrared (IR) SM
fields. This provides an (almost) model independent framework on which to probe BSM
physics. Firstly, cross sections in the STXS framework and the Higgs boson branching
fractions are expressed in terms of the EFT parameters. This parametrisation is then
applied to a combination of STXS measurements performed by the CMS experiment in
different Higgs boson decay channels [2]. Combining measurements in this way provides
the optimal precision with regards to the current data set, and enables a number of direc-
tions in the EFT parameter space to be probed simultaneously. The results are shown as
constraints on a set of EFT parameters, thereby reducing the potential parameter space
for BSM physics.

The thesis concludes with a look to the future operation of the LHC machine, known
as the High-Luminosity LHC (HL-LHC). Here, protons will be collided at five times
the LHC design luminosity, providing a wealth of proton-proton collision data on which
to base precision measurements. In Chapter 8, a machine learning algorithm trained
to discriminate photons and electrons from hadronic activity in the future CMS trigger
system is described [3], showing the expected performance of the algorithm in the HL-
LHC environment. Following this, the future sensitivity to Higgs boson measurements
at the HL-LHC is discussed. This features a projection study investigating an indirect
method for probing the Higgs boson self-interaction via (single) Higgs boson production in
association with top-quarks [48]. Finally, Chapter 9 draws conclusions from the results of
this thesis, and offers a perspective on the future of Higgs boson precision measurements
at the LHC and beyond.






Chapter 2

Theoretical foundations

2.1 The Standard Model of particle physics

2.1.1 Introduction

The Standard Model (SM) of particle physics is a relativistic quantum field theory (QFT),
that encompasses all known fundamental particles of matter and their interactions via
the strong nuclear force, weak nuclear force, and the electromagnetic force. Gravity,
which is not included in SM theory, is many orders of magnitude weaker than the other
forces and therefore can be safely ignored when studying the interactions of SM particles
in high-energy physics experiments. SM theory was established in the 1970s and has
remained essentially unchanged since its formation [5-7], providing extremely successful
high-energy physics predictions up to the modern day. Most notably, was the prediction
of the Higgs boson [8-13], which was observed experimentally in 2012 by the ATLAS and
CMS Collaborations [14-16]. Nevertheless, the theory falls short in explaining a number
of physical observations, including dark matter [20], neutrino oscillations [23], and the
hierarchy problem [21, 22]. To be able to efficiently scrutinise the predictions of the SM
in the search for beyond-the-Standard Model (BSM) physics, it is crucial that the theory
is well understood.

This chapter begins by introducing the pillars of SM theory. Section 2.1.2 summarises
the particle content of the SM, including both the fundamental constituents of matter
(fermions) and the interaction mediators (bosons). Following this, a pedagogical approach
to the construction of the SM is provided, adopting the widely-used Lagrangian formalism
throughout. Here, the essential notion of a gauge theory is introduced, in the context of
quantum electrodynamics (QED), quantum chromodynamics (QCD), and the unification
of the electromagnetic and weak forces into the electroweak (EW) interaction. This

leads to a description of spontaneous symmetry breaking in the SM, known as the Brout-
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Figure 2.1: Particle content of the SM. The charge, colour, and spin quantum numbers are
provided for each particle, in addition to their measured masses. All masses are
taken from Ref. [24], except the Higgs boson (H) mass which is taken from Ref. [49].

Englert-Higgs (BEH) mechanism, which is vital for explaining how particles acquire mass.

2.1.2 Particle content

In the SM, the fundamental particles of matter and interaction mediators are described
as relativistic fields; it is the quantised excitation of these fields which manifest as the
physical particles that we observe in nature. The complete particle content of the SM is
shown in Figure 2.1.

Ignoring the Higgs boson (H) for now, the SM particles can be divided into two groups:
the spin—% fermions which comprise the matter content of the SM, and the spin-1 gauge
bosons which mediate the fundamental interactions. The fermions themselves come in
two types: those which interact via the strong force are referred to as quarks, whilst those
that do not are referred to as leptons. The quarks (q) are defined in three generations

(at different mass scales) and are split into up-type and down-type quarks with charges
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_1
3

a colour charge, which comes in one of three possible states: R, G and B. It is through

of —i—% and respectively (in units of the elementary charge, e). Quarks also possess
this colour charge that the quarks interact with the massless gluon (g) colour octet via
the strong interaction.

Likewise, the lepton sector is defined in three mass generations, and is split into the
charged leptons (¢) and the neutral leptons (neutrinos, v). Along with the quarks, the
charged leptons interact with the massless photon field, v, to define the electromagnetic

I including the neutrinos, interact via the weak interaction.

interaction. All fermions
This occurs via the exchange of the massive vector bosons: W+ bosons (charged current
interactions) and the Z boson (neutral current interactions). Each fermion in the SM has
a corresponding antiparticle, which has the same mass but opposite charge and parity to
the respective particle?.

The final piece in the puzzle is the spin-0 Higgs boson. Electroweak symmetry breaking
via the BEH mechanism is essential in the SM as the means in which the W* and Z bosons
acquire their mass. Additionally, the Yukawa interactions between the quarks/charged
leptons and the Higgs field explain the masses of the fermions. The salient feature of
the BEH mechanism is the existence of an additional scalar boson: the Higgs boson, the

measurements of which form the basis of this thesis.

2.1.3 Constructing the Lagrangian

The SM can be neatly expressed as a Lagrangian density, Lgy, in terms of the particle
fields. We can then infer the dynamics and interactions of the fields by applying the
principle of least action to Lgy (via the Euler-Lagrange equations).

At the bedrock of SM theory lies the idea of symmetry. Nother’s theorem [50] states
that if a particular Lagrangian density is invariant under some transformation, then this
implies the existence of an associated conservation law. Such an invariant transformation
is referred to as a symmetry of the Lagrangian. By inverting the theorem, we find that
for each conserved quantity observed in nature, there must be an associated symmetry
of the corresponding Lagrangian. For example, a theory which respects the conservation
of energy (momentum) is defined by a Lagrangian which is invariant under a temporal
(spatial) translation.

The SM is based on a particular type of QFT, known as a gauge theory, where the
Lagrangian is invariant under local gauge transformations. Such transformations shift the

phase of the fundamental fields, where (in contrast to global transformations) the size

! There is a slight complexity here concerning the helicity states of the weakly-interacting particles, but
this will be addressed in the coming sections.

2In fact, it is not yet known if the neutrino behaves as a Dirac fermion or a Majorana fermion, where
the latter describes a fermion that is its own antiparticle. This subtle detail is not relevant for this thesis.



8 Chapter 2. Theoretical foundations

of the shift can be different for different points in spacetime. It is worth stressing that
the fundamental fields of a QFT are not observed in nature. Instead, in high-energy
physics experiments we measure quantities derived from the Lagrangian of the theory,
such as cross sections, o, and decay rates, I', which are combined under the blanket
term of observables. Crucially, these observables are independent of the phase of the
underlying fields, and therefore Lgy must be invariant under local gauge transformations.
An important consequence of requiring this symmetry is the introduction of gauge boson
fields which act as the mediators of the fundamental interactions. Additionally, Néther’s
theorem tells us that a local gauge symmetry leads to the conservation of a physical
charge.

In summary, imposing the invariance of Lgy under a local gauge transformation intro-
duces gauge boson fields with certain properties, which interact in certain ways with the
fundamental matter fields. The form of these interactions are governed by the symmetry
group of the gauge transformation. The following sections describe the symmetries of Lgnm
that match what we observe in nature, and how they give rise to the electromagnetic,

strong and weak interactions.

Quantum electrodynamics

The QFT of electromagnetism is known as quantum electrodynamics (QED) [51]. It
describes charged fermions, photons, and their subsequent interactions. Rather pro-
foundly, all of QED can be derived by requiring the invariance of the QED Lagrangian,
Lqrp C Lgyv under local U(1) transformations:

Uu() : EQED — EbED = ﬁQED- (2.1)

The equations of motion for Spin—% fermion fields, ¢, are described by the Dirac

equation [52]. Therefore, Lqrp contains a Dirac term of the form,

LaED D Lbirac = 1WWPY — myahrp, (2.2)

where we have adopted the slash notation, @ = ¥#0,,, such that i0, is the position space
representation of the 4-momentum, p,. The quantity +* represents the Dirac gamma
matrices that obey the anti-commutation relation {y*,~+"} = 2n*"14, where n*” is the
Minkowski-space metric: n** = diag(1, —1, —1, —1). The fermion field, v, is expressed as
a four-component Dirac spinor, where the components are interpreted as the spin-up and
spin-down eigenstates of the positive energy (particle) and negative energy (antiparticle)
solutions of the Dirac equation. The corresponding adjoint field, v, is defined as ¢ = ¥4,

where 1T is the Hermitian conjugate of ¢. Finally, the mass of the fermion, My, 1S
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¥

Figure 2.2: The electromagnetic interaction between the photon field, A,, and the charged
fermion fields, 1.

described by the mass term, m¢1/;¢.

Under a local U(1) transformation, the fermion field transforms as,

U(L) : 9 > o = 9@, (2.3)

where ¢ is a real number, and 6 is a real-valued function that depends on the spacetime

co-ordinate, x. Applying the transformation to Lpirac,

U(l) : *CDirac — ‘Cbirac = LDiraC - 1597“(5;19(33))1/% (24)

introduces an additional term due to the non-vanishing derivative of §(x).® To reconcile
this with the U(1) gauge invariance shown in equation 2.1, it is necessary to add another

term to »CQED,

Ling = —gyy' A, (2.5)

where A,, is a (vector) gauge boson field that transforms under local U(1) transformations

as,

U(1): Ay s A, = A, — 8,0(x). (2.6)

This directly cancels the extra term in equation 2.4, establishing the gauge invariance of
Lqep. What we have found is beautiful in its simplicity. By demanding the local U(1)
gauge symmetry of the Dirac Lagrangian, we require the existence of the gauge boson
field, A, which is precisely the photon field. The additional term in the Lagrangian,
Lint, describes the electromagnetic interaction between charged fermions and photons, as
shown by the Feynman diagram in Figure 2.2, where the quantity g = |e|Q is the coupling
strength of this interaction, with e being the elementary unit charge and Q the relative
charge of fermion, v. The conserved quantity in the electromagnetic interaction is the

electric charge.

3This is not present in global U(1) transformations where 8,0 = 0.
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The QED Lagrangian is supplemented with the gauge-invariant kinetic term,

1
ﬁQED D) Egauge = _ZFMVFNW (2.7)
where F),, = 0,4, — 0,A, is the field strength tensor for the photon field, A,. This
describes the propagation of the photon field in free space, such that by applying the Euler-
Lagrange equations to Lgauge We recover Maxwell’s equations of electromagnetism [51].

Hence, the total QED Lagrangian can be written as,
1 - -
EQED = _ZFMVFMV + “/}lbw - mwﬁ% (28)

where we have introduced the covariant derivative formalism, I = YD, =y (0u+igAu),
which absorbs the gauge boson field, A, into the definition. Importantly, there is no mass
term (o miA“AM) present in the Lagrangian for the gauge boson, as terms of this type
are not invariant under local gauge transformations. As a consequence, the photon field

is massless and the range of the interaction is effectively infinite.

Extending to SU(N)

The strong and weak interactions are obtained by extending the concept of gauge invari-
ance to SU(N) symmetry groups [53]. In the case of QED, gauge invariance was achieved
by defining a covariant derivative containing the corresponding gauge boson field. This
simple reformulation extends to all symmetry groups: gauge invariance is realised by

introducing the covariant derivative,

Dy = 0, + igAST® (2.9)

where A, are the gauge boson fields, T* are the generators of the group algebra, and g is
again the coupling strength of the gauge interaction. In the case of the U(1) symmetry
group, there is a single generator (T = 1) which results in a single gauge boson: the
photon. For SU(N), the generators T® form a basis in the group space of dimension
N? -1 (ie. a=1,..., N> —1). Symmetries of this type give rise to N2 — 1 gauge bosons.

For a generic covariant derivative, D,,, the corresponding field strength tensor is,

F. = é[Dlh D)= {*)HAI%TG o &,AZTQ + ig[AZTb, AT
— T@ <8MAIC/L . aVAZ . gfabcAZA,C,> (210)
=TF;

B

where € are the structure constants of the symmetry group defined by [T?, T®] = 4 febTe.
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Figure 2.3: The triple (left) and quartic (right) gauge boson self-interactions.

Abelian groups are defined by the property that the generators of the group algebra com-
mute: f%¢ = 0Va,b,c.* For non-Abelian gauge theories, such as those based on an
SU(N) symmetry, the generators in general do not commute. This has dramatic conse-
quences for the physics that the theory describes, as can be seen from the gauge term in

the Lagrangian,

1
Lonnge = — F1 Fy, (2.11)

Unlike in the case of QED, Lgauge now contains additional terms representing the self-
interactions of the gauge bosons: a term x g fabc(auAav”)AZAf, which corresponds to the
triple gauge boson interactions, and a term oc g2 febe fade Abx gev AﬁA,ej which corresponds
to the quartic gauge boson interactions. These self-interactions are shown as Feynman

diagrams in Figure 2.3.

Quantum chromodynamics

The QFT of the strong interaction, known as quantum chromodynamics (QCD), is estab-

lished by requiring Lgcp C Lgm to be symmetric under local SU(3)¢ transformations:

SU@3)c : Loep — ‘CbCD = Lqcp, (2.12)

where the subscript ¢ indicates that the transformation only applies to fields with colour

charge. The gauge invariance is achieved by replacing d,, with the covariant derivative,

e N
D, =0, + zgSGu?. (2.13)
Here, % are the 32 — 1 = 8 generators of the SU(3)c group algebra, known as the Gell-

a
oo

interaction. The strength of this interaction is encoded by the coupling strength, g;.

Mann matrices, and G¢, correspond to the eight gluon fields which mediate the strong

By Nother’s theorem, we can relate this SU(3)¢ symmetry to the conservation of

“The U(1) group of QED is trivially Abelian, since it is defined by a single generator, T = 1.
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colour charge. Quark fields possess a colour charge and therefore interact with the gluon
fields. Including the Dirac terms for the quark fields, we arrive at an expression for the

QCD Lagrangian,

- 1
EQCD = Zzw](lﬁ — mj)¢j — ZGa’MVGZV. (2.14)

J

where 9; are the quark spinors of flavour j = {u,d, ¢, s,t,b}. As described in the previous
section, the non-commutative properties of the Gell-Mann matrices lead to the gluon
self-interactions [54]. These self-interactions have major consequences for the physics
of the strong interaction. Firstly, the coupling strength, g, decreases as a function of
the interaction energy scale®. At very high energies, such as those probed in the hard
scatterings at the LHC, the strong force is sufficiently weak to describe the quarks and
gluons as independent particles using perturbation theory. This effect is referred to as
asymptotic freedom [55]. On the other hand, at lower energies quarks and gluons are never
observed as isolated colour charged particles, but are instead confined to colourless bound
states, known as hadrons. This gives rise to the plethora of meson (¢¢) and baryon/anti-
baryon (qqq/3qq) states that we observe in nature, and explains why outgoing quarks and

gluons in high-energy collisions form collimated sprays of hadrons, known as jets [56].

Electroweak unification

One of the great successes of SM theory is the unification of the electromagnetic and
weak interactions [5—7]. This was achieved by requiring the electroweak Lagrangian,

Lrw C Lgm to be symmetric under local SU(2), ® U(1)y transformations,

SU2)L®U(l)y : Lew — ﬁ/EW = Lgw, (2.15)

which requires the introduction of the covariant derivative,

At
D, =8, + igwg% +ig'B,Y. (2.16)

The non-Abelian SU(2)1, symmetry group has 22 —1 = 3 generators, T? = ¢?/2, which are
the 2 x 2 Pauli-spin matrices, with three associated gauge boson fields, Wﬁ The quantity
g represents the coupling strength of this interaction, whilst the corresponding conserved
charge is known as weak isospin, t3. The Abelian U(1)y symmetry has a single generator,
T =Y = 41, with a single gauge boson field, B,,. This interaction has a coupling strength,
¢’, and conserves a quantity referred to as weak hypercharge, y. We extract the physical

states of the gauge fields (W* bosons, Z boson and the photon) according to the following

This property is related to the S-function of QCD; a discussion of which is left to Ref. [54].
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relations,
1
V2

Zy\  [cosby —sinfy Wj (2.17)
A, sinfy,  cos Oy B,

where Oy = tan~!(g’/g) is the weak mixing angle, and is measured directly in experiment.

+ _ 1 2
Wi =—=W, FiW,)

The gauge term of the electroweak (EW) Lagrangian,

1__ . , 1
£EW D Egauge - _ZW/L’HVW;U/ - EBIUIVBMV7 (2.18)

introduces self-interactions between the W;L fields, which after rotating to the physical
states are observed as the YWTW~ and ZW1TW™ triple gauge interactions, and the
WHW-WHTW~, WHrW~ZZ and WTW vy quartic gauge interactions.

Turning our attention to the fermions, the diagram in Figure 2.1 tells us that both
quarks and leptons interact via the weak interaction. In nature, we observe the weak
interaction to violate parity conservation [57], or in other words, the weak interaction
behaves differently under the spatial translation: z +— —x. A fermion field, ¢, can
be projected into its left-handed and right-handed components, ¥y and g, using the

14243, We can then bake the

projection operators, pL/R = %(1 Fv°), where ° = y%
effect of parity violation into EW theory by only permitting interactions between the
Wlﬁ gauge fields and left-handed fermions® (right-handed anti-fermions) [53]. In this way,
the left-handed components of the fermion fields transform as doublets under SU(2)y,

transformations (t3 = :l:%), whilst the right-handed components transform as singlets

(t3 =0),
ViL a qu
v Lip=|""], =12,
’ (ﬁjL e \agy (2.19)

YR : EjRa UJ?R? d;'lR'

Here, ¢ and v represent the charged leptons and neutrinos, u and d represent the up-type
and down-type quarks, and the flavour indices, j, and colour indices, a, are explicitly kept
in the notation for completeness. It is important to note that there is no right-handed
neutrino field in the standard EW theory, as they do not interact via either the weak or
electromagnetic interactions.

The fermionic EW interactions are defined by the following gauge-invariant terms in

the Lagrangian,

SHence the use of the subscript, ., in the SU(2) symmetry group definition.
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Lew D $rild™pr + rild ™ pr, (2.20)

where

. 0.7;
D = 9,1z +igW, % +ig' B, -1z

. 3 1 YA 2 ;
_ <3M o> g ( 1WM 2 Wi - z;/VM> L L (Bu 0 > , (2.21)
0 9, 2 Wu + zW# —W# 2 0 By
. YR
Df =0+ Zg,Bu?-

Considering the diagonal elements of Dﬁ together with fo, and applying the rotation to
the physical basis (equation 2.17), we find a photon-fermion interaction term (¢9)A,,) of

the form,
. . o, YL _ / R
Low 2 - [wﬂu(g sinbw - + g’ cos 9W712)¢L + YrY!yg cos 0W7¢R} Ay,
== le] [wm*‘((j + %EQ)W + &RW“%RW Ay, (2.22)
= — le] Q'Y Ay,
where the relations, gsinfy = |e| and g’ cosfy = |e|, are inferred by relating to the

equivalent interaction term of QED in equation 2.5. Moreover, the observation that the
electromagnetic interaction does not depend on the handedness (chirality state) of the

fermion field tell us,

Q=1t;+ g (2.23)

This is ultimately the defining relation of electroweak unification. At first glance, the
electromagnetic and weak interactions appear to have completely different properties. The
electromagnetic interaction is parity-conserving and is mediated by the massless photon
over an effectively infinite range, whilst the weak interaction is parity-violating, and is
mediated by the massive weak bosons, over a very short interaction range. Nevertheless,
this section has proved that the two can be unified into a common electroweak theory,
where equation 2.23 tells us how the charge of the electromagnetic interaction is related to
the weak isospin and hypercharge. Using this relation, the full set of electroweak quantum
numbers for the SM fields are derived to be the values shown in Table 2.1. Following the
same procedure as shown for the ¥1)A,, interaction, the charged current (W) and neutral
current (Z) weak interactions are derived from the Lagrangian in equation 2.20, providing

the full set of fermionic EW interactions displayed in Figure 2.4.
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Figure 2.4: The electroweak interactions including fermions.

Table 2.1: The weak isospin (¢3), weak hypercharge (y) and electric charge (Q) quantum numbers
of the Standard Model fields. Here, the fermion flavour states are explicitly shown.

Particle field t3 Yy Q=t3+14
ug, 1 -1 3 T2
dg, %, b4 -1 +1 1
s ko 1 0 +4 +2
d%, s4, b% 0 -2 -1
VelLs VuL, VrL —i—% -1 0
€L, KL, TL -1 -1 -1
€R, ML, TL 0 -2 -1
Wit +1 0 +1
Z, 0 0 0
A, 0 0 0
G, 0 0 0
H -1 1 0
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Spontaneous symmetry breaking

By simply applying the elegant principle of gauge invariance, we have constructed a La-
grangian density that describes all of the fundamental interactions between the fermions
and the vector gauge bosons, as well as the gauge-boson self-interactions of the strong
and weak forces. Nevertheless, there is a striking omission: a consistent description of
the particle masses. As in QED, gauge-boson mass terms of the form o m%vWZ“W; are
forbidden in electroweak theory as they are not invariant under local SU(2)r, ® U(1)y
transformations. This contradicts the masses of the W* and Z bosons observed in ex-
periment. Moreover, mass terms for the fermion fields, o mqp("lz)LwR + Ypyr) are also
not gauge invariant due to the different transformation properties of the left-handed and
right-handed fields. In SM theory, we introduce the Brout-Englert-Higgs (BEH) mecha-
nism [8-13] to generate the particle masses by spontaneously breaking the symmetry of
the electroweak interaction.

A spontaneous symmetry breaking (SSB) refers to the case where the underlying
Lagrangian of the theory obeys certain symmetries, whereas the lowest energy (vacuum)
state of the corresponding Hamiltonian does not [53]. The BEH mechanism explains
what happens when the broken symmetry is a local gauge symmetry. In the SM, the
BEH mechanism breaks the SU(2);, ® U(1)y symmetry of the electroweak interaction into
a U(1)gm symmetry, as shown in equation 2.24:

SUB)c @ SU@)L @ ULy 5 SUB)c ® U(L)pwm. (2.24)
Note, the SU(3)¢c symmetry of the strong interaction remains unbroken and therefore the
gluon fields, Gy, are unaffected. The SSB is achieved via the introduction of two complex

scalar fields”, ¢t and ¢°, which transforms as a doublet, H, under SU(2)r, transformations,

2 W T I S
"= <<z>°> V2 <¢3+z‘¢4> ' (2:25)

The doublet, H, is referred to as the Higgs field. In total, this corresponds to adding four
additional degrees of freedom into the Lagrangian via the SU(2);, ® U(1)y invariant term

for a complex scalar field,

1
Lsy D Liiges = (DMH) (D, H) — > HYH — ZA(HT H)? (2.26)

where the covariant derivative D* acting on H is that shown in equation 2.16, such that

the Higgs doublet possesses a weak hypercharge of yir = 1. The latter two terms describe

"Because the BEH mechanism is required to generate the masses of the weak gauge bosons, one of the
complex scalar fields must be neutral, ¢°, whilst the other must be charged, ¢, such that (¢7)* = ¢~ [58].
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Figure 2.5: The potential, V(¢), for a single complex scalar field, ¢ = %(le + i¢2), uniquely

defined by the parameters: p? and A. The plot on the left shows the scenario for
p? > 0 and A > 0, whilst the plot on the right shows the scenario for y? < 0 and
A > 0. It is the form on the right which is required for SSB via the BEH mechanism.
Figure taken from Ref. [58].

the Higgs potential, V (H),

V&D:u%ﬁH+iMHUﬁ? (2.27)

It is useful to begin by considering the possible forms of this potential for a single complex
scalar field, V(¢), where ¢ = %(aﬁ + i¢2), as shown in Figure 2.5. In this example, the
Lagrangian of the underlying theory is invariant under local U(1) gauge transformations.
The parameter A\ must be positive to ensure the minima of the potential are finite; however,
there is no such requirement on p2. A value of 2 > 0 (left) results in a symmetric potential
with a minimum at (¢1, ¢2) = (0,0). For u? < 0 (right) there is an infinite set of minima
defined by ¢? + ¢3 = —pu?/A = v2, as shown by the dashed circle in the plot. In other
words, the lowest energy (vacuum) state does not occur at (¢1, ¢2) = (0,0) but instead at
one of the infinite points along ¢3 + ¢3 = v2. It is the choice of the vacuum state which
(spontaneously) breaks the local U(1) gauge symmetry of the Lagrangian [58].

We can extend this idea to the Higgs doublet with four degrees of freedom, where the

non-zero vacuum states satisfy,

AT R S S J (2.28)
9 1 2 3 4 22 2

To achieve the SSB expressed in equation 2.24, a vacuum state is chosen to generate the
masses of the W* and Z bosons, whilst leaving the symmetry of the electromagnetic (EM)

interaction intact, and therefore the photon massless. The conventional choice [6] is,

(0] H0) = é (O> , (2.29)
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where v = /—p?/)\ is the Higgs field vacuum expectation value. We then consider

non-linear perturbations about this minimum of the form,

(Yt ot 1 0
H = G (@7 R 2.30
‘ V2 (v + h(:):)) (2:30)

where the Goldstone theorem [59] predicts the existence of three massless Goldstone boson
fields, G%(x), for each broken generator of the symmetry group, and one massive scalar
boson, h(z), for the unbroken symmetry. The Goldstone bosons can be eliminated from

the Lagrangian by making the appropriate local gauge transformation,

SU@), - H s H' = ®@F [ (2.31)

and choosing 6(x) = #(x)i.g This is known as the unitary gauge, where the Higgs

doublet field takes the form,

1 0
H= NG (v . h(x)> (2.32)

Crucially, the three degrees of freedom corresponding to the massless Goldstone boson
fields no longer appear in the Lagrangian. Instead, due to the covariant derivative in
Liiggs, they are absorbed as the longitudinal polarisation states of the weak vector bosons:
W+ and Z. This is explicitly shown by inserting H in the unitary gauge into equation 2.26,

where we find the following terms,

1 1
Liges O 192U2WWW; + §U2(92 S VA (2.33)

These are directly the weak boson mass terms that we set out to achieve. By introducing
the BEH mechanism into the SM, we have successfully generated the masses of the weak
bosons via the spontaneous symmetry breaking of the EW interaction. Using the known
form of a mass term for a spin-1 gauge boson (mi W, W*"), we read off the W+ and Z

boson masses as,

1
mw = 5gv =804 GeV,  my = %\/W =91.2 GeV, (2.34)

which depend on the Higgs vacuum expectation value, v = 246 GeV, and the coupling
strengths of the SU(2);, ® U(1)y EW interaction. Remarkably, no equivalent mass term
exists for the A* field: the photon remains massless. This is exactly what is required for

a consistent description of the weak and electromagnetic interactions.

81t is important to keep in mind that we are free to make this choice, since the underlying Lagrangian
is invariant under local gauge transformations.
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Figure 2.6: The Higgs boson self-interactions (left) and the Higgs boson interactions with the
weak gauge bosons (right). The couplings gy = gw and gz are equal to g and
g/cos Oy, respectively.

The Lagrangian also contains the following terms,
1 272 3 1oy
Liggs D 5(8uh)(8“h) + Av“h® — Avh® — Z)\h . (2.35)

which describe an additional massive scalar boson field, h, with mass myg = v2\v.?2 The
quantum excitation of this field, the Higgs boson, was discovered by the ATLAS and CMS
Collaborations in 2012 [14-16], with a mass of around 125 GeV.

The final two terms in equation 2.35 describe the trilinear and quartic self-interactions
of the Higgs boson, which are shown as Feynman diagrams on the left of Figure 2.6. Such
interactions are extremely rare and have not yet been observed in high-energy physics
experiments. In the SM, the value of A is uniquely defined by the relation myg = v/2\wv,
nevertheless, the presence of BSM physics can modify A without changing the values of my;
and v. Measurements of the Higgs boson self-interactions are therefore in high demand
as they provide an independent probe of A; from which we can infer the shape of the
Higgs potential, and subsequently the dynamics of EW symmetry breaking. Chapter 8
investigates an indirect method for probing A at a future operation of the LHC machine.

Additionally, the (D*H)T(D,,H) term in Lyiggs gives rise to terms oc VVh and oc VVAZ,
where V.= W#, Z. These correspond to the triple and quartic couplings between the weak
bosons and the Higgs boson, as shown on the right of Figure 2.6. The coupling strength
at the AWTW™ vertex is equal to %gzv = g mw; the coupling of the Higgs boson to the
W boson is proportional to the W boson mass. The equivalent is true for the hZZ vertex,
where the coupling strength is o« myz. No coupling exists between the h and the photon
field, A, nor does h couple to the gluon field, Gy,.

Yukawa interactions

The fermion masses are generated in the SM via the Yukawa interactions [58]. The

following SU(2)1, ® U(1)y gauge invariant terms are added to the SM Lagrangian,

9The (seemingly poor) choice in notation in using my instead of my, is simply made because my is
more commonly used in the literature.
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Lsm O Lyukawa = _()\jfijngR + )\jQ?LHd?R + )‘jQ?LgU?R + h.c.) (2.36)

where \; are the Yukawa couplings for fermion flavour state, j, the notation H* = ey (HY*
is used, where €j;, is totally antisymmetric in its indices with €12 = +1, and h.c. are the
hermitian conjugates of the explicitly written terms. After SSB (substituting the unitary

gauge H doublet into equation 2.36) we find terms of the form

Ae e . _
Lyukawa C ——=v(€rer + €rer) — —=h(érer + €rer), (2.37)

V2 V2

where for simplicity, only the terms relevant for the electron field are shown. The first
term has exactly the form required for fermion masses, m;(¢;1¥;jr+1;r;1), from which
we can infer the relation, \; = \/ﬁmj /v. The second term represents the couplings
of the fermions fields to the Higgs boson: hin). These interactions have a coupling
strength proportional to A;, and therefore the Higgs boson coupling to fermions is directly
proportional to the mass of the fermion field. Whilst the BEH mechanism does not
predict the values of )\j;, the masses of the fermions are measured experimentally, and

hence provide a handle on the coupling properties of the Higgs boson.

2.1.4 The SM Lagrangian

Putting everything together, we arrive at an expression for the SU(3)c ® SU(2), @ U(1)y
gauge invariant SM Lagrangian (before SSB) to be,

£SM :Egauge + EnggS + Elnt + EYukawa

g Do L, e
1
+ (D*H)N (D, H) — p? HYH — A(H'H)? (2.38)

+i(LIPL + D+ QDQ + ulpu + dIpd)
— (MLHC + X\QHd + N\yQHu + h.c.)

where the colour, flavour and chirality indices (L,R) have been dropped from the fermion
fields in the notation, and Mg, 4 are now matrices in the flavour space. The covariant
derivative, D, which maintains the gauge invariance, is,

a i

‘ A R .
D,=09,+ zgsGZ? + ngﬁ% +1i9'B,Y (2.39)
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Figure 2.7: The pillars of SM theory.

Table 2.2: The 26 free parameters of the SM, which are input directly from experiment. Ref-
erences are provided for the parameters associated with topics that have not been
addressed in the text.

Fermion masses | mq, Mec, M¢, Ma, Ms, My, Me, My, Mr, My1, My2, M3
. . . /
Gauge interaction coupling strengths | g, ¢, gs
BEH mechanism | v, mg

CKM and PMNS mixing angles [60-63] | A, A, p, 1, 612, 013, 23, §

Strong CP phase [64] | 6°F(~ 0)

where the G, Wﬁ and B, terms act on the fields with non-zero colour charge, non-zero
weak isospin (f3) and non-zero weak hypercharge (y), respectively. Incredibly, this La-
grangian density which barely spans four lines encompasses all known particle interactions
via the electromagnetic, strong and weak forces, and with the inclusion of the BEH mech-
anism, explains how the weak gauge boson and fermion fields'® acquire mass. The pillars
of the theory that have lead to the construction of Lgy are summarised in Figure 2.7.
One expects the ultimate theory of particle physics to be described by a simple equa-
tion with few free parameters [58]; plainly, the SM is not this theory. Despite being
constructed from a number of profound theoretical ideas (blue boxes), it is put together
in a somewhat ad-hoc manner. This becomes clear when considering the relatively large
number of free parameters in the model (26 in total) which are independently tuned to
match experimental observations (red box). Table 2.2 lists the free parameters of the SM.
Given this set of input parameters, all the SM particle masses and couplings are fully
predicted. For example, the A parameter which appears in the definition of the Higgs
potential is equal to m% /2v2. Nevertheless, the presence of new BSM fields can modify

This does not include the generation of neutrino masses which requires a separate mechanism. The
mechanism will not be discussed here since it is not relevant for this thesis.
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the SM predictions, and thus leave an imprint on the masses and couplings of the SM
fields. In turn, this affects not only the rate of interesting collision events at the LHC,
but also their kinematic properties''. Altogether, this provides a concrete tool to search
for new physics: by precisely measuring the masses and couplings of the SM fields and
checking for consistency with the SM theory, we can indirectly infer the presence of new
BSM states. In this thesis, we investigate the precision measurements of Higgs boson

properties at the CMS experiment.

2.2 Higgs boson phenomenology

This section describes how the SM predictions manifest in terms of the Higgs boson
phenomenology at a hadron collider. As mentioned at the beginning of this chapter, in
high-energy particle collision experiments we do not observe the fundamental fields, but
instead infer their interactions via production cross sections, o, and decay rates, I'. These
observables are mapped back to the parameters of the model Lagrangian by computing
the relevant matrix element, M;_,;: a quantity which encodes the probability of the
transition from initial state 7, to final state f, as a function of the particle couplings and
masses. A useful introduction to the calculation of matrix elements (using the Feynman
rules) is left to Ref. [58].

Higgs boson production

For proton-proton collisions at a centre-of-mass energy of /s = 13 TeV, the four major
Higgs boson production modes are (in order of decreasing cross section): gluon-gluon
fusion (ggH), vector boson fusion (VBF), vector boson associated production (VH), and
production in association with a top quark-antiquark pair (ttH).'? All such production
modes are now observed with significance >50 at the LHC [2, 65]. Additionally, there
are a number of rarer production modes including single-top associated production (tH),
gluon-initiated Z boson associated production (ggZH), and production in association with
a bottom quark-antiquark pair (bbH). The leading-order'® Feynman diagrams for all the
aforementioned Higgs boson production modes are displayed in Figure 2.8, and the ex-
pected SM cross sections for each process are listed in Table 2.3. These values correspond

to a nominal Higgs boson mass of my = 125.0 GeV.

"For example, an additional high-mass state decaying to a Higgs boson will enhance the Higgs boson
production rate at high momentum.

12Fyrom now on the distinction between fermions and anti-fermions is left out of the notation. For
example, ttH strictly represents ttH production. Additionally, the V in VBF and VH includes both W
and Z bosons: V=W%, Z.

13See Section 3.5.
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Figure 2.8: Example leading order Feynman diagrams for the major Higgs boson production
modes at the LHC: ggH (top left), VBF (top right), VH (second left), ttH (second
right), tHq (third left), tHW (third right), ggZH (bottom left) and bbH (bottom
right).

Table 2.3: SM Higgs boson production cross sections at /s = 13 TeV, for myg = 125.0 GeV. The
VH and tH production modes are separated into the contributions from the WH and
ZH modes, and tHq and tHW modes, respectively. Values are taken from Ref. [42].

Production mode ggH VBF WH ZH ggZH ttH tHg tHW bbH

Cross section [pb] | 48.6 3.78 1.37 | 0.76 0.12 0.51 | 0.077 | 0.015 | 0.49
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Table 2.4: Higgs boson decay branching fractions for my = 125.0 GeV. Values are taken from
Ref. [42].

Decay channel bb WW* gg T cc 77" ¥y o

Branching fraction [%)] 58.2 214 8.2 6.3 2.8 2.6 0.23 0.022

The ggH production mode proceeds via an internal quark loop as the Higgs boson
does not directly couple to the gluon (g). This makes ggH particularly sensitive to new
physics where the quarks in the loop could in principle be replaced by a heavy BSM
state that couples to the Higgs boson. In the SM, the cross section of ggH dominates by
roughly an order of magnitude. Nevertheless, the other modes contain additional objects
in their final states which can help identify them from other SM background processes.
For example, VBF events are typically characterised by two additional jets, produced
from the final-state quarks, with a large angular separation. Ultimately, the experimental
sensitivity to a particular production-mode depends on both the cross section and the

degree of background contamination mimicking the signal process.

Higgs boson decay

The Higgs boson is an unstable particle with a very short lifetime [24]. Consequently,
it decays almost instantaneously and can only be inferred from the observation of its
decay products. The principal Higgs boson decay channels are listed with their respective
branching fractions, B7, for myi = 125.0 GeV in Table 2.4, where Bf = Ff/FH, and '
is the total decay width of the Higgs boson.

The dominant Higgs boson decay channel is H — bb, which occurs via the direct
Yukawa coupling of the Higgs boson to the bottom quark. Nevertheless, the H — bb
decay channel was only recently observed during Run 2 of the LHC [31, 34] due to
the large hadronic background at the LHC. Other decay channels with relatively low
branching fractions (e.g. H — ZZ — 4¢, H — ~v7) offer greater sensitivity to Higgs
boson measurements. Of particular interest in this thesis is the H — ~+ decay channel.
This channel benefits from a clean final state topology of two well-reconstructed photons,
that provide a narrow invariant mass (m..) peak about the Higgs boson mass, my. This
property is used to effectively distinguish H — ~v events from the smoothly-falling
background continuum. Moreover, it is one of the few channels that is sensitive to all of
the major Higgs boson production modes.

Two of the leading-order Feynman diagrams for H — ~v in the SM are displayed in
Figure 2.9. Like ggH production, the H — ~+ decay proceeds via an internal loop as the
Higgs boson does not couple directly to the photon field. This loop includes contributions
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Figure 2.9: Leading order Feynman diagrams for the H — ~~ decay channel.

from both top quarks and W= bosons, meaning the H — ~v decay rate is sensitive to

both the top Yukawa coupling and the Higgs-W boson coupling, respectively.

Previous H — ~~ results at CMS

At this point, it would be cumbersome to review all results from the H — ~~ decay
channel at CMS, let alone from all decay channels. In preparation for the following
section, it is useful to introduce a single result from the H — ~v decay channel, which
uses proton-proton collision data collected during the 2016 period [66]. Figure 2.10 shows
the cross section measurements of the dominant Higgs boson production modes, relative to
their SM predictions. The VH production mode is separated according to the decay of the
vector boson: leptonic (Z — ¢¢/vv and W — fv) and hadronic (W/Z — ¢q'/qq), and the
leptonic channel is further divided into the WH and ZH production contributions. With
the 2016 data only, the ggH cross section is measured to within an uncertainty of around
20%. Other production modes are measured less well, with uncertainties ranging from
50-60% for VBF production to 250% for VH hadronic. Looking forward, the inclusion
of more data will help reduce the statistical uncertainty in these measurements, and will
enable new, more granular measurements to be made. One framework for performing

such granular measurements is the simplified template cross section (STXS) framework.

2.3 Simplified template cross sections

The STXS framework [42] is a remarkably simple concept: as the available data increases,
we divide the Higgs boson production phase-space into increasingly granular kinematic
regions. These regions, or so-called bins, are split primarily by the Higgs boson production
mode and subsequently by the kinematic quantities of the event. The framework provides
a natural progression to inclusive production-mode measurements (see Figure 2.10), such
that by measuring the cross section in the kinematic regions, we build up a more granular
description of Higgs boson production, and gain an understanding of the event kinemat-

ics. Ultimately, this enhances the sensitivity to potential new-physics contributions that
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Figure 2.10: Measurements of the dominant Higgs boson production mode cross sections, rela-
tive to their SM predictions, in the H — <~ decay channel. The results use data
collected by the CMS experiment during the 2016 data taking period. The black
points represent the best-fit values and 68% confidence intervals for the measured
parameters of interest. The blue boxes demonstate the theoretical uncertainties in
the SM predictions.

appear in specific regions of the Higgs boson production phase-space.

This coherent approach to precision Higgs boson measurements has been adopted
by the ATLAS and CMS Collaborations for a number of years. The evolution of the
framework with increasing statistics is defined in so-called stages [42, 67], which refer to
different kinematic binning schemes of varying granularity. The H — ~~ analysis docu-
mented in Chapters 4—6 targets the most-granular stage 1.2 binning definition, which is
shown schematically in Figure 2.11. The effective field theory interpretation of STXS mea-
surements in Chapter 7 combines cross section measurements from different Higgs boson
decay channels at stage 0, stage 1.0 and stage 1.1. All stages are displayed schematically
in Appendix A.

There are many advantages to cross section measurements in the STXS framework.
Firstly, splitting the phase space into different kinematic bins systematically reduces the
theory dependence of the measurements, in the sense that we no longer rely on the
SM to predict the relative compositions of two different physics processes (STXS bins).
Reducing the theory dependence in this fashion makes the measurements easier to re-
interpret, and also helps to preserve the usefulness of the measurements as they are less
affected by future improvements to the theoretical predictions. Moreover, the splitting
helps to isolate specific kinematic regions of phase space which are likely to be affected

by BSM physics e.g. ggH production with high p¥ .
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Figure 2.11: Schematic of the full STXS stage 1.2 binning scheme, adapted from Ref. [42]. This
is defined for events with |yH|< 2.5. The solid boxes represent each STXS stage 1.2
bin. The units of pT, Myry, pT , and pT are in GeV. The shaded regions indicate
the STXS bins which are divided at stage 1.2, but are not measured independently
in the H — v analysis described in Chapters 4-6.

Measurements in the STXS framework differ from standard differential cross sections
measurements as they do not include a fiducial-region'* definition of the final state par-
ticles in the event, including the Higgs boson decay products. This ultimately permits
the use of sophisticated analysis techniques to optimise the sensitivity to the cross sec-
tions, such as the application of machine learning algorithms for event classification (see
Appendix B). Additionally, by being agnostic to the Higgs boson decay, the STXS frame-
work enables the smooth combination of measurements across different Higgs boson decay
channels.

Whilst the benefits listed above are numerous, it is important to keep in mind that
STXS measurements rely on SM simulation to model the experimental acceptance of
events from a given STXS bin. This assumption may break down in the presence of
BSM physics, which can modify the event kinematics and subsequently the within-bin
experimental acceptance. In particular, new physics affecting the final-state kinematics
of the Higgs boson decay goes unaccounted for in the STXS framework as there is no
fiducial selection on the decay products. Consequently, BSM re-interpretations of STXS
measurements must be approached with care.

The remainder of the section provides a description of the stage 1.2 binning scheme

11 this context, a fiducial region refers to a region of the final-state phase-space defined at truth-level
(see Section 3.5), which corresponds closely to what can be measured experimentally in the detector.
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used in the H — ~v analysis of Chapters 4-6 (Figure 2.11). Throughout, the units of
GeV are removed in the STXS bin-naming for brevity. All events require the absolute
value of the Higgs boson rapidity, |yg|, to be less than 2.5, as events with values above
this threshold are typically outside of the experimental acceptance. The ggH production
mode (blue) is split into bins according to the Higgs boson transverse momentum (p#) and

15 The boosted kinematic region with p¥ > 200 GeV is particularly

the number of jets
sensitive to BSM physics appearing in the ggH loop. This region is further split according
to additional p¥ boundaries, which are measured for the first time in this thesis.

Additionally, the ggH binning scheme defines a VBF-like region with high dijet in-
variant mass (m;;). This VBF-like region is split into four bins according to m;; and
the transverse momentum of the Higgs boson-plus-dijet system (pgjj ). For the purpose
of the H — ~~ analysis, events originating from bbH production and ggZH production
in which the associated Z boson decays hadronically, are grouped with ggH events. This
choice is made since the current available data set is not sensitive to the independent mea-
surements of these rarer production modes. The SM predicted cross section breakdown
for the ggH STXS bins is given in Table 2.5. These values are calculated by classifying
events in SM simulation, as described in Section 4.2.2. The final column in the table lists
the product of the cross section times H — ~~ branching fraction, ogmB, for each bin.
Ultimately, these are the observables that the H — ~v analysis aims to measure, and by
comparing to the SM predictions it is possible to constrain (or more optimistically infer)
the presence of new physics.

The electroweak qqH production scheme (orange) considers both VBF production
and VH production in which the vector boson decays hadronically. This reflects the
fact that VBF and VH hadronic production are the t+u-channel and s-channel diagrams,
respectively, of the same physics process: qq—Hqq, and therefore cannot be distinguished
at higher orders. The kinematic bins are defined according to the number of jets, prf y Mg,
and p?jj , in the attempt to isolate different topologies of qqH events. Firstly, the bin with
the dijet invariant mass window 60 < m;; < 120 GeV specifically targets VH hadronic
production. Akin to the ggH scheme, events with a VBF-like topology are defined by the
region with m;; > 350 GeV, which is further split into four bins according to boundaries
in mj; and pgjj . Finally, the BSM-sensitive region with a boosted Higgs boson is defined
by a single bin with pi,lf > 200 GeV. The four STXS bins which define the “qqH rest”
region (see Figure 2.11) are not explicitly probed in the H — ~v analysis. Table 2.6
provides the SM predicted cross section breakdown for the qqH STXS bins.

5In the STXS event classification, jets are defined with the FASTJET package [68] using the anti-kr
algorithm with a distance parameter of 0.4 [69]. This is applied to the particle-level event constituents after
parton showering and hadronisation. All jets are required to have a transverse momentum, pgﬂ > 30 GeV.
More detail concerning the definition of jets in simulation is provided in Section 3.5.



2.3. Simplified template cross sections

29

Table 2.5: Definition of the ggH STXS bins. The product of the cross section times H — ~v
branching fraction, ogm B, evaluated at /s = 13 TeV and my = 125 GeV, is given for
each bin in the final column. Additionally, the fraction of the total production mode
cross section from each STXS bin is shown. Events originating from ggZH production,
in which the Z decays hadronically, are grouped with ggH in the STXS measurements,
and are shown as a separate column in the table. The bbH production mode, whose
osmB = 1.054 fb, is grouped together with the ggH 0J high pZ bin. Unless stated
otherwise, the STXS bins are defined for |yg|< 2.5. Events with |yg|> 2.5 are mostly
outside of experimental acceptance, and therefore make a negligible contribution to
the H — v analysis.

STXS bin . . Definition _ Fraction of cross sec_tion ssnBB (fb)
units of pin, m;; and pp7’ in GeV ggH gg — Z(q@q)H
ggH forward [Yg|> 2.5 8.09% 2.73% 8.93
ggH 0J low p#f Exactly 0 jets, p < 10 13.87% 0.01% 15.30
ggH 0J high p# Exactly 0 jets, 10 < pH < 200 39.40% 0.29% 43.45
ggH 1J low p#f Exactly 1 jet, p¥ < 60 14.77% 2.00% 16.29
ggH 1J med p¥ Exactly 1 jet, 60 < pH < 120 10.23% 5.34% 11.29
ggH 1J high p& Exactly 1 jet, 120 < pf < 200 1.82% 3.53% 2.01
ggH >2J low p#f At least 2 jets, pH < 60, m;; < 350 2.56% 5.74% 2.83
ggH >2J med p#f At least 2 jets, 60 < pXf < 120, m;; < 350 4.10% 19.63% 4.56
ggH >27J high pH At least 2 jets, 120 < pH < 200, mj; < 350 1.88% 29.55% 2.13
ggH BSM 200 < pH < 300 No jet requirements, 200 < pH < 300 0.98% 13.93% 1.11
ggH BSM 300 < pif < 450 No jet requirements, 300 < p2 < 450 0.25% 3.86% 0.28
ggH BSM 450 < pi < 650 No jet requirements, 450 < pif < 650 0.03% 0.77% 0.03
ggH BSM p¥ > 650 No jet requirements, pQ}! > 650 0.01% 0.20% 0.01
g At least 2 jets, p < 200,
ggH VBF-like low m;; low p?” cast £Jes pTHij 0.63% 1.14% 0.70
350 < mj; < 700, pn?? < 25
y At least 2 jets, pH < 200
ggH VBF-like low m; high pl/i7 cast 2 Jets, py < 200, 0.77% 8.06% 0.86
350 < mj; < 700, pn?? > 25
. . i At least 2 jets, pH < 200
H VBF-like high m; low pZ9J T ’ 0.28% 0.36% 0.31
88 te Tgh Mg oW Pr my; > 700, piil < 25 ° °
g At least 2 jets, pH < 200
ggH VBF-like high m; high pl/#J east 2 jets, pp < 299, 0.32% 2.85% 0.36

mj; > 700, p77 > 25
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Events produced via the VH and ggZH production modes, in which the vector boson
decays leptonically are categorised according to the VH leptonic binning scheme (green).
Three equivalent regions are defined for WH, ZH and ggZH production, with kinematic
boundaries in the transverse momentum of the vector boson (pY.) and the number of jets.
The SM predicted cross section breakdown for the VH leptonic STXS bins is listed in
Table 2.7.

The ttH production mode (pink) is split according to four boundaries in p¥ . This
splitting was first introduced at stage 1.2, and consequently the H — ~~ analysis docu-
mented here is the first to measure ttH production in different kinematic regions. Finally,
there is an additional tH production STXS bin (yellow), which includes contributions
from both the tHq and tHW production modes. This thesis also includes the first explicit
measurement of tH production cross section in the H — ~+ decay channel. Table 2.8

gives the SM predicted cross section breakdown for the top-associated STXS bins.

Table 2.6: Definition of the qqH STXS bins. The product of the cross section times H — v

branching fraction, osm BB, evaluated at /s = 13 TeV and my = 125 GeV, is given for
each bin in the final column. Additionally, the fraction of the total production mode
cross section from each STXS bin is shown. Unless stated otherwise, the STXS bins
are defined for |yg|< 2.5. Events with |yg|> 2.5 are mostly outside of experimental
acceptance, and therefore make a negligible contribution to the H — -~ analysis.

STXS bin . . Definition s F‘r?im/ction of cgass sec_tion . osnB (1b)
units of py, m;; and p;”’7 in GeV VBF qq' — W(q@)H qgq — Z(qq)H
qqH forward |Yg|> 2.5 6.69% 12.57% 9.84% 0.98
qqH 0J Exactly 0 jets 6.95% 5.70% 3.73% 0.77
qqH 1J Exactly 1 jet 32.83% 31.13% 25.03% 3.82
qqH m;; < 60 At least 2 jets, mj; < 60 1.36% 3.58% 2.72% 0.23
qqH VH-like At least 2 jets, 60 < my; < 120 2.40% 29.43% 28.94% 1.23
qqH 120 < mj; < 350 At least 2 jets, 120 < mj; < 350  12.34% 13.92% 12.59% 1.53
i At least 2 jets, pHf < 200,
qqH VBF-like low m; low pi9J cast 2Jets, pr < 10.26% 0.44% 0.35% 0.90
350 < my; < 700, pii7 < 25
i At least 2 jets, pif < 200
qqH VBF-like low m; high pf%7 cast 2 Jets, py < 270, 3.85% 1.86% 1.74% 0.39
350 < my; < 700, pii7 > 25
y At least 2 jets, pif < 200
qqH VBF-like high m; low pi77 cash < 1o I < <99, 15.09% 0.09% 0.08% 1.30
mj; > 700, ph’l < 25
» At least 2 jets, pH < 200
i i - hi Hjj Jets, pp s
qqH VBF-like high m;; high p7, my; > 700, pgjj S 25 4.25% 0.40% 0.39% 0.38
qqH BSM At least 2 jets, mj; > 350, pff > 200 3.98% 0.88% 0.71% 0.37
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Table 2.7: Definition of the VH leptonic STXS bins. The product of the cross section times
H — ~v branching fraction, osy B, evaluated at /s = 13 TeV and myg = 125 GeV,
is given for each bin in the final column. Additionally, the fraction of the total
production mode cross section from each STXS bin is shown. Unless stated otherwise,
the STXS bins are defined for |yp|< 2.5. Events with |yg|> 2.5 are mostly outside of
experimental acceptance, and therefore make a negligible contribution to the H — ~~

analysis.
STXS bin . Deﬁn‘i/ti'on y Fraction of cross section suB (ib)
units of py. in GeV q@ -WH qg’ —-ZH gg—ZH
WH lep forward 12.13% - - 0.123
ZH lep forward |[Ye|> 2.5 - 11.21% - 0.058
ggZH lep forward - - 2.711% 0.002
WH lep pq‘{ < 75 No jet requirements, p¥ <75 46.55% - - 0.473
WH lep 75 < p¥. < 150 No jet requirements, 75 < p¥. < 150  29.30% - - 0.298
WH lep 0J 150 < p¥. < 250 Exactly 0 jets, 150 < pY¥. < 250 5.10% - - 0.052
WH lep >1J 150 < p¥. < 250 At least 1 jet, 150 < p¥. < 250 3.97% - - 0.040
WH lep p¥. > 250 No jet requirements, p¥. > 250 2.95% - - 0.030
ZH lep p¥. < 75 No jet requirements, p¥. < 75 - 45.65% - 0.237
ZH lep 75 < p¥ < 150 No jet requirements, 75 < p¥ < 150 - 30.70% - 0.160
ZH lep 0J 150 < p¥. < 250 Exactly 0 jets, 150 < pY¥. < 250 - 5.16% - 0.027
ZH lep >1J 150 < pY¥. < 250 At least 1 jet, 150 < p¥ < 250 - 4.27% - 0.022
ZH lep p¥ > 250 No jet requirements, p¥. > 250 - 3.01% - 0.016
ggZH lep p¥ < 75 No jet requirements, p¥ < 75 - - 15.96% 0.013
ggZH lep 75 < p¥ < 150 No jet requirements, 75 < p¥ < 150 - - 43.32% 0.036
ggZH lep 0J 150 < p¥. < 250 Exactly 0 jets, 150 < p¥. < 250 - - 9.08% 0.008
ggZH lep >1J 150 < p¥. < 250 At least 1 jet, 150 < p¥ < 250 - - 20.49% 0.017
ggZH lep p¥ > 250 No jet requirements, p¥ > 250 - - 8.45% 0.007

Table 2.8: Definition of the top-associated STXS bins. The product of the cross section times

H — ~v branching fraction, osy B, evaluated at /s = 13 TeV and myg = 125 GeV,
is given for each bin in the final column. Additionally, the fraction of the total
production mode cross section from each STXS bin is shown. Unless stated otherwise,
the STXS bins are defined for |yg|< 2.5. Events with |yg|> 2.5 are mostly outside of
experimental acceptance, and therefore make a negligible contribution to the H — ~~

analysis.
. Definition Fraction of cross section
STXS bin B osmB (fb)
units of p¥ in GeV ttH tHq tHW
ttH forward 1.35% - - 0.016
|Yi|> 2.5
tH forward - 2.79% 1.06% 0.005
ttH pX < 60 No jet requirements, p¥ < 60 22.42% - - 0.259
ttH 60 < pX < 120 | No jet requirements, 60 < pi < 120  34.61% - - 0.400
ttH 120 < pH < 200 | No jet requirements, 120 < pH < 200 25.60% - - 0.296
ttH 200 < pX < 300 | No jet requirements, 200 < pZ < 300 10.72% - - 0.124
ttH p2 > 300 No jet requirements, pf > 300 5.31% - - 0.061
tH No additional requirements - 97.21% 98.94% 0.204
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2.4 Effective field theory

The chapter concludes with an introduction to effective field theory (EFT), which is later
applied in a BSM interpretation of STXS measurements in Chapter 7. EFT is by no
means a new concept in particle physics. In 1933, Enrico Fermi formulated a low energy
description of nuclear S-decay as a four-fermion contact interaction (an interaction which
occurs at a single point in space-time) between a neutron, electron, (anti)-neutrino, and

a proton [70]. This is expressed by the matrix element'®,

1
V2

where G governs the strength of the contact interaction, and is referred to as the Fermi

Missp = —=Grnu (P37 (1 = 7°)1) (Par” (1 = 7)), (2.40)

constant. It is now known that this process is described by the weak interaction, and

occurs via the exchange of a W boson. This has the corresponding matrix element,

1 M = Qul /My 1 5
Misy = (s gt (1= ) - (P 2 )-( (1= (241
it 2\591/17( V) -, Qﬂng( V)2 ). (2.41)
In the low energy (¢® < m%v) limit, this simply reduces to the matrix element from Fermi’s
theory (equation 2.40). In other words, Fermi’s theory provides a low-energy effective field
theory of the weak interaction. Moreover, we can match the contact interaction strength,

G, to the parameters of the complete high-energy theory:

Gr _ ¢

V2 8mk’

where ¢ is the weak interaction coupling strength, and myy is the mass of the W boson.

(2.42)

Hence, by measuring G experimentally, it is possible to infer some knowledge concerning
the high-energy theory (in this case being the weak interaction). The application of EFT
in the weak interaction is shown diagrammatically in Figure 2.12.

EFT can be used to extend the SM Lagrangian to provide a (almost) model indepen-
dent approach to search for BSM physics [71]. First, we assume that any new BSM states
reside at an energy scale, A, far beyond the electroweak scale: A > v. This allows us
to replace the non-local interactions involving the exchange of new particles, by contact
interactions between the SM fields. In essence, the EFT describes the effect of the UV
(ultraviolet) short-distance BSM physics on the IR (infrared) long-distance SM physics,
without the need to construct a fully consistent BSM theory. The validity of this approach

is restricted to energies below the new-physics mass scale, A.

16This expression includes a modification of the original Fermi theory to incorporate the effects of parity
violation, observed experimentally by Wu et. al. in 1957 [57].
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Figure 2.12: Fermi’s theory, which models the weak interaction at low energies (¢° < m%v) as a
contact interaction between four fermions (left). At energies approaching myy, the
exchange of the W boson is required to correctly describe the interaction (right).

The contact interactions are expressed mathematically as higher dimensional operators
of the SM fields. The action of a Lagrangian, S = [ d*z £, is a dimensionless quantity.
Consequently, the operators in the SM Lagrangian, Lgy, must be of (energy) dimension-
4,7 and from this we infer the dimensions of the SM fields to be the values listed in
Table 2.9. The EFT Lagrangian, Lrpr, extends Lgy with higher-dimensional operators

according to,

Lapr = LG + L0 4 £0 4 £ 4 26 4 (2.43)
where the higher-order terms are of the form,

N ()

Z o, (2.44)

Here, Oﬁd) is a dimension d operator constructed from the SM fields (Table 2.9), and w]()d)
is the corresponding Wilson coefficient. These Wilson coefficients embed the influence
of the UV BSM physics on the IR operator, O;S)d), such that a deviation from zero in
w]()d) implies the existence of new physics. In the context of Fermi’s theory, the operator
O = 0 (P37*(1 — ¥2)b1) (Pay’ (1 — 47 )abe) describes the four-fermion contact interaction,
whilst G'r is related to the corresponding Wilson coefficient, encoding the strength of the
(high-energy) weak interaction. In summary, by measuring the set of w]()d) coefficients in
experiment, we can infer not only the strength of new physics interactions, but also the
relevant processes which are affected.

In order to keep the action dimensionless, the higher-order contributions enter with an
energy scale suppression of A—(4=%)_ For example, the dimension-6 terms and dimension-8
terms are suppressed by factors A~2 and A%, respectively. As a consequence, lower-
dimensional operators have a larger impact on physics observables. The total number

of operators at dimension d is expressed as N{®. At dimension-6 there are 2499 CP-

17[d*z] = 4 in terms of &, and [z] = [E]™!, where F is energy.
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Table 2.9: The dimension of the SM Lagrangian terms.

Term Dimension
Field strength tensors: Gy, Wﬁy, By 2
Derivative: 9, 1
Gauge fields: G7;, Wi, B, 1
Covariant derivative: D, 1
Higgs field: H 1
Higgs vacuum expectation value: v 1
Fermion fields: 3/2
All couplings: A, g, \; etc 0

even operators, which are typically reduced to a manageable number by assuming certain
flavour symmetries in the model (with minimal flavour violation, the number of indepen-
dent operators reduces to 59 [72]). This feature of EFT becomes increasingly problematic
at higher dimensions, such that at dimension-8 there are 44,807 independent operators
that enter the EFT Lagrangian [73]. Ultimately, when measuring EFT parameters in

experiment, we typically consider only a subset of (the most relevant) operators.

Dimension-5 operators violate lepton number conservation [74], whilst all other odd-
dimension operators violate the conservation of baryon-number minus lepton-number
(B — L) [75]. So far, all LHC measurements suggest these approximate symmetries are
conserved, and therefore odd-dimension operators are not considered in this thesis. More-
over, due to the energy-scale suppression, all terms of dimension-8 and higher are ignored,

leaving only dimension-6 contributions to the Lagrangian,
LErT = E(S%\)/[ + ﬁ(G) (2.45)

Let’s introduce a concrete example. In the SM, the Higgs field does not couple to the
gluon field. Moving to dimension-6, it is possible to construct a gauge-invariant operator
of the form

0% = |H PG, Gom . (2.46)

which describes the effective contact interaction between the Higgs and gluon fields (Fig-
ure 2.13, right). The corresponding Wilson coefficient, wg ), encodes the contribution from
new physics in this interaction, such that a value different from zero would imply the exis-
tence of some new BSM state that couples to the Higgs and the gluon fields (Figure 2.13,
left). Approaching the problem in this way means we are agnostic to the specifics of the
UV-complete BSM theory, or in other words, it enables a model-independent method to
search for BSM physics. If required, the measurements of the Wilson coefficients can be

systematically matched to UV-complete BSM theories to place constraints on the parti-
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Figure 2.13: Modelling a BSM physics state, x, at low energy (¢ < A?%) with the dimension-6
contact interaction between the Higgs and gluon fields.

cle masses and couplings of the theory. Further detail on this matching procedure, with
specific examples, is provided in Ref. [76].

The modified dynamics of the SM fields are derived by the applying the Fuler-Lagrange
equations to Lgpr. This provides a new set of Feynman rules, which subsequently describe
how the additional contact interactions affect the experimentally measured observables:
o and I'. Crucially, the effects are not limited to the inclusive rates, but also modify the
kinematic properties of the events. This makes STXS (or any differential) measurements
an excellent candidate for probing EFT effects in the Higgs sector, as the additional
kinematic information they provide can be used to further constrain the EFT Wilson

coefficients. An EFT interpretation of STXS measurements is provided in Chapter 7.

2.4.1 SMEFT and the choice of basis

The EFT expansion of equation 2.45 can be defined under different assumptions. A
Standard Model EFT (SMEFT) only considers higher-dimensional operators which obey
the gauge symmetries of the SM: SU(3)c @ SU(2)r, @ U(1)y [71]. In this manner, the
operators are constructed from the field definitions before SSB (the gauge eigenbasis):
Wﬁ, B, and H, such that the Higgs field enters as the SU(2);, doublet. Whilst this
approach does not offer a perfect mapping to the observed physical states: W=, Z, v and
h, it provides a fully consistent approach that can be combined with other high-energy
physics results, such as top quark or electroweak measurements. The EFT used in this
thesis is SMEFT.

Other options do exist, such as the Higgs EFT (HEFT) [42, 71], where the expansion is
performed in terms of the Higgs boson singlet, h. As a result, HEFT allows for deviations
from the SM SU(2)1, doublet structure of the scalar sector. This approach benefits from
being defined in the terms of the physical states (mass eigenbasis) and therefore provides
a more simple mapping to the experimentally measured observables. The downside of
HEFT lies in the complicated matching to explicit UV-complete theories.

In addition, when performing an EFT interpretation there exists a choice in the expan-
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sion basis, where a basis is defined as a complete and non-redundant set of EF'T operators:
O, [42]. When listing EFT operators, we typically find redundant combinations of the
fields that can be related by field redefinitions, equations of motion, integration by parts,
or Fierz identities [77]. Depending on how these techniques are applied can lead to differ-
ent basis definitions. Crucially, new physics appears equivalently in any complete basis
definition. However, when considering only a subset of EFT operators in experiment, the
choice of basis becomes important. Two commonly used bases in SMEFT are the SILH
and Warsaw bases. The SILH basis is more suited for modified bosonic interactions and is
used for the main interpretation described in Chapter 7. On the other hand, the Warsaw
basis is more suited for modified fermionic interactions; this features in Chapter 7 when
considering the progression of EFT measurements at CMS. More information regarding
the two bases can be found in Refs. [46, 47, 78].

2.4.2 SM parameter redefinitions

One important consequence of using an EFT framework is the redefinition of the SM La-
grangian parameters. As mentioned above, the SM fields are redefined when constructing
an EFT basis to remove redundant combinations of operators. Whilst this effect cancels
out when calculating the relevant matrix elements, it results in a non-zero shift in the
internal parameters of the SM Lagrangian: g, ¢, v, my, etc. These shifts, induced by
the introduction of higher-dimensional operators, are accounted for by defining the La-
grangian parameters as functions of the EFT Wilson coefficients. The functions depend
on the specified input parameter scheme of the SMEFT model. An example in the context
of the Higgs boson mass!'® is described below; for a detailed description of the SMEFT
parameter redefinitions see Ref. [79].

The dimension-6 operator, Og) — (HTH)3, changes the shape of the Higgs potential,
1
V(H) = j*H'H + \HH)? - w' (HTH)?, (2.47)

where wg) is the corresponding Wilson coefficient (which for the point of this discussion

has absorbed the factor of 1/A?). This yields the new minimum,

2 (6),2
s O SR L) W
HYH =5 (1 + =i ) = vk, (2.48)

(6)

i.e. the shift in the Higgs vacuum expectation value is proportional to w, v2. To provide
a canonically normalised kinetic term for the Higgs boson field, i, when the Lagrangian

(Lerr = Lsm+L9) is expressed in terms of the mass eigenstates (after SSB), we redefine

18In the Warsaw basis.
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the scalar doublet field as,

1 0
H=— , 2.49
V2 ([1 F I+ ) (249)
where,
6 6 1
wj(T{,)kin = (wg-l,)Box - Zw;I)DD)v2’ (250)

and wg)Box and ngD are the Wilson coefficients for the operators, OS)BOX = (H'H)O(HTH)

and Og)DD = (HTD*H)*(HTD,H), respectively. The kinetic terms,

Lepr O (DPH) (D, H) + w0\ (HTH)OHTH) + ), (H D*H)*(HD,H), (2.51)

,Box
and the modified Higgs potential of equation 2.47, yield a term in the EFT Lagrangian,

(6),2
3wy’v 6
LerT D /\U% (1 — 2HiA + 2w§-l,)kin) hz, (2.52)
when expressed in terms of the Higgs boson mass eigenstate field, h. This equates to a

redefinition of the Higgs boson mass in the SMEFT framework, such that,

3“}(6),02 6
m =220} (1 - —r— 200 ) (2.53)
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Chapter 3

The CMS experiment

3.1 Introduction

With a circumference of 27 km, the Large Hadron Collider (LHC) [19] at CERN is the
largest particle accelerator in the world. The machine is designed to collide hadrons
together with sufficiently high energy and frequency to enable stringent tests of the SM
at the electroweak energy scale. The ATLAS [17], ALICE [80], CMS [18] and LHCb [81]
experiments are situated at four independent locations along the LHC ring, at which
the oppositely circulating hadron beams are focused and brought into collision. Each
experiment consists of a particle detector apparatus to measure the products of the hadron
collisions, where the design of the detector is chosen to facilitate the respective physics
programme: ATLAS and CMS are general-purpose detectors designed to measure a wide
range of physics processes, whereas LHCb and ALICE are more specialised, focusing on

flavour physics and heavy-ion physics respectively.

The measurements presented in this thesis are performed using data collected by the
CMS experiment. This chapter serves as an introduction to both the LHC and the CMS
detector, and will help the reader understand how the design of these machines enables
the predictions of the SM to be accurately probed using high-energy hadron collisions.
After introducing the operation and design of the machines in Sections 3.2 and 3.3, the
focus shifts towards the techniques used to reconstruct the collision products in the CMS
detector, detailed in Section 3.4. Here, particular attention is given to the objects which
are most relevant for the H — ~y measurements outlined in Chapters 4-6. Following
this, the use of Monte-Carlo simulation to accurately predict the behaviour of collision

events in the detector is detailed.

39
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Figure 3.1: An illustration of the CERN accelerator complex, including the LINAC 2,
BOOSTER, PS and SPS which sequentially accelerate the proton beams before in-
jection into the LHC ring. The four main LHC experiments are also shown: ATLAS,
ALICE, CMS, and LHCb. The co-ordinate system used by the CMS experiment is
indicated for an outgoing particle with momentum, p. The sizes of the rings are not
to scale, and the physical positions serve as a rough guide to the actual layout at
CERN.

3.2 Large Hadron Collider

The LHC crosses the French-Swiss border, and is situated 100 m underground in the
tunnel which previously housed the LEP collider [82]. Both proton-proton (p-p) collisions
and heavy ion collisions are performed, where the former is used for measurements at the
electroweak scale such as those presented in this thesis. Therefore p-p collisions will be
the focus of this section. A chain of machines, known as the CERN accelerator complex,
are used to progressively accelerate protons to higher and higher energies, until they are
eventually injected into the LHC ring and brought into collision. The CERN accelerator
complex, including the LHC and its experiments are illustrated in Figure 3.1.

Firstly, protons are extracted by stripping electrons from hydrogen atoms using a
strong electric field. The protons are sequentially accelerated to an energy of 50 MeV
by the Linear Accelerator 2 (LINAC 2), to 1.4 GeV in the BOOSTER, and to 25 GeV
in the Proton Synchotron (PS). Here, they are additionally spaced into bunches, with
each bunch containing several billion protons. Following this, the bunched beams are fed

into the Super Proton Synchotron (SPS), accelerated to an energy of 540 GeV and finally
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injected into the two concentric LHC beam-pipes. The beam travels clockwise in the
first pipe, and counter-clockwise in the second, producing two counter-circulating proton
beams in the LHC ring. This injection is performed until each beam consists of 2808
proton bunches, with a spacing between them of around 25 ns.

A series of 1,232 super-conducting dipole magnets are located along the LHC ring to
keep the beams in a circular orbit. These bending magnets are cooled to a temperature of
1.9 K using superfluid helium. Sixteen radiofrequency (RF) cavities are used to accelerate
the beams from 540 GeV to the final beam energy. As the beam energy increases, the
magnetic field delivered by the bending magnets is increased accordingly to maintain
the circular trajectories of the beams. Currently, the highest energy reached for stable
operation is 6.5 TeV per beam, which corresponds to a bending magnetic field of 8.3 T.
Quadrapole magnets are then used to focus the proton beams at the four interaction
points, where the beams are made to collide every 25 ns with a corresponding centre-
of-mass energy of /s = 13 TeV. Note, this is slightly below the maximum LHC design
energy of 14 TeV, which would require an energy of 7 TeV per beam; this is expected to be
achieved either during Run 3 of the LHC (beginning 2022) or during the High-Luminosity
LHC operation® (beginning 2027).

3.2.1 Luminosity

The rate of a particular physics process, R, in an LHC experiment is governed by the

following relation,

R=0(/3) " Linst, (3.1)

where o is the cross section of the process of interest, and L, is the instantaneous
luminosity of the LHC machine. The cross section depends on the collision centre-of-
mass energy, 1/s, such that raising the collision energy can increase the probability of rare
processes involving heavy particles e.g. the Higgs boson. The instantaneous luminosity

depends solely on the beam parameters according to [19],

nb]\rb2 JrevYr F

Line =
inst 4775715* 3

(3.2)

where n; is the number of bunches per beam, N, is the number of particles per bunch,
frev 18 the revolution frequency, -, is the relativistic gamma factor, €, is the normalised
transverse beam emittance, §* is the beta-function at the collision point, and F' is a

reduction factor which accounts for the crossing angle of the beams at the collision point.

1See Chapter 8.
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Figure 3.2: The total integrated luminosity delivered to the CMS experiment as a function of
time, for each year of operation. Figure is taken from Ref. [83].

Ultimately, the exploration of rare events in an LHC experiment requires both high energy
and high luminosity.

The LHC was initially designed to run with an instantaneous luminosity of 10%* cm? s 1.
During the 2016-2018 data-taking period this design luminosity was exceeded, eventually

03¢ cm? s7! for most of the 2018 operation. By integrating

levelling at a value of 2 x 1
the relation in equation 3.1, we arrive at an expression for the number of events of the
process of interest, N = o - L, where L is the time-integrated luminosity, and is a direct
measure of the amount of p-p collision data delivered to a collider experiment. Figure 3.2
summarises the total integrated luminosity delivered to the CMS experiment throughout
its operation. There have been two active phases of the LHC, separated by a shutdown
period for upgrades. Run 1 began in 2010 with /s = 7 TeV, continuing to 2011, such that
a total of 6.1 b~ ! of data were collected by CMS at this centre-of-mass energy. In 2012,
the energy was increased to /s = 8 TeV, and a further 23.3 fb! of data were collected.
This Run 1 data set was the one used for the Higgs boson discovery [14-16].

Run 2 commenced in 2015 and finished in 2018, where protons were collided with
Vs = 13 TeV for the full data-taking period. The increase in instantaneous luminosity
(gradient of the lines in Figure 3.2) during this period has allowed for an extremely large
p-p collision data set to be accumulated, therefore enabling a large improvement in the
statistical precision of the measured processes of interest. The results presented in this
thesis use data collected during the 2016-2018 data-taking period. In practice, the CMS
experiment operates with a data-taking efficiency of less than 100%, such that the amount
of data recorded by the experiment and available for the physics analyses shown in this

thesis is approximately 137 fb 1.

One of the drawbacks of increasing the instantaneous luminosity is the enhancement of
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pileup, defined as the number of additional inelastic p-p collisions for each hard-scattering
process of interest. As pileup increases, more sophisticated techniques are required to
separate the rare process of interest from the objects originating from pileup interactions.
In 2016, the mean number of pileup interactions was 23 per bunch crossing, rising to 32
in both the 2017 and 2018 periods. During the HL-LHC phase of operation, the pileup
will increase up to a maximum value of around 200, which poses a major challenge to

maintain the current excellent reconstruction performance of the CMS detector.

3.3 The CMS detector

CMS is one of two general purpose particle detectors at the LHC [18], located close to the
French village of Cessy. It is over 28 m long, 15 m in diameter, and weighs approximately
14,000 tons. The detector is designed to overcome the experimental challenges that arise
in a high-energy collision environment with @(1000) charged particles being produced
every 25 ns. This includes a high level of spatial and timing granularity, with many
synchronized detector electronic channels, to maintain a sufficiently low occupancy in
these conditions. In addition, the detector and electronics must be sufficiently radiation-
hard to accommodate the high flux of particles.

One of the main goals of the CMS physics programme was the discovery, and is now
the measurement of the Higgs boson and its interactions with other particles. Moreover,
the programme includes the precise measurement of other rare processes in the SM, and
the search for new BSM physics such as supersymmetry or extra dimensions. To achieve

these goals, the detector is designed to:

e Identify and reconstruct muons with excellent efficiency and precision. This must
be achieved over a wide range of muon energies and angles. In addition, the charge
of a muon must be ascertained to a high level of accuracy. The reconstruction of
muons is central to Higgs boson measurements, specifically in the H — ZZ — 4/

decay channel.

e Achieve a good momentum resolution for charged particles, as well as have the abil-
ity to locate secondary interaction vertices consistent with the decay of B hadrons

(hadrons containing b quarks) and 7 leptons.

e Measure the energy of electrons and photons with excellent resolution over a wide
geometrical coverage. Additionally, the detector is able to isolate photons and
electrons efficiently in a high occupancy environment. These characteristics are key

to the H — ~+ measurement described in Chapters 4-6.
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Figure 3.3: A schematic of the CMS detector. Part of the detector has been removed so that
the layout is visible. Figure is taken from Ref. [84].

e Identify sprays of hadrons, known as jets, which originate from the hadronisation

of quarks and gluons, and achieve a good dijet mass resolution.

e Accurately calculate the missing momentum in an event, which is the key signature
of neutrinos or potential BSM particles which do not interact with the detector

material.

A schematic of the CMS detector is provided in Figure 3.3. The detector consists
of a number of components layered around the beam axis, where each component is
comprised of a cylindrical barrel section and two endcaps. A key feature of this (almost)
hermetic cylindrical design is the 3.8 T superconducting solenoid magnet, which provides
an extremely high bending power for charged particles traversing the inner region of the
detector. Within the coil of the 13 m long, 6 m in diameter solenoid lies the silicon tracker
(Section 3.3.2), the homogeneous crystal electromagnetic calorimeter (Section 3.3.3), and
the sampling hadronic calorimeter (Section 3.3.4), listed in increasing distance from the
interaction point. The muon detection system (Section 3.3.5) is embedded within the iron

return yoke of the solenoid. This system of subdetectors, and their respective layering,



3.3. The CMS detector 45

enables the precise reconstruction of the wide range of final-state particles produced in

hadron collisions.

3.3.1 Co-ordinate system

A right-handed Cartesian co-ordinate system is adopted, centred at the nominal inter-
action point, such that the xz-axis points towards the centre of the LHC ring, the y-axis
points vertically upwards, and the z-axis points along the beam pipe in the direction of
the counter-clockwise beam. It is more convenient to use a cylindrical co-ordinate system
where the direction of an outgoing particle is expressed using the angular quantities: ¢
and 7. Here, ¢ € [—m, 7| is defined as the azimuthal angle in the (x — y) plane, relative
to the z-axis. The quantity 7, referred to as the pseudorapidity, is a measure of the polar

angle relative to the beam axis, 8, such that,
n = — Inftan(0/2)]. (3.3)

Particles with high values of 1 correspond to a direction close to the LHC beam pipe,
and are said to be forward. The distance measure in the (7, ¢) space is defined as AR =
VAR AR,

In processes of interest, particles are generally produced with a high momentum in
the plane perpendicular to the beam axis. As a result, a useful quantity to characterise
a particle is the transverse momentum, py = ,/p2 + p2, defined as the projection of the
particle’s total momentum onto this transverse plane. Finally, the missing transverse
momentum, p?iss, is defined as the magnitude of the negative vector sum of visible
momenta in the transverse plane. The CMS co-ordinate system is shown for a particle

with momentum, p’ in Figure 3.1.

3.3.2 Tracker

The tracker is the innermost component of the CMS detector [18, 85], and is designed
to measure the trajectory of charged particles deflected by the 3.8 T magnetic field. It
is also able to accurately locate the position of the primary hard-scattering interaction
vertex, as well as identify secondary-interaction vertices which originate from the decay
of 7 leptons or B hadrons.

Being the closest subdetector to the interaction point (IP), the tracker experiences an
intense particle flux of O(1000) particles every 25 ns. As a result, it must simultaneously
be able to withstand severe radiation damage, whilst exhibiting excellent spatial and
temporal granularity to correctly identify trajectories and attribute them to the correct

proton bunch crossing. To achieve such levels of granularity, a complicated system of
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Figure 3.4: A diagram showing one quarter of the CMS tracker in the r-z view, where r is a
measure of the radial distance in the (z-y)-plane. The pixel detector, closest to the
interaction point (IP, black circle) is shown in green. The sections of the silicon
strip tracker (TIB, TID, TOB, TEC) are also shown, where the red and blue lines
signify one-sided and two-sided strips respectively. Figure has been adapted from
the original in Ref. [86].

power-dense on-detector electronics are required, which in-turn require an efficient cooling
system to obviate overheating. These technical requirements directly oppose the need to
limit the amount of material in the tracker to mitigate unwanted interactions, such as
bremsstrahlung and photon conversions. Effectively, a larger amount of material in the
tracker leads to a worse energy measurement in the electromagnetic calorimeter, directly
impacting the sensitivity of the H — ~ analysis. Ultimately, to satisfy the requirements
of radiation hardness and granularity, whilst keeping the material budget to a minimum,
the tracker is composed entirely of silicon detector technology.

Figure 3.4 shows one quarter of the CMS tracker, where the full tracker layout is
symmetric about the r and z-axes. A pixel detector is located closest to the beampipe.
The original pixel detector was designed to operate for ten years at a maximum instan-
taneous luminosity of 103 cm ?s™!, and consisted of three barrel layers at radii of 44,
73, and 102 mm, and two endcap disks at distances of 345 and 465 mm from the IP. To
accommodate the enhancement of the LHC instantaneous luminosity, an upgraded pixel
detector was installed during the end-of-year technical stop of the LHC in 2016,/2017 [87].
The upgraded detector lies closer to the beampipe with four barrel layers at radii of 29,
68, 109, and 160 mm, and three endcap disks at distances of 291, 396, and 516 mm from
the IP. This enables the measurement of four high precision space points (hits) on each
charged particle trajectory, over the pseudorapidity range: |n|< 2.5. Additionally, the
upgrade brings an improved performance at higher rates, increased radiation tolerance
and offers more robust tracking. The upgraded pixel detector consists of approximately

124 million individual silicon pixels, each of size 100 pm x 150 pm, covering a total area
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of approximately 1.9 m?. This results in a spatial resolution of around 10pm in the

transverse (r-¢) direction and around 20 pm in the longitudinal (z) direction.

Beyond a radius of 200 mm, the reduced particle flux allows for the use of silicon strip
detectors. The CMS strip tracker consists of three sub-systems. The Tracker Inner Barrel
and Disks (TIB/TID) contains four layers of 320 pm thick silicon strip sensors in the
barrel, supplemented by three disks of the same width at each end. The Tracker Outer
Barrel (TOB) encompasses the TIB/TID, extending out to a radius of 1200 mm from
the beam pipe, and £1180 mm in the z-direction. It consists of six 500 pm thick layers,
positioned with their strips parallel to the beam axis. Beyond this z-range, the Tracker
Endcaps (TECs) extend out to #2820 mm in z, providing a pseudorapidity coverage of
|n|< 2.4. Each TEC is composed of 9 disks, carrying as many as seven rings of silicon
strip sensors.

Each silicon strip sensor provides a one-dimensional measurement in ¢ of a point along
a charged particles trajectory. In addition, the first two layers of the TIB/TID and the
TOB, as well as the first, second and fifth rings of the TEC are supplemented with a
second strip sensor to provide a measurement of a second spatial co-ordinate: z in the
barrel and r in the disks. All in all, the CMS strip tracker has a total of 9.3 million strips,
corresponding to 198 m? of active silicon.

Charged particles follow helical trajectories in the solenoidal field. By making several
precise measurements of hits in both the pixel and strip tracker systems, these charged-
particle trajectories (tracks) can be reconstructed (see Section 3.4). The momentum of
the outgoing particle is then inferred from the curvature of the track, with a resolution of
2% for high-pr (100 GeV) charged particles up to |n| &~ 1.5. This momentum resolution
worsens as a function of charged particle pr, as the curvature of the track decreases. All
tracks are extrapolated back to a common point of origin, to identify the primary hard-
scattering vertex and any secondary interaction vertices. The performance of this vertex

location is driven by the excellent longitudinal resolution of the pixel detector.

3.3.3 Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) [18, 88, 89] is used to reconstruct the energy of
electromagnetic showers originating from electrons and photons, and therefore is the key
sub-detector in the H — =~ analysis. The overall structure of the CMS ECAL is shown
in Figure 3.5.

The ECAL is a homogeneous calorimeter consisting of 75,848 lead-tungstage (PbWO,)
scintillating crystals. It is comprised of the ECAL barrel (EB) section, covering the pseu-
dorapidity region, |n| < 1.48, and two ECAL endcaps (EE), which extend the coverage up
to |n] < 3.0. The barrel and endcaps are separated by a transition region, 1.44 < |n|< 1.57,
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Figure 3.5: A schematic of the CMS ECAL. The tracker and LHC beampipe have been removed
from the diagram, in addition to a section of the ECAL, for clarity. Figure has been
adapted from that shown in Ref. [18].

in which electromagnetic showers cannot be reconstructed.
When photons and electrons interact with ECAL crystals, they produce scintillation
light which is collected by photo-sensors to measure the energy of the incident particle.

The choice of PbWO, is made due to the following properties of the material:

e Short radiation length, defined as the mean distance over which an electron loses
all but 1/e of its energy due to bremsstrahlung, of approximately Xy = 0.89 cm.
This means the longitudinal extension of the electromagnetic shower is kept to a

reasonable level.

e Narrow Moliere radius, defined as the average radius containing on average 90% of
a shower’s total energy deposit, of my = 2.19 cm. This means the lateral extension

of the electromagnetic shower is kept to a reasonable level.

e Fast response time, such that approximately 80% of the total scintillation light is
emitted by the crystals in 25 ns. This is necessary so that the majority of the energy

is collected before the next proton bunch crossing.

e Hard radiation tolerance.
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The crystals are arranged in a quasi-projective geometry, such that their axis makes a
small angle (3°) with the vector pointing directly from the nominal IP. This ensures no
particle trajectories are completely aligned with the cracks between crystals and therefore
a large fraction of all electromagnetic showers are contained within the crystals. The EB
(EE) crystals are ~26 (~25) Xy long, meaning that electromagnetic showers up to an
energy of approximately 500 GeV are fully contained within the ECAL. The front-face
cross section of the EB (EE) crystals are 2.2 x 2.2 cm? (2.86 x 2.86 cm?); this size is
comparable to the Moliere radius, and therefore provides a handle on the shape of the
electromagnetic shower which can subsequently be used for photon/electron identification.
In the current CMS ECAL, the crystals are arranged in a single layer. A future upgrade of
the calorimeter endcaps, known as the HGCAL (Section 8.2), will also exhibit longitudinal
segmentation, and therefore provide granular measurements of the electromagnetic shower

in the direction of propagation.

One of the disadvantages of PbWOQy is the relatively low light-yield, which demands the
use of photo-sensors with internal amplification inside the CMS solenoidal magnetic field.
Silicon avalanche photodiodes (APDs) operating with an amplification factor of around
50, and vacuum photo-triodes (VPTs) operating with an amplication factor of around 10,
are used in the EB and EE, respectively. Both produce roughly 4,500 photo-electrons per
GeV, which are subsequently digitised using a 12-bit analog-to-digital converter (ADC),
and stored as discrete amplitude measurements in a buffer. For a given shower, each
crystal stores ten consecutive amplitude measurements. If the event is deemed of interest
and a trigger (Section 3.3.6) is received, the ten measurements pass to the off-detector
electronics, where the amount of energy deposited in the crystal is inferred from the pulse

shape.

An additional subdetector, referred to as the preshower detector (ES), is mounted in
front of each endcap, providing a coverage of the pseudorapidity region: 1.65 < |n|< 2.6.
The ES is a 20 cm thick sampling calorimeter composed of two alternating layers of lead
(to initiate the electromagnetic showers from incoming photons and electrons), and silicon
strips (to measure the deposited energy and the transverse shower profile). The main aim

of the ES is to distinguish neutral pions (7°), from true photons in this 7 range.

Electromagnetic shower energy reconstruction

The total width of the Higgs boson, I'¥, is many orders of magnitude smaller than its mass
(~4 MeV in the SM). This means the width of the Higgs boson decay-products invariant-
mass distribution is entirely driven by the experimental resolution. Consequently, in the

case of the H — ~+ analysis, the sensitivity is driven by the ECAL energy resolution.
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The intrinsic energy resolution of the ECAL crystals is modelled according to

(3= (5 (e o
where S = 2.8% is the stochastic term, N = 12% is the noise term, and C = 0.3% is the
constant term, whose values have been derived using test-beam data [18]. The energy,
E, is expressed in units of GeV, and corresponds to the sum of energy in a 5 x 5 array
of ECAL crystals. The energy resolution can be improved using a series of corrections,
described below.

A typical photon or electron shower is spread over many ECAL crystals. Show-
ers which undergo photon conversions or bremsstrahlung in the material upstream of
the ECAL typically extend in the ¢-direction. This is a result of the charged particles
(e*/e™) produced in the interaction being deflected in the azimuthal direction by the
CMS solenoidal field. To encompass the energy deposited in the ECAL, a dynamic clus-
tering algorithm is applied (Section 3.4), where clusters are extended in the ¢-direction to
form superclusters (SC), thus improving the containment for showers that have already
undergone photon conversions or bremsstrahlung.

The reconstructed shower energy for photons or electrons in the ECAL, F ,, is cal-

culated according to the following equation,

Eery=Fer- Bsc = Fory - [G(n) - Y _(Ci- Si(t) - Ai) + Egs), (3.5)

(2

where the index i iterates over crystals in the SC. The individual channel amplitudes,
A;, are multiplied by a time-dependent crystal response correction, S;(t), and a channel
calibration constant, C;, before being summed and multiplied by the global ADC-to-
GeV absolute energy scale factor, G(n). Showers in the EE are supplemented with the
energy measured in the preshower detector, Frg. Finally, the energy of the SC, Fgc, is
corrected by applying a multivariate regression, F¢ ., trained separately for photon [90]
and electron [91] showers. The regression is described in the context of photons in the

following section, in preparation for the H — ~v analysis described in Chapters 4-6.

Photon energy regression

The photon energy-response of the ECAL (Eywe/FEsc) is parameterised by a function
with a Gaussian core and power law tails, where Fiye is the true energy of the incident
photon. Using simulated photons, a multivariate regressor is trained to estimate the
shape parameters of this energy response function, thus providing a prediction of the full

Etrue/ Esc probability density function for each photon [90]. The mode of this predicted
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Figure 3.6: Corrections to the measured energy in the ECAL after applying the multivariate
regression, illustrated using the invariant mass distribution of electron pairs from
Z — eTe™ events. The left (right) plot shows electron pairs reconstructed in the
EB (EE). The yellow histogram uses the simple energy sum over the 5 x 5 array
of ECAL crystals. The green line uses the supercluster energy after applying the
clustering algorithm, and the purple line in the EE plot also includes the energy
deposited in the ES detectors. Finally, the blue histogram uses the energy after all
corrections are applied, including the multivariate regression. The data shown was
collected during the 2015 period. Figure is taken from Ref [92].

function, F, is used to correct Esc to Eiue, to give the corrected photon energy: E., =
E, - Esc, whilst the shape provides a per-photon energy resolution estimate which is used
in the H — ~v analysis for categorising events. The regressor corrects not only for
the imperfect shower containment arising from converting photons and electromagnetic
showers that begin upstream of the ECAL, but also for the localised containment within
the ECAL, where energy can be lost in the gaps between crystals. Input variables related
to the SC shower shape provide information on the upstream showering and photon
conversions, which combined with the SC n and ¢ values allows the regressor to learn
variations in the ECAL geometry. On the other hand, the seed-crystal positions and seed
cluster energy ratios enable the regressor to correct for the localised containment effects.
In addition, the total number of primary interaction vertices and the total energy density,

p, are included to account for systematic enhancements of Egc due to pileup.

Final ECAL energy resolution

The impact of the full set of ECAL energy corrections (described by equation 3.5) is

illustrated for electron showers in Figure 3.6. The final ECAL energy resolution after
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ECAL energy resolution as a function of 7 for electrons from Z — eTe™ decays, after
all corrections are applied. The resolutions are shown separately for each data-taking
year, and both the EB and EE are shown, separated by the transition region (shaded
grey). The left plot corresponds to low-bremsstrahlung electrons (Rg > 0.94), where
the variable Ry is defined in Table 4.2, and the right plot to all electrons (inclusive).
Figure is taken from Ref [93].

Figure 3.7:

these corrections is shown as a function of 1 for Z — ete™ electrons, for each data-taking
year separately, in Figure 3.7. The values are shown for low-bremsstrahlung electrons
(left) and all electrons inclusively (right). A resolution of around 1.5% is observed for
low-bremsstrahlung electrons (Rg > 0.94) up to an |n| = 1, rising to around 3% towards
the edge of the EB, and up to 4% in the EE. Inclusively, the resolution is about 2-3%
up to |n| =1, 3-4% up to |n|= 1.44, and up to 5% in the EE2. The plots demonstrate a
(relatively) stable ECAL energy resolution over the course of Run 2, despite the increased
instantaneous luminosity and the aging of the CMS detector. The worse energy resolution
in the EE compared to the EB is a direct consequence of the higher radiation dose in the

forward region, which affects the crystal transparency.

3.3.4 Hadronic calorimeter

Quarks and gluons produced in the proton collisions hadronise before reaching the de-
The CMS hadronic

calorimeter (HCAL) [18, 94] is used to measure the position and energy of hadrons in

tector, resulting in collimated sprays of particles known as jets.

jets. This is especially important for neutral hadrons which leave no track in the silicon
tracker, and deposit little energy in the ECAL. Additionally, the HCAL is required for
the reconstruction of the p®*. The layout of the HCAL for one quarter of the CMS
detector is displayed in Figure 3.8.

2As electron and photons showers are practically indistinguishable, the photon energy resolution in
H — 77 decays is approximately the same, with low-bremsstrahlung electrons mapping to unconverted
photons, and high-bremsstrahlung electrons mapping to photons undergoing a conversion to e*e™ pairs
in the tracker.
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Figure 3.8: A schematic showing one quarter of the CMS detector. The dashed lines indicate
lines of constant pseudorapidity. The locations of the HB, HO, HE and HF compo-
nents of the HCAL are shown. Figure is taken from Ref. [18].

The HCAL is a sampling calorimeter consisting of absorber plates made from brass or
steel, interleaved with active layers of plastic scintillator. Hadrons traversing the HCAL
interact with the detector medium via nuclear interactions, producing hadronic showers.
Light produced in the scintillator material from these showers is read out by wavelength-
shifting plastic fibres, and is used to infer the energy of the incident hadron. It is important
that the shower is fully contained to make an accurate measurement of the hadron energy.

The HCAL is split up into four components:

e The barrel (HB) has coverage up to |n|= 1.3, and consists of 18 identical az-
imuthal wedges in both the 42z and —z directions from the IP. The scintillator
in each wedge is divided into 16 n-sectors, resulting in a spatial granularity of
An x A¢ = 0.087 x 0.087. The HB is confined radially from the outer-edge of the
EB at r = 1.77 m to the inner-coil of the CMS solenoid magnet at » = 2.95 m. This
corresponds to a depth of between 5.8 and 10.6 nuclear interaction lengths (Af),
increasing as a function of 7. Here, A; is a property of the material defined as the

mean distance a hadron travels before undergoing an inelastic nuclear interaction.

e To ensure hadronic showers in the central region are fully contained, an outer
calorimeter (HO) is placed outside of the solenoid. This component treats the

solenoidal coil as the absorber, and uses the same active scintillator as the HB,
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extending the minimum depth to 11.8 Aj.

e The endcap (HE) calorimeters cover the pseudorapidity range: 1.3 < |n| < 3. They
are designed to be particularly radiation-hard due to the increased particle flux at
high 7. The spatial granularity is equivalent to the HB for |n| < 1.6, reducing to
An x A¢ = 0.17 x 0.17 for higher pseudorapidities. In the HE, the minimum depth
is 10 Ag.

e Additional forward calorimeters (HF) are placed 11.2 m from the IP, and extend the
coverage up to |n| = 5.2. The particle flux in this region is extremely high, resulting
in a very hostile environment; at the design luminosity approximately 800 GeV per
p-p collision is deposited in the two HF's, compared to only 100 GeV across the rest of
the detector. To withstand this extremely high radiation dose, steel-quartz fibres are
chosen as the active material, encompassed by a steel absorber structure. Charged
particles in the shower emit Cherenkov light in the fibres, which is read by photo-
multiplier tubes. Ultimately, the HF are important for the measurement of forward
jets, such as those produced in Higgs boson production via VBF, and for making

the overall HCAL structure as hermetic as possible for the p?iss reconstruction. In

the context of the H — ~7 analysis, the p%““” is a useful quantity for tagging events
with additional neutrinos, such as those originating from Z(— vv)H and W(— (v)H

production.

3.3.5 Muon chambers

Muons traverse the CMS calorimeters with few interactions. A dedicated muon tracking
system [18, 95] is positioned furthest from the IP, built into the steel return yoke structure
outside the solenoid magnet. Using a combination of information from the innermost
silicon tracker and the muon tracking system, CMS is able to accurately identify muons,
infer their charge, and measure their energy with excellent resolution. The muon tracking
system is comprised of three different gaseous particle detector technologies, where the
layout is shown for one quarter of the CMS detector in Figure 3.9.

Drift tube (DT) chambers are located in the barrel region, and detect muons for
|n| < 1.2, whilst cathode strip chambers (CPS) cover the pseudorapidity range 0.9 < |n|<
2.4. Both are complimented by a system of resistive plate chambers (RPC) for || < 1.6.
All rely on gaseous detector technology. As a muon traverses the chamber it ionises
gas molecules. The resulting ionisation electrons drift towards the anode of the detector
producing an electric signal. The choice of detector technology in each region is driven
by the properties of the return magnetic field at that point, the rate of muons, and the

level of neutron-induced background.
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Figure 3.9: A schematic showing one quarter of the CMS detector. The dashed lines indicate
lines of constant pseudorapidity. The locations of the DT, RPC and CSC of the
muon tracking system are shown. Figure is taken from in Ref. [96].

Overall, muons with pr larger than a few GeV are identified with an efficiency of above
95%; the corresponding misidentification rate is lower than 1% for a loose selection and
0.1% for a tight selection. The momentum resolution for muons with 20 < pr < 100 GeV
is between 1.3 and 2.0% in the barrel (|n|< 1.2) and better than 6% in the endcaps
(1.2 < |n|< 2.4). Over this pr range, the momentum measurement is provided by the
silicon tracker. For higher-pr muons, the best momentum measurement is obtained using
a combination of information from the silicon tracker and muon chambers, providing a
resolution of better than 10% up to 1 TeV.

3.3.6 Trigger

The CMS detector operates at a proton bunch crossing frequency of 40 MHz, where each
event contains of the order 1 Mb of data [97]. A two-tiered trigger system is imple-
mented to manage this high collision rate, selecting only events of interest to be recorded.
The Level-1 Trigger (L1T), composed of custom hardware processor boards, successfully
reduces the output rate from 40 MHz to 100 kHz. This is compatible with the design read-
out rate of the CMS sub-detector electronics [98]. Selected events are then propagated to
the software-based High-Level Trigger (HLT), where more sophisticated algorithms are
applied using more detailed event information. The HLT further reduces the event rate
to 1 kHz; an acceptable rate to be saved to disk. Crucially, this total reduction in the
event rate by a factor of 40,000 is achieved whilst maintaining a high efficiency for the
physics processes of interest.

The event detail used in the L1T is limited by the design latency; it must be decided
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whether to keep or discard an event within a fixed time interval of 4 ps. As a result, the
L1T decision is based on coarse measurements of the energy deposited in the calorimeters
and muon chambers, and it is currently not possible to use information from the tracker.
In the H — ~~ analysis, a seed at the L1T stage is defined as a deposit of energy in the
ECAL, above a certain energy threshold. Despite signal events being characterised by
two photon candidates, a higher overall efficiency is achieved if only one seed is required
at the L1T stage, with a tight transverse energy threshold applied to the seed in order to
limit the rate of events passing to a manageable level. The energy threshold is typically
set at 40 GeV, lowering to 30-32 GeV for isolated L1T seeds in the ECAL. With the
presence of this energy threshold, there is an unavoidable drop in efficiency for H — ~+y
events at low transverse energy. To circumvent this effect, an additional double-seed
selection is included at the L1T with lower energy thresholds than the single-seed trigger.
In 2016, the thresholds were set to 23 and 10 GeV for the leading and subleading seeds
respectively, rising to 25 and 14 GeV for the 2017 and 2018 data taking periods. During
the processing time, the full event information is stored in a buffer. Upon reception of a

L1T accept signal, this full information is read-out and passed to the HLT.

The HLT decision is based on more granular event information, including measure-
ments from the tracker. A single farm of around 1000 commercially-available processors
is used, where simplified versions of the full offline reconstruction algorithms are applied
to the events. At this stage in the H — ~~ analysis, events are required to contain two
SCs in the ECAL with invariant mass greater than 90 GeV and passing asymmetric pp
thresholds, initially set at 30 and 18 GeV. After the 2016 data-taking period, the lower
threshold was raised to 22 GeV to counterbalance the increased instantaneous luminosity
and hence maintain a constant event rate. In addition, a number of selection criteria are
imposed on higher-level variables related to the SC shower shape, isolation and the ratio
of the HCAL and ECAL deposits. If the event is deemed to be of interest, it is saved to
disk and subsequently enters the H — ~+ analysis.

3.3.7 Detector summary

Figure 3.10 illustrates how different objects produced in a p-p collision interact with the
CMS detector. Clearly, it is the combination of the different subdetectors that makes it
possible to reconstruct the full range of final-state objects. The CMS approach to object

reconstruction is detailed in the following section.
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Figure 3.10: A transverse slice of the CMS detector. The diagram illustrates the typical inter-
actions of multiple final-state objects, produced at the interaction point (furthest
left), with the various CMS subdetectors. Charged particles, such as electrons,
muons and charged hadrons, are deflected by the solenoidal field and leave hits in
the silicon tracker. Electrons and photons create electromagnetic showers in the
ECAL, whilst charged and neutral hadrons produce hadronic showers in the HCAL.
Muons traverse through the detector, are deflected in the opposite direction by the
return magnetic field, and leave hits in the muon chambers. Figure is taken from
Ref. [99].

3.4 Object reconstruction: particle flow

CMS adopts a holistic approach to event reconstruction: the information from all subde-
tectors is correlated to identify each final-state particle, and the corresponding measure-
ments are combined to reconstruct the particle properties based on this identification [99].
The comprehensive list of final-state particles produced by the algorithm then enters
physics analyses. This approach, referred to as the Particle-Flow (PF) reconstruction,
provides a global event description and offers unprecedented performance in terms of jet
and p?iss reconstruction, and electron, photon, and muon identification. Furthermore,
objects produced from pileup interactions can be identified efficiently, enabling powerful

pileup mitigation.
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The basic elements of the PF reconstruction are tracks in the silicon tracker and
muon systems, and clusters of energy in the ECAL and HCAL. Tracks are built using a

combinatorial track-finder algorithm [85], that proceeds in the following way:

e An initial track candidate (seed) is identified as a few (2-3) hits in the tracker, from
which the initial trajectory parameters and their corresponding uncertainties are

calculated.

e Tracks are located by applying a Kalman filter [100]: the expected flight path
of a charged particle is extrapolated from the seed trajectory parameters, where
additional hits along this path are assigned to the track candidate. Following this,

a track-fitting module is used to calculate the trajectory parameters more precisely.
e The track candidate is accepted or rejected based on a set of quality criteria.

This is repeated for six iterations, in a process referred to as iterative tracking. The
initial iterations locate the most prominent tracks, for example those with high pr and
lying close to the IP. After each iteration, hits associated with a track are removed from
the process, and the quality criteria for forming seeds and building tracks are relaxed.
Subsequent iterations then locate a more difficult class of tracks with low py and/or high
displacement, in a less combinatorially-complex environment. Ultimately, this iterative
procedure helps to increase the tracking efficiency, whilst keeping the misreconstructed
track rate to a reasonable level. An additional procedure is used to build muon tracks
from hits in the muon chambers [96].

Clusters are built by collecting the energy deposits in the calorimeters using a dedi-
cated clustering algorithm [91]. The procedure is effectively the same for the ECAL and
HCAL, but is introduced in the context of a photon shower in the ECAL here:

e A seed crystal is identified as a local energy maximum, above a given energy thresh-
old.

e Clusters are built iteratively around the seed. This is done by aggregating crystals
which share at least one corner in common with a crystal already in the cluster, and

have an energy in excess of twice the noise level of the ECAL.

e [f a given crystal can belong to multiple clusters, the crystal energy is shared between

them assuming a Gaussian shower profile.

e Photons that convert to eTe™ pairs in the tracker, typically have a wider shower
profile. This results from the bending of the electrons/positrons in the solenoidal
field, which radiate bremsstrahlung photons and thus deposit energy over a wider az-

imuthal (¢) range. Superclusters (SC) are built by merging together clusters. This
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ensures good containment of the electromagnetic shower for converting photons.
The spatial position of the SC (1,¢) is defined as the logarithmic energy-weighted
average position of the individual crystals. The logarithmic energy-weighted stan-
dard deviations of the crystal  and ¢-values, o, and oy, provide an indication of the
width of the SC. The median (oy,04) values for a SC in the EB are around (0.5,1)
crystal lengths for an unconverted photon, and (0.5,2.5) crystal lengths for a con-
verted photon, demonstrating a wider shower profile in the ¢-direction for photons
undergoing a conversion. The SC energy reconstruction was previously discussed in
Section 3.3.3.

The procedure for reconstructing photon and electron showers in the ECAL is identical.
This is an important feature of the H — ~~ analysis described in Chapters 4-6, as
it enables the use of Z — eTe™ events for the photon energy calibration and for the
validation of numerous multivariate algorithms.

A given final-state particle can give rise to several tracks and clusters in the various
CMS subdetectors. The dedicated link algorithm is applied to connect these basic PF

elements and output a PF candidate from the following classes:
e Muons: identified as a track in the muon chambers linked to a track in the tracker.

Energy is calculated from the track curvature.

e Electrons: identified as an ECAL SC linked to a track in the tracker. PF electron
energy is calculated from a combination of the SC energy and the track curvature,

where the track curvature becomes useful at low prp.

e Photons: identified as an ECAL SC with no associated track in the tracker. Energy

is calculated from the SC energy only.

e Neutral hadrons: identified as linked clusters in the ECAL and HCAL, with no

associated track in the tracker. Energy is calculated as the sum of cluster energies.

e Charged hadrons: identified as linked clusters in the ECAL, HCAL, and a track
in the tracker. Energy is calculated from a combination of the track curvature and

the sum of cluster energies.

Collections of PF candidates are then used in CMS physics analyses. Chapter 4 details
how they are used in the H — ~~ analysis.

3.5 Simulating hadron collisions

The goal of the CMS experiment is ultimately to use the final-state objects in the detector

to infer some knowledge on the parameters of the model Lagrangian, &. This could be, for
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example, the mass of the Higgs boson, the couplings of the Higgs boson to other SM fields,
or even the Wilson coefficients of an EFT. We can establish a likelihood function [101]

which quantifies the probability of observing an event, x, given the model parameters, &,

L(z|d) = / dzg / dz, / dzy p(e|20)p(zals)p(25]2)p (2| ), (3.6)

where x is a vector of observables such as the reconstructed energies, momenta, and angles

of all final-state objects. The latent variables, z;, are defined as follows:

e 2,: the four-momenta, charges and helicities of the partons in the hard-scattering
event. The quantity p(zp|@), which defines the probability for partons, z,, given the
model parameters, @, is related to the distribution of incoming partons in the collid-
ing protons and the squared hard-scattering matrix element, |M|2. The collection

of incoming and outgoing partons is referred to as the parton-level event.

e z,: encodes the entire shower history of the partons. Effectively, p(zs|zp) describes

the transition from the parton-level event, z,, to the particle-level event, z,.

e 2;: describes the interactions of the particles with the detector, such that p(z4|zs)
describes the probability of observing a set of electronic signals in the detector given
the particles, z,. This is not a simple problem; the CMS detector has around 108
read-out channels. The final term, p(x|z4), explains how the detector signals are

reconstructed into the final-state objects (Section 3.4).

The sheer complexity of the problem is illustrated in Figure 3.11. Clearly, evaluating
the integral of equation 3.6 over the full parameter space is impossible: we cannot simply
take the observed events, x, and the model parameters, &, and compute the likelihood,
L(z|a).

To overcome this experimental challenge, we approximate the integral using a series
of state-of-the-art Monte Carlo (MC) simulators. Firstly, the MC generation chain begins
with simulating the hard-scattering process. This models the distribution of initial-state
partons inside the colliding protons, computes the relevant matrix element, M;_, ¢, for
certain values of the input model parameters, &, and generates parton-level final states
with some probability. Following this, the parton shower is simulated, where initial and
final-state coloured partons are showered and formed into hadrons, and any remaining
unstable particles (e.g. H, W¥, etc.) are decayed. Additional secondary interactions
to the hard-scattering process are modelled as underlying events. Finally, the events are
propagated through a simulation of the CMS detector, where the response of the detector
is calibrated to match the performance and efficiency observed in data. The final output

of this chain is a collection of simulated collision events which aims to match real events
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Figure 3.11: An illustration of the intractable likelihood function of the CMS experiment. The
Feynman diagram (top left) corresponds to tHq production in the H — ~v decay
channel, in which the top quark decays leptonically. The event display (bottom
right) corresponds to a candidate tHq, H — ~ event in the CMS detector, adapted
from the additional material of Ref. [102]. The parton shower diagram (top right)
and the anti-kr algorithm illustration (bottom left) are taken from Refs [103] and
[69], respectively.

in data as closely as possible. Ultimately, we can then compare the MC simulation to

data to infer knowledge on the model Lagrangian parameters, &.

MC simulation is used in many ways in this thesis, most notably for the SM simulation
of events in the H — ~~ analysis (Section 4.2.2), and for deriving the EFT parametrisa-
tion of Higgs boson cross sections and decay widths (Section 7.4). The remainder of this
section will help the reader understand some of the key concepts of MC event generation

that are discussed throughout.



62 Chapter 3. The CMS experiment

Parton-level event generation

The fully differential cross section for a hard-scatter process (a,b — f) in a hadron collision

is calculated by factorising the initial-state physics from the hard-scatter, according to

1

dC}I)Un = ;/O deqdzy fo(Ta, r) fo(Ty, pr) X E‘Ma,b%f‘Q((bn;MF?,uRa&)v (3.7)
where ®,, represents the final-state phase space, | M, -, f]2 is the squared-matrix element
averaged over the initial-state spin and colour degrees of freedom, and 1/§ = 1/2x,xps is
the initial-state parton flux, where s is the squared hadronic centre-of-mass energy. The
quantities fy(x4, ur) and fp(zp, pr) model the distribution of the initial-state partons, a
and b, inside the colliding protons. The factorisation of the processes at different energy
scales is possible since the hard-scatter occurs over a very short distance (high energy),
whilst the interactions within the proton occur over much longer distances (low energy).
This means that when computing the hard-scatter process, we can safely ignore the dy-
namics within the proton and treat the initial-state partons, ¢ and b, as independent. As
a result, we can use perturbation theory to calculate hard-scatter matrix elements.

In the parton-level event generation, events are sampled from the initial and final-
state phase spaces, and a probability is assigned according to equation 3.7. By generating
large numbers of events, we can successfully build up the kinematic distributions that
one would expect to see in data (for some values of the model parameters, @). A cross
section, o, for a particular region of the final-state phase space, ®¢ can then be inferred
by integrating equation 3.7 over this region. In the STXS framework, the regions are

defined according to the bin boundaries introduced in Section 2.3.

Factorisation and renormalisation

Two of the main theoretical aspects of the MC simulation are factorisation and renormali-
sation. As introduced in the previous section, factorisation concerns the decoupling of the
long-distance (low energy) physics from the short-distance (high energy) hard-scattering
process, such that the different energy regimes can be simulated separately [104]. A fac-
torisation scale, ur, is introduced to avoid IR divergences in the hard-scattering calcula-
tion. This scale effectively defines the borderline between the low energy and high-energy
physics.

Renormalisation details the regularisation of UV divergences at the opposite end of
the energy range [105]. These arise due to the unrestricted integration of the momentum
flow through internal loops in the Feynman diagrams. Regularisation gives rise to a

renormalisation scale, pgr, which acts as an UV cut-off. The bare couplings of the theory
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absorb all the very short-distance physics beyond this cut-off, and as a consequence,
acquire a upr dependence. For example, in QCD the contribution of quarks and gluons in
loops is absorbed into the strong coupling constant? as,

2 as(/ﬁz) (3.8)

aS(Q ) = 2 )
1+ f—g as(u%) In (%)

where Q? represents the energy scale of the process. The constant By is positive (> 0),
which confirms the notion of asymptotic freedom [55]: the strength decreases (ag(Q?) —
0) as the energy scale increases (Q% — o). At very high-energy scales, the strongly-
interacting partons can be treated as independent particles.

Crucially, the underlying physics does not depend on these scales: pr and pp. They
are simply an artifact of using perturbation theory to calculate the process, and truncating
the expansion to a particular number of terms. Nevertheless, there exists a freedom in
the choice of their values, where some choices can be better than others. Since we know
an observable (e.g. a cross section) should not depend on pgr and pp, it is theoretically
favourable to choose values where the observable varies least with the scales. This is
typically of the order of the energy scale characterising the process (e.g. ur = my for Z-
pole measurements) to avoid large logarithmic terms in the perturbative expansion [106].
The theoretical uncertainty originating from the series truncation can then be modelled

by varying the scales about their nominal value.

Order in perturbation theory

The hard-scatter is defined by a high momentum transfer, Q?, and as a result the strong
coupling constant, as(Q?), is small. The perturbative expansion of the matrix element,
|Ma v |2 (®Pn; pir, g, @),* can therefore be performed in powers of as, which is done
up to some finite order in the calculation. This can be pictured in terms of Feynman
diagrams, where going to higher orders equates to including diagrams with additional
internal loops. The leading order (LO) calculation corresponds to including only the first
term in the expansion. The subsequent orders are referred to as next-to-leading order
(NLO), next-to-next-to-leading order (NNLO) and so on. For example, the inclusive ggH
cross section has been calculated at N3LO [107].

As described above, the neglection of higher-order terms introduces some intrinsic
uncertainty into the calculation. We model this uncertainty by varying the renormali-
sation and factorisation scales, ur and pup, by a factor of two around the nominal scale

values. Ultimately, the more terms that are included in the perturbative expansion (going

3y = g2 /4w, where g5 is the coupling strength of the strong interaction, introduced in Section 2.1.3.

4Note the dependence on both the factorisation and renormalisation scales: pur and pg.
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to a higher order), the less the predictions depend on the scales, or in other words, the

accuracy of the predictions increases.

Parton distribution function

Parton distribution functions (PDFs), f;(z,pur), model the number density of parton
type, ¢ = {g,u,d, s, ¢, (b),+anti-quarks}, with momentum fraction, z, inside the colliding
proton. These functions effectively absorb the long-distance physics of the internal proton,
and therefore acquire a dependence on the factorisation scale, pr. The exact forms of the
PDF's are extracted using data from lepton-hadron and hadron-hadron collisions, and are
defined in so-called PDF sets to be used by the MC generators [108]. The evolution of the
PDF with increasing pp is modelled with the DGLAP equations [109-111]. Ultimately,
the choice of PDF affects not only the simulation of the hard-scattering, but also the
parton showering and the modelling of multiple parton interactions in the underlying

event. This influences both the predicted cross sections and the event kinematics.

Parton shower and hadronisation

Parton showering describes the evolution in momentum transfer from the hard-scattering
process at high scales, to the formation of the final-state hadrons at low scales, typically
O(1 GeV). The evolution is performed by modelling the QCD radiation of initial-state and
final-state coloured partons using perturbative QCD [106]. The radiated gluons can go
on to radiate further, producing additional gluons and quark-antiquark pairs, which are
typically soft or collinear with the outgoing partons. In this manner, the parton shower
effectively dresses the event with additional QCD radiation, which is iterated until the
momentum transfer reaches the scales associated with hadron formation. Free parameters
of the parton showering model are tuned to improve the description of real data, where
different values of these parameters are referred to as different parton-shower tunes [112,
113].

Hadronisation occurs at the end of the parton shower, and describes the confinement
of the outgoing coloured partons into colourless hadrons. At this energy scale, QCD
becomes strongly interacting and perturbation theory breaks down. Dedicated hadroni-
sation models have been developed to deal with this non-perturbative regime, such as the
string fragmentation and cluster models [114-116]. Fortunately, the hadronisation process
can be effectively decoupled from the upstream hard-scatter process, and therefore once
tuned, the hadronisation model can be applied successfully to different physics processes

at different energies [106].
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Jets

The final-state objects in hadron collisions typically include collimated sprays of particles,
referred to as jets. These originate from the parton showering and hadronisation of
both final-state partons and the QCD radiation of initial-state partons. Jets are not
fundamental objects, and as a consequence they must be defined according to some jet
algorithm [56]. These algorithms associate which particles belong to which jet according
to some set of rules, and then reconstructs their total momentum. One such example
used in this thesis is the anti-kp algorithm, which repeatedly combines pairs of particles
(¢ and j) according to the distance measure [69],

. -2 -2 AR@ZJ
dij = min(pry, Prj)—pa (3.9)

where pr; and pr ; are the transverse momentum of particles < and j, AR;; is the angular
separation between the particles, and R is the distance parameter for the algorithm,

typically set to 0.4. Particles are combined into a single new particle (the jet) if,
dij < diB; dip = p}g- (3.10)

If this condition is not met, the particle ¢ is declared as a final-state jet, and is removed
from the list of particles for the subsequent jet-finding.

Jets can originate from both the hard-scatter matrix element and the parton shower,
where the former is more accurate for modelling harder (high momentum) jets and the
latter for softer (low momentum) jets. When a hard-process event is showered a double-
counting can occur, leading to an overestimation of the jet multiplicity in the event.
This is avoided by applying a jet matching or merging procedure [117]. These typically
introduce some cut-off merging scale that defines whether the jets originating from the

matrix element or the parton shower are used.

Underlying event

Secondary QCD interactions occur in each hadron collision in addition to the hard-
scattering process, including beam remnant interactions, multiple parton interactions,
and pileup. The additional activity which is not associated with the hard interaction is
referred to as the underlying event [106]. These interactions typically involve coloured
particles, which can “talk” to the particles in the hard-scattering. As a result, the under-
lying event can influence the properties of the process of interest. Like the parton shower,
the free parameters of the underlying event model are tuned to match what is observed

in data.
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Detector simulation

The particle-level events are propagated through a simulation of the CMS detector. This
is done using the GEANT4 package [118] which models the geometry of each subdetector,
and describes how particles traverse through the CMS solenoidal field and subsequently
interact with the detector material. The outputs are hits (deposits of energy) in the
various subdetectors, which have been designed to match the true electronic read-out
channels of the detector. Consequently, we can apply the same event reconstruction
techniques on the MC simulation as to what is used on data.

To accurately model the detector response in terms of the efficiency and reconstruction
performance, the detector simulation must be calibrated. This typically involves using
a set of measurements e.g. the jet momentum distribution, and tuning the simulation
to match what is observed in data. A mis-modelling of the detector response introduces
(experimental) systematic uncertainties into the analysis. For example, in the context of
the H — ~~ analysis, the mis-modelling of the photon energy resolution will affect the
predicted diphoton invariant mass (m.~) distribution in signal events, and consequently
the extracted results.

It is worth introducing some terminology at this stage. Throughout this thesis, truth-
level quantities correspond to the event properties in the simulation before the detector
modelling i.e. their true values. These are the quantities which are used in the STXS event
classification into the different bins. On the other hand, reconstruction-level quantities
refer to the event properties reconstructed from the signals in the detector. For example,
the Higgs boson transverse momentum, p¥ , is a truth-level quantity, whilst the transverse
momentum of the reconstructed photon pair, pgﬂ, is the equivalent reconstruction-level
quantity. The difference between the two is purely a result of the detector efficiency
and resolution. As discussed at the beginning of this section, the ultimate goal of the
experiment is to infer knowledge about the parameters of the model Lagrangian. In the
context of STXS measurements, this requires unfolding the response of the detector, or in

other words using the reconstruction-level information to infer the truth-level information.

Generators

A number of tools are used to perform the different stages of MC event generation. In
this thesis, the MG5_AMC@NLO [119], POWHEG [120-125] and SHERPA [126] genera-
tors are used to simulate the parton-level event. This includes the computation of the
hard-scattering matrix element to some fixed order in the perturbative expansion. The
MG5_.AMC@NLO and POWHEG generators are interfaced with PYTHIA8 [127] for par-
ton showering and hadronisation. Finally, the GEANT4 and DELPHES packages are used

to perform detailed and fast-simulations of the CMS detector respectively.
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Measuring Higgs boson properties

in the H — ~~ decay channel

4.1 Introduction

The following three chapters provide a detailed description of the CMS H — ~+ analysis
documented in Ref. [1]. This analysis measures Higgs boson production cross sections and
coupling-modifiers in the diphoton decay channel, using p-p collision data at /s = 13 TeV
collected by the CMS experiment at the LHC from 2016 to 2018, corresponding to an
integrated luminosity of 137 fb~!. The increased statistical power which comes with
using the full Run 2 data, leads to a reduction in the uncertainties of previous H — ~+y
measurements, and enables the Higgs boson production phase space to be probed more
finely.

Building upon the strategies developed in previous CMS H — ~ analyses [66, 128,
129], a set of orthogonal event-categories are constructed to target kinematic regions (bins)
of the STXS framework (see Figure 2.11). The analysis categories, or so-called “tags”, are
defined at reconstruction-level by placing a set of selection criteria on the reconstructed
objects in an event. These selection criteria are chosen to closely align with the truth-level
STXS bin boundary definitions. For example, there are two “tags” in the analysis which
target events from the qqH VH-like STXS bin. This bin is defined at truth-level (see
Table 2.6) by a dijet system with invariant mass in the window 60 < m;; < 120 GeV.
The corresponding tags require at least two reconstructed-jets in the event, with a re-
constructed dijet-invariant-mass value in the same window. Moreover, machine-learning
(ML) algorithms are trained using reconstructed event quantities, to further isolate events

from a given Higgs boson production-mode, and reject SM background processes.

In this manner, a total of 80 reconstruction-level analysis categories (tags) are de-

67
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fined, which are each enriched in events from a given truth-level STXS bin (or group
of bins). Similar to a fiducial-style analysis where the experimental selection is defined
to closely match a pre-defined fiducial phase-space, we unfold the reconstruction-level
tags back to the truth-level STXS bins. In other words, we undo the detector efficiency
and experimental acceptance effects to measure the truth-level STXS bin cross sections.
This unfolding procedure requires estimating the composition of each tag in terms of the
STXS bins (using MC simulation), and is performed directly by a maximum-likelihood
fit to data (see Chapter 5).

The fitted observable used to extract the truth-level cross sections is the diphoton
invariant mass. This extremely powerful observable effectively distinguishes signal from
background, where photon pairs produced via Higgs boson decay form a narrow signal
peak centred around myy, on top of a smoothly-falling background distribution from other
SM processes. For events with two reconstructed photons, v; and 2, the diphoton in-

variant mass, M., is defined as,

Moy = \/2E71E72(1 — cosf), (4.1)

where E,1 and E,o are the measured energies of 1 and 72, respectively, and 6 is the
opening angle between the two photons. As displayed graphically in Figure 4.1, it is
possible to isolate three aspects of the m., spectrum which affect the sensitivity to Higgs

boson properties:

1. The diphoton mass resolution: a narrower signal peak is more easily distinguished
from the background continuum and therefore results in an enhanced sensitivity.
The diphoton mass resolution is driven by the energy response of the ECAL (see
Section 3.3.3). A good mass resolution also relies on the correct identification of
photons from other objects in the detector such as jets. Furthermore, the precise
assertion of the interaction vertex from which the two photons originate is crucial

for accurately determining the opening angle, 6.

2. The signal-to-background ratio in an analysis category: the sensitivity is improved
by reducing the background contamination under the Higgs boson peak. In this
analysis, ML algorithms are used to better discriminate between signal and back-
ground. Since different background processes are important for different Higgs boson
production modes, a number of signal-vs-background classifiers are trained and used

in the relevant analysis categories.

3. The purity of the signal events in an analysis category: here, analysis categories are

defined to target specific bins of the STXS framework. Therefore to improve the
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Figure 4.1: An illustration of the various means of improving the measurements of Higgs boson
properties in the diphoton decay channel. The top row demonstrates the effect
of improving the diphoton mass resolution, leading to a narrower signal peak. The
middle row shows the effect of improving the signal-to-background ratio, which would
result from using a more powerful signal-vs-background discriminator. Finally, the
bottom row represents the improvement from increasing the target signal process
purity.

sensitivity, we aim to maximise the purity of an analysis category with respect to
the targeted STXS bin (or bins). In other words, make the confusion matrix which
quantifies the fraction of each truth-level STXS bin in each reconstruction-level
event category as diagonal as possible (see Figure 4.20). This helps the unfolding

procedure, and reduces the correlations between the measured cross sections.

This chapter will focus on the experimental techniques used to maximise the sensitiv-
ity of the analysis, according to the three aspects stated above. Several applications of
ML algorithms are introduced, to perform both regression and classification tasks. Ap-
pendix B provides an introduction to the foundations of ML, and will help the reader
familiarise themselves with a number of recurrent concepts. Firstly, the data and MC
simulation samples used in the analysis are introduced. Section 4.3 then details the pro-
cedure used to reconstruct candidate H — ~~ events, specifically the techniques which
improve the diphoton mass resolution: the additional photon energy corrections, the
photon identification and selection, and the primary vertex selection. Following this, the

reconstruction-level categorisation of events is described in Section 4.4. Additional objects
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in the events such as jets and charged leptons, and quantities such as the missing trans-
verse momentum are used to define categories targeting the different truth-level STXS
bins. This section covers the methods used to both reduce background contamination

and to increase the purity of the targeted STXS bin (or bins) in such categories!.

4.2 Samples

4.2.1 Data

This analysis uses p-p collision data collected by the CMS experiment at /s = 13 TeV
during Run 2 of the LHC. The total integrated luminosity is 137 fb~!, of which 35.9 fb~*
was collected in 2016, 41.5 fb~! in 2017 and 59.4 fb~! in 2018.

Events in data are selected using the two-tiered trigger system described in Section
3.3.6. The tag-and-probe method is used to evaluate the efficiency of the trigger selec-
tion [130]. This method exploits the decay of a known resonance such as the Z boson,
where the tag is defined as one of the decay products passing very tight identification
criteria, and the probe as the other decay product, subject to much looser identification
requirements. Moreover, the combined invariant mass of the tag-and-probe pair is re-
quired to be consistent with the mass of the original resonance to ensure a high purity
sample. For some selection criteria, C, the efficiency, e¢, is then defined as the fraction of
probes passing C. This method remains valid as long as the identification requirements
on the probe do not affect the efficiency of C.

Given the proximity of the Z boson and Higgs boson masses, as well as the fact that
both electrons and photons are reconstructed as SCs in the ECAL, Z — ete™ events in
data provide an excellent candidate for evaluating efficiencies in the H — ~~ analysis.
Dielectrons with invariant mass close to the Z boson mass are used to define the tag and
probe. After reweighting the Z — e*e™ events to match the n and Ry (see Section 4.3.1)
distributions of H — ~7 events, the trigger efficiency is evaluated per SC in bins of the
probe electron pr, n and Rg. For an SC in the EB and EE, the average trigger efficiencies
are above 97% and 95%, respectively. The product of the two per-SC efficiencies of
the diphoton is then used to weight simulated events to replicate the trigger efficiency
observed in data. Ultimately, the trigger selection criteria are significantly looser than
the offline selection criteria applied in the H — 7~ analysis, ensuring that the trigger has
a negligible effect on the H — ~7 selection efficiency.

IFor clarity, throughout the following three chapters the terms “analysis category” or “tag” refer to
the reconstruction-level event categories that are constructed for this analysis. On the other hand, the
term “STXS bin” refers to a kinematic region of phase-space defined at truth-level. It is the STXS bin
cross sections that the analysis aims to measure.
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4.2.2 Simulation

Monte Carlo (MC) simulated events are used for both training event classifiers and con-
structing the final signal model. The simulated events are subject to the exact same event
reconstruction and categorisation procedure as used for data.

Signal samples were simulated for the different Higgs boson production mechanisms
at next-to-leading order (NLO) in perturbative QCD using the MG5_AMCQ@NLO (ver-
sion 2.4.2) [119], and POWHEG (version 2.0) generators [120-125]. When possible, an inde-
pendent event sample from the alternative generator is used for training event classifiers,
thus ensuring the event categorisation and the construction of the final signal model are
independent. Events produced via ggH production are weighted as a function of the Higgs
boson pr and the number of jets to match the predictions of the NNLOPS program [131].
Parton distribution functions (PDFs) used to model the distribution of colliding partons
inside the initial-state protons are taken from the NNPDF 3.0 (NNPDF 3.1) set [132,
133], when simulating 2016 (2017/2018) data. The parton-level events are subsequently
interfaced with PYTHIA8 (version 8.226 for 2016 MC and version 8.230 for 2017/2018
MC) for decaying the Higgs boson to photons, parton showering and hadronisation [127].
The PyTHIA8 CUETP8M1 [112] and CP5 [113] tunes are used for the simulation of 2016
data and 2017/2018 data, respectively.

The signal samples are normalised according to the production cross sections and
the H — 7 branching fraction (0.227%) recommendations by the LHCHWG [42]. The
fractional breakdown of each production mode in the STXS bins is computed directly
from the signal MC samples, and serves as the SM prediction of the cross section in each
bin. Table 4.1 summarises the event generators used for the signal simulation, as well as
the total cross section times branching fraction, og\B, for each production mode with
details on the order of the calculation. The fractional breakdowns of each production
mode into the STXS bins are shown in Chapter 2 in Tables 2.5-2.8.

The final background model used for the extraction of results is derived directly from
data. Nevertheless, simulated background events are required for training the multivari-
ate event classifiers. For inclusive production, the dominant source of background is SM
diphoton production, which is simulated using the SHERPA (version 2.2.4) generator [126].
In this sample, matrix elements are calculated at NLO and LO for up to one and three
additional partons, respectively, which are subsequently matched with the SHERPA gen-
erator parton showering. A subdominant background originates from ~v-+jet or jet+jet
events, where the jets are misidentified by the PF algorithm as isolated photons. These
backgrounds are simulated with PYTHIA8, applying a filter in the generation to enrich the
production of jets with high electromagnetic activity. Furthermore, other sources of back-

ground become important for categories targeting the sub-dominant production modes,
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Table 4.1: Details of the signal simulation. For each production mode, the generator used for
the final signal-modelling is listed. If available, an independent sample is used from
the alternative generator when training the event classifiers. In addition, the cross
sections times branching fraction, ogyB, are provided for a nominal Higgs boson
mass, my = 125.0 GeV, at /s = 13 TeV. The final column details the order of the
cross section calculation. For the tHq, tHW and bbH production modes, the flavour
scheme (FS) used in the calculation is specified, where 5FS (4FS) includes (does not
include) the bottom quark/anti-quark components in the colliding protons.

Production mechanism Naming convention Generator osmB [fb] Order of og\ cale

geH ggH MG5_.AMC@NLO 110.27 N3LO(QCD)+NLO(EW)
geg—7ZH, Z—qq ggZH had POWHEG 0.19 NNLO(QCD)+NLO(EW)
VBF VBF MG5_.AMC@NLO 8.59 NNLO(QCD)+NLO(EW)
qa/ag—WH, W—qq WH had MG5.AMC@NLO 2.10 NNLO(QCD)+NLO(EW)
qq/qg—7ZH, Z—qq ZH had MG5_.AMC@NLO 1.40 NNLO(QCD)+NLO(EW)
qq/ag—WH, W— (v WH lep MG5.AMC@NLO 1.016 NNLO(QCD)+NLO(EW)
qq/ag—ZH, Z— ¢¢/vv ZH lep MG5.AMC@NLO 0.520 NNLO(QCD)+NLO(EW)
gg—7ZH, Z— 0/vw ggZH lep POWHEG 0.084  NNLO(QCD)+NLO(EW)
ttH ttH MG5_.AMC@NLO 1.155 NLO(QCD)+NLO(EW)
tHq tHq MG5_.AMC@NLO 0.175 NLO(QCD) in 5FS

tHW tHW MG5_.AMC@NLO 0.034 NLO(QCD) in 5FS

bbH bbH MG5_.AMC@NLO 1.108 NNLO(5FS)+NLO(4FS)

such as diboson production in the VH leptonic categories and tt+-y in the top-associated
categories. Additional MC samples simulated with the MG5_AMC@NLO and POWHEG
generators are used to model such backgrounds. Finally, Drell-Yan events with leptonic
final-states and tt+7 events are used for validation purposes. Both are simulated with

the MG5_AMC@NLO generator and PYTHIAS8 for parton showering and hadronisation.

Each particle-level sample is propagated through the GEANT4 package to model the
response of the CMS detector [118]. Separate MC samples are produced for each year
to account for the variations in the detector conditions and the LHC beam parameters.
This modelling includes the effect of pileup interactions originating from both the nom-
inal bunch-crossing (in-time pileup) and the crossing of previous and subsequent proton
bunches (out-of-time pileup). The simulation is weighted to match the distribution of the
number of interaction vertices in data, which corresponds to an average pileup of 23 in
2016, and 32 in 2017 and 2018.
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4.3 Event reconstruction

This section describes the offline reconstruction of events passing the trigger selection.
The data and the corresponding simulation are reconstructed separately for each year to

account for the differences in the detector performance and LHC beam parameters.

4.3.1 Photon reconstruction

Photons are defined using the set of photon candidates from the PF algorithm (see Section
3.4). In the algorithm, SCs are formed by clustering together deposits of energy in the
ECAL crystals, consistent with originating from the same electromagnetic shower. Due to
imperfect shower containment in the crystals and shower losses for photons which convert
to eTe™ pairs before reaching the ECAL, the SC energy, Esc, can often differ from the
true initial photon energy, Fiue. As described in Section 3.3.3, a multivariate regression
technique is applied to all photons to correct for such losses, estimating both the value of
Firue and its uncertainty. Remaining differences in the photon-energy scale and resolution
between data and simulation are accounted for using a series of additional scale and
smearing corrections, derived using Z — e*e™ events. Photons are then subject to a set
of selection criteria (pre-selection) concerning the photon shower-shape, kinematic, and
isolation variables. In addition, a ML algorithm known as a Boosted Decision Tree (BDT,
see Appendix B) is trained to separate genuine photons from fake photons; this is referred
to as the photon-identification BDT. The selection includes a minimum requirement on the
output score of this BDT, which reduces the contribution from background processes with
hadronic jets mimicking a photon signature. Before describing the photon reconstruction
techniques in more detail, it is useful to list the photon variables used in the H — ~v
analysis in Table 4.2. Two of these variables, namely Ry and Z,, are shown in Figure 4.3
when describing the photon-identification BDT. The distributions correspond to probe
electrons from Z — ete™ decays, however the photon distributions are effectively the

same since photons and electrons have almost identical shower profiles in the ECAL.

Photon energy

After applying the photon energy regression described in Section 3.3.3, a number of resid-
ual discrepancies between data and simulation remain that cannot be derived from sim-
ulation alone. Using Z — eTe™ events in data, in which the electrons are reconstructed
as photons?, a series of scale and smearing corrections are derived to correct the photon-

energy scale and resolution [49]. To account for the degradation of the ECAL crystal

2Meaning no track information is used in the reconstruction, and the energy is determined using the
algorithm and corrections corresponding to photons rather than electrons.
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Table 4.2:

A summary of the photon variables used in this analysis. The shower-shape variables
are used to both correct the photon energy in the regressor (see Section 3.3.3) and to
discriminate between real and fake photons. The isolation variables help to identify
real photons from other objects such as jets mimicking a photon signature.

Shower shape variables

Rg

E2yx2/Esx5

In

Oinin

9¢

Covini¢

ORR

Nclusters

(=F3x3/Esc) The ratio of the energy sum in the 3 x 3 grid surrounding the SC seed to the energy
of the SC before corrections. The value of Ry is typically high (> 0.85) for unconverted photons,
and typically lower (< 0.85) for photons that have undergone a conversion upstream of the ECAL.

The ratio of the energy sum in the 2 x 2 grid containing the most energetic crystals in the SC, to
the energy in the 5 x 5 grid surrounding the SC seed.

A measure of the lateral extension of the shower, defined as the standard deviation of single crystal
n values within the SC, weighted by the logarithm of the crystal energy.

The standard deviation of the shower in 7 in terms of the absolute number of crystal cells.

A measure of the lateral extension of the shower, defined as the standard deviation of single crystal
¢ values within the SC, weighted by the logarithm of the crystal energy.

The covariance of the single crystal n and ¢ values for the 5 x 5 grid centred around the crystal
with the most energy.

For photons in the ECAL endcaps only. The standard deviation of the shower spread in the z-y
plane of the preshower detector.

The number of clusters in the SC.

Isolation variables

H/Esc

Zon

Tex

Ratio of the energy in the HCAL cells directly behind the SC to the energy of the SC.

Photon isolation, defined as the sum of transverse energy of PF photons falling inside a cone of
radius AR = \/An? + A¢? = 0.3 around the SC. The transverse energies are corrected using p
to mitigate the effect of pileup.

Charged-hadron isolation, defined as the sum of transverse energy of the PF charged hadrons
falling inside a cone of radius AR = 0.3 around the SC. This is measured with respect to both the
selected and the worst vertex; the benefit of this is that true photons are generally isolated from
other vertices, but fake photons are not.

Track isolation, defined as the sum of transverse energy of all tracks in a hollow cone with a smaller
(larger) annulus of AR = 0.04 (AR =0.3).

Other variables

Electron veto
p
Esc

Etrue

Boolean flag variable which is set to false if the supercluster is matched to an electron track.
Median energy density per unit area in the event (sensitive to pileup).

Uncorrected supercluster energy.

True photon energy.

Reconstructed photon energy.
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Figure 4.2: Comparison of the dielectron mass spectrum for Z — ete™ events in data (black
points) and simulation (filled histogram), after the full set of energy scale and smear-
ing corrections are applied. The total uncertainty in the simulated events is shown
by the pink bands. The plots show the full data set collected during the 2016-2018
data-taking period, and the corresponding simulation, where the left-hand (right-
hand) plot corresponds to events in which both electrons are reconstructed in the
ECAL barrel (endcaps).

performance over time, and the subsequent drift in energy scale this causes, a time-
dependent correction is applied in bins which equate roughly to the duration of one LHC
fill. This ensures the energy scale of the ECAL is constant over time. Subsequently, the
dielectron mass spectrum, Mmee, is used to simultaneously shift the peak in data to match
that in simulation, and smear the resolution in simulation to match that in data. These

scale and smearing corrections are applied differentially in bins of SC n and Rg.

Referring back to equation 4.1, all techniques® used to improve the photon-energy res-
olution, o /F, in turn improve the diphoton mass resolution, o,,/m~, and thus lead to
an enhanced sensitivity to Higgs boson production. Figure 4.2 shows the me, distributions
for Z — e"e~ events in both data and simulation, after the full set of energy corrections
are applied. The left-hand panel shows the situation where both electrons are recon-
structed in the ECAL barrel, and the right-hand panel where both are reconstructed in
the ECAL endcaps. The pink bands indicate the statistical and systematic uncertainty in
the simulation, where the systematic component includes contributions which are related
to the measurement and reconstruction of the photon energy (see Section 5.4). Clearly,

after the corrections are applied, the data and simulation are in good agreement, within

*Including the energy corrections described in Section 3.3.3.
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the uncertainty bands.

Photon pre-selection

Table 4.3 provides a schema of the selection criteria applied to the photon candidates.
The pre-selection efficiency is calculated using the tag-and-probe method on Z — ete™
events for all selection criteria, barring the requirement on the electron veto, which is
computed using Z — puTp~y events. For the latter, the pu* ™ system is required to
be consistent with the decay of a Z boson, with a three-body invariant mass between
60 and 120 GeV. Probes are then defined as the set of photons passing all pre-selection
criteria except the electron veto, and the efficiency is simply calculated as the fraction of
these probes which pass the veto. The total pre-selection efficiency is computed for both
data and simulation in bins of photon 1 and Ry, and is typically above 95% for photons
with high values of Rg (> 0.85) and around 90% for photons with lower Ry (< 0.85).
Weights are then applied differentially per photon to match the pre-selection efficiencies

in simulation to those observed in data.

Photon identification

The photon-identification (photon-ID) BDT aims to distinguish between real photons in
the CMS detector and hadronic jets mimicking a photon signature. The BDT is trained
using the ~+jet simulation sample, where the true photon is used as signal and the
fake photon from the jet as background. Photon shower-shape, kinematic, and isolation
variables are used as input features to the BDT, along with parameters sensitive to pileup,
such as the median-energy-density per unit area, p.

One of the dominant sources of systematic uncertainty in the H — ~~ analysis arises
from the modelling of the electromagnetic shower in simulation, in particular the variables
describing the shower-shape and isolation. Since these variables are direct inputs to
the photon-ID BDT, any discrepancies between data and simulation are propagated to
the output BDT score, and thus introduce a systematic uncertainty into the analysis.
To mitigate this, a chained quantile regression (CQR) method [134] is applied, which
sequentially corrects the photon-ID BDT input variables in simulation.

The corrections are derived using a set of probe electrons in Z — eTe™ events. The
CQR method morphs the distribution of some photon-ID BDT input variable, y; (e.g.
Ry), in simulation to match that in data by training a series of 21 BDTs to predict points
along the cumulative distribution function, CDF(y;): [0.01,0.05,0.10,...,0.95,0.99]. For
example, the CQR BDTs predict the values of Ry at which the CDF(Ry) is equal to the
21 points ranging from 0.01 to 0.99. The full CDF is determined by linearly interpolating

between these 21 points, and is extracted separately for both data and simulation. A
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Table 4.3: Schema of the photon pre-selection criteria. The shower-shape and isolation require-
ments are different for photons in the ECAL barrel and for photons in the ECAL
endcaps. These are then split into regions of different Ry criteria, with varying levels
of additional selection on ¢y, Zpn and Zi.

Minimum pp p}l > 35 GeV (leading), p%z > 25 GeV (subleading)
1
Geometrical acceptance [n|< 2.5, excluding barrel-endcap transition region 1.44 < |n|< 1.57
1
Electron veto True
1
Hadronic shower rejection H/Esc < 0.08
i\
Ro Tinin Zon (GeV) I (GeV)
Shower shape and isolation | For photons in the EB: > 0.85 - - -
requirements
[0.50,0.85] | < 0.015 <4.0 < 6.0
Rg Tinin Ton (GeV) Iy (GeV)

For photons in the EE: > 0.90 - - -

[0.80,0.90] | < 0.035 < 4.0 <6.0

All photons: at least one of Rg > 0.8, Z.,, < 20 GeV, and Ich/p} < 0.3

correction is then applied to the simulated variable, per electron, according to:

Yi — y;;orr = CDF&;ta(CDFsimulation(yi))a (4-2)

which successfully morphs the distribution of y; in simulation to match that in data.

Shower-shape variables are first ordered into a chain: [S1,52,...Sx]. The CDF for the
first variable, S7, is predicted using solely the electron pr, 1, ¢ and global energy density,
p, as input features to the 21 BDTs. For variable, S;, the input features also include the
previously processed shower-shape variables: [S{°",...,S°)] for simulation and [Sy,...,5;—1]
for data. By deriving the corrections in this manner, correlations between the photon-ID
BDT input variables are accounted for. The ordering of the chain is optimised to minimise
the final discrepancy between data and simulation in the photon-ID BDT output score.
For example, the shower-shape variables are corrected in 2018 simulation according to

the chain ordering,



78

Chapter 4. Measuring Higgs boson properties in the H — ~7y decay channel

900000

600000

500000

100000

300000

200000

1200000

800000

600000

B
100000

s (=Y 5 =

S so000 MG uncorr el 2 MC uncorr
2 4+ data £ 100000 + data

? 700000 L%,

- EB ] EB

I DIRAR ) 2 ] S sl B PO ]
e e Sampe . srvest e STy
Lo 000’0

PO q‘ **4 0** # H’Mm## W‘J{' ﬁTl

Data/MC

L L . H H L L
0.0 02 0.4 0.6 0.8 10 0 2 4

5
Ry pn [GeV]

10

Figure 4.3: Probe electron Ry (left) and Z,, (right) distributions from Z — e*e™ events, where
the probe electron is reconstructed in the ECAL barrel. The black points correspond
to data taken in 2017. The corresponding simulation is shown without corrections
in orange, and with the CQR corrections in blue. The bottom panel shows the ratio

of data to simulation, clearly demonstrating the improved agreement after applying
the CQR corrections.

[coVinig, Eaxa/Esxs, Ry, 0¢, Cinin, 04 ] (4.3)

For isolation variables, Z;, an additional stochastic-shifting procedure is applied to
account for electrons migrating across the discontinuity in the distributions i.e. from the
peak at Z; = 0, to the tail at Z; > 0. Two additional classifiers are trained to predict the
probabilities for electrons to fall in the peak or tail, given the electron pr, n and ¢, and
the energy density, p. Using the output probabilities, the simulated electrons are then
migrated between the peak and tail to match the relative compositions in data. Finally,
the distribution of electrons in the tail is then corrected using the quantile morphing
technique described above. Figure 4.3 demonstrates the performance of the CQR method
for shower-shape variable, Ry (left) and isolation variable, Zpy (right).

The systematic uncertainty originating from these corrections is derived by splitting
the original Z — eTe™ samples in half, and re-calculating the corrections using the two
independent event sets. The magnitude of the uncertainty is defined per-bin of the photon-
ID BDT output score, as the standard deviation of the event-by-event corrected output
score values. This assumes the major source of uncertainty in the method is originating
from the limited size of the training samples. All in all, the CQR method provides a vastly
improved technique for calculating the shower-shape and isolation corrections, reducing
the impact of a dominant systematic uncertainty from around 5% in previous H — ~v

analyses to roughly 2%.
The output score of the photon-ID BDT, for the lowest-scoring photon in the diphoton
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Figure 4.4: The left plot shows the distribution of the photon-ID BDT score of the lowest scoring
photon in diphoton pairs with an invariant mass in the range 100 < m.,, < 180 GeV.
Data events passing pre-selection are shown by the black points. Simulated back-
ground events with the corresponding statistical uncertainty are shown by the pink
band. The different components of the background and the Higgs boson signal events
are also plotted, shown by the red and blue histograms respectively. The right plot
shows the same distribution for Z — eTe™ events in data and simulation, where
the electrons are reconstructed as photons. The total uncertainty in the simulation,
calculated as the quadrature sum of the statistical and systematic components, is
shown by the pink band. The shaded grey regions demonstrate the minimum thresh-
old applied for photons in this analysis. The full data set collected in the period
2016-2018 and the corresponding simulation is shown.

pair, is shown in Figure 4.4. The left-hand plot shows the distribution for signal and
background processes, highlighting the impressive discriminating power between events
with two real photons and the v+jet and jet+jet backgrounds. The right-hand plot shows
the same distribution for Z — e"e™ events in both data and simulation. The two are
in excellent agreement, within the calculated uncertainties. For completeness, Figure 4.5
shows the photon-ID BDT score for probe electrons (Z — ete ™) reconstructed in the EB,
with and without the CQR corrections applied to the BDT input features. Clearly, the
improved agreement between data and simulation in the input features propagates to the
output score, thus demonstrating the power of the CQR method.

Each photon in an event is required to have a photon-ID BDT score > —0.9. Events
which do not satisfy this criteria have already been removed from the plots in Figure 4.4,
hence why the v+jet and jet+jet distributions do not peak at -1. This selection criteria
reduces the contribution from the y+jet and jet+jet background processes by over 70%,

whilst maintaining at least 99% of signal events. The cut is purposely chosen to be
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Figure 4.5: Photon-ID BDT score distributions for probe electrons in Z — eTe™ events, where
the probe electrons are reconstructed in the ECAL barrel. The black points cor-
respond to data taken in 2017. The corresponding simulation is shown without
corrections in orange, and with the CQR corrections in blue. The bottom panel
shows the ratio of data to simulation. The improved agreement from applying the
CQR corrections is shown to propagate to the photon-ID BDT output score.

loose in order to maintain reasonable statistics in the background simulation for training
the event categorisation discriminants. Akin to the pre-selection criteria, the efficiency
of this requirement is derived in simulation and data using the tag-and-probe method
on Z — e"e  events, and the events in simulation are scaled to match the efficiency
in data. In addition, the photon-ID BDT score is used in numerous ways in the event

categorisation.

4.3.2 Vertex selection

Equation 4.1 shows that the diphoton mass resolution depends not only on the per-photon-
energy resolutions, but also on the determination of the diphoton opening angle, . For
this, it is necessary to know the precise location of the primary hard-scattering vertex
from which the photons originate. If the location is correctly determined within 1 cm
of the true vertex position, the diphoton mass resolution is dominated by the photon-
energy resolution. For events with additional objects such as charged leptons and jets, it
is relatively easy to assign the primary vertex, due to the presence of distinct charged-
particle tracks. On the other hand, for H — ~+ events with no additional objects (e.g.
ggH 0J), it becomes a more difficult problem. In the H — -~ analysis, the diphoton
vertex is assigned from a collection of candidate primary vertices using a dedicated BDT,
which is trained using ggH H — ~7 simulated events and takes as input features related

to the tracks recoiling against the diphoton system:

b Zz|ﬁ%|2v
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o — >, pr/1P77),
o (122 071—p7 ")/ (12 Prl+p2"),
e the total number of photon conversions in the tracker,

e the pull (|zytx — ze|/02) between the longitudinal positions of the reconstructed
vertex, zytx, and the vertex estimated using tracks from photon conversions, z,

where o0, is the uncertainty in z.

In these observable definitions, the sums run over all PF tracks associated with a given
vertex, labelled by the index i. The quantity ]5’%7 corresponds to the transverse momentum
of the diphoton system, measured with respect to the same vertex. The final two BDT
input variables in the list are only included for events which contain tracks originating

from photon conversions.

The performance of the vertex assignment BDT is evaluated using Z — u™ ™ events.
Here, the vertices are reconstructed after omitting the muon tracks, in order to imitate a
diphoton-like system. The vertex is then said to be correctly assigned by the BDT if the
location is within 1 cm of the true vertex position. Figure 4.6 (left) shows the efficiency
of the vertex assignment as a function of the dimuon pr, for both simulation and data,
demonstrating an agreement within 2% across the whole pp range. Correction factors are
applied to simulation to match the fraction of correctly assigned vertices observed in data,
keeping the total number of events constant. For inclusive H — ~7 events, the efficiency
of correctly assigning the diphoton vertex to be within 1 cm of the true vertex is roughly

79%. This value rises for events with additional objects such as jets and charged leptons.

An additional vertex-related BDT is trained to estimate the probability that the vertex
assignment is within 1 ¢cm of the interaction point from which the diphoton originates. The
input features are the total number of reconstructed vertices in an event, the relative posi-
tions and respective vertex assignment BDT scores for the three highest scoring vertices,

7",
assignment BDT, this vertex-probability BDT is trained using ggH, H — ~ events. The

as well as the number of converted photons in the tracker. Akin to the vertex-

right-hand plot of Figure 4.6 demonstrates the agreement between the output probability

and the true vertex assignment efficiency in simulated events.

Finally, the width of the z distribution of reconstructed vertices, known as the beamspot
width, is measured to be between 3.4-3.6 cm in data. A year-dependent correction is ap-

plied to simulated events to ensure the beamspot width matches that observed in data.
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Figure 4.6: The left plot shows the fraction of Z — u*u~ events where the assigned vertex is
within 1 cm of the true vertex position as a function of p4, for simulated events in
red and data events in black. Here, the muon tracks are omitted from the event
reconstruction to mimic a H — <7 system. Simulated events are weighted to
match the pileup and beamspot width distributions observed in data. The right
plot demonstrates that the average vertex-probability BDT score agrees with the
true vertex-assignment efficiency in simulated events. The full data set collected in
the period 2016-2018 and the corresponding simulation are shown in the plots.

4.3.3 Reconstruction of other objects

The analysis categories are defined to target events from different STXS bins. In order to
define such categories it is necessary to place requirements on additional, reconstructed
objects in the event, such as two forward-jets in VBF production or two-same flavour,
oppositely-charged leptons in Z(¢¢)H production. The following section briefly describes
the reconstruction of these additional objects from the PF collections, described in Sec-
tion 3.4.

Jets

The precise reconstruction of jets is particularly important in this analysis, not only for
differentiating between different Higgs boson production modes, but also for splitting
events according to the jet-related STXS boundaries: the number of jets, m;; and p?jj .
On average, a jet carries 65% of its total energy in charged hadrons, 25% in photons,
and the final 10% in neutral hadrons. By providing separate collections of such final-
state particles with independent measurements of their energies, the PF algorithm offers
unprecedented performance in terms of the jet reconstruction at CMS.

Jets are built by clustering the reconstructed PF candidates using the infrared and
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collinear-safe anti-k7 algorithm [68, 69], with a distance parameter of 0.4. A Charged-
Hadron Subtraction (CHS) technique is applied to remove charged hadrons that are as-
sociated with vertices other than the primary vertex (as chosen by the vertex-assignment
BDT) from the clustering procedure. This helps to mitigate the contribution to the jet
momentum from pileup. The algorithm operates by defining a distance measure between
PF candidates that depends on their pr and angular parameters (see equation 3.9), and
iteratively clusters the four-momentum vectors with the shortest distance measure. Once
the shortest distance measure is between the cluster and the LHC beam, the procedure
terminates and the clustered objects are defined as a jet. This is repeated until all PF
candidates have been clustered. The jet momentum is then calculated as the vectorial
sum of all the PF candidate momenta in the jet. From simulation, this is found to be,
on average, within 5 to 10% of the truth-level jet momentum over the whole py spectrum

and detector acceptance.

After building the jets, a set of corrections are applied to correct the jet-energy scale
and resolution in both data and simulation [135]. Firstly, an offset correction is applied to
account for any remaining contributions from pileup. This depends on the event energy-
density, p, and the jet pjT, 7’ and angular spread, AR;. Following this, corrections are
derived from simulation to (on average) match the reconstruction-level jet energy to the
truth-level jet energy. These are calculated in bins of p%'ﬂ and 7/ to account for variations
in the response across the detector. Any residual discrepancies in the jet-energy scale
between data and simulation are rectified using in situ measurements of the momentum
balance in dijet, y+jet, Z+jet, and multijet events. The jet energy resolution after the
corrections is typically 15-20% at 30 GeV, 10% at 100 GeV, and 5% at 1 TeV, for jets in
the central region of the detector [135].

Finally, a pileup-identification BDT is trained to reduce the number of pileup-induced
jets entering the analysis [136]. Such jets typically contain PF candidates from multiple
pileup collisions, and therefore tend to be more broad and diffuse than jets originating
from the hard process. In addition, they usually contain tracks which are not associated
with the primary vertex. To make use of these observations, the input features to the
BDT are variables related to the jet shape, and additional track variables related to the
interaction vertex. A pr and n-dependent threshold is then placed on the output score of
this BDT to reject pileup jets. On top of this, to be considered in the event selection, jets
are required to have p?r > 25 GeV, fall within |7/|< 4.7, and have an angular separation
with respect to both photons, AR; - > 0.4.



84 Chapter 4. Measuring Higgs boson properties in the H — ~7y decay channel

b tagging

Jets originating from b quarks typically contain tracks associated with secondary vertices,
which are displaced from the hard-scatter primary vertex by a few mm to 1 cm. This is
a result of the non-negligible lifetime of B hadrons (1.5 ps), which traverse a measurable
distance in the detector before decaying. The identification of such jets (b tagging) is
crucial for isolating ttH and tH production events, since the top quarks almost always
decay to b quarks. A deep neural network (DNN, see Refs. [137-139]) algorithm has been
trained [140], which takes secondary vertices and PF candidates as input features, and
outputs a probability that a given jet has originated from the decay of a B hadron. The
per-jet output probabilities are used in the event categorisation, both for the pre-selection

of ttH and tH events, and as input features to numerous ML classification algorithms.

Charged leptons

Tagging on additional charged leptons is crucial for isolating VH and top-associated Higgs
boson production events, where at least one vector boson decays leptonically: W — fv
and Z — ¢¢. Electrons and muons are taken from the PF electron and muon collec-
tions respectively, and additional isolation and identification requirements are placed on
both [91, 141]. To be considered in the event categorisation, electrons are required to
have p§. > 10 GeV and be within |n°|< 2.4, excluding the barrel-endcap transition region,
whilst muons must have pf. > 5 GeV and fall within |n#|< 2.4.

Missing transverse momentum

The missing transverse momentum vector, p7'**®, is calculated as the negative vector pr

sum of all PF candidates in an event, and its magnitude is denoted as p** [142]. The

reconstruction of ﬁr}mss accounts for the energy scale corrections applied to the recon-
structed jets in the event. This is a useful quantity for selecting signal processes with
additional neutrinos, such as WH (ZH) production where the vector boson decays into a

neutrino and a lepton (two neutrinos).
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4.4 Event categorisation

4.4.1 Overview

After the event reconstruction, a total of 80 event categories are constructed in which the
M.~ spectrum is fitted simultaneously to measure Higgs boson production cross sections
and couplings. Each category imposes a set of selection criteria related to the features
of both the reconstructed diphoton system and the additional objects in the event. The
criteria of a given category are defined to maximise the sensitivity to events from a
particular STXS region®.

Before applying the dedicated per-category selection criteria, all events are required to
have at least two pre-selected photon candidates, satisfying p%l > My~ /3 and p}2 > Moy /4,
with a diphoton invariant mass in the range 100 < m., < 180 GeV. By scaling the trans-
verse momentum by m., in the selection criteria, distortions at the lower end of the mass
spectrum are prevented. Furthermore, both photons are required to be in the geometri-
cal acceptance of the ECAL: |n|< 2.5, excluding the transition region 1.44 < |n|< 1.57
between the barrel and endcaps. We then construct the analysis categories by following

the procedure described below.

1. Global categories are defined to be enriched with events originating from the different
Higgs boson production modes. Dedicated selection cuts are defined based on the
different event topologies. For example, VBF-like events are isolated by requiring
a pair of jets (dijet) with an invariant mass, m;; > 350 GeV. To further boost
the ratio of signal-to-background events, ML classification algorithms are trained
to isolate the targeted signal process from both SM background processes and the
other Higgs boson production modes. At least one of these so-called background-
rejection discriminants are used in each global category. In this analysis, global
categories are defined to target the tHq, ttH, VH, VBF and ggH production modes,

in a variety of final states.

2. The next step is to divide the per-production-mode global categories into analysis
regions to differentiate between the different kinematic regions (bins) of the STXS
framework. For ggH production, excluding the kinematic region with high dijet
mass (mj; > 350 GeV), the division is performed using a dedicated ML classifier
with output classes corresponding to the ggH STXS bins. For the other production
modes, the global categories are split according to the reconstructed equivalents

of the truth-level variables defining the STXS boundaries e.g. pr .’ for p¥ . These

4This can be a single bin or group of bins if the statistics are insufficient.
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divisions are performed as long as there exists some statistical sensitivity to the split
STXS bins.

3. An analysis region can be further sub-divided according to the signal-to-background
purity. This is performed by placing boundaries on the relevant background-rejection
discriminant(s). The position of these boundaries is optimised independently in each
region to maximise the sensitivity to the targeted STXS bin (or bins). The usual

metric for this optimisation is the approximate median significance (AMS),

AMS = \/2<(SG8 + Bﬁg) 111(1 + S68/B68) — 868)7 (4.4)

where Sgg is the number of signal events from the targeted STXS bin (or bins) and
Bgg the number of background events, both calculated within a +1o.s window of
my. Here, oeg is defined as the shortest interval containing 68% of the total number
of targeted signal events. The background estimate, Bgg, is determined by fitting
an exponential function to background events, either directly to data sidebands or
to the MC simulated background events. In the limit of small Sgg/Bgs, the AMS
reduces to the familiar Sgg/v/Ses + Bgs formula.

The final analysis categories designed to target the truth-level STXS bins are re-
ferred to as “tags”, which are defined in decreasing order of the expected signal-to-
background ratio. For example, the tag with the highest Sgg/Bgs, targeting the ggH
0J low p¥ STXS bin, is denoted as “0J low pJ’ Tag0”. The total number of tags
is realised by a stopping criterion, where the expected AMS gain by introducing an

additional boundary is below a threshold e.g. 5% improvement.

The data and simulation from all three years are merged together in each category.
This provides larger statistics for the training of the numerous multivariate discriminants,
and the subsequent optimisation of the selection criteria. In addition, the larger yields
allow to better constrain the shape parameters of the per-category background models (see
Section 5.3). The potential gain in splitting each category by year, and thus exploiting
the year-dependent mass-resolution information in the final fit, was found to be negligible.

It is possible for any given event to pass the selection criteria for multiple analysis
categories. A priority sequence is defined to ensure the analysis categories are truly
orthogonal: each event is assigned to at most one category, choosing the category with
the highest priority. The sequence is defined to prioritise rarer Higgs boson production
modes, by ordering according to the expected number of signal events. In other words,
global categories targeting a Higgs boson production mode with a lower expected signal-

yield (rarer process) are given a higher priority.
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A summary of all analysis categories is provided in Table 4.4, ordered according to
decreasing priority in the category sequence. Example Feynman diagrams are shown for
the targeted Higgs boson production modes. The background-rejection discriminants are
listed, as well as the methods for splitting the global categories to target the kinematic
regions of the STXS framework. Finally, the number of tags for each targeted STXS
bin (or bins) are shown, defined by placing boundaries on the respective background-
rejection discriminants. A graphical schema of the analysis event categorisation procedure
is provided in Appendix C.

The remainder of this chapter provides additional detail concerning the construction,
optimisation, and validation of the event categorisation workflow, and shows the perfor-
mance in terms of the purity of the final analysis categories. For reference, Table 4.5
provides a summary of all the ML classifiers used in the categorisation. The classifiers
mainly use the BDT algorithm, barring the DNN which is trained to discriminate ttH
production from tHq production. In the table, the training samples, training software,
and final outputs are listed. The full set of input features for each classifier are listed
in Appendix C. When training the various classifiers, the samples are first weighted ac-
cording to their respective SM cross sections, and are subject to the initial selection cuts
of the relevant global category. Often, the weights of each output class (e.g. signal and

background) are then equalised in the training to improve the classifier performance.
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Table 4.4:

A summary of the analysis event categorisation, ordered according to decreasing prior-
ity in the category sequence. For each global category, an example Feynman diagram
of the targeted process is shown. In addition, the background-rejection discriminants
and the methods used to split the global category to target different kinematic regions
of the STXS framework are listed. The final column shows the number of tags defined

to target each bin or group of bins.

Global category

Example diagram

Bkg rej. discriminant

Splitting method to
target STXS bins

Targeted STXS bins (# of bins)

# of tags

tHq leptonic

tHq leptonic BDT
Top DNN (tH-vs-ttH)

None

tHq

ttH leptonic

ttH leptonic BDT
Top DNN (tH-vs-ttH)

Reco p:}’y

ttH pZf < 60
ttH 120 < pH < 120
ttH 120 < p4f < 200
ttH 200 < p4f < 300

ttH p > 300

o N W W

ZH leptonic

ZH leptonic BDT

None

All ZH lep and ggZH lep bins (10)

‘WH leptonic

‘WH leptonic BDT

Reco p}’y

WH lep p¥. < 75
WH lep 75 < py. < 150
WH lep p¥. > 150 (3)

VH MET

VH MET BDT

None

All VH lep bins (15)

ttH hadronic

ttH hadronic BDT

Reco p'qy:’

ttH pi < 60
ttH 120 < pAf < 120
ttH 120 < pH < 200
ttH 200 < p4f < 300

ttH pH > 300

VBF-like

Dijet BDT
Diphoton BDT

Reco p", pJ797,

My

qqH BSM
qqH VBF-like low m; low p/9J
qqH VBF-like low m; high p?“
qqH VBF-like high m; low pq}{“

qqH VBF-like high m;; high pyi77

NONN N NN WA W W

None

All ggH VBF-like bins (4)

VH hadronic

VH hadronic BDT
Diphoton BDT

None

qqH VH-like

ggH

Diphoton BDT

ggH BDT + Reco
p%—y for high p¥
region

ggH 0J low p¥
ggH 0J high pil
ggH 1J low p¥
ggH 1J med p¥
ggH 1J high p¥
ggH >2J low pq}ﬂ[
ggH >2J med p¥
ggH >2J high pif
ggH BSM 200 < pH < 300
ggH BSM 300 < p# < 450
ggH BSM 450 < pH < 650
ggH BSM pif > 650

HoHE NN W W W W wwww

No dedicated
category

qqH 0J, 1J, >2J mj; < 60
qqH >2J 120 < mj; < 350
bbH, tHW

Total

80
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Table 4.5: A summary of the ML classifiers used in this analysis. Each classifier is trained using
the listed samples after applying the initial selection criteria of the relevant global
category. In the list of samples, top-associated backgrounds correspond to events
containing at least one top quark and at least two reconstructed photons, such as
tt+v7y or tt+7y+jet where the jet is misidentified as a photon. The software used
to train the classifiers, and their respective outputs are also listed. Usually, the
weights of each output class are equalised in training to improve the performance

of the classifiers.
Appendix C.

The full set of input features for each classifier are provided in

Discriminant/Classifier Software Training samples (simulation unless stated) Output
9 ggH STXS class probabilities:
0J low p?, 0J high p,llg, 1J low pqg,
ggH BDT XGBoosT ggH 1J med p¥, 1J high p?,
>2J low pi, >2J med p#,
>2J high pH, pH > 200
Diphoton BDT XGBoosT S: all Higgs boson events S-vs-B score
B: SM ~~
Dijet BDT XGBOOST VBF, ggH, SM Y + da‘ta—dl.“lven estimate for 3 output class probabilities:
y+jet & jet+jet VBF, ggH, bkg
S: VH hadronic
VH hadronic BDT XGBoosT B: ggH, SM v~ + data-driven estimate for S-vs-B score
Y+jet & jet+jet
S: VH 0O-leptons
, B: other H prod modes, SM v+, Drell-Yan, e
VH MET BDT TMVA diboson, top quark prod. + data-driven S-vs-B score
estimate for y+jet
S: VH 1-lepton
WH leptonic BDT TMVA B: other H prod modes, SM ~~, y+jet, S-vs-B score
Drell-Yan, diboson, top-associated bkgs
S: VH >2-leptons
ZH leptonic BDT TMVA B: other H prod modes, SM ~v, v+jet, S-vs-B score
Drell-Yan, diboson, top-associated bkgs
S: ttH 0-leptons, >3-jets (>1 b-tagged)
. B: other H prod modes, SM ~7, Drell-Yan, e
ttH hadronic BDT XGBoosT V-, diboson, top-associated bkgs + S-vs-B score
data-driven estimate for y+jet & jet+jet
S: ttH >0-leptons, >1-jet
ttH leptonic BDT XGBoosT B: other H prod modes, SM ~~, y+jet, S-vs-B score
Drell-Yan, V4, diboson, top-associated bkgs
. S: tHq leptonic
tHq leptonic BDT TMVA B: SM ~+, y-+jet, top-associated bkgs S-vs-B score
KERAS +

Top DNN

TENSORFLOW

tHq and ttH

tHqg-vs-ttH score
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Figure 4.7: A schematic of the ggH categorisation scheme. The analysis categories, defined by
the red boxes, surround their targeted STXS bin. The number of tags for each
analysis region are highlighted in the plot. A shaded-grey region is shown for the
STXS bins with a dijet invariant mass, m;; > 350 GeV, as they are not targeted in
the ggH categorisation scheme.

4.4.2 ggH categorisation

The final global category in the sequence targets the ggH production mode and consid-
ers all events that pass the photon pre-selection but are not selected by higher-priority
categories. Firstly, the ggH BDT is used to predict the most probable ggH STXS region
from which the event originates. The BDT outputs nine class-probabilities correspond-
ing to the region with pQH > 200 GeV and the two 0-jet, three 1-jet and three >2-jet
STXS bins with p%’ < 200 GeV and m;; < 350 GeV. To minimise the dependence on
the modelling of events with high pQH , the BDT is not trained to distinguish between the
four bins with p%’ > 200 GeV; instead events in this class are further split into the final
STXS bins using the reconstructed p..’. Events with a reconstructed dijet invariant mass
mj; > 350 GeV are not assigned by the ggH BDT and are instead classified using the
dijet BDT, as described in Section 4.4.3.

The nine ggH classes are uniquely defined by the Higgs boson transverse-momentum
and the number of jets. It was found that the ggH BDT outperforms the assignment from
using the reconstructed pp and number of jets alone. This improvement arises as the BDT
can exploit the correlations between the photon and jet kinematic properties, and thus use
the well-measured photon quantities to infer information related to the less well-measured
jets. As a result, the correct assignment of the per-event number of jets increases from
77% to 82%; the improvement is negligible for the pp assignment since this is already a

well-measured quantity with little migration across the pQH boundaries. Propagating this
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to the final results leads to an improvement in the measured cross sections, particularly
for the 0J and 1J bins (~ 10% reduction in the uncertainty), and reduces the correlations
between measured quantities.

The nine output class-probabilities are calculated for each event, and the event is sub-
sequently assigned to the STXS region with the highest probability. The final 12 analysis
regions (9 output ggH BDT classes, where the pzﬁf > 200 GeV class is further split using
boundaries in the reconstructed p%w at 300, 450 and 650 GeV) are then divided into the
final tags using the diphoton BDT. This BDT is trained to discriminate all Higgs boson
signal from all other modes of SM diphoton production, meaning the output score, as
shown in Figure 4.8, can be used to reduce the background contamination in each of the
analysis regions. The boundaries on the diphoton BDT output are optimised indepen-
dently in each region to maximise the expected AMS. Three tags are defined for each of
the eight STXS bins with p¥ < 200 GeV, two for the two bins with 200 < p¥ < 450 GeV,
and one for the two bins with p? > 450 GeV. The final set of analysis categories, with
their respective targeted STXS bins, are shown by the red boxes in Figure 4.7. Events
that fail the lowest diphoton BDT output threshold in the respective region are discarded
from the analysis.

Clearly, the agreement between data and the background simulation is reasonably poor
in certain bins of the diphoton BDT output distribution. This mis-modelling is likely to
be improved in the future when samples generated at a higher order in perturbation
theory are used for estimating the y+jet and jet+jet contributions to the background.
Nevertheless, the poor agreement does not manifest as a systematic uncertainty in the
analysis, as the background model is estimated directly from data. Instead, it leads only
to a sub-optimal performance of the diphoton BDT. This is a common trait for all ML
classifiers used in the event categorisation, and is highlighted again when discussing the
validation of the event categorisation in Section 4.4.6.

Table 4.6 presents the expected signal and background yields in each of the ggH
analysis categories. The signal yields are broken down into the fractional contribution
from the target STXS bin, as well as the fractional contributions from the different Higgs

boson production modes.

4.4.3 EW qqH categorisation

As described in Section 2.3, the definition of qqH production in the STXS framework
includes both the ¢ and wu-channel contributions (VBF production), and the s-channel
contribution (VH production in which the vector boson decays hadronically). Charac-
teristics of the dijet system are used to construct separate orthogonal global categories,

effectively distinguishing between the VBF and VH hadronic topologies. Of these two,
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Table 4.6:

The expected number of events for my = 125 GeV in the analysis categories targeting
the ggH production mode, shown for an integrated luminosity of 137 fb~*. The frac-
tion of the total number of events arising from each production mode in each analysis
category is provided, as is the fraction of events originating from the targeted STXS
bin (or bins). Here, ggH includes contributions from the sub-dominant ggZ(qq)H pro-
duction mode, qqH includes both VBF and V(qq)H production, and “Top” represents
both ttH and tH production together. The oeg, defined as the smallest interval con-
taining 68.3% of the m,. distribution provides an indication of the mass resolution
in each category. Also provided are the estimated number of background events-per-
GeV in the signal peak region, the quantity Fgs = Sgs/(S6s + Bss), where Sgs and Bgg
are the expected number of signal and background events in a +10.g window centred

on my, respectively, and the approximate significance, Zgg = Ses/+/Ses + Bes. The

target

final column shows the significance for the targeted STXS bin (or bins) only, Zgg

where other Higgs boson signal events are considered as background.

SM 125 GeV Higgs boson expected signal Bk
Analysis categories Total Target Fraction of total events Ooff e Vg_l) Feg  Zgs Zégrg‘et
ota. ($]
STXS bin(s) ggH bbH qqH VHlep Top (GeV)
0J low p}” Tag0 296.2 86.6% 97.9% 1.1% 08% 0.1% - 1.89 1760 0.06 3.37 2.92
0J low p).” Tagl 340.0 88.5% 98.0% 1.0% 0.8% 0.1% - 2.31 3140 |0.03 2.66 2.35
0J low p}"’ Tag2 279.6 89.3% 98.1% 1.0% 0.8% 0.1% - 2.53 4980 0.01 1.67 1.49
0J high pJ" Tag0 612.4 81.9% 95.6% 1.4% 2.6% 0.4% - 1.64 2720 0.08 5.89 4.82
0J high pp Tagl 1114.6 79.4% 95.4% 1.3% 2.8% 0.4% - 2.19 7610 0.04 5.66 4.50
0J high p%“’ Tag2 1162.6 78.3% 95.3% 1.4% 2.7% 0.5% - 2.56 19500 |0.02 3.46 2.71
1J low p%“’ Tag0 132.0 66.2% 88.8% 0.8% 9.4% 08% 0.1% 1.53 487 0.11 3.06 2.03
1J low p}” Tagl 340.0 66.3% 88.6% 0.8% 9.6% 0.9% 0.1% 1.95 2300 0.05 3.31 2.19
1J low py.’ Tag2 260.6 66.2% 88.3% 0.8% 9.7% 1.0% 0.1% 2.37 3860 [0.02 1.80 1.19
1J med p;’j Tag0 184.1 65.2% 81.7% 0.5% 16.3% 1.4% 0.2% 1.65 443 0.14 4.21 2.74
1J med p) Tagl 310.2 66.3% 83.6% 0.4% 14.3% 1.6% 0.1% 1.91 1410 0.07 3.82 2.53
1J med pp Tag2 291.4 65.0% 83.7% 0.5% 13.8% 1.8% 0.2% 2.13 2960 0.03 2.40 1.56
1J high pp Tag0 37.3 61.9% 75.7% 0.2% 22.8% 1.0% 02% 1.55 43 0.27 2.61 1.61
1J high pp Tagl 31.2 61.7% 75.0% 0.3% 23.4% 11% 02% 1.73 67 0.15 1.78 1.10
1J high p}” Tag2 80.9 62.2% 76.5% 0.2% 21.5% 1.6% 0.2% 1.97 388 0.07 1.87 1.16
>2J low p}W Tag0 17.7 52.7% 76.7% 0.6% 19.0% 1.3% 2.4% 1.56 120 0.06 0.84 0.44
>2J low p}” Tagl 57.6 54.0% 74.4% 0.6% 20.5% 1.4% 3.0% 1.88 664 0.03 1.08 0.58
>2J low pJ." Tag2 43.9 50.5% 72.7% 0.6% 20.8% 1.7% 4.2% 2.46 1130 0.01 0.56 0.28
>2J med p}'y Tag0 21.2 64.9% 80.6% 0.3% 16.3% 1.0% 1.8% 1.42 52 0.16 1.51 0.98
>2J med p}”’ Tagl 70.1 61.4% 77.9% 0.3% 18.1% 1.1% 2.6% 1.82 350 0.07 1.79 1.10
>2J med p;ﬂ Tag2 135.4 57.5% 74.8% 0.4% 19.7% 1.4% 3.8% 2.08 1630 0.03 1.54 0.88
>2J high p;:’ Tag0 29.0 65.5% 77.8% 0.2% 18.7% 1.3% 21% 1.48 47 0.22 2.05 1.34
>2J high p}” Tagl 52.5 62.3% 76.1% 0.2% 19.6% 1.5% 2.6% 1.76 172 0.10 1.90 1.19
>2J high p}'y Tag2 45.5 58.4% 73.8% 0.2% 20.4% 1.9% 3.7% 1.92 306 0.05 1.22 0.71
BSM 200 < p%w < 300 Tag0 | 30.7 75.8% 77.5% 0.2% 19.4% 1.2% 1.6% 1.41 24 0.38 2.78 2.10
BSM 200 < p}'y < 300 Tagl | 39.6 69.9% 73.8% 0.1% 21.5% 1.7% 2.8% 1.90 123 0.10 1.63 1.14
BSM 300 < p}” < 450 Tag0 | 15.5 74.8% 76.3% 0.1% 19.7% 1.7% 2.2% 1.53 14 0.33 1.85 1.39
BSM 300 < pJ." < 450 Tagl | 2.6 66.3% 67.9% 0.1% 22.5% 2.6% 7.0% 1.42 13 0.08 0.38 0.25
BSM 450 < p}’y < 650 3.1 58.1% 61.8% 0.1% 30.0% 24% 5.6% 1.55 5.5 0.20 0.65 0.38
BSM p}ﬂ’ > 650 0.9 72.5% 72.3% 0.1% 21.0% 2.9% 3.8% 1.21 0.95 0.36 0.48 0.34
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Figure 4.8: The diphoton BDT score distribution for all events passing pre-selection and satis-

fying 100 < m.., < 180 GeV. Events from simulation and data are shown by the
red band and the black points respectively. Histograms are shown for the different
contributions of the simulated background in red. The blue histogram corresponds
to simulated Higgs boson signal events, produced via ggH, multiplied by a factor
of 100 to ease the comparison with the background distributions. The shaded grey
region represents scores below the lowest diphoton BDT threshold used to define
the final analysis tags. The full data set collected in the period 2016-2018 and the
corresponding simulation is shown.
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Figure 4.9: A schematic of the qqH and ggH VBF-like categorisation scheme.

The analysis

categories, defined by the red and green boxes, surround their targeted STXS bin
(or bins). The number of tags for each analysis region are highlighted in the plot.
The shaded-grey regions indicate the ggH STXS bins which are targeted in the ggH
categorisation scheme.
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the global category targeting the VBF-like topology is described first.

VBF-like topology

The VBF-like STXS bins are specified at truth-level as events containing a dijet system,
with a dijet invariant mass, m;; > 350 GeV. At reconstruction-level, the signal region
requires events to have at least two jets, with pff > 40 and 30 GeV for the highest-pp
(leading) and second highest py (sub-leading) jets, respectively, [p?|< 4.7, and a recon-
structed m;; > 350 GeV. In addition, all jets are required to pass a threshold on the
pileup-identification BDT score and photons are required to have a photon-ID BDT score
of greater than —0.2. Note, the definition of this signal region includes contributions
from both the VBF and ggH production modes (shown by the Feynman diagrams in the
VBF-like row of Table 4.4), where ggH events with a VBF-like topology are defined by a
set of STXS bins in the ggH scheme with equivalent boundaries on the truth-level kine-
matic quantities. Events are subsequently classified as originating from either VBF, ggH,
or from other SM backgrounds using the dijet BDT, where the outputs of the BDT are
per-event probability estimates for each of the three classes: pvpr, pgen, and ppig.

The dijet BDT is trained using simulated VBF, ggH and SM diphoton-production
events. Background events in which at least one of the photons originates from a misre-
constructed jet are poorly modelled in simulation. This is a result of the difficult-to-model
quark/gluon-fragmentation processes, in addition to the fact that very few events pass
the VBF-like signal region selection criteria defined above. To improve the prediction of
this background contribution when training the dijet BDT, simulated events are replaced
with data from a dedicated control region, defined to be enriched with v+jet and jet+jet

events. The procedure is as follows:

e Events are split into the signal and control regions. In the control region, at least
one of the photons is required to have a photon-ID BDT score less than —0.5. This
defines two contributions in the control region: fake-prompt (FP) where one of the
reconstructed photons has a score less than —0.5 and the other greater than —0.2,
and fake-fake (FF) where both the photons have a score less than —0.5. The events
in the signal region are defined by requiring both photons to have photon-ID BDT
scores greater than —0.2. Since the photon-ID BDT score is used to define the

control region, it is not included as an input feature to the dijet BDT.

e The number of events differs in the control region and signal region. Moreover,
events in the two regions can have different kinematic properties. To correct this,
a fake-factor is derived in bins of reconstructed photon p). and 77 using simu-

lated events, as the ratio of the expected number of events in the signal region,
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NSR(p2,m7), to the expected number of events in the control region, N“®(pJ., n7):

NSR(p7., n”))
MC

7NCR(p%, ) (4.5)

pfake(p%v 777) = (

e As the SM diphoton contribution to the background is predicted directly from sim-
ulation, it is necessary to remove this contribution from the control regions to avoid
double-counting. Again using simulation, the fraction of background events in the
control region which originate from a fake photon (y+jet and jet+jet) is calculated

in bins of p}. and 77 as,

NR () + NCR(pg, ) )
MC’

(4.6)
NER(pp, ) + NS (g ) + NS (g, 1)

pqen(pp,n’) = (

e The total transfer factor, evaluated for each photon with photon-ID BDT score less
than —0.5, is defined as,

f®7:n") = Prake X PQCD- (4.7)

These transfer factors are applied as weights to the data events in the control region
to estimate the contribution in the signal region, according to the illustration in
Figure 4.10. The negative sign for events in the FF region originates by considering
the contribution which enters the FP region from the FF region when applying the
transfer factors. It is this sample of reweighted data events from the control region
which is used to train the dijet BDT.

The data-driven approach is validated by comparing the dijet-BDT input-feature dis-
tributions from the background prediction (simulated diphoton component plus the data-
driven y+jet and jet+jet components) to data from sidebands in the diphoton-mass dis-
tribution. This sideband data is subject to the usual VBF-like signal region selection,
except the diphoton mass is required to be outside of the range 115 < m,, < 135 GeV.
Figure 4.11 demonstrates good agreement in the m;; and A¢;; .~ distributions with the
data-driven background estimate (middle panel). In addition, the figure highlights the
increase in the training statistics with respect to using simulated events only (bottom
panel), thus leading to an improved performance of the classifier.

Figure 4.12 shows the two independent output probabilities of the dijet BDT: the
VBF probability, pysr (left), and the ggH probability, pgen (right). The background
probability is simply realised according to the equation: ppye = 1 — pyBF — PgeH-

The VBF-like global category is split to target different kinematic bins of the STXS
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Figure 4.10: A schematic showing the application of transfer factors to estimate the fake com-
ponent of the background in the signal region (SR) directly from data events in
dedicated control regions (CR).
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Figure 4.11: Input features to the dijet BDT: m;; and A¢jj;4~. The data events shown by
the black points were collected in the 2018 period. The simulated ~v background
estimate and the data-driven y+jet and jet-+jet background estimates are shown
by the filled green and blue histograms, respectively. In addition, the simulated
v+jet and jet+jet background estimate is shown by the blue line. The bottom
panel shows the ratio of the purely simulated background estimate to data, where
the agreement clearly suffers from a lack of MC statistics in the v+jet and jet+jet
component of the background. The middle panel shows the ratio including the
data-driven estimate of the background, where the agreement is much improved.
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Figure 4.12: The dijet BDT output probabilities, pver (left) and pgen (right), for events with
an invariant mass in the range 100 < m.,, < 180 GeV, passing the VBF-like signal
region selection. Data events are shown by the black points, and the correspond-
ing background simulation with statistical uncertainty is shown by the red band.
The components of the background are plotted in separate histograms in red. In
addition the orange and blue histograms show the simulated VBF and ggH signal
events, respectively. The shaded grey regions contain pygr values below the lowest
threshold used to define the VBF production tags, and pge1r values below the lowest
threshold used to define the ggH VBF-like tags. The full data set collected in the
period 2016-2018 and the corresponding simulation is shown.

framework. For the qqH STXS bins, events are assigned to one of five regions using
the reconstructed equivalents of the truth-level variables. Firstly, the qqH BSM STXS
bin (pQH > 200 GeV) is targeted by requiring the reconstructed p;' > 200 GeV. The four
remaining VBF-like bins are targeted according to a boundary in the reconstructed m;; at
700 GeV, and a boundary in the transverse momentum of the dijet-plus-diphoton system,
ppj J , at 25 GeV. In each region, two tags are constructed by placing optimised boundaries
on the dijet-BDT output probabilities. This optimisation considers VBF production as
signal and groups ggH production with other background events. In this manner, a lower
bound is placed on pypr, and an upper bound is placed on pgerr. On top of this, the
optimisation procedure includes a threshold on the diphoton BDT score to further reduce
the number of background events.

Events failing the above criteria are then considered for an additional two tags, de-
signed to be enriched in events from the four ggH VBF-like bins. This optimisation
considers ggH as signal, and VBF as background. This amounts to placing a lower bound
on pgen and an upper bound on pygr, in addition to a lower threshold on the diphoton
BDT score. Events with p.' > 200 GeV that have failed the qqH BSM selection criteria
are not considered in the ggH VBEFE-like tags as they are specifically targeted further down
the priority sequence by the ggH BSM analysis categories.
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Figure 4.13: Distribution of the cos6* variable for simulated VH, ggH, and SM-diphoton pro-
duction events (left). The output score for the VH hadronic BDT (right), for events
with an invariant mass in the range 100 < m,, < 180 GeV, passing the VH-like
signal region selection. Data events are shown by the black points, and the corre-
sponding background simulation with statistical uncertainty is shown by the red
band. The components of the background are plotted in separate histograms in
red. In addition the orange and blue histograms show the simulated VH and ggH
signal events, respectively. The shaded grey region illustrates the lowest threshold
used to define the VH hadronic analysis categories, The full data set collected in
the period 2016-2018 and the corresponding simulation is shown.

VH hadronic topology

VH hadronic events enrich a single STXS bin (qqH VH-like) in the EW qqH scheme.
This is defined at truth-level with the requirement, 60 < m;; < 120 GeV, to be consistent
with a dijet system originating from the decay of a vector boson. To target this bin, an
orthogonal signal region is defined with a different selection on the reconstructed dijet-
system: events are required to have two jets within |n’|< 2.4 and with pjf > 30 GeV,
satisfying the same pileup-identification BDT and photon-ID BDT score requirements as
the VBF-topology signal region, with a reconstructed m;; between 60 and 120 GeV.

The VH hadronic BDT is then trained to isolate VH signal events, and subsequently
reduce the contribution from ggH and other background processes in the signal region.
One of the key input features which helps identify dijets consistent with a vector boson
decay is the cos@* variable, where 0* is the angle that the diphoton system makes in
the diphoton-dijet centre-of-mass frame, with respect to the direction of motion of the
diphoton-dijet system in the lab frame. The distribution of this variable is reasonably

uniform for VH events, while it is strongly peaked at £1 for background and ggH events, as
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Table 4.7: The expected number of events for my = 125 GeV in the analysis categories targeting

the EW qqH STXS regions, in addition to the two tags targeting ggH production with
a VBF-like topology, shown for an integrated luminosity of 137 fb~*. The fraction
of the total number of events arising from each production mode in each analysis
category is provided, as is the fraction of events originating from the targeted STXS
bin (or bins). Here, ggH includes contributions from the sub-dominant ggZ(qq)H and
bbH production modes, and “Top” represents both ttH and tH production together.
The oen, defined as the smallest interval containing 68.3% of the m.., distribution
provides an indication of the mass resolution in each category. Also provided are
the estimated number of background events-per-GeV in the signal peak region, the
quantity Fgs = Sgs/(S¢s + Bes), where Sgs and Bgs are the expected number of
signal and background events in a +10.g window centred on myy, respectively, and
the approximate significance, Zgs = Sgs/+/Ses + Bes. The final column shows the
significance for the targeted STXS bin (or bins) only, Zga'®*, where other Higgs
boson signal events are considered as background.

SM 125 GeV Higgs boson expected signal

Analysis categories Total Target Fraction of total events Ooff ( GB\I;gil) Fgs  Zgs Zg;rget
STXS bin(s) ggH VBF VHhad VHlep Top (GeV) ¢
gl VBF-like Tag0d 141 37.7%  65.9% 27.3% 3.8%  0.8% 2.3% 1.85 35 0.13 1.09 0.41
ggH VBF-like Tagl 32.5 30.2%  61.3% 29.8% 4.1%  1.1% 3.7% 1.83 117 0.09 1.39 0.42
qqH low mj; low pt#9 Tag0 | 17.2 48.2%  36.6% 62.6% 0.4%  0.1% 0.3% 1.89 26 0.19 1.48 0.71
aqH low mj; low pi79 Tagl | 13.5 48.5%  35.5% 63.4% 0.6%  0.1% 0.3% 1.74 24 0.18 1.27 0.62
qqH high m;; low p*?7 Tag0 | 27.0 704%  17.1% 82.7% 0.2% - 01% 1.78 11 0.48 2.94 2.07
JJ T
qqH high m;; low py?7 Tagl | 12.9 58.2%  20.8% 787% 0.3%  01% 02% 1.99 13 0.25 1.48 0.86
aqH low m;j; high pt97 Tag0 | 10.4 15.0% 56.0% 41.3% 1.3%  0.4% 1.0% 1.92 27 0.12 0.90 0.14
qqH low mj; high py'?7 Tagl | 20.2 17.0%  57.9% 36.9% 24%  07% 2.1% 1.74 94 0.08 1.01 0.17
qqH high m;; high pi77 Tag0| 18.1 25.6%  28.1% 70.8% 0.4%  0.1% 0.5% 1.88 17 027 1.82 047
qqH high m;; high p;-/7 Tagl| 17.5 238%  39.5% 57.8% 0.9%  0.3% 15% 1.98 42 0.12 1.20 0.29
qqH BSM Tag0 11.2 71.2%  24.4% 74.8% 01%  0.1% 0.6% 1.62 3.9 |054 202 1.44
qqH BSM Tagl 6.8 56.4%  36.9% 59.9% 1.1%  04% 1.7% 1.67 46 1037 1.31 0.74
qqH VH-like Tag0 16.3 55.8%  36.5% 2.8% 55.0% 1.4% 4.2% 1.72 20 024 1.64 0.91
qqH VH-like Tagl 47.1 26.8%  64.9% 4.7% 264% 1.2% 2.9% 1.66 135 |0.12 1.97 0.53

shown in Figure 4.13 (left). To train the BDT, the VH, ggH, and SM diphoton samples are

taken from simulation, whereas the background with jets faking photons is again derived

from a data control region, in an analogous manner to that used for the dijet BDT. The

output score for the VH hadronic BDT is shown in Figure 4.13 (right). Two analysis tags

are defined by placing optimised boundaries on both the VH hadronic BDT and diphoton

BDT output scores.

Table 4.7 provides a summary of the expected signal and background yields in each of

the analysis categories described in this section: those targeting the VBF-topology from

both the ggH and qqH production modes, and the VH hadronic topology. The final set

of analysis categories described in this section, along with their targeted STXS bin (or

bins), are shown in Figure 4.9.



100 Chapter 4. Measuring Higgs boson properties in the H — ~+ decay channel

VH = V(leptons)H
| |
p\T/ qq — ZH gg — ZH Tag O7 1
0 T
75 I I
150 Tag0, 1
O-et [ =>1-jet O-jet [ >1-jet
250
o0

Figure 4.14: A schematic of the VH leptonic categorisation scheme. The WH leptonic, ZH
leptonic and VH MET analysis categories are defined by the red, blue, and purple
boxes, respectively. The analysis categories surround the targeted STXS bin (or
bins). The number of tags for each analysis region are highlighted in the plot.

4.4.4 VH leptonic categorisation

Three global categories are constructed to target Higgs boson production in association
with a leptonically-decaying vector boson. These categories are orthogonal to each other
by construction due to requiring a different number of isolated charged leptons in the
event: two for ZH leptonic, one for WH leptonic and zero for the VH MET category. The
ZH leptonic category imposes a requirement on the dilepton invariant mass, my;, to be be-
tween 60 and 120 GeV. This ensures the two leptons are consistent with originating from
the decay of a Z boson: Z(— ¢¢)H. The WH leptonic category, which targets W(— ¢v)H
production, places additional requirements on the photon-ID BDT score to further reject
backgrounds from jets faking photons, and on the invariant mass of the reconstructed
lepton with each photon to reduce the contribution from the Drell-Yan background in
which an electron has been misidentified as a photon. The VH MET category is con-
structed to target events from Z(— vv)H production, and W(— ¢v)H production where
the charged lepton is not reconstructed in the detector. Here, events are required to have
piss > 50 GeV and the azimuthal angle between 57* and the diphoton system must
be greater than two radians. The categories targeting VH leptonic production are placed

between the ttH leptonic and ttH hadronic global categories in the priority sequence.

To further distinguish between VH leptonic signal and background events, a BDT is
trained in each global category; the details of which are provided in Table 4.5. The simu-
lated background processes include SM diphoton production, v+jets, Drell-Yan, diboson
production, and tt production. In addition, the Higgs boson production modes other

than VH are treated as backgrounds. Due to the large contamination of the y+4jet events
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Figure 4.15: Distributions of the ZH leptonic (left), WH leptonic (centre) and VH MET (right)
BDT output scores, for both data (black points) and simulated signal and back-
ground events (histograms). For the VH MET BDT, the v-+jet component of the
background is derived directly from data. The statistical uncertainty in the data
(simulation) is shown by the black error bars (shaded pink band). Events in the
regions shaded grey are not considered for the VH leptonic categories. The full data
set collected in the period 2016-2018 and the corresponding simulation is shown.

in the VH MET category, a data-driven approach is used to estimate this component of
the background. The precise details of this approach are described in more detail in the
context of the dijet BDT in the previous section. Figure 4.15 shows the output scores of
the VH leptonic BDTs.

The WH leptonic category is sensitive to three kinematic regions in the STXS frame-
work. Boundaries are placed on the reconstructed pF at 75 and 150 GeV, to target the
equivalent truth-level splittings in the p¥ variable. Note, the reconstructed p.. provides
the best handle on the truth-level p¥ , since the presence of a neutrino in the final-state
means that the vector boson cannot be fully reconstructed. No splitting of the ZH leptonic
or the VH MET categories is performed. The final analysis categories are constructed
by placing optimised boundaries on the respective BDT output scores. In total, two tags
are defined for ZH leptonic, five for WH leptonic (two for both the pF < 75 GeV and
75 < py’ < 150 GeV regions, and one for the p.' > 150 GeV region), and three for VH
MET. This set of analysis categories are shown in the schematic in Figure 77. The ex-

pected signal and background yields for the categories targeting VH leptonic production

are shown in Table 4.8.

4.4.5 Top-associated categorisation

The two global categories with the highest priority in the sequence are constructed to
be enriched with events from the tHq and ttH production modes, where at least one top

quark in the event decays leptonically. In both, events are required to have at least one
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Table 4.8:

The expected number of events for my = 125 GeV in the analysis categories tar-
geting the VH leptonic production modes, shown for an integrated luminosity of
137 fb~!. The fraction of the total number of events arising from each production
mode in each analysis category is provided, as is the fraction of events originating
from the targeted STXS bin (or bins). Here, ggH includes contributions from the
sub-dominant ggZ(qq)H and bbH production modes, qqH includes both VBF and
V(qq)H production, and “Top” represents both ttH and tH production together. The
Oeff, defined as the smallest interval containing 68.3% of the m.. distribution pro-
vides an indication of the mass resolution in each category. Also provided are the
estimated number of background events-per-GeV in the signal peak region, the quan-
tity Fgs = Ses/(Ses + Bgs), where Sgg and Bgg are the expected number of signal and
background events in a £1o.4 window centred on myg, respectively, and the approx-
imate significance, Zgs = Ses/v/Ses + Bss. The final column shows the significance
for the targeted STXS bin (or bins) only, Zig'®*, where other Higgs boson signal
events are considered as background.

SM 125 GeV Higgs boson expected signal Bk
Analysis categories Total Target Fraction of total events Teff ( GeVg* 1) Fss  Zss Zgzrgec
STXS bin(s) ggH qqH WHlep ZHlep ggZH lep Top (GeV)
ZH lep Tag0 2.4 99.6% - - - 82.0% 17.7% 0.4% 1.67 0.74 0.57 0.97 097
ZH lep Tagl 0.9 97.5% 0.1% - 0.2% 80.7% 16.9% 22% 1.85 0.74 0.30 043 041
WH lep p¥ < 75 Tag0 2.0 81.1% - 0.2% 95.0% 3.3% 0.2% 1.3% 1.89 0.99 0.42 0.75 0.61
WH lep p¥ < 75 Tagl 4.5 75.7% 26% 0.5% 87.2% 7.0% 0.3% 24% 1.85 7.5 0.18 0.74 0.56
WH lep 75 < p¥. < 150 Tag0 | 3.0 77.7% 07% 03% 932% 34% 0.8% 1.6% 1.94 0.89 0.54 1.04 0.1
WH lep 75 < pp < 150 Tagl | 3.3 60.8% 1.7% 14% 831% 7.7% 1.6% 4.4% 2.02 2.4 0.31 0.83 0.51
WH lep p¥ > 150 Tag0 3.5 79.9% 0.5% 04% 91.5% 3.6% 1.1% 2.8% 1.84 0.33 0.80 1.37 1.10
VH MET Tag0 2.2 97.9% 04% 09% 23.5% 56.9% 17.6% 0.8% 2.22 0.78 0.46 0.84 0.82
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Figure 4.16: A schematic of the top-associated categorisation scheme. The hadronic and leptonic

analysis categories are defined by the red and green boxes, respectively. The anal-
ysis categories surround the targeted STXS bin (or bins). The number of tags for
each analysis region are highlighted in the plot. The shaded-grey region indicates
there is no analysis category explicitly targeting the tHW production mode.
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isolated charged lepton, as well as one or more jets. Moreover, the tHq leptonic selection

requires an additional jet, tagged as originating from the hadronisation of a b quark.

Due to their similar final-state topology, a dedicated deep neural network, referred to
as the Top DNN, is trained to differentiate between the tHq and ttH production modes.
Figure 4.17 (top left) shows the output score of the Top DNN for tHq, ttH and the relevant
SM background processes. A requirement is placed on this score in both the tHq leptonic
and ttH leptonic categories to minimise the contamination from the opposing production
mode. An additional discriminant is then trained in each global category using simulated
events to reduce the contamination from other non-Higgs boson background processes.
The simulated backgrounds include tt+~~, tt+y+jet, tt+jets, v+jets, V4, Drell-Yan,
diboson and t+V production. The output scores for the so-called tHq leptonic BDT and
ttH leptonic BDT are presented in Figure 4.17 (top right and bottom left, respectively).

The ttH leptonic global category is split using the reconstructed pJ, with boundaries
matching the truth-level p¥ splittings of the ttH STXS bins. Boundaries on the ttH
leptonic BDT score are then optimised separately in each region to maximise the expected
sensitivity to the STXS bins: three tags are defined for the two bins with p¥ < 120 GeV,
two tags for the bin with 120 < pXf < 200 GeV, and one tag for the two bins with
pjff > 200 GeV. Due to the low expected tHq signal yield, a single tag is defined for tHq

leptonic.

The ttH hadronic global category targets ttH production in which both top quarks
decay hadronically; entering the category sequence after those which target VH leptonic
production. Initially, events are required to have zero isolated leptons and three or more
jets, where at least one of the jets is b tagged. Another discriminant, named the ttH
hadronic BDT, is then trained to further suppress the contamination from non-Higgs
boson SM backgrounds. The simulated backgrounds are the same as for the ttH leptonic
BDT, except a data-driven technique, analogous to that described for the dijet BDT in
Section 4.4.3, is used to achieve a better estimate of the y+jet process. This improves
both the description of the input features and provides a greater number of events with
which to train the discriminant. Since the photon-ID BDT score is an input feature to
the ttH hadronic BDT, each event in the data-driven training sample is given a new score
value, randomly drawn from the respective distribution of simulated v+jet events which
pass the full set of selection criteria. The output score for the ttH hadronic BDT is shown
in the bottom right of Figure 4.17.

Akin to the ttH leptonic categorisation, the ttH hadronic global category is split into
five regions according to the reconstructed pJ’, and independently optimised boundaries
are placed on the ttH hadronic BDT output score. Here, four tags are defined for the
120 < pi < 200 GeV STXS bin, three for the pX < 60 GeV, 60 < pff < 120 GeV and
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200 < p¥ < 300 GeV bins, and two for the p¥ > 300 GeV bin.
Table 4.9 presents the expected signal and background yields in each of the analysis
categories targeting the top-associated Higgs boson production modes. This set of analysis

categories are shown schematically in Figure 4.16.

4.4.6 Validation

It is necessary to validate the modelling of the large number of ML classifiers used in this
analysis. In this context, validation means requiring a good agreement between data and
MC simulation in the outputs of the numerous classifiers, particularly in the signal-like
regions where events enter the analysis.

In Sections 4.4.2-4.4.5, the output-score distributions of all ML classifiers used in the
event categorisation are shown for simulated signal and background events (used to train
the ML classifiers), and for the corresponding data which can be compared to the simu-
lated background. A good agreement here gives confidence that the background processes
are accurately modelled, and therefore that the ML algorithm performs well in the clas-
sification task. Since the background model used in the final results extraction is derived
directly from data, poor agreement in the background-like regions cannot introduce bias,
but will only lead to a sub-optimal performance of the ML classifier.

A second form of validation is used for the signal-like regions. This involves finding an
independent sample of events with signal-like characteristics and comparing the output
score of the ML classifiers in both data and simulation. Since the signal model is derived
from simulation, a disagreement in the classifier output may introduce a systematic un-
certainty into the signal estimate. Therefore, we require a good agreement between data
and simulation, within the statistical and systematic uncertainties in the MC, to instil
confidence that the simulated signal events are sufficiently well-modelled.

The plots in Figure 4.18 show the validation of the ggH BDT, the diphoton BDT,
the dijet BDT (via pypr), and the VH hadronic BDT, all using Z — eTe™ events in
simulation and data. The uncertainty band on the simulation demonstrates the addition in
quadrature of the statistical and systematic components, where the systematic component
includes uncertainties originating from the photon-ID BDT, photon-energy resolution, and
the jet-energy scale and resolution (see Section 5.4). The ggH BDT distribution shows
the number of events attributed to each output class. It can be seen that there is an
excellent agreement between data and simulation, well within uncertainties, particularly
in the signal regions which enter the analysis categories. All in all, this means the included
systematic uncertainties in the signal estimates are sufficient to cover the discrepancies
in the output classifier scores, and no additional sources of systematic uncertainty are

required.
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Figure 4.17: Distributions of the Top DNN (top left), tHq leptonic BDT (top right), ttH lep-
tonic BDT (bottom left), and ttH hadronic BDT (bottom right) output scores,
for both data and simulated signal and background events. The data events are
taken from the m., sidebands: [100,120] U [130, 180] GeV. The statistical (statis-
tical @ systematic) component of the uncertainty in the background estimate is
shown by the red shaded band in the top two (bottom two) score distributions.
The grey shaded region for the Top DNN score indicates the upper threshold for
the tHq leptonic category. For the other output scores, the shaded regions illustrate
the lowest threshold, beyond which events are not considered for the corresponding
analysis categories. The full data set collected in the period 2016-2018 and the
corresponding simulation is shown.
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Table 4.9:

The expected number of events for my = 125 GeV in the analysis categories tar-
geting the top-associated production modes, shown for an integrated luminosity of
137 fb~!. The fraction of the total number of events arising from each production
mode in each analysis category is provided, as is the fraction of events originating
from the targeted STXS bin (or bins). Here, ggH includes contributions from the
sub-dominant ggZ(qq)H and bbH production modes, and qqH includes both VBF
and V(qq)H production. The oeg, defined as the smallest interval containing 68.3%
of the m..,, distribution provides an indication of the mass resolution in each category.
Also provided are the estimated number of background events-per-GeV in the signal
peak region, the quantity Fgs = Ses/(Ses + Bes), where Sgs and Bgg are the expected
number of signal and background events in a +1lo.g window centred on my, respec-
tively, and the approximate significance, Zgs = Ses/v/Ses + Bss. The final column
shows the significance for the targeted STXS bin (or bins) only, Zga®®", where other
Higgs boson signal events are considered as background.

SM 125 GeV Higgs boson expected signal Bk
Analysis categories Total Target Fraction of total events Ooff G Vg—l) Fss Zgs Zégrget
e
STXS bin(s) ggH qqH VHlep ttH tHqg tHW (GeV)
tHq lep 1.8 23.9% 3.5% 3.7% 34.0% 28.8% 23.9% 6.0% 1.62 1.1 0.40 0.70 0.17
ttH lep p%v < 60 Tag0 0.8 93.8% - - 0.7% 98.2% 0.7% 0.5% 1.71 0.19 0.63 0.58 0.55
ttH lep p%w < 60 Tagl 1.0 94.4% - - 0.5% 97.9% 1.5% 0.7% 1.69 0.38 0.51 0.58 0.55
ttH lep p}'ﬂ < 60 Tag2 1.8 87.7% - 0.5% 51% 90.7% 3.2% 11% 1.94 3.0 0.17 0.46 0.40
ttH lep 60 < p%'y < 120 Tag0 1.4 95.0% - - 1.0% 97.3% 1.0% 0.8% 1.60 0.34 0.64 0.78 0.75
ttH lep 60 < pJ.’ < 120 Tagl 0.6 90.8% - 07% 1.0% 95.6% 1.6% 1.1% 1.61 0.21 0.55 0.49 0.44
ttH lep 60 < p}7 < 120 Tag2 2.1 90.9% - 0.1% 2.8% 93.7% 2.5% 1.3% 1.92 1.2 0.39 0.74 0.67
ttH lep 120 < 10“T’AY < 200 Tag0 | 3.6 90.1% 0.3% 02% 2.7% 92.8% 2.0% 2.0% 1.63 0.59 0.71 1.31 1.18
ttH lep 120 < p%’y < 200 Tagl 0.8 77.9% 2.0% 0.5% 11.3% 80.6% 3.2% 2.5% 1.72 0.44 0.43 0.50 0.39
ttH lep 200 < p%w < 300 Tagd | 2.5 85.9% 0.1% - 4.1% 88.1% 3.0% 4.8% 1.54 0.51 0.68 1.08 0.93
ttH lep p%w > 300 Tag0 2.1 61.7% 1.0% - 18.0% 69.3% 3.0% 8.7% 1.57 0.53 0.64 0.96 0.59
ttH had p}w < 60 Tag0 1.2 94.2% 1.7% 0.2% - 96.6% 0.9% 04% 1.68 0.50 0.49 0.64 0.60
ttH had p:p < 60 Tagl 0.4 93.5% 0.1% 0.9% - 96.7% 1.7% 0.6% 1.66 0.26 0.38 0.31 0.29
ttH had p}v < 60 Tag2 3.1 89.8% 1.6% 1.5% 0.3% 92.9% 3.0% 0.7% 1.88 6.6 0.14 0.54 0.49
ttH had 60 < p%v < 120 Tag0 1.8 92.6% 0.6% - 01% 97.6% 1.1% 0.6% 1.55 0.24 0.77 0.97 0.90
ttH had 60 < p}v < 120 Tagl 0.4 90.8% 4.6% 0.8% - 91.9% 1.9% 0.8% 1.35 0.33 0.39 0.33 0.30
ttH had 60 < p%w < 120 Tag2 5.2 88.7% 1.0% 2.2% 0.5% 91.8% 3.5% 1.0% 1.90 6.6 0.22 0.88 0.78
ttH had 120 < p}w < 200 Tag0 | 3.6 91.4% 1.5% 0.4% 0.1% 94.7% 22% 1.3% 1.53 0.87 0.65 1.25 1.14
ttH had 120 < p}'y < 200 Tagl | 2.1 83.3% 4.6% 29% 05% 86.2% 4.2% 1.7% 1.76 1.3 0.38 0.74 0.61
ttH had 120 < p}v < 200 Tag2 | 1.7 74.3% 10.0% 4.6% 0.6% 76.5% 6.3% 2.0% 1.65 1.9 0.26 0.55 0.41
ttH had 120 < p}w < 200 Tag3 | 2.6 62.2% 15.4% 8.4% 1.2% 64.7% 85% 1.9% 1.73 6.6 0.13 0.49 0.30
ttH had 200 < p;ﬁ < 300 Tag0 | 2.0 90.1% 0.5% 04% 0.1% 92.3% 3.8% 2.9% 1.44 0.37 0.72 1.00 0.90
ttH had 200 < p}*fY < 300 Tagl| 1.5 74.6% 8.8% 3.1% 0.7% 77.0% 6.8% 3.5% 147 0.59 0.54 0.74 0.55
ttH had 200 < p;fY < 300 Tag2 | 1.7 56.5% 18.8% 8.4% 0.4% 58.0% 10.5% 3.8% 1.59 1.8 0.30 0.59 0.33
ttH had p}v > 300 Tag0 2.5 73.8% 8.3% 1.6% 08% 74.9% 7.7% 6.8% 1.44 0.39 0.75 1.13 0.84
ttH had p}” > 300 Tagl 1.9 45.6% 271% 7.3% 1.4% 46.0% 11.4% 6.7% 1.56 0.74 0.52 0.82 0.37
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Figure 4.19 shows the equivalent plots for the ttH leptonic BDT and ttH hadronic
BDT classifiers; here ttZ, Z — eTe™ events are used for the validation as they share
similar kinematic properties with the targeted ttH signal process. Again, good agreement
is observed between data and simulation, particularly in the signal-like regions with high

BDT output score.

4.5 Summary

This chapter has described the selection, reconstruction and subsequent categorisation of
p-p collision events recorded by the CMS detector in order to measure Higgs boson produc-
tion cross sections and couplings in the H — ~~y decay channel. The confusion matrix in
Figure 4.20 displays the expected signal-composition of the final reconstruction-level anal-
ysis categories in terms of the truth-level STXS bins. In the plot, the analysis categories
targeting a common STXS region (tags) are summed, such that the signal compositions
of the individual analysis categories are weighted according to Fgg = Sgs/(S6s + Bes)-
The numbers in the matrix represent the fractional contribution of the total signal yield
in a given analysis category group arising from each STXS bin, such that each row sums
to 100%. Ultimately, by making this matrix as diagonal as possible, we improve the
sensitivity to the individual STXS regions, and reduce the correlations between the mea-
sured quantities. The full unweighted confusion matrix, split into the individual analysis
categories, is provided in Appendix D.

The next chapter explains the procedure for unfolding this matrix by fitting the dipho-
ton mass distributions in each analysis category, in order to extract the measurements of

the truth-level production cross sections and other parameters of interest.
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Figure 4.18: The validation of the ggH BDT (top left), diphoton BDT (top right), dijet BDT
via pypr (bottom left) and the VH hadronic BDT (bottom right), where the dis-
tribution of the outputs are shown for Z — e'e™ events in data (black points)
and simulation (filled histogram). The pink bands represent the quadrature sum
of the statistical and systematic uncertainties in the simulated events. The regions
shaded grey show the thresholds in the scores, below which no events enter the
relevant analysis categories.
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Figure 4.19: The validation of the ttH leptonic BDT (left) and ttH hadronic BDT (right) classi-
fiers, where the distribution of the outputs are shown for ttZ events in data (black
points) and simulation (filled histogram). The ttZ events are required to pass the
same initial selection criteria for the corresponding global category, with additional
requirements on the dielectron kinematics, number of jets, and number of b tagged
jets to increase the ttZ purity. The pink (black) bands represent the quadrature
sum of the statistical and systematic uncertainties (statistical uncertainty only)
in the simulated background events. The shaded-grey regions indicate the scores
which do not enter the relevant analysis categories.
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the finest granularity used for the cross section measurements. Analysis categories
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individual analysis categories are weighted in the sum by Fgs = Sgs/(S6s + Bes)-
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the contributions from the qqH 0J, qqH 1J, qqH m;; < 60 GeV and the qqH
120 < my; < 350 GeV STXS bins.



Chapter 5

Statistical inference

5.1 Introduction

The statistical methodology used to extract the results follows the procedure developed
by the ATLAS and CMS Collaborations, documented in Ref. [143]. The following section

uses the definition,

(s+b)"

S e~ (510, (5.1)

Poisson (n ‘ s+ b) =

5.1.1 Construction of the likelihood

A simultaneous binned maximum-likelihood fit is performed to the m,, distributions of
all analysis categories. This requires the construction of a likelihood function for each

analysis category, k, of the form,

Li(data | ui’wy, my, 9_;, gb) =

Nyins=320 o B} , (5.2)
H Poisson <N,?f}ga [Z SR (7 ma, 95)} + Bk,X(eb)>a
X=1 i

where the index X runs over bins in the m., distribution in the range 100 < m,, <
180 GeV with a bin width of 250 MeV; this choice is sufficiently small compared to the
diphoton-mass resolution to ensure that a negligible amount of information is lost. The
likelihood itself is a function of the signal parameters, u*?7, the Higgs boson mass, my,
and nuisance parameters, g = {9_;, 55,}, which account for systematic uncertainties in the
signal and background estimates. The nuisance parameters are grouped according to their

effect, as shown in equation 5.3,

111
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" A1 _ soth pgeth pee n'shape plumi p'shape p'discrete
{957 9b} - {‘95 ’936 7936 xp,es P 793 veb 701) }’ (53)

where 0_}}‘ are the uncertainties in the SM prediction of the cross sections times branching
fraction, [o? - B ]sy. The 2™ and 5P terms correspond to systematic uncertainties in
the efficiency-times-acceptance of the final analysis categories, originating from theoreti-
cal and experimental sources, respectively. Nuisance parameters affecting the shape of the
analytic signal-model, described in more detail in Section 5.2, are labelled by gshare  The
uncertainties in the luminosity are referred to as é'slumi; these affect only the signal estimate
as the background estimate is derived directly from data. Finally, the background-model
shape parameters are labelled as gfhape, whilst the discrete nuisance parameters corre-
sponding to the uncertainty in the choice of background function are labelled as G_E)discrete.
More detail concerning the individual sources of the systematic uncertainties is provided

in Section 5.4.

In the Poisson term of the likelihood, N ,?f}t(a, corresponds to the number of data events
in bin X of category k, and S,Z'Q and By x are the signal and background estimates in
the same bin. The index, i, labels the particular signal process, which in this analysis
corresponds to the STXS bins. Equation 5.4 shows the total signal-yield for process ¢ in

analysis category k, integrated over all m, bins,
SET = i X [t B gy (g, ) x €7 (g, 00, B x L) (5.4)

Here [0° - BY]gy is the SM prediction for the cross section times branching fraction for
process 4, listed in Tables 2.5-2.8 for myy = 125.0 GeV. The product of the detector
efficiency and the analysis acceptance is represented by e;‘c’w, which effectively encodes
the fraction of the total yield of process ¢ landing in analysis category k. The luminosity
estimate is represented by £. The signal parameters, pY7, define the parameters of

interest (POI). For example, when measuring cross sections in the STXS framework,

M@’YV — [O-i ) B’W]obs

. 5.5
% - B gy (m, 057) 55

In this signal parametrisation, the theory systematic uncertainties, §;h, in the denomi-
nator cancel out the same terms in equation 5.4. As a result, é}h do not enter the cross
section measurements, but are instead attributed to the uncertainty in the SM predictions
of the measured quantities. This property of the measurements has the benefit that they
remain useful in the long-term, as they can accommodate future improvements in the SM

theoretical predictions.

Other signal parametrisations are considered. The most-constraining fit that is per-
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formed introduces a single inclusive signal-strength modifier, u, which scales all Higgs
boson signal processes equally. Adding more degrees of freedom, the per-production-
mode signal-strength parametrisation defines four POISs: figen, ptvBr, prve and fitop, which
act as global scaling factors for the corresponding Higgs boson production modes. The
k-framework [144] replaces p®?7 with functions of Higgs boson coupling-modifiers (k-
parameters), uY7(i), where the form of the function depends on the signal process i
(see Section 6.4)!. In such interpretations, there is no cancellation of @h, meaning these
nuisance parameters are directly folded into the measurements. In general, we can write

w77 as a function of some set of parameters of interest, @,

Mz}w = M@’Y’Y(d’)' (5.6)

To determine S;AQ (i.e the subset of S;77 that falls in bin X of the m., distribu-
tion), it is necessary to model the functional form of the signal peak in the diphoton
invariant-mass distribution. Analytic models are constructed for each process i in each
reconstructed analysis category k, using simulated events. More information regarding
the signal modelling is provided in Section 5.2.

The background model is derived directly from the observed diphoton invariant-mass
distribution in data. Described in more detail in Section 5.3, the form of the analytic
model in each analysis category is treated as a discrete nuisance parameter in the fit,
with options coming from a number of different functions. The background estimate in
bin X, By x, is calculated using the analytic background model.

The total likelihood function is defined as the product over all 80 per-category likeli-

hoods, multiplied by a constraint term, C,

Neats=80
L(data| @ mu.0) = [] [Lk(data |, mH,é)] x C(6), (5.7)
k=1

where the signal parameters, ;*77, have been expressed in terms of the general parameters
of interest, &, and g = {0_;, é},} In all fits, the Higgs boson mass, my, is fixed to its most
precisely measured value of 125.38 GeV [49]. This ensures all measurements are reported
with respect to the theoretical predictions consistent with the best available knowledge
of my. It should be made clear that despite fixing my, the mean position of the signal
models can vary from 125.38 GeV due to the inclusion of the 65"*P° nuisance parameters,
which describe the uncertainties in the photon energy measurements (see Section 5.4.2).

In other words, the experimental uncertainty in the measured Higgs boson mass is folded

Looking ahead to Section 7, here the signal yields are parametrised in an EFT framework, ™77 (w,),
so that the same statistical procedure can be used to extract constraints on the EFT Wilson coefficients,
Wp.
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into the fit. All in all, the fixing of the Higgs boson mass means the dependence of the
likelihood on my is absorbed into the 5"*P° nuisance parameters.

The constraint term, C, applies a penalty for deviations from the expected values of the
nuisance parameters. The form of this penalty depends on the choice of probability density
function (pdf) for a given nuisance. In this analysis all nuisance parameters affecting the
signal-shape are associated with a Gaussian pdf, whilst those affecting the signal-yield
estimates are associated with a log-normal pdf. The latter is useful for avoiding the
possibility of the signal-yield becoming negative. For nuisance parameters with small
impacts on the signal-yields, the log-normal and Gaussian pdfs are practically identical.
If necessary, nuisance parameters with larger impacts can be modelled with an asymmetric
log-normal distribution (see Section 5.4.2) to avoid distorting the signal-yield estimates?.
The background nuisance parameters, 9_;,, are instead associated with a flat pdf, since
there is no a-priori knowledge of their values, and therefore changes in their value are not
explicitly penalised by the constraint term. However, an additional penalty is included
according to the total number of degrees of freedom in the background-model function to

penalise unnecessarily complex functions.

5.1.2 Extraction of results

In practice, the fit is performed by minimising the value of —2In L(data|&,#). This is
done numerically using the RooFit software package [145]. The values of the parameters
of interest which minimise this quantity are described as the “best-fit” values, and are
labelled as the point in the parameter space, &. The values of the nuisance parameters
at this point, 5, are referred to as the unconditional maximum-likelihood estimates of .
To calculate the confidence intervals for the parameters of interest, a profile likelihood
test statistic, (@) is constructed as shown in equation 5.8,
L(data|d, e§)> | 58)

q(@) =—2In ( -
L(data|da, o)

The quantity é;; corresponds to the conditional maximum-likelihood estimates of the
nuisance parameters, for fixed values of the parameters of interest, &. In the asymptotic
regime, the value of q(@) follows a x2 distribution with n degrees of freedom, where n is
the dimensionality of the parameters of interest vector, & [146]. Confidence intervals are
then derived for some confidence level, 1 — p, as the regions in & for which the value of
q(@) is below FX_%I(I — p), where F\2 is the cumulative function of the x2 distribution.

For one-dimensional measurements, such as the signal-strength and cross section fits,

2 Asymmetric log-normal distributions can look significantly more Gaussian.
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the 68% and 95% confidence intervals are defined by the union of intervals for which
q(a) < 0.99 and g(«) < 3.84, respectively. In the case where there are multiple parameters
of interest in the signal parametrisation, the intervals are determined by treating the other
parameters as nuisance parameters i.e. profiling them in the minimisation. In practice,
for each parameter of interest, «, the minimisation is performed for a discrete set of
points, and the full g(«) function is determined by interpolating between these points.
The number of points is chosen to sufficiently cover the shape of the ¢(«) function.

For two-dimensional measurements, such as those performed in the x-framework (see
Figure 6.17), the 68% and 95% confidence regions are defined by the set of parameter
values for which ¢(ai,az) < 2.30 and g(aq,2) < 5.99, respectively. Again, the full
q(aq, ag) surface is determined by performing the numerical minimisation for a discrete
grid of parameter points, (a1, a2), and interpolating between these values.

It is possible to compute the compatibility of the results with the SM hypothesis, by
evaluating the test-statistic, ¢(dgp), at the point in parameter space where all parame-
ters of interest take their SM expected values, dgy. The probability of compatibility is

expressed as a p-value, psyi, computed as,
psm=1—F\e <Q(&SM)>- (5.9)

The correlations between the fitted parameters are derived under the assumption
of symmetric uncertainties about the best-fit parameter point, 32, by using the second
derivatives of ¢(@). In practice this is performed numerically by stepping around the ¢(&)
minimum to estimate the Hessian matrix, from which the correlation coefficients between
the fitted parameters can be extracted. Providing the correlation coefficients in addition
to the best-fit values and uncertainties, enables the future re-interpretation of the cross
section measurements in terms of other signal parametrisations. Nevertheless, this only
serves as an approximation of the full likelihood surface, since the observed uncertainties
in the measurements are asymmetric. Ultimately, this fact motivates experiments to
perform interpretations in-house, as they have access to the full likelihood surface.

Finally, in addition to the observed results, it is useful to compute the results one would
expect to obtain given the SM hypothesis. These so-called expected results are determined
by replacing the observed data with an Asimov toy data set, in which all parameters take

their SM expected values and all statistical fluctuations are suppressed [146].

5.2 Signal modelling

The analytic signal model, derived using MC simulated events, is constructed to fit the

My~ spectrum of each STXS bin in each analysis category: S,i’w(mw;mH,éihape). The
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distribution of events depends on whether the selected vertex (Section 4.3.2) is correctly
identified within 1 cm of the true diphoton vertex. For this reason, the right-vertex (RV)
and wrong-vertex (WV) scenarios, defined according to the 1 cm threshold, are considered
separately when building the signal shape. The final model is the weighted sum of the
RV and WYV contributions, where fgry is the fraction of simulated events with the selected

vertex within 1 cm of the true vertex, calculated separately for each (i,k) combination,

8}?77 = frv - Sli,}g\/ +(1— fry) 'Szimv (5.10)

To account for the variation in detector performance, the signal models are constructed
separately for each data-taking year i.e. using the independent MC samples which corre-
spond to the 2016, 2017 and 2018 data-taking conditions. In this approach, the variation
in the diphoton mass resolution is incorporated into the model, and year-dependent sys-
tematic uncertainties in the signal estimate can be propagated to the final fit. The index
1 used in Section 5.1.1, is effectively extended to label each signal process from each data-
taking year e.g. (ggH 0J high p, 2016). This is such that the efficiency-times-acceptance
factor in equation 5.4, ez,"w, is derived separately for each year and the luminosity esti-
mate, £, takes the relevant year-dependent value: 35.9 fb~! for 2016, 41.5 fb~! for 2017,
and 59.4 fb~! for 2018. Clearly, the signal parametrisation, ;Y7 and theory predictions,
[0 - BYY]sm, are the same for each year.

Each model, SZ’}], consists of a sum of up to five Gaussians, where V= {RV, WV}
labels the vertex scenario. The parameters of each Gaussian function, namely the mean,
width, and the relative contribution to the total model are extracted by performing a fit
to the m,, spectrum of simulated events, generated with a nominal Higgs boson mass
of mg = 125.0 GeV. Since my is fixed to 125.38 GeV in the results extraction, the
Gaussian function mean values are shifted up by 380 MeV. On the other hand, the width
and relative contributions of each Gaussian are assumed to be constant with respect to
my. This approach relies on the fact that the variation in the signal shape is small
when moving from 125.0 to 125.38 GeV and is well covered by the shape systematic
uncertainties, H_if'hape, introduced in Section 5.4.2.

The number of Gaussian functions to fit each (i,k,V) combination depends on the
shape of the m.,, distribution, and is selected as that which minimises the X2 /Mdof, Where
Ndof 15 equal to the number of m., bins (with at least one event) minus the number of
shape parameters in the fitted function. If the choice is observed to over-fit statistical
fluctuations in the simulation, then the number of Gaussians is reduced. Figure 5.1
shows fits with a different number of Gaussians for ggH 0J high p:,If events from the 2016
simulation, in the 0J high p) Tag0 analysis category, for the RV (left) and WV (right)

scenarios. In this case, the optimal choice which minimises the y? /Ndof is 5 Gaussians for
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Figure 5.1: Finding the optimal number of Gaussian functions to fit the signal peak for ggH
0J high pf events in the 0J high py’ Tag0 category, from 2016 simulation with
myg = 125.0 GeV. Events in the RV and WV scenarios are shown in the left and
right plots, respectively. Up to five Gaussian functions are trialled for each vertex
scenario. The optimal choices are 5 Gaussians for the RV events and 2 Gaussians
for the WV events.

RV events, and 2 Gaussians for WV events. The final models, S,i’}}y, decomposed into the
contributions from the individual Gaussian functions, are shown in Figure 5.2.

For a number of (i,k,V') combinations, particularly those corresponding to the far off-
diagonal elements in Figure 4.20, there is an insufficient number of simulated events to
accurately model the signal shape. In this case, the shape is replaced with the shape of
the STXS bin with the highest yield in analysis category k. This replacement is motivated
by the fact that events in the same region of experimental phase space i.e subject to the
same selection criteria, tend to have similar values of the diphoton mass resolution.

The signal models are normalised according to equation 5.4. The SM predictions of
the cross sections and the H — ~~ branching fraction, evaluated at my = 125.38 GeV,
are taken from Ref. [42], and the fractional breakdowns into the respective STXS bins
are calculated directly from the MC samples (see Tables 2.5-2.8). As mentioned above,
the efficiency-times-acceptance terms, e?c’w, are derived separately for each year. The
values are calculated directly from SM MC simulation with my = 125.0 GeV, as the
fraction of the total yield of STXS bin 4 that lands in analysis category k. Again, this
approach works under the fact that the variation in EZW is negligible in going from
my = 125.0 GeV to 125.38 GeV, and is well below the yield systematic uncertainties
introduced in Section 5.4.2. This was explicitly checked using dedicated signal samples at

mp = 120 and 130 GeV, and interpolating between mass points to obtain the efficiency-
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Figure 5.2: The final signal model shapes (black lines) for ggH 0J high pZ events in the 0J
high p” Tag0 category, from 2016 simulation with my = 125.0 GeV (black points).
Events in the RV and WV scenarios are shown in the left and right plots, respectively.
In each case, the total shape is decomposed into the individual Gaussian functions,
shown by the coloured lines.

times-acceptance values at my = 125.38 GeV. The inclusive efficiency-times-acceptance,
defined as the fraction of the total signal yield landing in any category, was found to vary
by less than 0.1%. The GZ’W are shown separately for each year in Appendix D.

At this point it is worth reminding the reader of a particular property of STXS mea-
surements: the experimental acceptance of events within a given STXS bin are assumed
to take their SM values (as the ¢;"7 terms are extracted with SM simulation). In the
presence of BSM physics, the event kinematics can be modified which in turn affects ex-
perimental acceptance. This assumption, which is explicitly discussed in the context of
EFT in Section 7.7.4, should be treated carefully when performing BSM interpretations
of STXS measurements.

The per-category signal models are defined by summing the individual models of each
STXS bin,

Se=>_8"=> fav- Sk + (1= fav) - S (5.11)

Figure 5.3 shows the per-category signal models for the 0J high p¥ Tag0 and qqH VH-
like Tag0 analysis categories. The o, defined as half of the smallest interval containing
68.3% of the invariant mass distribution, is used to quantify the diphoton mass resolu-
tion. In the plots, the models are split into the contributions from each year, and the
respective oo values are displayed. In general, the detector performance, and therefore

the diphoton mass resolution, worsen as a function of time due to radiation damage in
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Figure 5.3: Per-category signal models for the 0J high pZ Tag0 (left) and qqH VH-like Tag0
(right) categories, shown for my = 125.0 GeV. The model is shown for each year of
simulated data (dashed lines) and for the sum of all years (solid line), normalised
to the expected signal yield in each category. The open squares correspond to the
simulated signal events. Also shown is the oeg in the grey shaded area.

the electromagnetic calorimeter. However, an extensive and thorough offline reconstruc-
tion program was developed specifically for the 2017 data, resulting in improved diphoton
mass resolution and therefore smaller values of oeg. Such offline reconstruction programs
will be performed by the CMS Collaboration for the 2016 and 2018 data in the future.
Going further, we can plot the sum of all per-category models to show the total signal
model, S. In Figure 5.4, each per-category model is weighted in the sum according to the
Fss = Ses/(Ses + Bgs) values displayed in Tables 4.6-4.9, such that the total signal yield

remains constant. The explicit form of the weighted sum is

Zl Sé8

. (5.12)
Zl Fé85é8

S = Zwk Sk; wy = (FE) x
k

where the index [ runs over all analysis categories.

5.3 Background modelling

Events entering the analysis categories that do not originate from Higgs boson production
form a smoothly falling m,, distribution, on top of which the signal peak resides. To
derive the By, x terms of equation 5.2, an analytic model is constructed in each analysis
category to describe the distribution of background events. These models are extracted
directly from data.

The underlying shape of the background distribution is not a priori known, and there-

fore a number of functional forms must be considered. Ultimately, this analysis amounts
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Figure 5.4: The total signal model is shown for my = 125.0 GeV, defined as the weighted sum
of all per-category signal models. In the sum each category is weighted according to
Fss = Ses/(Ses + Bgs), such that the total signal yield remains constant.

to measuring a small Higgs boson signal sitting on top of a larger background. As a
result, relatively small changes in the background model shape and thus the estimated
background contribution under the signal peak, may incur a large variation in the mea-
sured signal parameters of interest. The uncertainty in the choice of background function

must therefore be accounted for.

5.3.1 The effect of nuisance parameters on the likelihood

Before introducing the background-modelling procedure in detail, it is worth taking time
to understand the effect of nuisance parameters on the likelihood. When minimising
the quantity —21n L, the nuisance parameters representing systematic uncertainties are
profiled: their value is free to vary during the minimisation, in accordance with the
specified constraint C, but their final value is not of interest. The increased freedom in
the fit means that for a given point in parameter space, &, a configuration of the nuisance
parameters can be found, 55, which increases the likelihood, L|z, or equivalently decreases
the value of —21In L|5. This manifests as a widening of the ¢(&) curve, and therefore an
increase of the uncertainty in the fitted parameters of interest.

The contribution to the total uncertainty from a set of nuisance parameters, ) ' s
realised by fixing the nuisance parameters to their best-fit values, ) ', in the fit. The
width of the resulting ¢(&) curve represents the total uncertainty without the effect of g,
and therefore will be narrower than the curve in which the nuisance parameters in g are

profiled. Ignoring correlation effects between sets of nuisance parameters?, we can define

3This is valid when considering the theoretical and experimental uncertainties as separate nuisance
parameter sets, as the correlations between them are negligible.
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the contribution to the uncertainty from 0" as the quadrature-difference in the curve
widths. In this analysis, we use this technique to decompose the total uncertainty into
contributions from theoretical sources («9_}}‘, 9_;6 ’th), experimental sources (55 P gshape,
H_Eumi), and the statistical component?. The impact of a single nuisance parameter, 6, on
parameter of interest, «, is evaluated using a different technique. Two fits are performed
with 6 fixed to its +10 and —lo post-fit values, and the impact is defined as the shift
in the parameter of interest value, Aa. In the fits, the other nuisance parameters are
profiled as normal such that their correlations are accounted for. The impact effectively
provides a measure of the correlation between 9" and a, and therefore determines which
nuisance parameters have the largest effect on the o uncertainty.

Figure 5.5 illustrates a different approach to the effect of nuisance parameters on the
likelihood. The blue curve represents a fit in which the nuisance parameter in question,
0, is fixed to its best-fit value. By fixing 6 to different values, it is possible to build up a
series of likelihood curves, shown by the dashed red lines, with minima shifted from the
unconditional best-fit point. The minimum envelope of these likelihood curves, shown by
the dashed green line, can be used to approximate the contribution to the uncertainty
from 6. In the limit of infinitesimally small steps in 6, the envelope converges to the
fully-profiled likelihood-curve (black line).

5.3.2 Discrete profiling method

The example described above was introduced in the context of a continuous nuisance
parameter. This same approach of building the envelope can be extended to the discrete
case, where the nuisance parameter is limited to discrete values, albeit provided there is
sufficient freedom in the allowed values to provide good coverage of the uncertainty.

In this analysis, the so-called discrete profiling method is applied to model the un-
certainty in the choice of background function [147]. A number of candidate functions
are considered to fit the background in each analysis category, and a discrete nuisance
parameter is introduced to label the choice of function. In theory, the complete set of
all analytic functions should be considered to obtain the exact uncertainty; in practice
it is sufficient to consider a subset of functions which provide a reasonable fit to data.
This keeps the computing time required for the full minimisation to a tolerable level. By
allowing the value of the discrete nuisance parameter, and thus the functional form of
the background to vary, an envelope of likelihoods is constructed (as in Figure 5.5) which
successfully approximates the uncertainty in the choice of background function.

The different families of background-shape functions considered are listed in Table 5.1.

- S heve A
“Here, the background model nuisance parameters, §;"*P¢, gliscrete

uncertainty.

, are grouped with the statistical
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the envelope. The blue g(«) curve corresponds to a

fit in which a nuisance parameter is fixed to its best-fit value. The red dashed lines
show the curves obtained from fits where the nuisance parameter is fixed to different
values. The minimum envelope of these curves is shown by the dashed green line.
By sampling a sufficient number of different nuisance parameter values, the envelope
approximately models the fully profiled likelihood curve (black line). Figure taken

from Ref. [147].

Table 5.1: Different function families considered for modelling the background with the discrete

profiling method. Each function

is shown for order, N.

Sum of exponentials

N

fa(@) = poiexp(paiiz)

i=0

Sum of power law functions

N
(o) = Sopaia i
i=0

Bernstein polynomials

Laurent series
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For each family, the form is shown for order N, uniquely described by parameters: pg, p1,
..., pn. The following procedure is used to determine the final set of candidate functions

for a given analysis category, F*:

e A background-only fit is performed to the m., distribution in data, using the lowest-
order function in a given family. This is performed by minimising the value of
—21n Ly, allowing the parameters of the function to vary, where the subscript b
has been added to indicate this is a background-only fit (S = 0). The process is
repeated, incrementally raising the order, until a minimum goodness-of-fit criteria
is reached. All orders below are not considered in F* as they do not fit the data

well.

e For all subsequent orders, an F-test is performed to decide if the improvement
in fit quality warrants the increase in function complexity [148]. Using the same
procedure, the —21n L value is determined for the next-highest-order function in
the family. Given a large enough sample size, the difference in —21n L; values for
successive orders, A, is distributed according to the y? distribution with m degrees
of freedom, where m is the difference in the number of parameters between the two

orders. A p-value is calculated as,

p = Prob (A > Aobs

x2(m)), (5.13)

where Agps is the observed value in data. If the p-value is less than 0.05 then the
improvement in fit quality is deemed worthwhile, and the higher-order function is
added to F*. This step is repeated for successive orders until the calculated p-value
is larger than 0.05. In this scenario, the higher-order function is deemed to be

unnecessarily complex given the data and the procedure terminates.

e This process is repeated for each of the four families listed in Table 5.1, where each

order passing the above selection procedure enters F*.

The set of candidate functions, F*, are shown for the ggH 1J high pJ” Tag0 and ggH
BSM 200 < p}” < 300 Tag0 analysis categories in Figure 5.6. The different functional
forms provide a different background estimate when integrating under the signal peak.
This sometimes large variation in the background estimate gives rise to an uncertainty in
the fitted signal parameters of interest, originating from the lack of knowledge of the true
background functional form. Clearly some of the functions give a reasonably poor fit to
data, such as the order-1 Laurent series function in the ggH 1J high p) Tag0 analysis
category (yellow). Despite entering F*, such functions will never be chosen by the discrete

profiling method in the maximum-likelihood fit and therefore will not impact the results.
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Figure 5.6: The set of candidate functions, F*, considered in the final fit for the ggH 1J high Py
Tag0 (left) and ggH BSM 200 < pJ’ < 300 TagO (right) categories, shown by
the coloured lines. Data events entering these analysis categories are shown by
the black points, for diphoton invariant mass outside of the range 115 < m,, <
135 GeV. The corresponding signal models for the two categories are overlaid (filled
blue histograms) to gain an idea of the impact of the uncertainty in the choice
of background function. The bottom panel in each plot shows the residuals after
subtracting the best-fit background function in the background-only fit.

In the final results extraction (see Section 5.1.2), both the discrete nuisance parame-
ters describing the choice of background functions (G:)discrete), and the parameters of the

functions themselves (4,

= po, ...,pN) are free to vary. In accordance with the proce-
dure described above, a penalty term is added to the value of —21n L equal to the number
of parameters in the chosen function, thus penalizing functions with high complexity.
Further details concerning the discrete profiling method are provided in Ref. [147]. This
includes a series of tests to show the method provides good coverage of the uncertainty
in the choice of background function and leads to unbiased estimates of the parameters

of interest.

5.4 Systematic uncertainties

This section provides further detail on the sources of systematic uncertainty in the signal
estimate, and how they are modelled using different types nuisance parameters. The
uncertainties are divided into experimental sources and theoretical sources, described in
Sections 5.4.2 and 5.4.3, respectively. For each source, the magnitude of the uncertainty’s

impact is calculated separately per-year for each STXS bin in each analysis category.
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5.4.1 Uncertainty correlation scheme

Before listing the various sources, it is important to introduce the concept of correlating
nuisance parameters. As mentioned in Section 5.2, the signal is modelled independently
for the 2016, 2017, and 2018 data. This allows for a choice in the modelling of each
uncertainty source. A correlated uncertainty means defining a single nuisance parameter
in the final fit which affects the signal estimate in multiple years simultaneously. Note,
this correlation may be defined for a pair of years, or can extend to a correlation across all
three data-taking years. Alternatively, uncorrelated means defining a separate nuisance
parameter for each year, such that the impacts on the signal estimates from each year are
independent.

Theoretical uncertainties are fully correlated across years. This somewhat trivial as-
signment is made since the underlying theoretical predictions are constant and do not
depend on the data-taking conditions. In general, experimental sources are uncorrelated
across years. This choice reflects the difference in data-taking conditions and data re-
constructions for each year. Exceptions are the uncertainties in the luminosity estimate
and the jet-energy scale. For these, a partial-correlation scheme is used i.e. a combina-
tion of uncorrelated and correlated nuisance parameters are defined, where the correlated
parameters correspond to uncertainty sources that are common across years.

At least for the STXS measurements, in which the dominant uncertainties are statisti-
cal in origin, the choice of uncertainty correlation scheme is a subdominant feature of the
analysis. Nevertheless, the importance will increase as more data is recorded or when the
results are combined with other decay channels, as the systematic uncertainties become

comparable in size to the statistical component.

5.4.2 Experimental uncertainties

Experimental uncertainties can be separated into those which affect the shape of the signal
m~~ peak, and those that do not. Uncertainties that affect the signal shape are modelled
using Gaussian-constrained nuisance parameters, f:°P°, that can simultaneously shift the
mean, width, and normalisation of the Gaussian functions in the signal models. Typically,

n’sh
the sources for 6¢"*P°

are related to the measurement and reconstruction of the photon
energy. On the other hand, uncertainties which do not affect the signal shape are modelled

as log-normal variations in the signal-yield estimates,

»’Y’Y

Szw ): S H<1+ S%W) , (5.14)

where A7 is the variation in signal yield S;"", due to the uncertainty source en-
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coded by the nuisance parameter, 6,. For example, a 2% variation corresponds to
AZ’}: /S;77 =0.02. Two values can be defined for AZ:,Y;/ (one for positive values of 6,
and one for negative values) to account for asymmetric variations caused by the signal
yield uncertainties. The product in equation 5.14 is calculated over all nuisance parame-

ters, 0, which are defined as log-normal variations in the signal yield.

Signal-shape uncertainties

The effects of the signal-shape uncertainties are directly encoded into the signal models
themselves as variations in the Gaussian function parameters. The general approach here
is to vary the source of uncertainty and compare the mean, width, and normalisation of
the resulting signal m.. peak to the nominal. Uncertainties concerning the energy scale
predominantly affect the mean values, whilst uncertainties in the energy resolution mostly
affect the widths. Nevertheless, for each source of uncertainty the combined effects on the
mean, width, and normalisation of the signal peak are correlated into a single nuisance
parameter. Figure 5.7 shows the maximum variation in the signal shape of the 0J high p,.’
Tag0 category, by deviating the nuisance parameters to £1¢. For illustration purposes
the total effect has been decomposed into the maximum variation in the mean (left) and
width (right). In general, the effect on the total normalisation is negligible. Ultimately,
the total impact from the signal-shape uncertainties on the inclusive Higgs boson signal-
strength measurement is approximately 2%. The experimental sources of the signal-shape

uncertainties are as follows.

e Photon energy scale and resolution: the residual corrections to the photon-energy
scale in data and photon energy resolution in simulation, defined in Section 4.3.1,
introduce uncertainties into the analysis. These uncertainties are evaluated using
Z — eTe” events, by varying the energy-regression training scheme, the distribution
of shower-shape variable Ry, and the electron selection-criteria, and re-deriving the
scale and smearing corrections. Typically, the resulting uncertainty in the photon-

energy scale is 0.05-0.1%, but can rise to be 0.5-3% for very high pr photons.

o Nonlinearity of the photon-energy scale: an additional source of uncertainty covering
differences in the linearity of the photon-energy scale between data and simulation
arises since the corrections are estimated using Z — eTe™ events with electron pr
typically around 45 GeV, but are applied to photons with typical pr around 60 GeV.
The magnitude of this uncertainty is estimated using boosted (high-pr) Z — eTe™
events to provide a sample of electrons with pr values that are more representative
of the photons which enter the analysis. The uncertainty in the photon-energy scale

is calculated to be 0.2% for the full range of photon pr values [149].
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Figure 5.7: The impact of the signal-shape uncertainties on the 0J high p).” Tag0 per-category

model, decomposed into the maximum effect on the mean (left) and width (right).
All nuisance parameters, éfhape, are shifted to plus 1o (blue dashed line) and minus
lo (red dashed line) of their nominal values. The maximum absolute variation in
the mean is around 0.7 GeV, whilst the maximum relative variation in the width is
approximately 5%.

e Shower shape corrections: imperfect modelling of electromagnetic shower-shapes in

simulation is a source of uncertainty. The impact of this uncertainty is derived by
evaluating the energy scale in simulation before and after the CQR corrections to
the shower-shape variables are applied. The magnitude of the uncertainty in the

energy scale depends on the photon |n| and Ry values, ranging from 0.01-0.15%.

Non-uniformity of light collection in the ECAL crystals: the maximum shower-
length is deeper for photons than electrons by approximately one radiation-length.
Again, as the corrections are derived using electrons, an uncertainty is introduced
concerning the modelling of light-collection as a function of emission depth within
a given ECAL crystal. The calculation of this uncertainty is described in detail in
Ref [49]. For photons with Ry > 0.96, the uncertainty in energy is between 0.16—
0.25%, whereas the magnitude is below 0.07% for low-Rgy photons, which are more

likely to have undergone a conversion in the tracker.

Modelling of material in front of the ECAL: the amount of material upstream of
the ECAL affects the properties of the electromagnetic shower, and may not be
perfectly modelled in simulation. Dedicated simulation samples are used with dif-
fering amounts of upstream material to evaluate the impact on the photon energy

measurement. For the most central photons, the uncertainty in the energy ranges
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from 0.02-0.05%, but increases to a maximum of 0.24% for photons in the endcaps.

o Vertexr assignment: somewhat different to the sources described above, a nuisance
parameter is introduced to model the uncertainty in the vertex scenario assignment,
directly modifying the value of fry. The largest contribution originates from the
modelling of the underlying event i.e. everything in the event that is not associated
with the hard-scattering process. An additional contribution comes from the vertex
assignment BDT correction factors due to differences between Z — pu* ™~ events in

data and simulation. The total uncertainty allows fry to vary by +2%.

Yield uncertainties

The experimental uncertainties that only modify the signal-yield estimates include the

uncertainties in the luminosity, #"™ and those affecting the efficiency-times-acceptance

S
of the event selection, G5P In general, the magnitude of the yield variation is calculated
by varying the uncertainty source in simulation, propagating the events to the final anal-
ysis categories, and comparing the systematic-varied yield to the nominal. The sources

of uncertainty are listed below.

e Integrated luminosity: uncertainties of 2.5%, 2.3%, and 2.5% are determined by the
CMS luminosity monitoring for the 2016, 2017, and 2018 data sets respectively [150—
152], whilst the uncertainty in the total integrated luminosity of all three years is
1.8%. A partial-correlation scheme is introduced to account for common sources of
uncertainty in the luminosity measurements of each year. In total, this amounts to

defining three uncorrelated and six correlated nuisance parameters.

e Photon pre-selection: the photon pre-selection efficiency scale factors are derived us-
ing the tag-and-probe method on Z — eTe™ events. This amounts to estimating the
number of probes passing and failing selection by fitting a signal-plus-background
model to the dielectron invariant-mass distribution. The largest source of uncer-
tainty is from the choice of signal-shape in the fit, and is estimated by fitting an
alternative shape. Propagating to the category yields, the impact is less than 1%.
An additional uncertainty is included for the electron-veto scale factor, calculated
using Z — p v events, which has an even smaller impact on the yield, typically
less than 0.5%.

o Trigger efficiency: again the trigger efficiency scale factors are measured with Z —
ete™ events using the tag-and-probe technique, and the size of the uncertainty is
also less than 1%. An additional source is included to account for a gradual shift
in the timing of the inputs of the ECAL L1 trigger in the region |n|> 2.0, which
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caused a specific trigger inefficiency during the 2016 and 2017 data-taking. Both
photons and to a greater extent jets can be affected by this inefficiency. The resulting
uncertainty is largest for the categories targeting VBF production, with a maximum

impact on the yield of around 1.4%.

Photon identification BDT score: as discussed in Section 4.3.1, the largest uncer-
tainty in the photon identification originates from the limited size of the training
sample in the CQR method. The size of the uncertainty is estimated by splitting
the training sample in half and re-calculating the shower-shape and isolation correc-
tions. Figure 4.4 shows this uncertainty (pink band) successfully covers the residual
discrepancies between data and simulation. The effect on the yield is then calcu-
lated by propagating this source of uncertainty through the full event categorisation,

resulting in a variation of around 3% for the most sensitive categories.

Per-photon energy resolution estimate: the per-photon energy resolution estimate is
an output of the photo-energy regression and is used as an input feature in the event
classifiers. The uncertainty in the resolution is parametrised as a +5% variation
about the nominal value, chosen to sufficiently cover all differences between data
and simulation in the per-photon energy resolution distribution. The maximum
yield variation in an analysis category from this source is around 5%, however for

most categories the impact is below the per-cent level.

Jet-energy scale and smearing corrections: the jet-energy scale is calculated using
the pr balance of jets with Z bosons and photons in Z — eTe™, Z — p*p~ and
~v+jet events, as well as the pr balance between jets in dijet and multijet events [135].
This energy scale is then used to correct the jet energies in simulation and data as
a function of jet p{f and |n/|. The sources of uncertainty in this calculation arise
from the absolute value of the scale, the relative |n|-dependence of the scale, pile-up
mitigation and the detector response to different jet flavours. Over the full jet phase-
space considered in this analysis, the final uncertainties in the jet-energy scale are
below 3%. Similar to the luminosity uncertainties, a partial-correlation scheme is
introduced, with correlations ranging between 0 and 100%, to account for common
sources of uncertainty in the jet-energy scale measurement. Propagating this to
the event yields, the impact is largest in categories targeting VBF, VH hadronic
and top-associated production, and can be as high as 22%. A separate nuisance
parameter is introduced to account for the uncertainty in the jet-energy resolution
calculation. The impact on the event yields is in general smaller than the jet-energy

scale uncertainties, but can be as high as 8% for the most-affected categories.
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e Pileup jet identification: the uncertainty in the pileup-identification BDT score is de-
termined by comparing the scores of jets in events with a Z boson plus one balanced
jet, in data and simulation. The effect on event categories with jet requirements is
of the order of 1%.

o Missing transverse momentum: the p7**® is used as an input variable in a number of

event classifiers. The uncertainty in the p%“'ss is derived by shifting the reconstructed

pr of the physics objects entering the pTTmsS calculation, within the momentum scale
and resolution uncertainties appropriate to each type of reconstructed object, as
described in Ref [153]. Independent nuisance parameters are defined for the pr
shifting of jets, photons, and unclustered objects. The impact on the category
yields is never larger than 5%, even for analysis categories that explicitly use the

piss in the respective classifier.

e Lepton isolation and identification: for electrons (muons), the efficiencies of the lep-
ton isolation and identification cuts are calculated using the tag-and-probe technique
on Z — ete” (Z — utp~) events. The corresponding impact on the signal-yield
estimates are computed by varying the ratio of the efficiencies measured in data
and simulation, within their uncertainties. The variations in the yields are less than
0.7% in the ttH leptonic and tHq leptonic categories, 0.6% in the WH leptonic

categories and 1% in the ZH leptonic categories.

e Jet b tagging: uncertainties in the b tagging efficiency are evaluated by comparing
b tag discriminator output distributions in data and simulation. The uncertainties
include a statistical component on the estimate of heavy and light-flavour jets in
data and simulation. For top-associated categories, which make use of the b tagging

discriminant, the variations in the yields are around 3%.

All in all, the combined impact of these experimental yield uncertainties on the inclusive

Higgs boson signal-strength measurement is between 3 and 4%.

5.4.3 Theoretical uncertainties

The effect of all theory uncertainties are modelled using log-normal variations in the sig-
nal yield estimates (see equation 5.14). Introduced in Section 5.1.1, theory uncertainties
contribute to the likelihood in two ways. Firstly, there are the uncertainties in the SM
predictions of the cross sections and the branching fraction, é}h The cross section un-
certainties include both the inclusive per-production mode effects and the uncertainties
in the kinematic distributions, which can migrate events across STXS bin boundaries.

As a result of the signal parametrisation used for the cross section measurements, shown
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in equation 5.5, uncertainties of this first type cancel in the ratio with equation 5.4, and
therefore do not enter the final-fit likelihood. Instead, they are attributed to the uncertain-
ties in the SM predictions of the measured quantities. Conversely, for all interpretations
of cross section measurements, e.g. signal-strengths, coupling-modifiers or EFT parame-
ters, the é}h nuisance parameters are folded into the measurement, i.e. included in the
likelihood.

Originating from our lack of understanding of the underlying theory when simulating
events, the second type of uncertainty, 556 ’th, affects the acceptance of the analysis cate-
gories. For each uncertainty source, the total effect on the normalisation of each STXS
bin is removed by setting the sum of the yield variations across all analysis categories

(including the out-of-acceptance events) to zero,
d AV =o0. (5.15)
k

The variation in the yield of STXS bin ¢ in analysis category k is subsequently measured
relative to the total variation of that STXS bin. This provides a nuisance parameter
which models the migration of events from a given STXS bin between analysis categories,
and does not effect the overall normalisation of that bin. In other words, this models the
within-STXS-bin shape effects. When calculating the impact of these nuisance parame-
ters, it is imperative to include events that do not enter any analysis category to ensure
that the migration of events in and out-of-acceptance is accurately modelled. In contrast
to the first type, these uncertainties enter the cross section measurements as variations in

the calculated EZW values.

The different sources of theoretical uncertainty and their application via é;th and 0_;6 th

nuisance parameters are described below.

e Renormalisation and factorisation scales: the uncertainty arising from varying the
renormalisation and factorisation scales from the nominal value used to calculate the
SM predictions for the cross sections, and to simulate the kinematic properties of the
events. These uncertainties account for missing higher-order terms in perturbative
calculations, and reduce in size as the order of the calculation is increased. The
recommendations from Ref. [42] are used, where the +1o0 variations are displayed
for the different Higgs boson production modes in Table 5.2. The effect on the ggH

cross section depends on the number of jets in the event.

An additional uncertainty is included for ggH production originating from the re-
summation of divergent terms in the perturbative expansion. The magnitude of
this uncertainty is 0.1% for 0J events, 4.5% for 1J events, and 8.9% for events with

at-least two jets.
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Table 5.2: The QCD scale uncertainties in the production mode cross sections, expressed as
percentage variations.

ggH 0J | ggH 1J |ggH >2J| VBF | WH | ZH | ggZH | ttH tHq | tHW | bbH

+3.8% | £5.2% | £8.9% |£0.4% |T05% | T33% | Ti56% | 155% | 1500% | T60% | 1395 %

The within-bin shape variations in the event kinematic properties are modelled
by recalculating the fraction of events in each category, 62777 when changing the
renormalisation and factorisation scales by a factor of two in the same direction

¢ ’th, are decorrelated for different

simultaneously. These uncertainties, of type
production modes and different kinematic regions of the Higgs boson phase space,
resulting in 22 independent nuisance parameters. The magnitude of these within-bin
uncertainties accounting for migrations between analysis categories are in general

around 1%, but can be as large as 5% for off-diagonal elements in Figure 4.20.

o Modelling of ggH STXS fractions: additional sources of uncertainty of type é;th
are included to account for the migration of events across STXS bin boundaries,
which therefore affect the SM predictions of the cross sections in each bin. These
migration uncertainties are defined such that the total cross section of the summed
bins, either side of the boundary, remains constant. In other words, the combined

impact of such across-bin migration uncertainties cancels in the sum.

In total, fifteen of such nuisance parameters are defined for ggH. Nine account for
the uncertainty in the modelling of the p¥ distribution: four for migrations across
the p¥ = 200, 300, 450, and 650 GeV boundaries, one for the migration of 0J events
across the pr_,lf = 10 GeV, and four nuisances for migrations across the p¥ = 60 and
120 GeV, defined independently for 1J and >2J events. Two nuisance parameters
are defined to reflect migrations across the m;; boundaries at 350 and 700 GeV,
and a further two to account for the variations in the poorly-modelled p?jj variable,
covering migrations across the 25 GeV boundary for events in different m;; bins.
Finally, two nuisances are included to account for the migration between the zero,

one, and two-or-more jet bins.

An additional source is included to model the uncertainty of ggH in the boosted
regime. The flat value of 15% is taken directly from Ref. [154], and affects all
ggH STXS bins with pZ > 200 GeV. Figure 5.8 shows the full set of cg;h nuisance
parameters considered for ggH, and their relative impact on each STXS bin. The
total magnitude of these uncertainties ranges from 6.5% for ggH 0J high pr? , to
around 40% for bins in the VBF-like region.
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o Modelling of qqH STXS fractions: in a similar fashion, a set of nine nuisance pa-
rameters are included to account for migrations across bin boundaries in the qqH
STXS scheme. Six are used to model the uncertainty in the mj; distribution, ex-
plicitly covering the migrations at m;; = 60, 120, 350, 700, 1000 and 1500 GeV.

A further three nuisances are introduced for the boundaries at p¥ = 200 GeV and
pgjj = 25 GeV for high dijet-mass events, and the migration of 0J and 1J events

into the >2J region. The variations in cross sections arising from these migration

uncertainties are typically below 3%.

e Modelling of VH leptonic STXS fractions: mis-modelling of the p¥ spectrum is cov-
ered by migration uncertainties defined for the boundaries at 75, 150 and 250 GeV.
An additional nuisance parameter is included for events with p¥ between 150 and
250 GeV, to cover migrations across the 0J to >1J boundary. These nuisances are
defined independently for the WH, ZH, and ggZH production modes, resulting in
12 independent nuisance parameters. The values are similar for WH and ZH, being

consistently lower than 6%, but can be as large as 90% for ggZH [155].

o Modelling of ttH STXS fractions: four nuisance parameters are introduced to ac-
count for variations in the p? spectrum, defined for the boundaries at p¥ = 60,
120, 200, and 300 GeV. The magnitude of these migration uncertainties are typically
around 5%, but can be as large as 10% for the ttH pX < 60 STXS bin.

e Parton density functions: uncertainties are included to reflect the limited precision
in the composition of the colliding protons. As introduced in Section 3.5, the PDF's
describe the probability of finding a parton in the proton with a certain momentum
fraction, x. Therefore, uncertainties in the parton density functions affect the like-
lihood of colliding partons, and in turn the cross section calculations and the event
kinematics. The overall normalisation effect for each Higgs boson production mode
is taken from Ref. [42]. The impact is largest for the top-associated production

modes, ranging from 3% for ttH production to 6% for tHW production.

The PDF4LHC recommendations [108, 132, 156, 157] are followed to evaluate the
impact on the event kinematics. Here, additional PDF sets are calculated from the
NNPDF 3.0 [132] PDF set using the MC2HESSIAN procedure [158, 159]. Events are
reweighted for each additional PDF set, and these weights are propagated through
the analysis to calculate the impact on the signal-yield estimates. The nuisance
parameters are of type, g5™ i.e. the overall normalisation effect on each STXS bin
is integrated out to leave nuisance parameters describing the migration of events
between analysis categories. In total, 60 independent nuisance parameters are in-

troduced, which account for relatively small (<1%) migrations between analysis
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categories.

Strong force coupling comstant, as: the uncertainty in oy is treated along with
the PDF uncertainties in the PDF4LHC prescription. In the same way, an overall
normalisation effect is included for each Higgs boson production mode, and an
additional 5; M isance parameter is included to model the variation in the event
kinematics from changing the a value. The normalisation uncertainty is largest for
ggH production, with a value of 2.6%, whilst the within-bin migration uncertainty

is in general smaller.

Underlying event: dedicated simulation samples are produced, where the underlying
event settings of the PyTHIAS CUETP8M1 and CP5 tunes are modified. This
varies the structure of the underlying event beneath the hard scattering process.
This source of uncertainty is treated as a variation in the STXS bin cross sections,
derived by comparing the STXS bin fractions to the nominal values. In general, the
magnitude is less than 5% but can be as high as 30% for bins with high pr and a
high number of jets.

Parton shower: in a similar way to the underlying event uncertainty, dedicated
samples are produced to model the uncertainties in the parton shower. In the
samples, the renormalisation scale for QCD emissions in initial-state and final-state
radiation is varied by a factor of 2 and 0.5. Again, treated as an uncertainty in the
cross section predictions, the impact is typically below 10% but increases with the
event pr and number of jets. In particular, the qqH STXS bin boundaries that are
sensitive to the presence of a third jet (pgjj = 25 GeV) are greatly affected by this
source of uncertainty, with impacts as high as 40%. This is because the third jet in
the event always originates from the parton showering, and not the matrix element

of the hard process.

Modelling of ggH contamination in the top-associated categories: the theoretical
predictions for ggH are less reliable in the region of phase space where the Higgs
boson is produced in association with a large number of jets. Three independent
nuisance parameters are introduced with a combined effect of around 50% on the ggH
yield in the top-associated categories. Firstly, the uncertainty in the parton shower
is modelled by comparing the difference in jet multiplicity between tt+jets events
in data and MG5_AMC@NLO simulation [160]. A second source of uncertainty
originates from the gluon-splitting modelling, estimated by measuring the quantity
o(ttbb)/o(ttjj) in both data and simulation, and scaling the fraction of ggH events

with real b jets in simulation by their ratio [161]. The final source of uncertainty
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STXS stage 1.2: ggH uncertainty scheme
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Figure 5.8: The impact of the ggH theoretical uncertainties on each STXS stage 1.2 bin, ex-
pressed as a percentage variation in the nominal cross sections. The coloured lines
show the impact from each individual nuisance parameter, whilst the filled histogram
shows the total uncertainty, defined as the quadrature sum of all contributions.

originates from the limited size of the simulated sample, providing a small number
of ggH events which enter the top-associated categories. The combined impact of

these uncertainties in the top-associated signal-strength measurement is about 2%.

e H — vy branching fraction: the probability of the Higgs boson decaying to photons
is only known to within an uncertainty of 2% [42]. This uncertainty affects the

inclusive signal-yield estimate and hence is of type 6’_}}1

As described later in Section 6.3, it is necessary to merge groups of STXS bins in
the measurement to avoid large uncertainties or very-high correlations between the mea-
sured cross sections. This induces an additional complication into the theory uncertainty
scheme, such that the nuisance parameter representing the migration of events across the
merged boundary must be introduced into the cross section measurement. Effectively,
this act of merging re-defines the signal process and changes the across-bin migration
uncertainty (§;h), to a within-merged-bin shape effect (6’_;;E ’th). For example, if the WH
lep 0J 150 < p¥. < 250, WH lep >1J 150 < p¥. < 250 and WH lep p/ > 250 STXS
bins are merged into a single parameter of interest, the nuisance parameters representing
migrations across the p¥ = 250 GeV boundary and the Njeis = 1 for 150 < p¥ < 250 GeV

boundary are included in the definition of the likelihood for the cross section measurement.
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5.5 Summary

This chapter has introduced the method for the statistical inference of Higgs boson prop-
erties using high-energy p-p collision data, in particular for events consistent with the
diphoton decay of the Higgs boson. Firstly, the construction of the per-category likeli-
hood function and the subsequent method for extracting the results were described in
detail. Following this, the various inputs to the likelihood function were covered. The sig-
nal model is constructed per-year for each STXS bin in each analysis category, modelled as
a sum of up to five Gaussian functions. The uncertainty in the choice of background func-
tions is accounted for using the discrete profile likelihood method, where the exact form
of the function in each analysis category is modelled using a discrete nuisance parameter.
Systematic uncertainties regarding the signal estimate are incorporated as constrained
nuisance parameters in the likelihood. Those which affect the signal shape are encoded
directly as variations in the mean, width, and normalisation of the signal-model Gaussian
functions. The remaining experimental and theoretical uncertainties are modelled as log-
normal variations in the yield estimates, calculated separately for each STXS bin in each

analysis category.
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Results: H — ~~

6.1 Introduction

This chapter presents the results of the H — v analysis, extracted using the statis-
tical inference techniques introduced in Chapter 5. The measurements of Higgs boson
production cross sections and couplings are presented in a number of parametrisations,
corresponding to different definitions of the parameters, Y. The simplest of such
parametrisations are the signal-strength modifiers, which act as global scaling factors
either inclusively or per-Higgs boson production mode. The results of the signal-strength
modifier fits are shown in Section 6.2. Following this, the STXS fits for which the analysis
is configured, are shown in Section 6.3. To ensure a reasonable sensitivity to the measured
parameters, it is necessary to merge groups of STXS bins in the cross section measure-
ments. The results of three different merging schemes with varying degrees of granularity
are presented. Finally, Section 6.4 shows the fits to Higgs boson coupling-modifiers in the

k-framework [144].

6.2 Signal-strengths

The most-constraining fit that can be performed introduces a common signal-strength
modifier, p, for all signal processes. This is defined as the ratio of the observed product
of the Higgs boson cross section and diphoton branching-fraction to the SM expectation,
such that a value of one corresponds directly to the SM prediction. The observed test-
statistic curve, ¢(u), is shown by the solid line in Figure 6.1, in addition to the dashed
lines representing the g(u) curves when groups of nuisance parameters are fixed to their
best-fit values. The best-fit value of u and the corresponding 68% confidence intervals

are inferred from the curves to be

137
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Figure 6.1: Observed likelihood curve as a function of the inclusive signal-strength modifier, u.
The likelihood in which all nuisance parameters are profiled is shown by the solid
black line. The likelihood curves shown by the dashed lines represent the fits in
which all nuisances are fixed to their best-fit values in black (stat-only), and only
the theoretical uncertainties are fixed to their best-fit values in red.
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where the total uncertainty has been decomposed into contributions from theoretical sys-
tematic, experimental systematic and statistical uncertainties, using the method described
in Section 5.3.1. As a result of the increased integrated luminosity that comes with using
the full Run 2 data, CMS are now approaching the realm of systematics-limited measure-
ments in Higgs boson physics, where the systematic uncertainties are comparable to, if not
larger than, the statistical component. The +9% total uncertainty represents the current
best constraint on inclusive Higgs boson production from a single decay channel at CMS.
The compatibility of this fit with the SM prediction is approximately psy = 17%, which
describes the probability of repeating the measurement and obtaining a value further from
the SM prediction (¢ = 1) than the observed value.

The observed diphoton-mass distribution in data is shown for the sum of all analysis
categories in Figure 6.2. In the sum, each category is weighted using the approach detailed
in equation 5.12, i.e. weight each category by the ratio of signal to signal-plus-background
events, keeping the total signal-yield constant. The best-fit signal-plus-background model
obtained in the inclusive signal-strength fit is overlaid. In addition, the uncertainty in the
background estimate is shown by the uncertainty bands. These bands are populated by

first performing the signal-plus-background fit to data, and then generating 500 toy data
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Figure 6.2: Data points (black) and the best-fit signal-plus-background model for the sum of
all analysis categories is shown. The best-fit model corresponds to the inclusive
signal-strength fit. In the plot, the events in each category are weighted according
to Ses/(Ses + Bes), where Sgs and Bgs are the expected signal and background
estimates, respectively, in a £1o.g window centred on myy, such that the total signal
yield remains constant. The solid red line shows the best-fit signal-plus-background
model, whereas the dashed line shows the background component only. The one
standard deviation (green) and two standard deviation (yellow) bands show the
uncertainties in the background component of the fit. The bottom panel shows the
residuals after subtraction of this background component.

sets from the best-fit background-only model. The green and yellow bands signify the
regions in which 68.3% (10) and 95.4% (20) of the generated toy data sets lie, respectively.

The signal peak is extremely clear above the falling background distribution.

A more granular fit is performed in the signal-strength modifier parametrisation, in-
troducing a separate u; parameter for each Higgs boson production mode. Unlike, the
subsequent STXS fits described in Section 6.3, the VH hadronic and VH leptonic pro-
cesses are grouped to scale according to pvy, whereas the VBF production mode scales
with pvr. The parameter piop scales the ttH, tHq, and tHW production modes equally,
and pgen scales both ggH and bbH production. This defines four parameters of interest

in total.

The best-fit signal-plus-background model in this signal parametrisation is shown
with data in the m,, distributions in Figure 6.3. Here, the analysis categories have been

divided into four groups, corresponding to those targeting the ggH, VBF, VH, and top-



140 Chapter 6. Results: H — ~v

X10aCMS 137 fb (13 TeV) CMS 137 fb (1 3 TeV)
> T L 3 D B B L B B
8 FH- yy m,= 125 38 GeV A|| ggH categones 3 8 [ H- vy, m,, =125.38 GeV AII VBF categorles ]
= 80 S/(S+B) weighted = C S/(S+B) weighted ]
*2 " r ¢ Data E *g 200~ ¢ Data ]
% A — S+Bfit E % } — S+B it ]
o 4N B component 7 - OFN B component —:
£ f Mo 1 £ M+ 1
=) E e =) [ ]
3 %F [ J+2¢c E 3 10l 4 [REX s
2 E 1 2 = ]
o 2 = o f ]
+ r E + r B
25 C 3 (72} 50 — b
o °F E & f

80
60
40
20

o

3

3
T

-20
“0E

ST
o
N
S
%]
oS
N
oL
o
S
=
S
3
S
o

ol
m,, (GeV)
CMS 137 fb" (13 TeV) CMS 137 fb (13 TeV)
> T T e e 5 > T 3
8 180 H — vy, mH:125.38 GeV AII VH categones = 8 507H—>yy m, —12538GeV Alltopcategorles A
~ b S/(S+B) weighted 7 ~ r S/(S+B) weighted 1
2 "t ¢+ Data E 2 r ¢+ Data ]
2 “‘°’+ — S4Bt E g “F — S4Bt E
- R e B component s Eoo e e B component A
£ 100f] Mo E £ s Mo .
S b [+20s E 2 [J+2o ]
= F 3 2 20 -
o 60— — o ]
S wp E b wf HJ‘ | -
B 20 ] %) F | MN
F [ I
o e 1 071\\\\\\\\\\\\\\\\\\\\\\\\m\\\\mmw*\\A

B component subtracted

B component subtracted

I
S
T

Lol
T[T T T

Figure 6.3: Data points (black) and the best-fit signal-plus-background model for groups of
analysis categories targeting ggH (top-left), VBF (top-right), VH (bottom-left) and
top-associated (bottom-right) production. The best-fit model corresponds to the
per-production mode signal-strength fit. In each category group, the events in each
individual category are weighted according to Ses/(Ses + Bes), where Sgs and Bgs
are the expected signal and background estimates, respectively, in a +1o.g window
centred on myy, such that the total signal yield in each category group remains con-
stant. The solid red line shows the best-fit signal-plus-background model, whereas
the dashed line shows the background component only. The one standard deviation
(green) and two standard deviation (yellow) bands show the uncertainties in the
background component of the fit. The bottom panels in each plot show the residuals
after subtraction of this background component.
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Figure 6.4: Observed best-fit values and confidence intervals for the per-production mode signal-
strength parameters. The uncertainty bands are shown for including all systematic
uncertainties, and the statistical uncertainty only. In addition, the results are tabu-
lated, where the systematic uncertainty is further decomposed into the contributions
from theoretical and experimental sources. Also shown in black is the result of the
inclusive signal-strength modifier fit.

associated production modes. In each group, the individual categories are again summed
and weighted according to the procedure defined by equation 5.12. In all cases, the
signal peak is clearly visible amongst the smoothly falling background distribution. The
equivalent plots for each individual analysis category are presented in Appendix E.

The best-fit values of the per-production mode signal-strength modifiers and their
respective uncertainties are summarised in Figure 6.4. Again, the uncertainties are de-
composed into the theoretical systematic, experimental systematic, and statistical com-
ponents. For pgep, the systematic and statistical uncertainties are comparable, whereas
for other parameters the dominant source of uncertainty is statistical in origin. All pro-
duction modes are observed to have a signal-strength larger than unity. Nevertheless, the
results are compatible with the SM prediction, corresponding to a p-value of psy = 50%.

The correlation coefficients between the fitted parameters are displayed in Figure 6.5.
The coeflicients give a measure of the relationship between two signal-strengths in the
likelihood, and are calculated using the second derivatives of ¢(@), assuming symmet-

ric uncertainties. The correlations arise as events from one production mode migrate
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into analysis categories targeting other production modes (see confusion matrix in Fig-
ure 4.20). As a result, the measurements are not completely orthogonal and there exists
some correlation between the parameters of interest. In general, the correlation coeffi-
cients are small, with the largest value of —0.20 occurring between the pgop and pyvgr
parameters due to the contamination of VBF events in the analysis categories targeting
ggH and vice versa.

Finally, the main sources of systematic uncertainty affecting each production mode
signal-strength modifier are presented in Figure 6.6. The impact from each source, or
group of sources, is derived using the procedure detailed in Section 5.3.1. The top half of
the plot shows the experimental sources of uncertainty, whereas the bottom half shows the
theoretical sources of uncertainty, including the impact of the é;th nuisance parameters
which are directly folded into the measurement in the signal-strength parametrisation.
The dominant contributions to the uncertainties in the measured parameters are theo-
retical in origin. For the pgem, pva and pyop parameters, the largest impact comes from
the corresponding renormalisation and factorisation scale uncertainties. For pypr, the
dominant source of uncertainty is in the modelling of the underlying event and parton
shower. These are particularly important for VBF production due to the presence of
additional jets in the events. The largest experimental uncertainties originate from the
integrated luminosity, the photon identification, and the photon-energy measurement for
the pgen and pyy parameters. The uncertainties in the jet-energy scale and resolution
have a larger impact on puypr and jiop, Where piiop has an additional large contribution

from the uncertainty in the b tagging.
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Figure 6.5: Observed correlations between the parameters in the per-production mode signal-
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6.3 STXS measurements

This section describes the extraction of cross sections in the STXS framework and their
respective 68% confidence intervals and correlation coefficients. The event categorisation,
described in Section 4.4, is optimised to measure as many STXS stage 1.2 bins as possible.
Nevertheless, given the current available statistics, it is not possible to accurately measure
all bins simultaneously using the H — ~+ decay channel alone. Three STXS bin-merging
schemes are defined with varying levels of granularity to ensure reasonable sensitivity
to the measured parameters, and avoid very-high correlations between them. In the
construction of the schemes there is a trade-off between model-dependence and the size
of uncertainties. Merging fewer bins keeps the model-dependence as low as possible, as
no additional assumptions are made about the relative contributions of different STXS
bins. However, this reduced model-dependence comes at the cost of larger uncertainties
in the measured cross section parameters.

In contrast to the signal-strength fits, the VH hadronic processes are grouped with
VBF production to define the qqH parameters (see Section 2.3), and bbH and ggZH pro-
duction in which the Z boson decays hadronically are grouped with ggH. Furthermore,
the theory uncertainty treatment is different to the signal-strength and coupling-modifier
fits. This difference reflects the distinction between cross section measurements and in-
terpretations. Nuisance parameters that directly affect the SM predictions of the cross
sections and branching fraction, @h, cancel in equation 5.4, and therefore are not included
in the measurements. That said, when merging STXS bins and thus re-defining the signal
processes, it is necessary to introduce the relevant 0 nuisance parameter that accounts
for the migration of events across the merged boundary.

In each fit the cross section parameters of interest are limited to the positive do-
main: ogps > 0 fb. This eliminates the possibility of the signal-plus-background model
going below zero in some bins of the m., distributions, which subsequently causes the

minimisation procedure to fail.

6.3.1 STXS stage 0

A fully-merged fit is performed, corresponding to the STXS stage 0 bin definitions [42].
The parameters of interest roughly correspond to the different Higgs boson production
modes, such that all kinematic boundaries for a given production-mode are merged. This
scheme defines six parameters in total: ggH, qqH, WH lep, ZH lep, ttH, and tH, where
tH includes the contributions from both tHq and tHW production. The best-fit values of
the cross sections times branching fraction, o,ps B, and their respective 68% confidence

levels are shown in Figure 6.7. In the plot, the colour scheme has been chosen to match
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Figure 6.7: Observed results of the STXS stage 0 fit. The best-fit cross sections times branching
fraction are plotted along with the respective 68% confidence intervals. The sys-
tematic components of the uncertainty in each parameter are shown by the coloured
boxes. The hatched grey boxes represent the theoretical uncertainty in the SM pre-
dictions. The bottom panel shows the ratio of the fitted values to the SM predictions.
The compatibility of this fit with the SM prediction is approximately psy = 35%.

the STXS bin schematic in Figure 2.11. The systematic components of the measured
uncertainties are shown by the coloured boxes, highlighting that for all parameters except
gegH, the statistical uncertainty dominates. The 68% uncertainties in the SM predicted
values are shown by the hatched grey boxes, where the size of the uncertainty is computed
by adding the effect of the 6’_}}1 nuisance parameters (which do not enter the measurement)
in quadrature.

All measurements are consistent with the SM predicted values within one standard
deviation, barring the tH parameter which is measured to have an excess of around six
times the SM prediction. Despite this, the low expected tH event yield results in a large
statistical uncertainty, meaning the excess corresponds to a less than 20 deviation from the
SM. The overall compatibility with the SM is measured to be pgy = 35%. The correlation
coefficients between parameters are displayed in Figure 6.8. The largest (anti-)correlation
exists between the ttH and tH parameters, due to the significant contamination of ttH
events in the tHq leptonic analysis category.

Importantly, this is the first dedicated measurement of single-top associated produc-
tion in the H — ~ channel at CMS. The observed (expected) limit on tH production at
95% CL, using the CLg procedure detailed in Ref. [162], is 14 (8) times the SM expecta-

tion. This represents one of the most stringent constraints on tH production to-date.
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Figure 6.8: Observed correlations between the six parameters in the STXS stage 0 fit. The size
of the correlations is indicated by the colour scale.

6.3.2 Maximal-merging scheme

Increasing in granularity, the mazimal-merging scheme defines 17 parameters of interest
which begin to target a number of the STXS kinematic splittings. In the scheme, bins
are merged until their expected uncertainty is less than 150% of the SM prediction. This
is true for all parameters except tH, which is again measured separately. The VBF-like
regions (>2J, m;; > 350 GeV) in the ggH and qqH schemes are merged to define the ggH
VBF-like and qqH VBF-like parameters, respectively. The four bins with p¥ > 200 GeV
in the ggH scheme are merged into a single bin, labelled as ggH BSM. Additionally, the
WH leptonic, ZH leptonic, and ttH bins are fully merged into single parameters. The ZH
leptonic parameter groups both (qqg-initiated) ZH lep and ggZH lep production. Due to
a lack of constraining power, in this fit the 0J, 1J, m;; < 60 and 120 < m;; < 350 bins in
the qqH binning scheme are constrained to their SM prediction within theory uncertain-
ties. A schematic representation of the merging scheme is presented in Figure 6.9, whilst
Appendix F tabulates the STXS bins which contribute to each parameter.

Figure 6.10 shows the oons B best-fit values and 68% confidence intervals in the
maximal-merging scheme, plotted in the same style as the STXS stage 0 results. With this
level of kinematic splitting, the statistical component of the uncertainty dominates for all
parameters. This motivates the need to increase the size of the data set, which will in turn
provide substantial improvements in the precision of the measured quantities. Moreover,

for a number of parameters, the uncertainty in the measurement is becoming comparable
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psm = 31%.



148 Chapter 6. Results: H — ~v

to the uncertainty in the SM prediction, meaning the possibility of constraining Higgs
boson theory using experimental measurements is approaching. This is especially inter-
esting for the ggH BSM parameter, which is particularly sensitive to new physics in the
ggH loop. That said, the measured value of the ggH BSM o5 B is in excellent agreement
with the SM, with a measured value of 0.9J_r8:§, relative to the SM prediction. The overall
compatibility with the SM is psyt = 31%. Table 6.1 summarises these results, providing
in addition the expected uncertainties in the parameters, derived using the Asimov data
set.

The correlation coefficients between the maximal-merging parameters are shown in
Figure 6.11. As expected, the larger correlations appear for pairs of parameters which
correspond to the significantly populated off-diagonal bins in the confusion matrix of
Figure 4.20. This effect arises as it is difficult to unfold the signal in a given analysis
category, when there are significant contributions from multiple truth-level STXS bins.
For the ggH parameters, the correlations are small for parameters representing adjacent
p¥ bins but larger for parameters representing adjacent Nje; bins. This stems from the
fact that p)7 is a well-measured quantity, whereas reconstructing the number of jets in
an event is a more difficult problem, and hence there are larger migrations between jet-
multiplicity bins. Nevertheless, the application of the ggH BDT in the event categorisation
helps to reduce these correlations. The largest correlations exist between the qqH VBF-
like and ggH VBF-like parameters (—0.76), and the tH and ttH parameters (—0.59).
This results from the difficulty in distinguishing qqH from ggH production in the VBF-
like phase-space, and in distinguishing tH from ttH, attempted by the dijet BDT and
Top DNN, respectively. Two-dimensional likelihood scans are performed for each pair
of highly-correlated parameters to gain a better understanding of the impact of their
correlations on the total ¢(&) surface. The 68% and 95% confidence regions are plotted
for ggH VBF-like vs qqH VBF-like (left) and tH vs ttH (right) in Figure 6.12. In the
scans, all other maximal-merging parameters are profiled. Both scans show compatibility
with the SM within the 95% confidence contour.



6.3. STXS measurements 149

ggH 0J low p:

ggH 0J high p? 0.

CMS B0
137 fb' (13 TeV)

ggH 1J low p:

ggH 1J med p: 0.01 -0.00 -0.01 0.6
ggH 1J high p? 0.01 0.03 0.00 H— vy, m,= 125.38 GeV
ggH >2J low p: -0.02 -0.01-0.34 0.4
ggH >2J med p: 0.00 -0.00 0.02 - 0.2
ggH >2J high p: 0.00 -0.00 0.00
ggH BSM |0.01 0.02 0.00 0

ggH VBF-like [0.01 0.02 0.01 -0.03 -0.03 -0. -0.11-0.04
qqH VBF-like |-0.00 -0.00 -0.00 -0.02 -0.04 0.04 0.05 0.06 0.02

qqH BSM [0.00 0.01 0.01 0.00 0.00 -0.00 -0.00 0.00 -0.32 -0.

ggH VH-like [0.00 0.01 0.02 0.05 0.05 -0.09 -0.18 -0.31-0.18
WH lep |0.00 0.01 -0.01 -0.01 0.00 0.00 0.00 0.00 0.03
ZH lep |0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 -O.

ttH |0.01 0.00 0.01 -0.00 -0.00 0.01 0.01 0.02 0.06 0.05 0.09 0.01

tH [0.00 0.01 0.01 0.02 0.02 -0.01-0.03 -0.05-0.13 -0.03 0.02 0.01 -0.08 -0.18 -0.03
IQ»— IQ_»— IQ_»— IQ»— IQ_!— IQ_»— IQ!— IQ_!— % —GE) g % —GE, ig_ E. E ;I_;
8 53 8 8 8 5 2 dLd B I I Z
= £ = € £ = € € T @ o T > 2 N
el ) el o > > o
S D o« b ) ol - 0 > T I
T = r - - A % % I I <X
235325 5 % T T 3 & 7
© 3 ° 8 8 3 5 o
(o] (o]

Figure 6.11: Observed correlations between the 17 parameters in the STXS maximal-merging
fit. The size of the correlations is indicated by the colour scale.
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Table 6.1: The best-fit cross sections times branching fraction with 68% confidence intervals for
the STXS maximal-merging fit. The uncertainty is decomposed into the systematic
and statistical components. The expected uncertainties in the fitted parameters are
given in brackets. Also listed are the SM predictions for the cross sections times
branching fraction and the theoretical uncertainty in these predictions. The final
column shows the ratio of the observed value to the SM prediction.
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6.3.3 Minimal-merging scheme

The most-granular fit performed in this analysis is in the so-called minimal-merging
scheme. In this scheme a total of 27 parameters of interest are defined, with the aim
to merge as few bins as possible whilst ensuring that the correlations between param-
eters remain smaller than approximately 0.9.! In contrast to the maximal scheme, the
qqH VBF-like region is fully split into the four STXS bins defined by the boundaries at
mjj = 700 GeV and pgjj = 25 GeV. To avoid large correlations, the four ggH VBF-like
bins are merged with the corresponding bins in the qqH scheme. This approach is more
model-independent, as the fit makes no attempt to separate ggH and VBF production
in a very similar phase-space. Additional splittings are introduced in the ggH scheme at
p¥ = 300 and 450 GeV, and the WH leptonic scheme at p¥ = 75 and 150 GeV. Fur-
thermore, the ttH region is fully split into five parameters according to the boundaries
at p¥ = 60, 120, 200 and 300 GeV. Again the 0J, 1J, m;; < 60 and 120 < mj; < 350
bins in the qqH binning scheme are constrained to their SM prediction within theory
uncertainties. The full list of STXS bins which contribute to each parameter are provided
in Appendix F, with the respective schematic for the minimal-merging scheme shown in
Figure 6.13.

The oo B best-fit values and 68% confidence intervals in the minimal-merging fit are
shown in Figure 6.14, and are listed in Table 6.2. This result represents the most gran-

ular STXS measurement performed by the CMS experiment to-date, showing reasonable

IThis threshold was chosen as the fits became unstable for correlations above 0.9.
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Figure 6.13: Schematic to show the minimal-merging scheme which defines 27 parameters of
interest. Each parameter of interest is shown as a single coloured box. The VBF-
like bins in the ggH and qqH binning schemes are merged and are represented in
the diagram by the half-blue half-orange boxes.

sensitivity to many different kinematic regions of Higgs boson production phase-space. In
particular, the result contains the first measurements of ttH production in different p%’
bins, where the size of the uncertainty in each of the four bins with pQH < 300 GeV is less
than 100% of the SM prediction. Since the uncertainties in all measured parameters are
dominated by the statistical component, there is considerable room for improvement by
taking more data and combining with the results from other Higgs boson decay channels.
Ultimately, this divide-and-measure approach of the STXS framework allows to system-
atically constrain increasingly granular regions of phase space, providing sensitivity to
BSM physics which may appear in specific kinematic bins. The results here are highly
compatible with the SM hypothesis, with a corresponding p-value of pgy = 70%.

The correlations between parameters are shown in Figure 6.15. By merging the qqH
VBF-like STXS bins with the equivalent bins in the ggH scheme, the correlations in
this region of phase space are kept to an acceptable level. The region with the highest
correlations is that defined by the high pQH ttH and tH parameters. With such high
correlations, the act of splitting ttH into five separate parameters forces the tH o4, B to
an even higher value, corresponding to an excess of approximately eight times the SM

prediction.
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Observed results of the STXS minimal-merging fit. The best-fit cross sections times

branching fraction are plotted along with the respective 68% confidence intervals.
The systematic components of the uncertainty in each parameter are shown by the
coloured boxes. The hatched grey boxes represent the theoretical uncertainty in the
SM predictions. The bottom panel shows the ratio of the fitted values to the SM
predictions. The colour scheme has been chosen to match the STXS schematic in
Figure 2.11, such that the orange and blue dashed lines for the VBF-like parameters
represent the contributions from both ggH and qqH STXS bins. The compatibility
of this fit with the SM prediction is approximately pgy = 70%.
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Figure 6.15: Observed correlations between the 27 parameters in the STXS minimal-merging
fit. The size of the correlations is indicated by the colour scale.
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Table 6.2: The best-fit cross sections times branching fraction with 68% confidence intervals for
the STXS minimal-merging fit. The uncertainty is decomposed into the systematic
and statistical components. The expected uncertainties in the fitted parameters are
given in brackets. Also listed are the SM predictions for the cross sections times
branching fraction and the theoretical uncertainty in these predictions. The final
column shows the ratio of the observed value to the SM prediction.
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6.4 Coupling modifiers in the k-framework

In the s-framework, coupling-modifiers are introduced to directly parametrise deviations
from the SM expectation in the couplings of the Higgs boson to other particles [144].
Under the assumption that there are no additional Higgs boson decays to BSM particles,
the cross section times branching fraction for production mode ¢ and decay channel f can

be expressed as

/()
I (R)’

o B = 6i(R) - (6.1)
where ' is the total Higgs boson decay width, and T'/ is the partial Higgs boson decay
width to final state f. Each term in equation 6.1 is expressed as a function of multiplicative
coupling-modifiers, K, as shown in Table 6.3, where in the SM all x values are positive
and equal to unity. For example, a value of kyy = 1.2 represents a 20% enhancement in
the strength of the Higgs boson to W boson coupling.

Using the notation introduced in Section 5.1.1, the signal yields are parametrised as

the product of scaling functions for each term in equation 6.1,

o'(R) TM(R) Ty
oy Ty TH(R)

Y = (6.2)
This approach works under the narrow Higgs boson width assumption, effectively factoring
the total signal parametrisation into the effect at Higgs boson production and Higgs boson

decay; a crucial concept in the EFT parametrisation discussed in the following chapter.

In this analysis two independent parametrisations are considered. The first uses the
resolved scaling functions listed in Table 6.3, introducing universal coupling-modifiers,
ky and kp, which modify the Higgs boson couplings to vector bosons and fermions,

respectively, such that,

Ky = Kw = Kz,
(6.3)
KF = Kt = Ky = Ky = K.

As shown in Table 6.3, the tHq and tHW production mode cross sections include an
interference term proportional to the product, kyxp. This means that by measuring
single-top associated production, the analysis gains sensitivity to the relative sign of
the t-H (fermion) and V-H (vector boson) couplings, unlike when measuring ttH alone.
Figure 6.16 shows both the observed (black) and expected (red) g(kp) curves, where
the value of ky is profiled in the fit. In addition, the dashed red curve represents the
expected likelihood that would be obtained if the tHq leptonic category is removed from
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Table 6.3: Scaling functions for all the major Higgs boson production modes and decay channels.
The effective k parameters representing deviations in loop processes are provided, as
well as the fully resolved scaling functions into the fundamental SM couplings.

Effective
Loops Interference scaling factor Resolved scaling factor
Production
o(ggH) v gt Kz 1.04x? + 000212 — 0.038xx,
o(VBF) — — 0.73k3, + 0.27x%
o(WH) — — K2y
o(qa/qg — ZH) — — 1z
o(gg — ZH) v Z-t 2.46K2 + 047k — 1.94K 7K,
o(ttH) — — K2
o(gb — WtH) — W-t 2.91x? + 2.31x3, — 4.22Kcw
o(gb — tHq) — W-t 2.63K7 + 3.583, — 5.21K¢kw
o(bbH) — — K
Partial decay width
r#z — — K2
ww _ _ K2
o v W-t K5 1.59xy + 0.07x7 — 0.67xwki
s _ _ K%
rbb — — K}
T — — K2

H
Total width for Bggy = 0
0.58x% + 0.22x3y + 0.08K% +
T'y v — e +0.06x2 + 0.026x2 + 0.029x2+
+0.0023x3 + 0.0015x7, +
+0.00025x3 + 0.00022x,

the analysis. Clearly, the inclusion of the tHq leptonic category successfully reduces the
degeneracy between positive and negative kg values. The observed likelihood shows a
slight favouring for negative kp values with respect to the expected likelihood, due to
the observed excess in the tH production cross section. Furthermore, the results of a
two-dimensional likelihood scan in ky and kp are presented in the upper plot of Figure
6.17. The region with negative values of K is observed (expected) to be excluded with a

significance of 0.50 (2.40).

The second parametrisation considered uses the effective coupling-modifiers to gluons
and photons, k4 and k., to measure potential deviations in the ggH and H — ~~ loops.
The observed results of a two-dimensional likelihood scan in these two parameters is shown
in the lower plot of Figure 6.17. In the scan, all other x parameters (k¢,Kp,KWw K7,k ku)
are fixed to unity. The x4 and k. parameters are particularly sensitive to additional heavy
BSM particles, that would contribute to the rate of Higgs boson production and decay
via loop processes. The observed best-fit point is consistent with the SM expectation

at around the 68% confidence level, suggesting there are no new states that add major
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Figure 6.16: The observed (solid black) and expected (solid red) ¢(kr) curves, where ky is
profiled in the fit. The expected curve that would be obtained by removing the
tHq leptonic event category from the analysis is shown by the dashed red line.

contributions to the loops, or that the masses of any new states are significantly higher
than the electroweak energy scale.

Ultimately, the coupling-modifier scaling functions are defined inclusively for each
production-mode cross section. As a result, this parametrisation does not make use of
the kinematic information available in the STXS measurements. Introduced in the next
chapter, the EFT parametrisation extends upon the k-framework by defining scaling
functions for each individual STXS bin. In this approach, the fit is able to use the

kinematic information to more tightly constrain BSM physics.

6.5 Summary

This section concludes the description of Higgs boson production cross sections and cou-
plings measurements using the diphoton decay channel at CMS. Chapter 4 detailed the
techniques used to reconstruct events consistent with the H — ~~ decay in p-p collision
data, and subsequently categorise them to become sensitive to the different kinematic
regions of the STXS framework. In Chapter 5, the statistical inference methods were de-
scribed, which amount to performing a likelihood fit to the observed m., distribution in
each analysis category. This chapter presented the results of the analysis which represent
the most comprehensive study of Higgs boson production cross sections to-date, using
data collected by the CMS experiment.

A range of measurements were presented using different signal parametrisations. The
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Figure 6.17: Observed two-dimensional likelihood scans performed in the x-framework: xy vs
kp using the resolved scaling functions (top), and k- vs k4 using the effective scaling
functions (bottom). The 68% and 95% confidence-level regions are represented by
the solid and dashed contours, respectively. The best-fit and SM expected points
are shown by the black cross and red diamond, respectively. The colour scale
indicates the value of the test statistic, g(ay, ag).
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inclusive Higgs boson signal-strength relative to the SM prediction was measured to be
1.12, with a £9% uncertainty. This represents the most accurate measurement of this
particular quantity in a single decay channel at CMS. A second fit was performed in the
signal-strength parametrisation, where the four principal Higgs boson production modes
are scaled by a separate parameter. The simultaneous fit of these four signal-strengths
was found to be compatible with the SM prediction, with a p-value of 50%. Moreover,
each of the four production modes are now measured with uncertainties ranging from
10-35%.

Production cross sections were measured in the STXS framework, using merging
schemes of different granularities. In the maximal (minimal)-merging scheme fit, a total
of 17 (27) independent kinematic regions are measured simultaneously. The minimal-
merging scheme fit represents the most-granular measurement of Higgs boson production
performed in a single decay channel to-date. Both fits were compatible with SM pre-
dictions, with p-values of 31% and 70% for the maximal and minimal schemes, respec-
tively. Many of the kinematic regions were measured here for the first time, including the
measurement of ttH production in five different p¥ regions. Ultimately, by probing the
different kinematic regions, we become sensitive to new physics which appears in specific
kinematic regions of production phase-space, hints of which would be washed out when
measuring the equivalent processes inclusively.

Furthermore, the measurement of ggH production with p%' > 200 GeV represents the
most precise measurement of this particular kinematic region; a region which is sensitive
to heavy BSM states appearing in the ggH loop. The cross section was found to be
compatible with the SM, with a measured value of 0.9Jj8:§, relative to the SM prediction.
Also, an upper limit was placed on the rate of tH production for the first time in the
H — 77 decay channel at CMS. The observed (expected) limit at the 95% C.L. was
found to be 14 (8) times the SM prediction. All other results, including measurements of

the Higgs boson coupling-modifiers, were in agreement with the SM expectations.



Chapter 7

An EFT interpretation of STXS

measurements

7.1 Introduction

Effective field theories were introduced in Section 2.4 as a model-independent approach to
constraining BSM physics. In EFT, new BSM states are assumed to exist with masses at
an energy scale, A, far beyond the electroweak energy scale, v = 246 GeV. The dynamics
introduced by the BSM states can be parametrised at low energies (E ~ v) using higher-
dimensional operators built up from the SM fields, where the operators are confined to
respect both the symmetries and gauge-invariance of the SM. This expansion of the SM
Lagrangian, shown explicitly in equation 2.45, is fully general and thus can be used to con-
strain a wide class of BSM theories that reduce to the SM at low energies. The Wilson
coefficients, wy, directly parametrise the contribution from operator, O,, and by con-
straining these coefficients it is possible to infer both the coupling strength and potential
type of new BSM interactions. Ultimately, the final constraints on the Wilson coeflicients
can then be systematically matched to explicit UV-complete BSM theories [76].

This chapter details the application of EFT to Higgs boson property measurements
at CMS. The Higgs Effective Lagrangian (HEL) is used as the language to encode mod-
ifications to Higgs boson properties from BSM physics [47, 163]. This interpretation is
applied to the most recent CMS Higgs boson combination, documented in Ref. [2], which
combines the measurements of cross sections in the STXS framework from multiple decay-
channels. In doing so, a more complete set of EFT operators, affecting multiple Higgs
boson interactions with other particles, can be constrained.

In contrast to the s-framework discussed in Section 6.4, the EFT approach is based

on a fully consistent expansion of the SM Lagrangian. As a result, the EFT-dependence

161
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can be extended from simple normalisation effects on inclusive production-mode cross
sections, to also capture shape variations in the kinematic distributions e.g. p¥ , Mjj,
Njets etc. In this interpretation, the parametrisation is defined at the granularity of
the STXS framework. This ensures that the kinematic information available in STXS
measurements is used to better-constrain BSM physics. Additionally, the s-framework
defines coupling modifiers at LO. The EFT approach on the other hand is systematically
improvable by computing higher-order contributions to the EFT predictions [164]. The
interpretation shown in this chapter only considers EFT effects at LO, however the future
transition to higher-orders is briefly discussed in Section 7.7.

The structure of this chapter is as follows: firstly the HEL model is described in
Section 7.2 and the choice of operators considered in the fit is motivated. Following
this, the CMS Higgs combination [2] is detailed in Section 7.3, including the full set
of input analyses and the extension to the statistical inference techniques introduced in
Chapter 5. Section 7.4 discusses the EFT parametrisation of the signal yield, where the
cross sections and branching fractions are expressed as functions of the Wilson coefficients,
phf (). These functions are then used to fit the Wilson coefficients to Higgs boson
measurements, and extract their respective confidence intervals. This is performed using
both a simplified re-interpretation procedure and using the full likelihood fit, described
in Sections 7.5 and 7.6, respectively. Finally, future improvements to EFT measurements

at CMS are discussed in Section 7.7.

7.2 Higgs Effective Lagrangian

The Higgs Effective Lagrangian (HEL) model [163] is a SMEFT, which corresponds to a

partial implementation of the complete SILH basis [47, 78], encompassing all operators at

dimension-6 related to the Higgs sector. The perturbative expansion is defined in terms

of the CP-even complex scalar Higgs field, H, and therefore assumes that the scalar sector

follows the SU(2)r, doublet nature in the SM. The model is constructed by extending the
(6)

SM Lagrangian with 39 flavour independent dimension-6 operators, Oy, 7,

w
Lygr = Lsm + Z —L0W (7.1)

such that new BSM dynamics in the Higgs sector would manifest itself as deviations from
zero in the HEL Wilson coefficients, w,. Operators representing four-fermion interactions
are not included.

Currently, there is insufficient data to constrain all 39 directions of the parameter

space, w. As a result, a subset of operators, {O} most relevant to the available Higgs



7.2. Higgs Effective Lagrangian 163

boson measurements at CMS is considered. This choice ultimately introduces a model-
dependence into the interpretation, assuming the contribution from other operators is

Zero:

w,=0Y 0, ¢ {0} (7.2)

The subset of operators considered in this interpretation is motivated below.

7.2.1 Operator selection

Non-zero contributions are considered in a total of eight dimension-6 operators,
{O} = {OGaoAvOU7Od7O€7OHW7OWW7OB}7 (73)

where the explicit form of these operators in terms of the SM fields and the relevant Higgs
boson interaction vertices are listed in Table 7.1. In this analysis, the nominal Wilson
coefficients, 1, are redefined as dimensionless HEL parameters, ¢, which absorb the factor
of A=2. The definitions of the HEL parameters for each operator are also provided in
Table 7.1. The operators Og and O 4 correspond to the effective Hgg and H~~y vertices,
respectively. Since the interpretation presented here is a LO implementation of the HEL,
the ggH and H — ~7 loops are not resolved into their SM structures and therefore only
depend on O¢g and Oy4.

This set of operators is chosen since the HEL parameters account for the leading
CP-even terms in the scaling functions for the measured cross sections and branching
fractions, and are not tightly constrained by existing measurements. CP-odd parameters
are neglected as they do not enter the parametrisation at leading order in 1/A2, and
since there is no splitting in the STXS framework that is sensitive to the Higgs boson CP
(e.g. asplitting in A¢;;) the dependence is completely degenerate with the corresponding
CP-even terms at 1/A%.

The parameters, cyyw and cp are fitted together in the combination, cyyw — cp, since
the orthogonal combination (S = cyw+cp) is strongly constrained at zero by electroweak
precision data [165]. Finally, the operator, Opp, is neglected. Despite having a sizeable
impact on the measured quantities, the effects of Oy p are degenerate with Oy, without
including additional differential measurements of the VH production mode cross section
or measurements of the H — Z~ decay channel. In conclusion, seven parameters of

interest are defined:

CG, CA; Cu, Cds Co, CHW , CWW — CB- (7.4)
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Table 7.1: The dimension-6 operator subset, {O}, considered in the HEL interpretation. The
definition of each operator is provided in terms of the SM field tensors. In addition,
the corresponding HEL parameter is defined in terms of the nominal EFT Wilson
coefficients. The final two columns show the affected Higgs boson interaction vertices
and an example Feynman diagram of the EFT interaction.

Operator Definition HEL Parameter Relevant vertices Example diagrams
g
2a a, v m‘2/V wg A
O¢a ‘H| G;I,VG i G = 2 A2 Hgg
g
Y q q
2 Z
Oa |H|?B,,, B* ca = ’Z,V;’ %4 H~yy, HZZ v .
t
_ A
Oy M| H2QrLHTug + h.c. cu = —v2 %y Hitt
t
b
_ B
Oy4 Xa|H]?QrHYdR +h.c. ca=—v>%4 Hbb
b
l
_ L —
Oy AZ‘H|2LLHT£R+h.C. cp = —U2X]§ Hrr

2
Opw  i(DFH) o"(DVH)WS, — cgw = 0 2w HWW, HZZ

3
v
IS
<
<

Oww i(HTo"DFH)DYWS,  cww = HWW, HZZ

N
3
gm

Op i(HT DFH)OY By, eww = — 58 HZZ
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7.3 CMS Higgs combination

The HEL interpretation is applied to the latest Higgs boson combination performed by the
CMS experiment, documented in Ref. [2]. The combination includes analyses targeting all
the major Higgs boson decay channels, with integrated luminosities ranging from 35.9 fb~*
to 137 fb~!, depending on the analysis. By targeting different final states, most analyses
are orthogonal in terms of the selected events. For similar final states, the number of
events common to both analyses has been checked and found to be negligible.

The inclusion of different decay channels ensures sensitivity to a larger subset of oper-
ators (see Table 7.1). Each input analysis measures cross sections in the STXS framework,
however, these measurements are performed using different STXS binning schemes with
varying granularity. Hence the EFT parametrisation of the signal yield is defined at the
granularity of all binning schemes which enter the combination: stages 0, 1.0 and 1.1
(see Appendix A). For stage 1.0 and above, the bins are split according to the event
kinematics (e.g. pqlf , Niets etc). As a result, the kinematic information available in these
measurements helps to further constrain BSM effects beyond simple inclusive effects, and
allows more directions in the parameter space to be probed simultaneously.

The full list of input analyses is provided in Table 7.2. This combination was performed
before the H — ~~ analysis described in Chapters 4-6, and so the H — ~~ inputs are
taken from previous analyses. For each analysis, the targeted production-modes and final-
states are listed, as well as the STXS stage of the measurement and the corresponding
integrated luminosity. More detailed information on each analysis can be found in the

listed references.

7.3.1 Statistical procedure

The statistical inference procedure used in the combination extends upon the procedure
described in Sections 5.1.1 and 5.1.2. A likelihood function! is constructed for each

analysis category or region, k, now defined for a generic final state f,

Li(data| @, by, 6,) = Pi(data|a,6s,6,), (7.5)

where the likelihood-term, Py, takes the following form for binned analysis regions,

[Zs“f a,0,)] + Bx(@)). (7.6)

Here, the index X runs over bins of some observable(s) e.g. m,, for the H — vy

'The dependence of the likelihood on the Higgs boson mass, mu, has been dropped from the notation.
For the form of the Poisson terms, please refer to equation 5.1.
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Table 7.2: Input analyses to the CMS Higgs boson combination, documented in Ref. [2]. The
integrated luminosity used in each analysis is listed, as well as the targeted final states
and production modes. No input analysis explicitly targets single-top associated
production (tH). Also listed are the STXS binning schemes in which the measurements
are performed. Despite entering the combination, the ggH H — bb boosted analysis
is left out of the EFT interpretation as the LO approximation of the EFT breaks
down at very-high p?. Also, the H — pup measurements are not included as no
branching-fraction scaling function was available for the H — pup decay channel in

Ref. [166].
Targeted production modes .
Decay channel Final states STXS stage|L£ [fb™" || Ref.
ggH qqH VHlep ttH

X X - - 1.0 7.4 [128]
H = vy 7Y

- - - X 0 774 [66, 167]
H— 77 — 4¢ 4p, 2e2u, de X X X X 1.1 137 [168]

ep, 2e, 2p
H—> WW X X X - 0 35.9 [169]
ep + jj, 3¢, 4¢

X X - - 1.0 7.4 [170]
H— 77 €L, €Th, UTh, ThTh

- - X - 0 35.9 [171]

20 +bb, v + bb, vv + bb - - X - 0 7.4 [34, 172]

H — bb b - - - X 0 7.4 [173]

X - - - ggH high pf| 35.9 [174]

20ss, 3¢, 44
ttH(— leptons) - - - X 0 774 |[175, 176]
14+ 27y, 20ss + 17y, 30+ 173

H — up I X X - - 0 35.9 [177]

analyses. The quantity S,Zc];( corresponds to the signal estimate in bin X, of analysis
region k, originating from STXS bin ¢, and decaying to final state, f. The background
estimate and number of data events in the same observable bin are referred to as By x

and N,fi}t(a, respectively. For unbinned analysis regions, the likelihood-term is defined as,

: 1or . PP L = " "
punbinned _ . HPOISSOD<1 ‘ [Z Sk’f(oz,ﬂs) -pk’f;ig(mj\a, 03)} + By (6h) - Pk,bkg(%“%)),
J i,f
(7.7)

for z events in data landing in region k, where each event is labelled by the index j. The
‘?f

;ﬁ,sig
for signal and background, respectively. The total signal and background yield estimates

terms p,. (x) and p, pre () are the probability density functions of some observable(s) x,

in region k are expressed by S,i’f and Bj. Comparing to the binned scenario, S,i’f and

By, are equal to the sum of the S,’g];( and By, x terms over all observable bins, X. In all
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equations, it is assumed that the background estimate does not depend on the parameters
of interest, @, which may not always be the case in a fully consistent EFT framework (see
Section 7.7). Also, the modelling of the signal in terms of the observable(s) is extracted
using the SM template, and is assumed to be independent of &: pgf;g(ﬂo?, 0) = pk blg(x|«9)
For example, the shape of the signal m.,, peak in the H — ~~ analysis is not parametrised
as a function of the HEL parameters.

In the EFT interpretation, the signal-yield for STXS bin ¢, in final state f, landing in

analysis region k is expressed as,

Sil = (@) x [o" - Bllgy x 6 (@) x L. (78)

This is effectively an extension of equation 5.4, where the explicit dependence on the
HEL parameters, ¢(= &) is stated. The dependence on the nuisance parameters, é:
has been dropped from the notation for simplicity. The extraction of the cross section
times branching-fraction scaling functions, u*/ (&), is described in detail in Section 7.4.
Interestingly, since the EF'T operators can distort the event kinematics away from the SM
hypothesis, the efficiency-times-acceptance values, 6 (E') become dependent on the HEL
parameters. This is especially true for measurements in the STXS framework, where the
products of the Higgs boson decay are not restricted to fiducial phase space definitions.

Nevertheless, in this interpretation, the so-called acceptance effects are ignored,

(@ =el (7.9)

The potential impact of fully accounting for the detector efficiencies and analysis accep-
tance is investigated in Section 7.7.4.
The total likelihood is now defined as the product of the analysis-region likelihood

functions, taken over all analyses included in the combination

reglons
—

L(data| @, 8) = H [Lk data | &, 0) | x C(8). (7.10)

Here the constraint term, C, takes the same form of that shown in Section 5.1.1, such that
deviations from the expected values of the nuisance parameters are penalised according
to the associated pdf. In the combination, the mass of the Higgs boson, my, is taken to
be my = 125.09 GeV. This represents the most precise measurement of my at the time
the combination was performed?, determined from the combined LHC Run 1 ATLAS

2The combination was performed before the H — ~+ STXS analysis documented in Chapters 4-6.
This explains why the mpg value is different between the analyses, where the H — ~v STXS analysis uses
the more recent value of 125.38 GeV [49].
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and CMS measurement, using the high resolution H — ~+ and H — ZZ — 4/¢ decay
channels [178].

Since the different input analyses can have common sources of systematic uncertainty,
the corresponding nuisance parameters must be correlated across decay channels. This
follows the same procedure as described in Section 5.4.1, where in addition to defining
per-year correlations, a single nuisance parameter is defined in the construction of the
likelihood which affects the yield estimate in multiple decay channels simultaneously.

All theoretical uncertainties arising from the renormalisation and factorisation scales
used in the cross section calculations?, the parton distribution functions, and the branching-
fraction predictions are treated as fully correlated across decay channels. In addition, since
other analyses use MC to estimate background contributions, it is necessary in these cases
to introduce the uncertainties in the theoretical predictions of the background cross sec-
tions. These uncertainties are correlated between channels in which the same background
appears. The results presented in this section are an interpretation of cross section mea-
surements, therefore the theory uncertainties directly affecting [0 - Bf]sy (i.e. type H_Eh)
are folded into the measurement.

Most experimental uncertainties are analysis-specific (e.g. m.,~ signal shape uncertain-
ties), and are therefore uncorrelated. However, there are a number of exceptions. This
includes the uncertainties in the luminosity estimates, the lepton-efficiency scale-factors,
the jet-energy scale and resolution, and the b tagging efficiency. For most channels,
which do not use a specific treatment of the aforementioned uncertainty sources, they are
treated as correlated nuisance parameters. More information regarding the experimental-
uncertainty correlation scheme is provided in Ref. [2].

After the total likelihood function has been constructed, the method of extracting the

final results is identical to that described in Section 5.1.2.

7.4 Signal-yield parametrization

The scaling functions, p*f (), shown in equation 7.8, parametrise the signal cross section
times branching fractions as a function of HEL parameters, and are derived as follows.
Within the HEL framework (equation 7.1) the amplitude for each Higgs boson production

and decay process can be described as,
2
‘MHEL|2: Mgm + Mpsm| = |MSM|2+2R6{MSMMTBSM} + ‘MBSM\Q, (7.11)

where Mgy and Mgy are the matrix elements originating from the SM and BSM parts of

3This includes both the inclusive effects and the migration of events across STXS bin boundaries.
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the Lagrangian, respectively. The total amplitude now contains an SM-BSM interference
term, suppressed by a factor of A=2, and a purely-BSM term, suppressed by a factor
A~%. In this interpretation, only one BSM vertex is considered per Feynman diagram,
which means Mpgy is linear in the HEL Wilson coefficients. Substituting this linearity
condition into equation 7.11, and using the fact o oc [M|?, we arrive at an expression for

the cross section of signal process, 1,

OHEL = 04\ + Oht + Thsu- (7.12)

This results in a scaling function relative to the SM prediction which is quadratic in the

HEL parameters,

Mprod(a =— =1+ ZAZ Cp + Z r Cp Crs (713)

where the index ¢ corresponds to the STXS bin. The terms, A’ and B’ , are constant

-
prefactors which encode the impact of the HEL parameters on each ST}p(S bin. We can
ignore the |Mpgm|? term in the expansion simply by setting the B;,, prefactors to zero.
These terms, despite having an energy-scale suppression of the same order as the leading
dimension-8 SM-BSM interference contributions (A=), are kept in this interpretation
since they are the leading purely-BSM terms and they prevent the scaling functions from
going negative.

Applying the same reasoning, the partial Higgs boson decay width to final state f

scales relative to the SM prediction as,

!
HEL _ 1 4 ZAI’; cp + ZB cp Cr- (7.14)

It is necessary to also consider the variation in the total Higgs boson decay width, I'?,

such that the scaling function of the branching fraction to final state f is expressed as

f f 1+2APCP+ZZBI{TCPCT
f BHEL r HEL/ FSM p r
/’Ldecay(a = = = . (715)

By  Then/Té 1+2A;;fcp+zngcch
p p T

The total scaling function for signal events originating from STXS bin ¢ and decaying
to final state f, is the product of the individual cross section and branching-fraction

scaling functions,

z’f(é’) = :U’farod(a ’ Mﬁecay(g)' (716)
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This works under the narrow Higgs boson width assumption, such that the effects at
production and decay have been factorised.

In summary, the Higgs boson signal scaling functions are uniquely described by the
set of constant prefactors, {A;, B;T, A{; , B;J,cr, Af , g} These prefactors are derived us-
ing LO MC samples with the reweighting procedure to be described in the following
section. It should be stressed that the SM predictions for the cross sections and branch-
ing fractions in equation 7.8 are computed at the highest available order, however the
EFT parametrisation is derived using LO MC samples. This strategy therefore assumes
that the corrections to the cross sections and branching fractions from HEL operators is
comparable at LO and higher orders [179]. Once defined, the scaling functions are then
applied in the likelihood fit to extract the best-fit values and corresponding confidence

intervals for the considered HEL parameters.

7.4.1 Derivation: Monte Carlo reweighting

The impact of the HEL operators is computed using the HEL_UFO model [163] in MAD-
GRAPH [119], where the Higgs boson production and decay processes are generated at LO
in both QCD and QED. The LO MADGRAPH reweighting functionality [180] is utilised, to
reweight the generated events to different points in the HEL parameter space, according

to,

woe Misl (7.17)
= M%‘E‘i‘nal\Q nomina .
where M%EL is the matrix element at the point in parameter space, ¢, Mﬁ%f“al is the
matrix element at the nominal point, and Wy ominal is the corresponding event weight at
that nominal point. Here, the nominal point in parameter space is chosen as the SM, i.e.

¢=1(0,0,...,0).

For each operator, O,, two weights are defined by setting ¢, to two different values
(a,2a), whilst all other HEL parameters are kept at 0. In doing so, simultaneous equations
are constructed, as shown in equation 7.18, where the reweighted and SM values of the

observable, X (o for production, I'/ for decay), can be used to infer the values of Ay and

Bpp’
X, —
SO St Ayt a’ By,
nominal (718)
ch:2a 2
=2 14920 Ay + 442 - By,
Xnominal

An additional weight is required to extract the cross-terms, B, where p # r. This is
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defined by setting (cp, ¢,) = (a, a), and keeping all other HEL parameters at 0, such that

X(epser)=(a,a
M =1+4+a- (Ap—f—AT)—I-CLQ' (Bpp+Brr+Bpr)‘ (719)

Xnominal
The value of B, can then be inferred by using the previously calculated prefactors,
{A,, A, By, By, }, from equation 7.18. In total, the number of weights required to fully

specify the scaling functions is
N(N -1)
2 )

where N is the number of operators. This analysis considers 8 HEL operators and there-

Nyeights = 1 + 2N + (7.20)

fore requires 45 weights, including the nominal SM weight. The value of a is chosen to be
small (0.01) to ensure the EFT effects do not blow up in the matrix-element calculations,
and therefore do not invoke a large statistical uncertainty in the calculated prefactors?.
No kinematic cuts are applied to the final-state objects in the generated events. All
events are interfaced with PYTHIA8 for parton showering and hadronisation [127]. A
matching is performed using the MLM algorithm [117] to remove phase-space overlap be-
tween jets specified in the matrix element and those originating from the parton shower.
The generator-option choices used in the event simulation can affect the values of the
prefactors, and therefore the scaling functions. For example, the EFT effects originate
solely from the matrix element (in MADGRAPH) and not from the parton-showering (in
PYTHIAS). As a result, the values of the prefactors can depend on the scheme and param-
eters used for the jet-matching. In general, these generator options have a small effect on
the final parametrisation. Nevertheless it is important to specify the options used when
reporting results; a summary of the MC options used in this interpretation is provided in

Appendix G.

7.4.2 Effect at production

Each Higgs boson production mode is generated separately, according to the MADGRAPH
process definitions listed in Appendix G. The Higgs boson decay is not specified in the
process definition, such that EFT effects only enter in the Higgs boson production inter-
action vertices. The option NP<=1 limits the number of BSM vertices to one per Feyn-
man diagram. After interfacing with PYTHIAS, the particle-level events are propagated
through the Rivet program [181], using the HiggsTemplateCrossSections routine. This

routine sequentially extracts the simulated-event constituents, forms hadronic jets with

4If the value of a is large, the EFT kinematic phase-space can be sufficiently different to the SM
kinematic phase-space. The reduced overlap in phase-space means that fewer events can be reweighted
to describe the EFT effects, which explains why large values of a induce a large statistical uncertainty in
the EFT parametrisation.
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Figure 7.1: The Z boson transverse momentum, p%, spectrum for ZH leptonic events generated
at LO. The black points correspond to the SM prediction, whilst the coloured lines
show the distribution when various EFT contributions are introduced.

the FASTJET packagage [68] using the anti-k; algorithm with a distance parameter of
0.4 [69], calculates high-level kinematic quantities (e.g. pif, pY¥, pgjj, myjj, Njets) and,
finally, classifies the simulated events according to their truth-level STXS bin. In all steps
including the classification, the Higgs boson decay products formed by PYTHIAS are ne-
glected. The routine has been modified to output the bin-classification at each stage of

the STXS framework considered in the combination: stage 0, 1.0 and 1.1.

A large number of events are generated for each production mode (10%) to ensure each
STXS bin is sufficiently populated. As a result the uncertainty in the scaling function
The

set of 45 event weights are then applied to extract the SM and EFT-reweighted cross

prefactors arising from the limited MC statistics is small (typically below 1%).

sections of each individual STXS bin, which are subsequently used to calculate the relevant

prefactors: {A;, B;T}, according to the prescription described above.

Figure 7.1 shows the p% distribution for ZH leptonic events in the SM (black points)
and when turning on various HEL parameters (coloured lines). The enhancement due to
the cyw and cww — cp parameters grows with increasing p%; improving the measure-
ments of this high-py region of phase space would allow for tighter constraints on these

parameters. The dashed lines in the plot indicate the boundaries in p% which define the
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Figure 7.2: Cross-section scaling functions, u;rod (&), for the ZH leptonic STXS stage 1.1 bins in
terms of cyww — cp (left) and egw (right). The red line shows the scaling behaviour
for inclusive ZH leptonic production (stage 0). The dashed lines indicate the scaling
functions when only the linear terms are considered (B, = 0).

ZH leptonic STXS stage 1.1 bins®. The cross-section scaling functions, ,u;md(é'), for each
of these bins are shown as a function of ey w — cp and cpw in Figure 7.2. In the plots,
all other HEL parameters apart from the dependent variable are set to zero. Clearly
the dependence on the HEL parameters increases as a function of p%. Going further,
Figure 7.3, shows u;md(é’) for the ZH leptonic STXS stage 0 bin, considering variations
in the pair of HEL parameters: cyww — ¢g and cgy . The tilt in the distribution arises
from the relevant cross-term, Byww_B.ow.

The scaling function for the inclusive ttH STXS bin® is shown as a function of ¢, in
Figure 7.4. Interestingly, the scaling function is equal to unity for two distinct values of
¢, within the allowed range of the parameter: at the SM point (¢, = 0) and at ¢,, = —4/3.
Without additional measurements sensitive to ¢, entering the likelihood, it is impossible to
distinguish between these two points in parameter space. As a result the ¢(c,) likelihood
curve will exhibit a double-minimum structure, with minima situated around ¢, = 0
and ¢, = —4/3. The inclusion of the tH production cross section measurement shown
in Chapter 6 would help alleviate this degeneracy. A similar degeneracy is observed in
the ZH leptonic scaling functions in Figure 7.2. This however, is broken by including
other measurements in the combination which depend differently on cgyw and cww — ¢p:
the qqH and WH leptonic production modes, and the H — Z7Z and H — WW decay

channels.

®The ZH leptonic 150 < p¥ < 250 GeV region is further split into bins with zero jets and >1 jet.
5The ttH production mode is only split (according to pH ) at stage 1.2.
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Figure 7.3: Cross-section scaling function, u;rod (&), for inclusive ZH leptonic production (stage
0), considering variations in the pair of HEL parameters: cww — ¢g and cgw. The
contours indicate lines of constant p. The black lines show the scaling function when
the cross-term, Bww_gB, gw, is neglected.

7.4.3 Effect at decay

The decay-mode parametrisation is taken directly from Ref. [166]. Higgs bosons are
generated at rest and are made to decay in a particular channel (see Appendix G), where
the EFT effects enter the Higgs boson decay vertices. The STXS framework does not
include a fiducial region definition for the Higgs boson decay products, and therefore the
EFT effects at decay are defined for the inclusive Higgs boson decay phase-space.

The partial-width scaling functions are derived using a similar approach to the cross-
section scaling functions. This amounts to extracting the SM prediction of the partial
width at LO and the partial width with EFT effects turned on, and following the derivation
procedure outlined in Section 7.4.1. The total Higgs boson decay-width parametrisation
is then inferred from the sum of all partial-width scaling functions, where the decay
channels are weighted in the sum according to their total contribution to I'"’. Figure 7.5
summarises the branching-fraction scaling functions, ,ugecay(éj, for the decay channels
considered in the CMS Higgs boson combination. As the H — bb decay channel has the

largest branching fraction, the greatest impact on the total decay-width is from the ¢q4
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Figure 7.4: Cross-section scaling function, u;rod(é), for ttH production in terms of c¢,. The
dashed line indicates the scaling function when only the linear term is considered

(Buw = 0).

parameter. Also, in accordance with ttH production, the H — bb and H — 77 scaling
functions have two points in ¢4 and ¢y respectively, which correspond to the SM prediction
(unity). Again, since no additional measurements are included in the combination which
are sensitive to these parameters, the corresponding ¢(cy) and ¢{c;) likelihood curves will

exhibit a double-minimum structure.

7.4.4 Summary

The impacts of each HEL parameter on the stage 0, 1.0 and 1.1 cross sections, and the
branching fractions are displayed in Figure 7.6, relative to the SM predictions. Fach
parameter is varied to its expected upper and lower 1o confidence level values to indicate

the size of variations to which the combination measurements are sensitive to”.

The full HEL parametrisation, ,u;m 4(€) and ,ug ccay (€), is presented in Tables H.1-H.5 of
Appendix H. For each signal process, the total scaling function is defined as the product
of the corresponding cross-section and branching-fraction scaling functions. Figure 7.7
shows the example for the qqH BSM STXS stage 1.1 bin in the H — Z7Z — 4¢ decay
channel, plotted as a function of (cyww — cp)-vs-cgw. These total scaling functions,
ubf (&), are then applied to the signal-yield estimates when constructing the likelihood,
as shown in equation 7.8, and constraints on the HEL parameters, ¢, are extracted using

the techniques described in Section 5.1.2.

"These are taken from the fit in which only variations in a single HEL parameter are considered
(see Section 7.6). For parameters which demonstrate a double-minimum in the likelihood (cu,cq,cs), the
confidence levels are taken from the minimum around 0.



176 Chapter 7. An EFT interpretation of STXS measurements
HEL UFO HEL UFO
5 ——— — ] 25— ——— ——— ——— —
C —rt 3 C —r 1
E —H-yy ] r —Ho oy E
2 Ho 2z — 2 Ho 2z -
C Ho ww ] r Howw ]
C Ho 1t | C H-o 1 ]
~ 15F H—bb 3 ~ 15 Hobb 3
o C - ] o C - ]
PO ] (O ]
5 F 3] § F ]
g 1 — g 1 —
- 'C 1 -8 10 ]
= ¢ ] r 1
05 = 05 -
ofF- 3 of- .
Co b v v v b v e e e e 1 T Co b v e e e e L -
0 B 0 5 10 10 5 0 5
5 4
cex 10 C,x 10
HEL UFO HEL UFO
25 T T T T 25 T T T T
C —_ 3 C —r 1
C —H - yy ] C —H -y ]
2 Ho 2z - 2 Ho 2z 3
£ Ho ww J ~ F Ho ww ]
— C H— 11 ] &) C H— 1 ]
215 H—bb - |15 H—bb =
T £ -r J N --r ]
) L ] g T ]
R ] o i f .
2 E % b E
EX C ] g ]
£ ] -5 r ]
05 = 05 -
ol 3 ol .
C | L L | L L | C L | L L | L 1
0 E 0 5 10 15 15 10 5 0 5 10
2 _ 2
Chyy X 10 (CWW Cg) X 10
HEL UFO HEL UFO
EE T T T SR e TS A U IR 2.5 [ T T e
C —rt g C
C —H-wy 7 C
2 Ho 2z - 2
C Ho ww ] r
C Ho 1t 3 C
—~ 15 H->bb — 5 15
o L - ] ) L
7 F \/ 3 g L
Pg U = | Pg 11—
EN £ ] r
05— — 05—
o 3 o
Cov b v b v b v b v b v b L0 7 O b v b v v b v b v b v b v o Loy
20 5 10 5 E = E E
c,x 10 cyx 10
HEL UFO
L —H- vy ]
2 Ho 2z —
C Ho ww 3
C H- 11 |
—~ 15 H- bb 3
£ C - ]
= O 3
8 F ]
PR A =
05 3
ofF- 3
Cev b v v v v b e b v b v b o b0 07
20 5 10 E 5 0
¢ x 10

Figure 7.5: Branching-fraction scaling functions, ugecay(é) (solid coloured lines) for each decay
channel considered in the CMS Higgs boson combination. The dashed lines represent
the corresponding partial-width scaling functions, and the solid black lines shows the
Higgs boson total-width scaling functions. It is the ratio of these two which provide
the branching-fraction scaling functions.
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Figure 7.7: The total scaling function, p>/(c), for qq BSM events in the H — ZZ — 4/
decay channel, considering variations in the pair of HEL parameters: cyw —cp and
cyw- The contours indicate lines of constant p. The effect is decomposed into the
cross-section scaling function, u;ro 4(€) (red), and branching-fraction scaling function

P (@) (bluc).

7.4.5 Validation of the scaling functions

The cross-section scaling functions have been calculated previously for the STXS stage
1.0 bin definitions in Ref. [166]. This enables a direct comparison of the prefactors,
A, and By, calculated there (HXSWG parametrisation) to those derived for this thesis
(CMS parametrisation). For most stage 1.0 bins the two parametrisations are in excellent
agreement, with the calculated prefactors exhibiting differences below the 10% level. This
is not the case for the linear terms for a number of bins in the qqH binning scheme,
particularly the qqH bin with pr of the leading jet greater than 200 GeV, the qqH VH-
like bin, and the qqH rest bin. For such bins, the Agw and Aww_p values were found
to differ by at least 50%, with some even showing opposite signs.

An extensive series of tests were performed to try and reconcile these differences.
These include changing the nominal point in parameter space away from the SM, alter-
ing the MG5_AMC@NLO and PYTHIAS options, and generating separate samples for

each point in parameter space as opposed to using the reweighting procedure described in
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Section 7.4.1. In all cases, the calculated prefactors were consistent within statistical fluc-
tuations, demonstrating the CMS parametrisation is stable to variations in the extraction
method.

Nevertheless, the effects of the parametrisation differences have been investigated.
This was done by using the HXSWG parametrisation for the STXS stage 1.0 bins when
performing the results extraction. It was found that the constraints on cyw — c¢p and
cyw improve by roughly 20% and 25% respectively, compared to the results when using
the CMS parametrisation. The constraints on all other HEL parameters were in excellent

agreement.

7.5 Simplified likelihood re-interpretation procedure

Before showing the results extracted using the full likelihood, it is useful to introduce a
simplified approach to re-interpreting cross section measurements. This has been used
as a tool to investigate particular properties of the HEL interpretation, such as the most
important operators for the combination input analyses, and to gain an estimate of their
respective sensitivity. A y? function is constructed using measurements from different

input analyses,

V) = 3 (Xa = )V (X, — ), (7.21)
with the following inputs:

e a: index to label the input analysis.

e X,: a vector of cross section times branching fraction measurements from analysis
a. The elements of the vector are the best-fit values of [0 - Bf Jobs, relative to the
SM prediction: z§/ = [0° - Bf|ops/[0" - Bf]sm. For example, to use the H — 7y
minimal-merging results shown in Chapter 6, X, would be a vector of the best-fit

values shown in the final column of Table 6.2.

e p: a vector of EFT scaling functions, pf(¢), where the elements match the cor-
responding measurement in the X, vector: zif . In this manner, the element-wise

subtraction is minimised for the HEL parameter point in which,
Mi’f(E) = [O-i : Bf]obs/[o-i ’ Bf]SM-

e V,: covariance matrix for the cross section times branching fraction measurements

from analysis, a, with elements: Va(i’f)’(j’g) = P(i,f),(j,g) i, f 25,9 The terms 3; ¢ and
Y4 are the symmetrised 68% confidence intervals in the measurements a:fl’f and
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xh9 , respectively. The term p(; 1) (g
i?f

xg’ and x3?. Note, if the input analysis corresponds to measurements in a single

) refers to the correlation coefficient between

decay channel then f = g. To use the H — <7 minimal-merging example, the ¥; ¢
and X; , would be symmetrised values of the 68% confidence intervals shown in the
final column of Table 6.2, and p(; y) (j,4) Would be taken from the correlation matrix

shown in Figure 6.15.

The x? value is minimised with respect to the HEL parameters, & This is done
numerically using the scipy.optimize package [182]. The point in HEL parameter space
which minimises x? corresponds to the best-fit point, whilst the points which incur a
change Ax? = 1 and 4, correspond to the +10 (~68%) and 420 (~95%) confidence
intervals. This minimisation is performed for two scenarios. The first scenario, only
considers variations in a single HEL parameter, whilst the other parameters are fixed
to 0. The second scenario allows variations in all parameters simultaneously, performed
by scanning over one parameter and profiling the other parameters in the minimisation.
From a physical perspective, the first approach corresponds to considering BSM effects
in a single EFT operator, whilst the second approach is more general and allows BSM
effects in a number of operators simultaneously.

In summary, the Ax?(¢) surface is a simplified approximation of the ¢(&) surface, de-
rived from the full-combination likelihood. In this approximation, the likelihoods of the
input analyses are assumed to be Gaussian in nature, such that the uncertainties in the
measurements are symmetric. In addition, it is assumed that the results of different anal-
yses are completely independent i.e. the correlation coefficients between them are 0. This
assumption completely ignores the common sources of systematic uncertainty between

input analyses.

7.5.1 Re-interpreting CMS STXS measurements

The simplified re-interpretation procedure is applied to the full set of analyses listed in
Table 7.2. For both fitting scenarios, the x? minimisation is performed when using the
quadratic scaling functions, and when considering only the linear terms in the parametri-
sation (Bp, = 0). A comparison between the two Ax? curves demonstrates the impact of
including the purely-BSM terms, and therefore indicates the sensitivity of the measure-
ment to terms suppressed by a factor A7

Figures 7.8 and 7.9 show the Ax?(c,) functions for each considered HEL parameter.
The black and purple lines represent the fits in which the other parameters are profiled and
fixed to zero, respectively. All results are in agreement with the SM (¢, = 0) within the 20

confidence intervals. In the plots, solid lines are used to show the results from using the
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The Ax?*(c,) curves for the HEL parameters: cg, ca, cww — cp and cgw. The

black and purple lines in the top panels correspond to the fits in which the other
parameters are profiled and fixed to the SM, respectively. The dashed lines indicate
the fits when only linear terms are considered in the parametrisation. The points
in each curve show the values of ¢, where the minimisation is performed; the lines

are extracted by interpolating between these points.

The horizontal red lines at

Ax?*(c,) = 1 and 4 indicate the 1o and 20 confidence intervals in c,, respectively.
The bottom panels show the pull of the profiled parameters with respect to the

parameter of interest.
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Figure 7.9: The Ax?(c,) curves for the HEL parameters: c,, ¢g and ¢;. The black and purple
lines in the top panels correspond to the fits in which the other parameters are
profiled and fixed to the SM, respectively. The dashed lines indicate the fits when
only linear terms are considered in the parametrisation. The points in each curve
show the values of ¢, where the minimisation is performed; the lines are extracted
by interpolating between these points. The horizontal red lines at Ax?(c,) =1 and
4 indicate the 1o and 20 confidence intervals in ¢, respectively. The bottom panels
show the pull of the profiled parameters with respect to the parameter of interest.
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full quadratic scaling functions, whilst the dashed lines represent the results from using the
linear terms only. The inclusion of the quadratic terms is observed to have a particularly
large impact on the cpw and cww — cp constraints. This effect can be inferred from
the difference between the quadratic and linear scaling functions in Figure 7.2, where for
example, the ZH leptonic stage 0 bin (red line) has a steeper dependence for cyy > 0
when the quadratic terms are included. Consequently, the upper constraint on cyw in
Figure 7.8 is tighter compared to the linear-terms-only case. In addition, the ¢,, cq4
and ¢, Ax? curves exhibit a double-minimum structure when the quadratic terms are
included. All in all, these stark differences demonstrate the importance of including the

A~%-suppressed terms in the parametrisation®.

The bottom panels of each plot show the pulls of the profiled HEL parameters as
a function of the parameter of interest. These are taken from the fully quadratic fit
(solid black line). The pulls can be used as an indication of the correlation between HEL
parameters. For example, the cyw and cyw — cp exhibit a strong anti-correlation due
to their similar effects on the HWW and HZZ interaction vertices. The largest pulls are
observed for the c4; parameter. This is due to the sizeable impact on the total Higgs
boson decay width from ¢y, which in turn incurs a larger variation in the other profiled

parameters.

Additionally, many of the profiled Ax?(c,) functions demonstrate an asymmetry for
positive and negative values of the HEL parameter, even when considering the linear-
terms only. There are two effects here which can cause this behaviour. Firstly, the
total scaling functions are the product of the cross-section and branching-fraction scaling
functions (equation 7.16). Therefore, even when considering only the linear terms (A, ¢;)
in ,uf)ro 4(€) and ,uéc ccay (€); the product of the two can introduce non-linear effects. Secondly,
it can be seen that the fits in which the other parameters are fixed to zero (purple lines)
are generally more symmetric about the best-fit point. An additional factor causing the
asymmetry is therefore the correlation between HEL parameters. This is confirmed by the
flattening of the linear-only profiled Ax?(c,) functions (black dashed lines) for opposite
sign values of the strongly anti-correlated cyyw and cyyw — cp parameters. Ultimately, as
the re-interpretation shown here includes many independent measurements which depend
differently on the HEL parameters, it is difficult to pinpoint the exact origins of the
asymmetries. Such a study would require fitting only a subset of the input measurements

to understand which production modes and decay channels create the asymmetry.

8This finding questions the validity of neglecting dimension-8 operators, where the leading interference
terms enter at O(A74). This choice of only including dimension-6 operators effectively introduces some
model-dependence into the interpretation. The definition of a fully-consistent SMEFT up to dimension-8
has recently been achieved [73]. However, going to dimension-8 introduces an additional 44,807 operators
and it is not yet known how we will approach constraining such a high number of independent parameters.
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In summary, the simplified re-interpretation procedure is a useful tool for extracting
the approximate constraints on the parameters of interest, and testing the properties of
the parametrisation, such as the impact of including the B, terms. In addition, the
pulls of the profiled parameters can be used to estimate their respective correlations.
It should be stressed that this method is not particular to EFT. It can be used to re-
interpret a wide range of LHC measurements in terms of some other BSM model, as long
as the measurements, X,, can be expressed as functions, u*/, of the parameters of the

underlying theory.

7.6 Full likelihood results and discussion

This section presents the results using the full combination likelihood, according to the
procedure detailed in Section 5.1.2. Performing the interpretation in this way, with access
to the full likelihood, is unique to experiments. The theoretical uncertainties in the SM
predictions of the cross sections and branching fractions (@h) are directly folded into
the measurement. Uncertainties in the HEL parametrisation, namely the uncertainties
in the A, and B, prefactors arising from missing higher-order corrections and limited
MC-statistics are neglected. Furthermore, the bbH, tH and ggZH processes are fixed to
their SM predictions in the fit, within theoretical uncertainties. This reflects the fact
that there are no dedicated analysis categories targeting such production modes in the
combination; although conservative this ensures there is no gain in constraining-power
from production modes that are not explicitly probed.

Figure 7.10 shows the resulting ¢(c,) curves. Two likelihood-scans are performed for
each of the seven HEL parameters following the same scenarios used in Section 7.5.1. The
first scenario, represented by the dashed lines, corresponds to considering BSM effects in a
single EF'T operator, such that the other HEL parameters are fixed to 0 in the scan. The
second scenario considers BSM effects in all HEL parameters simultaneously, and is shown
by the solid lines. In practice, this is performed by scanning over the parameter of interest
and profiling the other HEL parameters in the minimisation. As expected, the constraints
are tighter for the first scenario, however the act of setting the other HEL parameters to
zero introduces a higher degree of model dependence into the interpretation. In all fits,
the HEL parameters have been scaled by a constant multiplier as the minimiser is more
stable for parameters of order 1.

The best-fit values of the HEL parameters, and the corresponding confidence intervals
are summarised in Figures 7.11 and Table 7.3. The double-minimum in the ¢, ¢4, and ¢y
likelihood scans originates from the degeneracy in the relevant scaling functions, where

two points in the parameter space correspond to the SM prediction. For example, the cq4



7.6. Full likelihood results and discussion

185

35.9-137 fb' (13 TeV)
T T T

L cms

35.9-137 b (13 TeV)
T T

T
145 ] 14 CMS ]
t  Preliminary —— Observed t  Preliminary —— Observed
9t Other ¢, =0 ] 0t e Other ¢;=0 ]
10 . 1oF 1
of 1 ]
o s ]
4 ] aF
r K r
2 a_ B 2F .
ol | | \ / | | | ol | |
-8 -6 -4 -2 0 2 4 6 8 10 -8 6
cex 10° c, x 10*
35.9-137 fb' (13 TeV) 35.9-137 fb” (13 TeV)
o [T — e o [T N
14 CMS ] 14 CMS ]
t  Preliminary —— Observed t  Preliminary —— Observed
12 e Other ¢, =0 ] LT Other ¢; =0 ]
8- ] 8- : ]
of 1 e ]
4 y aF : ]
ol L \‘M‘\HH\H’ O’\““\\LM‘\‘ L
-10 -5 5 10 -10 -5 0 5 10
_ 2 2
(cWW cg) x 10 Chw X 10
35.9-137 fb™ (13 TeV) 35.9-137 b (13 TeV)
o [ T T ] o [ T T T il
14 CMS B 14 CMS B
b Preliminary —— Observed t  Preliminary —— Observed
12 e Other ¢, =0 ] 22t e Other ¢; =0 ]
10 ] 10
8l ] 8f
o R
o i
o \ / 1 \
0 L I I M L] 0 i \j I I
-10 -5 0 5 —20 -15 -10 -5
c,x 10
35.9-137 ™! (13 TeV)
O [ T T T T T ]
14 CMS b
t  Preliminary —— Observed
9t Other ¢;=0 7
10f ,
8f b
6 ]
4f i
ol L \ed | I I I L ':\ I
-16 -14 -12 -10 -8 -6 -4 -2 0 2 4
¢ x10

Figure 7.10: Plots of the ¢(c,) curves extracted in the HEL interpretation. The solid black
(dashed blue) lines correspond to the fits in which the other HEL parameters are
profiled (fixed to the SM). The horizontal lines at ¢(c,) = 1 and 4 indicate the 1o
(~68%) and 20 (~95%) confidence intervals in c¢,.
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Figure 7.11: Observed best-fit values and confidence intervals for the parameters of interest in
the HEL interpretation. The black circles, black thick lines, and black thin lines
correspond to the best-fit values, the +10 (68%) confidence intervals, and the +20
(95%) confidence intervals, respectively, taken from the fits in which the other HEL
parameters are profiled. The corresponding results from the fits in which the other
HEL parameters are fixed to zero are shown by the hollow blue circles, the dark
red bands and the light red bands respectively. The compatibility of the profiled
fit with respect to the SM prediction is approximately psy = 89%.

constraint is driven by the measurement of the H — bb branching fraction, which has a
scaling function equal to unity for ¢y = 0 and ¢4 = —4/3. Including EFT variations in
bbH production would help alleviate this degeneracy due to the introduction of a term
X ¢q ¢ in the bbH scaling function. Nevertheless, as described above, the bbH production
mode is constrained to the SM prediction within theory uncertainties, since there is no

dedicated analysis category targeting this production mode.

It is observed that both the best-fit values and confidence intervals can vary dramat-
ically between the two fitting scenarios. This is especially true for the parameters which
have sizeable correlations e.g. cyww — ¢ and cyw, and also for ¢g due to its large im-
pact on the Higgs boson total width. The differences arise since the values of the other
HEL parameters in the profiled fit can counter the impact from varying the parameter

of interest, thus leading to a wider ¢(c,) curve. In contrast, this is not possible in the fit
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Table 7.3: The best-fit values with 1o (~68%) confidence intervals for the parameters of interest
in the HEL interpretation. The results from both fitting scenarios are listed: profiling
the other HEL parameters in the minimisation, and fixing the other HEL parameters
to zero. The expected confidence intervals derived using the Asimov data set are
given in brackets. For the ¢,, ¢4 and ¢, parameters, the best-fit values and confidence
intervals are stated for the minimum closest to zero in the respective g(cp) curves.

HEL interpretation

Parameter Others profiled Fix others to SM
G x 10° 1437330 (*332) 0274385 (*181)
e x 101 10313 (F138) —0787 115 (119)
(owrwy = ez) x 107 216735 (*350) 0621%(+12)
caw x 10° 1454 TR (+45) 077495 (F138)
0 X 10 0.68%53(*533) 0.43+958 (0.
ca % 10 0504195 (*1:63) —0.01733 (*63)
¢ x 10 057378 (4022 075+ (%03

in which the other parameters are fixed to 0, resulting in narrower curves and therefore
tighter constraints. This effect is less pronounced for the parameters which have smaller
correlations and smaller effects on T'¥: ¢,, c4 and ¢y.

The correlation coefficients between the HEL parameters are displayed in Figure 7.12.
As mentioned above, a large anti-correlation is observed between the pair of HEL pa-
rameters which mostly affect the HWW and HZZ vertices, namely cgw and cyyw — ¢p.
Including more granular measurements of the VH leptonic and qqH STXS bins will help
reduce these correlations, since the cgw and cyw — c¢g dependence varies for different
kinematic regions of phase space. Moreover, large correlations are observed between cg
and several other parameters. This results from the fact that the parametrisation is
defined at LO. As a result the ggH production mode depends solely on ¢, and this de-
pendence is relatively flat across all STXS bins. The cg parameter is therefore constrained
by the total ggH production rate, which cannot be easily distinguished from an overall
increase in the total Higgs boson decay width. The exceptions are c4 and ¢;, which show

a small correlation with ¢z as they do not contribute significantly towards T'H. This
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Figure 7.12: Observed correlations between the parameters of interest in the HEL interpretation.
The size of the correlations is indicated by the colour scale.

property also explains the sizeable difference between the fixed and profiled ¢(cg) curves
in Figure 7.10.

All in all, the results are extremely compatible with the SM prediction. This is clearly
visible in the ¢(cp,) curves, such that all parameters in the profiled fit are in agreement
with the SM prediction (¢, = 0) within the 68% confidence intervals. The corresponding
p-value from the profiled fit, with respect to the SM hypothesis, is pspy = 89%.

The uncertainties in the HEL parameters are amongst the most powerful constraints
from Higgs boson measurements, thereby reducing the possible parameter-space for BSM
physics in the Higgs sector. Naively, one can convert the constraints on the dimensionless
HEL parameters to a lower limit on the energy scale of new physics, A, by inverting the

relationships defined in Table 7.1. For example, the constraint on cg,
leal < 5 x 107° @ 68% C.L., (7.22)

roughly corresponds to the following bound on the scale of new physics in the effective

Hgg interaction vertex, assuming the nominal Wilson coefficient, wg, is of order one,

2

My
2
s

wag
ca

A% =

= A > 11TeV@68%C.L.. (7.23)
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Table 7.4: The expected 1o (~68%) confidence intervals for the HEL parameters in the profiled
fit. The equivalent constraints are shown from the ATLAS result documented in
Ref. [183]. The final three rows show parameters which are not included in both the

CMS and ATLAS operator subsets.

Parameter ATLAS result [183] CMS result
cg x 10° 3% B

ca x 10* iy iy
(eww — cB) x 10 2 20
crw x 102 s 33

cu % 10 24 0%

cq % 10 . i

co % 10 - o
crp X 10! T4 ;

Ultimately, the HEL model can be matched to UV-complete BSM theories. In doing so,

the constraints on the HEL parameters shown here can be re-interpreted as constraints

on the BSM couplings and masses of a UV-complete theory. A number of EFT matching

examples are provided in Ref. [76].

7.6.1 Comparison to ATLAS result

Table 7.4 compares the expected constraints® extracted in this analysis to those from a

previous result by the ATLAS Collaboration [183], which combined measurements from
the H = ~y and H — ZZ — 4/ decay channels using 2016 data only (36.1 fb~!). The

improvements with respect to the ATLAS results are explained below for the common

parameters of interest. It is important to keep in mind that this is not a perfect comparison

since the ATLAS result considers a different HEL operator subset, {O’}.

e The constraint on ¢4 improves by approximately 40% due to the inclusion of the
2017 data (41.5 fb~1) on top of the 2016 data (35.9 fb~!) in the H — ~+ channel.

The improvement from the increased luminosity is not as large for cg since the

constraint comes predominantly from ggH production which is limited by systematic

uncertainties. Hence, there is a smaller gain from the increase in statistics.

e The constraint on ¢, improves dramatically (~70%) due to the inclusion of analyses

which specifically target ttH production in the CMS combination.

9The expected constraints offer the best point of comparison in terms of the sensitivity, as they are

not affected by statistical fluctuations in data.
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e The inclusion of the H - WW and VH, H — bb measurements in the combination,
in addition to the increased statistics in the H — ZZ — 4/¢ channel, leads to an
improvement in the constraint on cyw — ¢g by approximately 35%. Nevertheless,
the improvement is somewhat hampered by the differences between the CMS and
HXSWG parametrisation, described in Section 7.4.5. For cpyy, the parametrisation

differences have a larger effect, resulting in a smaller improvement in the constraint

(~15%).

e The ¢4 and ¢; parameters were not considered in Ref [183], since their constraints
are driven mainly from the H — bb and H — 77 channels. The cyp parameter is

not considered in the CMS interpretation.

Recently, the ATLAS Collaboration have superseded the result of Ref. [183] with an
EFT interpretation of STXS measurements in the H — bb, H — yyand H — Z7Z — 4¢
decay channels, using data taken during the 2016-2018 periods [184]. This corresponds to
a total integrated luminosity of 139 fb~! in each of the input channels. The interpretation
is performed in the Warsaw basis [46] (see Section 7.7.1), where the SMEFTsim model [79]
is utilised to derive the EFT parametrisation. Due to the difference in EFT bases, it is
difficult to make a direct comparison with the results of the HEL interpretation shown
here. The next CMS Higgs boson combination will include an EFT interpretation in the
Warsaw basis, based on the combination of STXS stage 1.2 measurements in all of the
major Higgs boson decay channels. More detail regarding this future CMS analysis is

provided in Section 7.7.1.

7.6.2 Comparison to the simplified re-interpretation procedure

The differences between the g(c,) curves in Figure 7.10 and the Ax?(c,) curves in Fig-
ures 7.8 and 7.9 directly reflect the assumptions of the simplified re-interpretation proce-
dure. Namely, assuming the likelihood surface is Gaussian and therefore the measurement
uncertainties are symmetric, and also treating the input analyses as statistically indepen-
dent. The results from both approaches are summarised in Table 7.5.

Most of the HEL parameters show a reasonable level of agreement between the two
approaches. This is particularly true for the expected sensitivities, given in brackets, and
for (the majority of) the fits in which the other parameters are fixed to zero. For the
profiled fits, the agreement is less good. This is because the profiled fit represents a more
complicated problem, where certain nuances of the likelihood, such as the correlations
between input measurements, become increasingly important. The complexity of the

CMS Higgs boson combination likelihood makes it extremely difficult to pinpoint the
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Table 7.5: The best-fit values and 1o (~68%) confidence intervals for the HEL parameters ex-
tracted using the full likelihood results extraction and the simplified re-interpretation
procedure. The expected 1o confidence intervals are given in brackets.

Other profiled Fix others to SM
Parameter
Full ¢ Ax? Full ¢ Ax?
oo x 10° Lagtian (3)  Laats T (13) | oarigz(ti) —oarh(v
oa x 10° SLost () oorii () | omstn(t)  vostag (s

2 +2.84 (+3.46
(eww —cB) x 10 2.1675 35 ( T5.00

caw x 102 ~1.45%57 7 S0 13

e x 10 068755 (*103)  06475% (00) | 043708 (0%8) 0507555 (+0%
e > 10 059193 (F18) 052758 (B52h) | 0.0 (FOR) 0267533 (*838
er x 10 —057H 0T (H07) —089t0 T8 (403 | 0.0 (F65) —os0r s (H6a]

origins of the differences. This ultimately motivates in-house EFT interpretations, such
as the one presented here, since the experiments have access to the full likelihood function.

It should be stressed that there exist more in-depth methods for performing re-
interpretations. An extension to the simplified re-interpretation procedure used here
is described in Ref. [185], which introduces a new method to deal with asymmetric uncer-
tainties. Furthermore, experiments are beginning to publish simplified or full likelihood
functions to accompany their measurements [186]. Such approaches will systematically

improve the accuracy of the re-interpretations.

7.7 The future of Higgs EFT measurements in CMS

The interest in using SMEFT to parametrise the effects of many candidate BSM theories
has increased substantially in recent years. The HEL interpretation discussed in this
chapter was the first application of a SMEFT to STXS measurements at CMS. Going
forward, the obvious means to tightening the constraints on the parameters of interest
in this approach, is to use more data, thereby decreasing the statistical uncertainties. In
addition, increasing the granularity of the measurements will help disentangle regions of
phase space that depend differently on the EFT parameters. Not only does this result in
tighter constraints and smaller correlations due to the kinematic information available in
the measurements, but it also allows more directions (more operators) in the EFT to be
probed.

The CMS Collaboration will perform a combination of Higgs boson measurements

from all the major decay channels, using the full data set collected in the period 2016-
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2018.19 This corresponds to an integrated luminosity of 137 fb~! in all input analyses.
In the combination, the signal processes will be defined at the granularity of the STXS
stage 1.2 binning scheme, thus enabling a highly granular EFT interpretation of STXS
measurements, akin to the ATLAS result of Ref. [184]. Of course, this will only be possible
when all of the individual input analyses to the combination have been finalised.

The HEL interpretation discussed in this chapter provides a solid platform on which
to build EFT interpretations of STXS measurements at CMS. Nevertheless, there are a
number of caveats associated with the result. These include the choice of operator basis
in the EFT expansion, the effect of higher-order corrections in the parametrisation, and
the impact of neglecting acceptance effects. This section discusses the implication of these

caveats, and how they may be addressed in future Higgs EFT measurements at CMS.

7.7.1 Warsaw basis: SMEFTsim

The first item to be addressed is the choice of operator basis. Ultimately, the choice
of basis only becomes relevant when the effect of certain operators are set to zero; new
physics will appear equivalently in any complete operator expansion. However, given
the limited available statistics and limited breadth of measurements, it is infeasible to
constrain all EFT operators simultaneously. As a result, some operators must be fixed to
zero, and the choice of basis becomes important.

The interpretation described in this chapter has been performed using a partial im-
plementation of the SILH basis, known as the Higgs Effective Lagrangian [163]. Whilst
the SILH basis benefits from being relatively straightforward to match to UV-complete
models with modified bosonic interactions, and is easily propagated to the impact on LEP
observables, it suffers from the fact that the same operators contribute to both anomalous
triple gauge couplings (aTGC) in EW measurements and Higgs observables [187]. Since
performing this interpretation, the emphasis in the high-energy physics community has
shifted towards the Warsaw basis [46]. The Warsaw basis is more appropriate for BSM
physics with modified fermionic interactions, and has already been used in a number of
Higgs, EW and top-quark measurements''. By adopting a common language in the EFT
interpretations, it becomes possible to combine results from multiple disciplines (Higgs,
EW, top), thus enabling the ultimate consistency test of the SM in which many directions
of the EFT parameter space can be probed simultaneously. Motivated by this notion of
a cross-discipline global combination, future EFT interpretations of STXS measurements
at CMS will be performed in the Warsaw basis.

The SMEFTsim package [79] provides a number of LO implementations of the com-

YIncluding the H — v measurements described in Chapters 4-6.
Some examples are provided in Refs. [184, 188, 189).
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plete Warsaw basis, up to operators of dimension-6, with different assumptions regarding
the flavour symmetry. The implementation discussed in the following section assumes a
U(3)° flavour symmetry i.e. unbroken global flavour symmetry present in the SM out-
side the Yukawa sector, and includes the possibility of CP-violating phases. The model
is configured using the theoretically-favoured mvy, mz and G input-parameter scheme.
Additionally, the Warsaw-basis parameters, c (capitalised to help differentiate from the
HEL parameters, ¢), are defined for a nominal energy scale of A = 1 TeV. This differs from
the HEL parameters, which absorbed the A~2 factor into their definition. Nevertheless,
the Warsaw-basis parameters can be obtained for alternate values of A = A* by scaling
with the factor (A*/1 TeV)2.

7.7.2 Warsaw parametrisation and expected sensitivities

The signal-yield parametrisation has been derived in the Warsaw basis using the same
procedure detailed in Section 7.4.1. All MC-generator options are identical to those
defined in Appendix G, except the HEL_UFQ model has been exchanged with the SMEFTsim
model. The parametrisation is defined at the granularity of the STXS stage 1.2 binning
scheme to match the input analyses in the future CMS Higgs boson combination.

Again, non-zero effects are considered in only a subset of EFT operators, since it is not
possible to constrain all directions of parameter space using Higgs boson measurements
alone. A larger number of operators, listed in Table 7.6, are included in this parametri-
sation to account for the enhanced sensitivity from the increased integrated luminosity
and more granular measurements. The full set of cross-section and branching-fraction
scaling functions are derived in the Warsaw basis including both the linear and quadratic
terms, and are tabulated in Appendix I. As an example, the scaling terms for the ZH lep-
tonic and ttH stage 1.2 bins are shown as functions of the Cgy and |Cy| Warsaw-basis
parameters, respectively, in Figure 7.13.12

The simplified re-interpretation procedure, introduced in Section 7.5, is used to provide
an estimate of the sensitivity to the Warsaw-basis parameters, applying the preliminary
parametrisation of Appendix I. The measurements, X,, entering the x? function are
the current public STXS stage 1.2 measurements performed by the CMS experiment:
the H — ~~ analysis described in Chapters 46, and the H — ZZ — 4/ analysis of
Ref. [190]. The results from the H — 77, H — bb and H — WW decay channels
are not available at the time of writing this thesis. For STXS bins that are merged in
the measurement, the corresponding scaling function is taken as the weighted sum of

the individual scaling functions, where each bin is weighted according to its relative SM

121t should be stressed that this parametrisation, particularly the chosen operator subset, is not yet
final and is likely to change before the future CMS Higgs boson combination.
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Table 7.6: The dimension-6 operator subset, {0}, considered in the Warsaw-basis parametrisa-
tion shown in Appendix I. An example Feynman diagram of the corresponding contact
interaction is shown for each operator. The quantity, o/, is defined by the gamma
matrices relation: o = i[y,,7,]/2. A U(3)® flavour symmetry is assumed, such that
in the diagrams, u, d and ¢ represent all up-type quarks, all down-type quarks, and
all charged leptons, respectively.
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Figure 7.13: Cross-section scaling functions, u;rod(é), for the ZH leptonic (left) and ttH (right)
STXS stage 1.2 bins in terms of Cpyw and |Cygl, respectively. The dashed lines
indicate the scaling functions when only the linear terms are considered (B,, = 0).

fraction in the merged bin'3.

Due to the limited number of input measurements, only
variations in pairs of Warsaw-basis parameters are considered.

The best-fit values and the 68% and 95% confidence level contours are shown for four
pairs of Warsaw-basis parameters in Figure 7.14. This by no means constitutes the full
set of parameters which Higgs boson measurements are sensitive to; the results are shown
to simply give a flavour of what kind of constraints will be possible in future CMS EFT
interpretations. In the plots, the observed and expected contours are shown in red and
grey, respectively. The observed best-fit points in the Cypex-vs-Crry and C’gg—vs—C’g’?] fits
are consistent with the SM, (0,0), within the 68% confidence level contour. Interestingly,
the Cpg-vs-|Cyue| and C’gg—vs—C’g’g fits show discrepancies with the SM at around the 95%
confidence level. It is crucial that more input measurements are included in the future
interpretation to see if these discrepancies remain.

Figure 7.15 compares the constraints in the Crg-vs-|Cy| fit, using different combina-
tions of input measurements. The left-hand plot shows the 68% confidence level contours
when only including the H — ~+ results (purple) and only including the H — ZZ — 4¢
results (green), and compares to the combination of the two results (red). Clearly, both
input channels have a significant impact on the sensitivity. From the expected contours
(dashed lines), we see the H — ZZ — 4/ channel is more sensitive to the Cp¢; parameter
than the H — ~+ channel, whilst the H — ~~ channel is more sensitive to |Cy|. This

latter observation is due to the relatively poor measurement of ttH production (x |Cyzl)

3 This will not be necessary in the full likelihood results extraction since each signal processes is defined
at the full granularity of the stage 1.2 binning scheme.
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Figure 7.14: The best-fit values, 68% and 95% confidence level contours for pairs of Warsaw-basis
parameters, extracted using the simplified re-interpretation procedure on STXS
stage 1.2 measurements from the CMS H — ~v and H — ZZ — 4/ analyses. The
red and grey lines show the observed and expected results, respectively.
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Figure 7.15: Constraints in the Cyg-vs-|Cug| plane, using different combinations of input mea-
surements. The left-hand plot shows the 68% confidence level contours when using
only the H — 7 results (purple), only the H — ZZ — 4¢ results (green), and
their combination (red). The right-hand plot compares the 68% confidence level
contours when using the STXS stage 1.2 measurements (red), compared to using
only the inclusive production mode measurements (blue), from both decay chan-
nels. In both plots, the expected contours are shown by the dashed lines.

in the H — ZZ — 4{¢ channel, which suffers from extremely low statistics. The plot
on the right shows the 68% confidence level contours when using the highly granular
STXS stage 1.2 measurements in the fit (red), compared to using the inclusive (STXS
stage 0) measurements (blue). The sensitivity to Cp¢ does not significantly improve as
the C'yg dependence is relatively flat across all ggH stage 1.2 bins. On the other hand,
the |Cy| constraint improves dramatically: the 68% confidence contour tightens and the
degeneracy is alleviated. This is a direct consequence of measuring ttH production in
different kinematic regions in the H — ~~ analysis of Chapters 4-6. Ultimately, the re-
sults shown here highlight the importance of including the kinematic information, which

is made available in STXS measurements, across multiple Higgs boson decay channels.

Before finishing the discussion on the Warsaw basis, it is important to highlight one
consequence of building a fully general SMEFT framework, which is that EFT effects
are not limited to the “signal” processes, but can also impact the “backgrounds”. In
fact, it is conceivable to imagine a signal process in one analysis may be considered as a
background in another e.g. ttZ production in a top quark analysis versus ttZ production
in a Higgs boson analysis. To construct a fully consistent EFT interpretation, especially
when combining different analyses (Higgs, top and EW), it will be necessary to consider

EFT effects in all processes simultaneously.
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Figure 7.16: The impact of a set of Warsaw-basis operators on the ggH STXS stage 1.2 bins at
LO (top panel) and at NLO QCD (bottom panel).

7.7.3 SMEFT at NLO

There are three independent means for improving EFT interpretations. The first is in the
experimental determination of the observables e.g. [0? - Bf|ops, which can be improved by
taking more data and reducing the sources of systematic uncertainty in the measurement.
Second, is the theoretical predictions of the observables in the SM e.g. [0 - Bf|gn, which
are improved by going to higher orders in their respective calculations. Finally, the third
rests in how precisely we can parametrise the deviations between the previous two; in the
interpretation described here it is the uncertainties in the derived A, and B, prefactors.

The precision of the parametrisation is systematically improved by including higher-
order contributions to the EFT predictions. An important milestone in this direction is
documented in Ref. [164], where higher-order QCD corrections to the SMEFT predictions
are computed for any observable. This is particularly important for processes which
occur via loops in the lowest order diagrams, such as ggH production. In the LO EFT
implementations, ggH depends solely on the effective vertex operator, Op¢, however,
going to higher-orders in the parametrisation calculation (i.e. including additional loops
in the diagrams) introduces dependencies on other operators.

Figure 7.16 shows the impact on the ggH STXS stage 1.2 bins from a subset of op-
erators in the Warsaw basis. In moving from the LO (top panel) to the NLO (bottom

panel) parametrisation, not only do the Cp¢ effects become increasingly dependent on
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the Higgs boson kinematics, but additional dependencies are observed. For example, by
resolving the top quark loop, we see that ggH gains a dependency on the |Cyc| Warsaw-
basis parameter (purple). This plot highlights the importance of including higher-order
contributions in future CMS EFT interpretations, particularly when parametrising the

loop-induced processes.

7.7.4 EFT after the detector

Throughout this chapter, we have seen that EFT effects modify not only inclusive event
rates, but also the event kinematics. This property means that the constraints on EFT
parameters benefit from measuring kinematic distributions, for instance in the STXS
framework or in differential cross section measurements. However, modifications to the
event kinematics can directly impact both the detector efficiency and the analysis accep-
tance, meaning the efﬁ’f factors become dependent on the EFT parameters, C. In the
interpretation described in this chapter, these factors are derived using SM MC, and are
assumed to take their SM predicted values. This assumption is particularly relevant in
the STXS framework, where the decay products of the Higgs boson are not restricted to a
fiducial phase space!®. As a result, the extrapolation from the experimental phase space
in which the events are measured, to the full kinematic phase space can be large. If the
events in the experimental phase space depend differently on the EFT parameters to the
total phase space, then the SM assumption of the eZ’f factors break down and the validity
of the interpretation is questioned.

The impact is especially severe for the four-body H — ZZ — 4/ decay channel, where
at least one of the Z bosons must be off-shell. Figure 7.17 shows the truth-level dilepton
invariant-mass distributions, myz; (mgzs2), for the Z candidate with invariant mass closest
to (furthest from) the nominal Z boson mass, mz = 91.188 GeV [24]. Events are required
to have a dilepton angular separation of ARy, > 0.05 to avoid divergences in the collinear
limit. The distributions are shown for the SM prediction and when turning on various
contributions from EFT operators in the Warsaw basis. In the corresponding analysis
selection [190], all reconstructed pairs of leptons that form a Z candidate are required to
have an invariant mass greater than 12 GeV, shown by the dashed vertical line in the
myzs plot. Clearly, the EFT effects are dramatically reduced in the experimental phase
space (mg > 12 GeV), compared to the full kinematic distribution, thereby reducing the
sensitivity to the relevant EFT parameters. Figure 7.18 demonstrates the impact on the
H — 77 partial-width scaling as a function of C'yy, Cgp and ng, when including the
mye > 12 GeV requirement at truth-level. Large discrepancies are observed in the scaling

functions for the Warsaw-basis parameters that exhibit a strong kinematic dependence i.e.

14This may change in the future, where discussions regarding a “STXS at decay” scheme are ongoing.
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Figure 7.17: The myz; and mygo distributions for H — Z7Z — 44 events at LO, where myz;
(myzs2) is the invariant mass of the Z boson candidate closest to (furthest from)
the nominal Z boson mass. The black points correspond to the SM prediction,
whilst the coloured lines show the distributions when various EFT contributions are
introduced. The dashed vertical line in the myzs distribution indicates the selection
criteria used in the H — ZZ — 4/ analysis, which demands all reconstructed pairs
of leptons that form a Z candidate have an invariant mass greater than 12 GeV.
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Chgw and Cgp, for with and without the selection requirement. This suggests that going
forward it will be crucial to account for these so-called acceptance effects, particularly for

processes which are significantly impacted.

There are two approaches to including the acceptance effects in the signal parametri-
sation. The first, demonstrated in Figure 7.17, is to apply the analysis-like selection cuts
at truth-level and re-derive the relevant scaling functions. This somewhat lightweight
approach is quick, but may oversimplify the problem at hand by not accounting for the
detector efficiencies, nor would it be possible to calculate the impact for higher-level anal-
ysis selection techniques, such as using BDTs or DNNs. The second approach is to include
the EFT effects in the full MC simulation samples used in the individual analyses, and
subsequently propagate these effects through the whole analysis chain i.e. the event recon-
struction and selection. The correct signal-yield parametrisation would then be derived
using only the subset of events which enter the respective analysis region. Although this
approach is the most thorough, generating separate samples for each EFT effect can be
cumbersome and extremely time-consuming. A workaround for this is discussed in the

following section.

7.7.5 Standalone reweighting procedure

The MADGRAPH matrix-element reweighting functionality [180] used for the signal parametri-
sation derivation in Section 7.4.1, can be exported as a standalone reweighting package.
Subsequently, the reweighting procedure can be applied to existing MC events, provided
all truth-level event information is available to fully specify the per-event matrix-element,
M. In doing so, events in the nominal SM simulation can be reweighted to any point in
the EFT parameter space, such that the corresponding event weights can be propagated
through the analysis framework. The obvious benefit here is that only one simulation
sample, the nominal SM sample, is required per process. An example is provided in Fig-
ure 7.19, which shows the reconstructed pr and n distributions for the leading lepton in
ZH leptonic events, where the nominal SM events have been reweighted to account for
variations in a number of Warsaw-basis parameters. This effectively shows the impact of
EFT after the CMS detector.

The application of this standalone reweighting procedure is still in its preliminary
stages, and there are a number of obstacles to overcome before integrating into a full CMS
analysis. These include the reweighting of higher-order SM events (e.g. NNLO) using a
lower-order reweighting scheme (e.g LO), and generating enough events to sufficiently
populate all regions of phase space, including those regions which are not particularly
favoured in the SM but might be enhanced in the EFT.
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Figure 7.19: The reconstructed pr and 7 distributions for the leading lepton in ZH leptonic
events. The black points correspond to the SM prediction, whilst the coloured
lines show the distributions when various EFT contributions are introduced. These
events are taken from a nominal SM simulation sample, and are reweighted to differ-
ent points in the EFT parameter space using the standalone reweighting procedure.

7.8 Summary

This section has detailed an EFT interpretation of STXS measurements at CMS. One of
the main benefits in using an EFT framework is that the results are agnostic to a wide
class of potential BSM theories that reduce to the SM in the IR limit. As a result, the
EFT interpretation offers a (almost) model independent framework on which to search
for BSM physics.

Higgs boson production cross sections and branching fractions have been parametrised
as functions of EFT Wilson coefficients, such that deviations from zero in these coeffi-
cients signal new physics. This parametrisation was extracted using the Higgs Effective
Lagrangian (HEL) model, at the granularity of the STXS framework. By doing so, the
kinematic information available in STXS measurements was utilised to further constrain
EFT operators. The parametrisation was applied to the most recent CMS Higgs boson
combination, which combines STXS measurements from all the major Higgs boson decay
channels. All results were found to be consistent with SM expectations, where the corre-
sponding constraints are amongst the most powerful constraints on EFT parameters from
Higgs boson measurements to-date.

The section concluded with a look to the future of Higgs EFT measurements at CMS.
The transition towards the Warsaw basis was discussed, motivated by the possibility of
a global cross-discipline combination. This included a sensitivity estimate in a number
of Warsaw-basis parameters from a combination of STXS stage 1.2 measurements in the

H — yyand H — ZZ — 4/ decay channels. Following this, the systematic improvement
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of the EFT parametrisation by including higher-order corrections was addressed. Finally,
the importance of including the effects of the CMS detector in future EFT analyses was
highlighted.
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Chapter 8

The High-Luminosity LHC

8.1 Introduction

The obvious means for improving precision measurements is to take more data. Run 2
of the LHC finished in 2018, delivering p-p collisions at /s = 13 TeV and reaching a
maximum instantaneous luminosity of around 2 x 10%* cm=2s~!. After a shutdown period
for upgrades and maintenance, Run 3 is expected to commence in 2022 and finish in 2024.
Here, the LHC machine will operate with an instantaneous luminosity of 2 x 1034 cm=2s7!
over the full data-taking period, at /s = 13 or 14 TeV. By the end of Run 3, over
£ =300 fb~! of p-p collision data will have been collected by the CMS experiment.

Since the statistical uncertainty in a measurement scales according to 1/v/L, simply
operating with the same beam-conditions beyond Run 3 is not particularly interesting; the
machine would have to run for fifteen years to see a factor of two improvement in the pre-
cision. A future operation of the LHC machine, referred to as the High-Luminosity LHC
(HL-LHC) [191], will upgrade the LHC beam and maximise the physics potential. During
this phase, proton bunches will be collided at /s = 14 TeV, with a nominal instantaneous
luminosity of 5 x 103 cm™2s~! (2.5 times the Run 3 instantaneous luminosity), rising to
as high as 7.5 x 10%* cm™2s~! towards the end of operation. Scheduled to begin in 2027,
this means by the mid-2030s an integrated luminosity of around 3000 fb~! (3 abfl) will
be available for physics analysis. Not only will this dramatically reduce the statistical un-
certainty in existing measurements, but it will also open the door for new measurements
and analyses that are not possible with a limited data set. One such example is provided
in Section 8.4, looking at the potential of constraining the Higgs boson self-coupling using
ttH 4 tH differential measurements.

Unfortunately, the increase in the instantaneous luminosity comes at a price. At the
HL-LHC, the mean pileup-per-bunch-crossing is expected to be as high as 200. This poses

a major challenge both in terms of the higher radiation levels delivered to the LHC exper-
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iments, and the ability to trigger on and reconstruct physics of interest in a high-pileup
environment. As a result, all LHC experiments will undergo major upgrade programmes
to accommodate the HL-LHC conditions. The operation of the CMS detector during the
HL-LHC is referred to as CMS Phase-2. For this operation, the CMS experiment will not
only replace the existing parts of the detector with high levels of radiation damage, but
will improve the functionality of these parts in terms of the radiation-hardness and the
granularity of the readout channels [192]. Amongst the numerous upgrades, two of the
most substantial developments are with respect to the L1T and the endcap calorimeters [3,
193].

The design latency of the CMS Phase-2 L1T will be extended to 12.5 ps. This enables
the use of more granular information from the various subdectors in the trigger decision
including, for the first time, hits in the inner tracker. Advances in Field Programmable
Gate Array (FPGA) technology [194] will also facilitate more complex algorithms at the
L1T stage, including the application of a Particle-Flow-like algorithm to link the various
subdetectors, as well as ML algorithms such as Boosted Decision Trees (BDTs). Further-
more, the combined improvements in the front-end electronics and the data-acquisition
(DAQ) system [195] allow the maximum output event rate of the L1T to be increased from
100 kHz to 500 kHz. All in all, these upgrades are crucial for maintaining an excellent
trigger efficiency in a high-pileup environment.

By the end of Run 3, the CMS endcap calorimeters will be significantly radiation-
damaged, such that their performance will be substantially reduced. For Phase-2, the
ECAL and HCAL endcaps will be completely replaced by a single subdetector, known
as the High-Granularity Calorimeter (HGCAL), which will have both electromagnetic
and hadronic components. The HGCAL will exhibit a fine segmentation in both the
transverse and longitudinal directions, as well as timing capabilities, to enable the precise
reconstruction of both electromagnetic and hadronic showers in four dimensions (three
spatial and one temporal). This is an extremely exciting prospect for studying physics

processes in the forward region, such as reactions initiated by vector-boson fusion (VBF).

8.2 The High Granularity Calorimeter

The design of the HGCAL [193] is driven mainly by the need to be radiation tolerant
and maintain a good energy resolution over the full lifetime of the HL-LHC project, as
well as exhibiting sufficient granularity to perform calorimetry in the forward region;
a schematic of this design is provided in Figure 8.1. It will cover the pseudorapidity
region: 1.5 < |n| < 3, and consist of an electromagnetic compartment (CE-E), followed

by a hadronic compartment (CE-H). The design is comprised mainly of silicon detector
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Figure 8.1: Longitudinal structure of the HGCAL. The electromagnetic compartment (CE-E)
consists of 28 sampling layers of hexagonal silicon sensors (green), interleaved with
absorber layers. The total depth of the CE-E is 26 radiation lengths (Xo) and 1.7
nuclear interaction lengths (A;). The hadronic compartment (CE-H) is formed of
24 sampling layers, with an increased thickness for the rear 12 layers. The active
material in this region is composed of silicon sensors (green) and plastic scintillator
(blue), for the region of the detector with lower levels of radiation. The CE-H extends
the total depth of the HGCAL to 10.7 A;. In front of the CE-E lies the endcap timing
layer (TE, purple) which aids in the mitigation of pileup, and a polythene neutron
moderator (PM) layer to reduce the neutron flux in the CE-E. Figure has been
adapted from that shown in Ref. [193].

technology, which has been shown to withstand high-radiation levels and perform well
in the high particle-flux environment. This is supplemented with plastic scintillator tiles
towards the rear of the detector, where the scintillation light is read out by silicon photo-
multiplier tubes. The active material of the detector is interleaved with layers of lead and
stainless-steel absorber, which increases the effective depth of the calorimeter and thus
provides good containment of the particle showers.

The HGCAL will feature unprecedented transverse and longitudinal segmentation.
Both the silicon sensors and the plastic scintillator tiles will be highly segmented, with a

size of &~ 0.5 to 1 cm? and ~ 4 to 30 cm?, respectively. Coupling this property with the fact
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that the highly-dense material in the HGCAL leads to laterally-compact showers enables
excellent shower separation. Moreover, the fine lateral granularity limits the region used
for the shower-energy measurement and thus minimises the energy contamination from
particles originating in pileup interactions. The longitudinal segmentation of 28 layers in
the CE-E and 24 layers in the CE-H provides a handle on the longitudinal development of
a particle shower. This capability, which is not possible in the current CMS calorimeters,
improves the electromagnetic energy resolution, enables pattern recognition, and helps to
mitigate showers originating from pileup. Finally, the intrinsic timing capabilities of the
silicon sensors mean that each energy deposit can be given a precise time stamp. This
timing information is especially useful for pileup rejection, identification of the interaction
vertex, and for the PF reconstruction.

An extra design requirement of the HGCAL is the ability to contribute to the L1T
decision. As introduced in the previous section, recent advances in FPGA technology in
both the available hardware resources and algorithm implementation tools have enabled
the application of more complex and powerful algorithms at the L1T stage. The following
section is dedicated to an ML algorithm designed to differentiate electrons and photons
from jets in the HGCAL L1T. More detail regarding the foundations of ML algorithms is
provided in Appendix B.

8.3 Electron and photon identification in the HGCAL L1T

The high granularity of the HGCAL enables electromagnetic showers originating from sin-
gle electrons or photons (e/7) to be resolved, even in the very high-occupancy environment
of the HL-LHC. To successfully reconstruct events containing such objects, it is necessary
to correctly identify e/~ showers at the L1T decision stage. This section investigates the
application of a BDT to distinguish e/~ candidates (signal) from pileup-induced clusters
(background) in the HGCAL L1T. For the studies, dedicated MC-simulation samples are
used which correspond to collisions in the CMS Phase-2 detector with a centre-of-mass
energy of /s = 14 TeV and an average of 200 pileup interactions per event.

Despite the increased total latency of the CMS Phase-2 L1T allowing HGCAL infor-
mation to be used, it is not possible to read out all the data with full granularity. To
reduce the data, only alternate layers in the CE-E are used, and neighbouring silicon
sensors (scintillator tiles) are summed into so-called trigger cells with a granularity of ap-
proximately 4 cm? (16 to 100 cm?). Additionally, a reasonably tight energy threshold is
placed on the trigger cells and no timing information is stored. A clustering algorithm [3]
is applied to the selected trigger cells, which (in a similar fashion to the algorithm de-

scribed in Section 3.4) first seeds the clusters and then builds topological clusters around
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these identified seeds. The resulting 3D clusters form the collection of HGCAL trigger
primitives, on which the L1T decision is based. Even with the data-reduction techniques,
the trigger primitives contain sufficient information regarding the 3D development of the
particle shower to efficiently identify e/~ candidates and reject clusters originating from

pileup.

The XGBo0OST software package [196] is used for BDT training, where the input
data are simulated HGCAL trigger primitives (3D clusters). Input features are the five
longitudinal and four lateral shower-shape variables listed in Table 8.1. The energy-

weighted RMS features are defined for generic trigger cell co-ordinate, p, as,

Ntc

= Eilpi - () (51)

Etot

Weighted RMS(p) =

where the sum is over a collection of trigger cells, each with energy F;, and co-ordinate
pi- The quantity (p) is the energy-weighted mean of p over the whole collection, whilst
FEioy = va ‘“ ;. Features of this type give an indication of the shower spread in the p

co-ordinate direction.

In the training, signal clusters are identified as those consistent with originating from
a truth-level electron of pr > 20 GeV,! where the cluster is required to pass a minimum-
pr threshold of 10 GeV. Note, only electron clusters are required for training the e/~
identifier since both photon and electron showers have almost identical features in the
HGCAL. Background clusters (pileup) are all clusters with pp > 20 GeV that are not

matched to a truth-level electron.

Two separate BDTs are trained in the pseudorapidity regions 1.5 < |n| < 2.7 and
2.7 < |n| < 3.0, to account for the fact that the e/ shower-shape features evolve rapidly
as a function of 7. This improves the overall background rejection with respect to train-
ing a single BDT inclusive in 7, particularly in the high || region. Figure 8.2 shows
the Max layer (longitudinal) and Weighted RMS(n) (lateral) distributions for signal and
background clusters in each 7 region. Both features show good discriminating power. The
Max layer distribution demonstrates that most e/~ showers deposit their maximum energy
in the CE-E compartment (first 28 layers, where only alternate layers contribute to the
trigger primitives), whilst clusters originating from pileup jets are more likely to deposit
their maximum energy in the CE-H compartment (back 24 layers). The distributions of

all input features are shown in Appendix J.

!This is done by requiring the reconstructed cluster to be within an angular separation of AR < 0.2
with a truth-level electron.
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Table 8.1: Input features to the HGCAL L1T e/ identification BDT.

Longitudinal shower shape variables

Weighted RMS(z)

First layer

Max layer

Shower length

Core shower length

Energy weighted RMS of trigger cell z co-ordinate, evaluated over the whole
cluster. Measure of the longitudinal spread of the shower.

First layer of the HGCAL with an energy deposit (above the trigger cell
threshold).

Layer of the HGCAL with maximum cluster energy deposit.

Total length of the cluster calculated as the difference between the first
layer and the last layer with an energy deposit.

Maximum number of consecutive layers with energy deposits in the cluster.

Lateral shower shape variables

Weighted RMS(r)

Mean layer weighted RMS(r)

Weighted RMS(n)

Weighted RMS(¢)

Energy weighted RMS of trigger cell r co-ordinate, evaluated over the whole
cluster. The r co-ordinate is divided by the z co-ordinate in the calculation
to account for the spreading out of the shower as it propagates through the
HGCAL. Measure of the radial spread of the shower.

Energy weighted RMS of trigger cell r co-ordinate, evaluated for each layer
separately, and averaged over the whole cluster. Again, the r co-ordinate is
divided by the z co-ordinate to account for the spreading out of the shower.
Measure of the radial spread of the shower.

Energy weighted RMS of trigger cell n co-ordinate, evaluated over the whole
cluster. Measure of the polar angle spread of the shower.

Energy weighted RMS of trigger cell ¢ co-ordinate, evaluated over the whole
cluster. Measure of the azimuthal spread of the shower.
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Figure 8.3: BDT output-score distributions for signal and background clusters. The BDT
trained in the low || region (1.5 < || < 2.7) and the BDT trained in the high
|n] region (2.7 < |n| < 3.0) are shown in the left and right plots, respectively. The
outputs show excellent discrimination between signal and background clusters.

8.3.1 Performance

The output-score distributions of the two BDTs are shown for signal and background clus-
ters in Figure 8.3; the scores are effectively a measure of how signal-like (1) or background-
like (-1) the clusters are based on the input shower-shape features, 7.

The performance of the classifier is evaluated using the area under the receiver op-
erating characteristic (ROC) curve [197]. Each point in the ROC curve corresponds to
the signal efficiency and background rejection evaluated at a given threshold on the BDT
output score. Here, the signal efficiency is defined as the fraction of truth-matched elec-
tron clusters above the BDT output-score threshold, whilst the background rejection is
defined as the fraction of pileup clusters rejected at the same threshold. The ROC curves,
evaluated using an independent test sample, are shown for both BDTs in Figure 8.4. The
performance is shown to be slightly better for the low 7 region.

Baseline thresholds on the output scores (working points) are chosen for an inclusive
signal efficiency of 97.5% in the 1.5 < |n| < 2.7 region and 90.0% in the 2.7 < |n| < 3.0
region. These correspond to background rejections of 96.7% and 97.3%, respectively. The
tighter working point for high || is chosen to combat the increased levels of pileup in this
region. Ultimately, the excellent discriminating power is a result of the highly segmented
design of the HGCAL, which provides a powerful handle on the lateral and longitudinal

development of particle showers.
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Figure 8.4: ROC curves for the e/v identification BDTs, trained in the low |f| region
(1.5 < |n| < 2.7, green) and the high |n| region (2.7 < |n| < 3.0, blue).

The trigger efficiency of the algorithm is shown as a function of the truth-level electron
pr and |n| in Figure 8.5. This efficiency is defined as the fraction of truth-level electrons
with pr > 30 GeV that:

e have a matching trigger primitive cluster separated by an angle AR < 0.2 with
respect to the truth-level electron, where the cluster is required to have a recon-
structed pr > 20 GeV;,

e and pass the aforementioned working points on the e/~ identification BDT.

In the plots, the grey lines indicate the fraction of electrons with a matching cluster; this
is practically 100% for all pseudorapidity bins, except the two at the HGCAL edges where
the electron can fall outside of acceptance. The blue lines then indicate the efficiency after
applying the e/~ identification working points. It is shown to increase as a function of
electron pr, rising from 94% at pr = 30 GeV to around 99% for p;r = 100 GeV. Also, the
efficiency is shown to decrease with increasing electron |n|, barring the first pseudorapidity
bin. This is especially noticeable in the high-|n| region (2.7 < |n|< 3.0) where a tighter
working point is applied on the BDT output score.

Clusters passing the e/~ identification BDT working point are subsequently pro-
moted to calorimeter-only e/ candidates. Those in the acceptance region of the tracker
(In]< 2.4) are combined with track finder trigger primitives to build track-matched ob-
jects for electrons and isolated showers (without a matching track) for photons. The
objects then enter the L1T decision process, where an accept signal is sent to the detector

read-out electronics if the event is deemed to be of interest [3].
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Figure 8.5: Trigger efficiency as a function of the truth-level electron pr (left) and »n (right).

The grey lines indicate the fraction of electrons that contain a matching cluster with
reconstructed pr > 20 GeV, and AR < 0.2. The blue lines indicate the fraction of
those electrons where the cluster passes the e/~ identification working points.

The BDT algorithm described in this section was developed in offline software. In
practice, the L1T operates in real time during data-taking (online) and therefore the
algorithm must be implemented in firmware. Recent advances in FPGA technology have
enabled the implementation of this particular e/~ identification algorithm in firmware,
using the HLS4ML library [194]. Crucially, when developing such algorithms it is essential
that the resources needed for running are consistent with the design constraints of the
Phase-2 L1T. Studies looking at more complex algorithms for the e/~ identification, such
as neural networks, have been discussed. To be successful, it must be feasible to implement
these algorithms in firmware, and the resources needed for running must be compatible
with the constraints of the CMS Phase-2 L1T architecture.

8.4 Higgs boson physics at the HL-LHC

The HL-LHC offers a wide and diverse physics programme over the coming decades [198,
199]. In particular, the potential gains from using the HL-LHC data set for Higgs bo-
For example, the combination of future ATLAS and CMS

measurements with 3 ab™! of p-p collision data is expected to achieve uncertainties O(1.5-

son physics are striking [4].

2.5%) in the Higgs boson couplings to vector bosons, and O(2-4%) in the Higgs boson
couplings to third-generation fermions; where the dominant component of the uncertain-
ties in all cases arises from the theoretical-prediction projections. In comparison, the
current best measurements from the CMS experiment are O(8-11%) and O(10-17%),
respectively [36]. Moreover, the increased data-set will enable more differential mea-
surements, probing increasingly granular regions of the Higgs boson phase space, and

will shed light on rarer Higgs boson interactions including the Higgs boson couplings to



214 Chapter 8. The High-Luminosity LHC

second-generation fermions and the Higgs boson self-coupling. Altogether, the Higgs bo-
son physics programme at the HL-LHC will go a long way towards elucidating the origins
of electroweak symmetry breaking.

The analysis described in this section extracts the expected sensitivity of differential
p¥ cross section measurements for Higgs boson production in association with at least
one top quark, with the Higgs boson decaying to photons (ttH + tH, H — ~7), using
the CMS Phase-2 detector at the HL-LHC [48]. It is important to keep in mind that the
observation of the ttH production mode was only made in 2018, using a combination of
Higgs boson decay modes [30, 33]. The results presented here show that by the mid-2030s,
we will be able to measure this production mode differentially, demonstrating impressive
sensitivity (O(15-40%) uncertainties in different pZ bins) in a single Higgs boson decay
channel. These measurements can be used to indirectly constrain the trilinear Higgs
boson self-coupling (A\3). Variations in k) = A3/A3™ from unity affects the values of the
differential cross sections due to NLO corrections in electroweak theory. The expected
constraints on Az from this indirect approach are determined. The analysis uses many of

the same techniques as the H — ~~ analysis described in Chapters 4-6.

8.4.1 Top-associated differential p,_,I? cross sections

Signal and background events are simulated with \/s = 14 TeV using a combination of the
MG5_AMC@NLO (version 2.2.2) [119], POWHEG (version 2.0) [120-125], and SHERPA
(version 2.2.5) [126] generators, interfaced with PYTHIA8 (version 8.205) [127] for par-
ton showering and hadronisation. The events are subsequently propagated through the
DELPHES framework [200] to perform a fast simulation of the CMS Phase-2 detector re-
sponse under HL-LHC conditions. This works by parametrising the detector efficiency
and resolution of the various upgraded Phase-2 subdetectors as a function of the different
final-state objects properties (e.g. pr, 1), where the exact forms of these parametrisations
have been derived using detailed simulations [192]. The outputs of DELPHES are then col-
lections of jets, b tagged jets, photons, charged leptons and p?iss for each generated event,
which approximately match the expected performance of the CMS Phase-2 detector. All
samples are normalised to the expected yields at an integrated luminosity of 3 ab™!.
Events are required to contain two photons with |n7|< 2.5, excluding the barrel-
endcap transition region (1.44 < |nY|< 1.57), with a diphoton invariant mass satisfy-
ing 100 < m,, < 180 GeV. The leading (sub-leading) photon is also required to have
pr/myy > 1/3 (1/4). Additionally, the two photons are required to have an angular
separation, AR,, > 0.4, and each photon must satisfy an isolation requirement which
demands the sum of charged particle pr in a cone of radius AR, = 0.4, centred on the

photon direction, is less than 30% of the photon p%. For events with multiple photon
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pairs passing this selection, the pair with m..,, closest to the Higgs boson mass are chosen.

Top quarks almost always decay to a W boson and a bottom quark. Therefore, to
isolate events consistent with Higgs boson production in association with top quarks, all
events are required to contain at least one b tagged jet (see Section 4.3.3). Events are
then separated into two orthogonal global categories depending on the decay products
of the W boson: a hadronic global category (W—qq) and a leptonic global category
(W— fv). In the hadronic selection, events are required to contain at least three jets,
clustered using the anti-kr algorithm [68, 69] with a distance parameter of R = 0.4, where
each jet must satisfy p% > 30 GeV and |n/|< 4, and be separated by AR;, > 0.4 with
respect to both photon candidates. The leptonic selection requires at least two jets, in
addition to at least one isolated muon or electron. The muon or electron must satisfy
pgp > 20 GeV and |nf|< 2.4, excluding the barrel-endcap transition region for electrons.
Muons are required to pass an isolation criteria, such that the sum of all particles pr in
a cone of radius AR, = 0.4, centred on the muon direction, is less than 25% of the muon
p'y.. For electrons, the invariant mass of pairs formed from the electron and either photon,
Mey, is Tequired to be greater than 5 GeV from the nominal Z boson mass to reduce the
contamination from Z — eTe™ decays. Events passing the leptonic selection are excluded
from the hadronic selection to ensure the two categories are orthogonal.

To improve the signal-vs-background discrimination, a BDT is trained independently
for each global category using events passing the aforementioned selection criteria. The
input features are the photon, jet and lepton pr and 7 values, the photon isolation vari-
ables, the p%”ss , the scalar sum of all final state objects pr (mitigating the effects of
pileup), the azimuthal separation between the photon pair and the closest jet/leading
lepton, and the total number of jets, b tagged jets, and leptons in the event. The BDT
output score distributions for the hadronic and leptonic global categories are shown in
Figure 8.6. The plots indicate the important background processes for this study, and
also show the contributions from other Higgs boson production modes: ggH + VH. The
contamination from VBF production is negligible, and is therefore ignored in this analysis.

Table 8.2 shows the bin boundaries for which the differential p¥ cross sections are
measured. The hadronic and leptonic global categories are split according to equivalent
boundaries in the reconstructed diphoton transverse momentum, p..'. Events in each p..’
bin are required to have BDT output score values greater than fixed thresholds?, shown by
the dashed lines in Figure 8.6. In the hadronic channel, the five bins with p" < 350 GeV
are further split into low signal-purity and high signal-purity regions according to a second
threshold on the BDT output score at a value of 0.61. This helps reduce the contamination

from ggH production. In total, this corresponds to 17 analysis categories targeting the

2The position of these thresholds are chosen to maximise the sensitivity to &x.
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Figure 8.6: The BDT output score distributions for the hadronic (left) and leptonic (right)
categories, after the preselection criteria are applied. The background processes are
shown by the filled histograms, whilst the Higgs boson production modes are shown
by the coloured lines. The dashed vertical lines indicate the positions of the BDT
output score thresholds in the event categorisation.

Table 8.2: Bin boundaries for which the differential pX cross sections are measured. To tar-
get these bins, the hadronic and leptonic categories are sub-divided by equivalent
boundaries on the reconstructed pJ..

p¥ or p)? bin boundaries [GeV]

0 45 80 120 200 350 00

six p¥ bins with different requirements on the BDT output scores: 11 for the hadronic
channel and six for the leptonic.

The cross sections are extracted using a simultaneous binned maximum-likelihood fit
to the m., distribution in all analysis categories. The signal models are built for each
production mode using a sum of Gaussian functions to fit the m,, peak. In order to
account for detector resolution effects, a separate model is constructed for events from
each truth-level p¥ bin in each reconstruction-level p)' event category. The background
models are a set of smoothly falling functions to fit the sum of simulated background events
in each event category, where the choice of function is left free to vary in the likelihood fit.
This procedure, known as the discrete profiling method [147], was previously described
in more detail in Section 5.3. The final signal-plus-background models are shown for two
example analysis categories in Figure 8.7. The black points, shown purely for illustration
purposes, represent a possible HL-LHC data set and are extracted by throwing random toy
data from the signal-plus-background model. The diphoton mass resolution corresponds

to what is expected to be achieved during the HL-LHC operation.
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Figure 8.7: Best-fit signal-plus-background models for the high purity 120 < pJ’ < 200 GeV
hadronic event category (left) and the p." > 350 GeV leptonic event category (right).
An illustrative pseudo-data set is thrown from the best-fit models. The one (green)
and two (yellow) standard deviation bands show the uncertainties in the background
component of the fit. The residuals minus the background component are shown in
the lower panels.

A likelihood function is constructed for each analysis category following the procedure
introduced in Section 5.1.1. This uses the corresponding signal and background models,
and an Asimov data set [146]. The parameters of interest, 77, are defined to scale the
ttH + tH production cross section for each truth-level p¥ bin, i. Defining the parameters
in this way enables a likelihood unfolding of the detector resolution effects i.e. the fit
accounts for the migrations between the truth-level p¥ and reconstruction-level pJ7 bins.
As this study concerns the expected sensitivity, the Asimov data set corresponds to the
SM prediction (all Y7 = 1). The product over all per-category likelihoods is used to
construct a profiled likelihood-ratio test-statistic to determine the expected uncertainties

in each p*77; a procedure described in detail in Section 5.1.2.

Systematic uncertainties affecting the signal-yield estimates are included as nuisance
parameters in the likelihood function. Experimental uncertainties originating from the
reconstruction and identification efficiencies for photons and b jets, as well as the energy
scale and resolution of jets, are modelled as log-normal variations in the signal yields
(see equation 5.14). Theoretical uncertainties which cause the migration of signal events
between event categories are calculated using renormalisation and factorisation scale vari-
ations, whilst keeping the normalisation of each p¥ bin constant. Additionally, theoretical
uncertainties which modify the overall rates of ggH and VH production are included, as

these production modes are not explicitly extracted in the fit. Parameters of the back-
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ground model functions are free to vary in the fit, and are therefore constrained directly
from data. This means the uncertainties in the background estimation are statistical in
nature.

The p*YY parameters and their uncertainties are converted to fiducial cross sections
times branching fraction, JEEHHH - BYY by correcting for the event selection efficiencies.
The fiducial region is common to both the hadronic and leptonic selections, and is defined

according to the truth-level events as follows:
e Higgs boson rapidity: |Yg|< 2.5.
e Two photons from the Higgs boson decay: p). > 20 GeV and |n?|< 2.5.
o At least two jets: pJ. > 25 GeV and |/ |< 4.
e At least one of the jets, satisfying the above criteria, originates from a b quark.

A small fraction of the events passing the full selection (0.7% in the hadronic selection,
and 0.4% in the leptonic selection) are not contained in the fiducial region. Although
these events are included in the construction of the likelihood, they are subtracted when
calculating the fiducial cross sections.

Figure 8.8 shows the expected differential fiducial cross sections times branching frac-
tion, for Higgs boson production in association with at least one top quark, in bins of
p¥ . The error bars indicate the combined statistical and systematic uncertainties in the
measurements using 3 ab~! of HL-LHC data. Analogous likelihood fits are performed
using only the hadronic event categories and only the leptonic event categories, shown by
the red and purple error bars, respectively. In general, the hadronic channel is observed
to provide greater sensitivity. This is a result of the larger absolute signal yield after se-
lection, compared to the leptonic channel. The theoretical uncertainties in the predicted
ttH + tH cross sections, displayed by the yellow boxes in the plot, include the projected
uncertainties in the renormalisation and factorisation scales, PDFs and «,. Additionally,
the boxes include the uncertainty in the shape of the ttH + tH p%' spectrum, estimated
by modifying the renormalisation and factorisation scales up and down by a factor of 2
and factoring out the inclusive effect.

The expected sensitivities are summarised in Table 8.3. Many extensions to the SM
predict modifications to the Higgs boson interaction with the top quark. By measuring the
differential cross sections within uncertainties O(15-40%), and therefore gaining a handle
on the kinematic spectrum of top-associated production, we will be able to tightly con-
strain potential new physics affecting the top-Higgs sector. One such example concerning

anomalous values of the Higgs boson self-coupling, A3, is provided below.
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Figure 8.8: Expected ttH + tH differential cross sections times branching fraction, in bins of pZ
for 3 ab~! of HL-LHC data. These are for the fiducial region of phase space defined
in the bottom left of the plot. The error bars include the statistical, experimen-
tal systematic and ggH + VH theoretical systematic uncertainties. The theoretical
uncertainties on the ttH + tH cross section predictions, originating from the uncer-
tainty in the renormalisaion and factorisation scales, are shown by the shaded yellow
boxes. The sensitivities extracted from the hadronic and leptonic categories alone,
are indicated by the red and purple error bars respectively. The cross section for
the p2 = [350, 0o] GeV bin is scaled by the width of the previous bin. Additionally,
the expected cross sections for anomalous values of the Higgs boson self-coupling
(kx = 10 and k) = —5) are shown by the horizontal dashed lines.

Table 8.3: Expected uncertainties in the ttH + tH differential pZf fiducial cross sections times
branching fraction for 3 ab™' of data collected at the HL-LHC. The uncertainty is
decomposed into the statistical and systematic components.

o Expected +£10 uncertainties
pr bin
Total Stat unc. Syst unc.
+41% +41% +4%
[0,45] —39% —-39% —2%
+29% +29% +3%
[45,80] —28% —28% —2%
+24% +24% +3%
[80’ 120] —24% —24% —2%
+17% +16% +3%
[120, 200] —21% —20% —3%
+17% +16% +5%
[200, 350] D179 T16% 5%
+33% +30% +14%
[350, 0] Z50% Z58% J13%
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8.4.2 Constraining Ky

Measurements of the trilinear self-interaction of the Higgs boson are of upmost priority
in future physics programmes [4]; they provide constraints on the shape of the Higgs
potential close to the minimum, and will shed light on the dynamics of electroweak-
symmetry breaking, including the order of the electroweak phase transition [21, 22, 25,
26]. In the SM, the trilinear-coupling strength, )\gM =)= m%{ /20 is fixed according to
the Higgs boson mass, my, and the vacuum expectation value, v. BSM physics, such as
an extended scalar sector, can modify the value of A3 without affecting m and wv.

The direct approach to constraining Az is via searches for di-Higgs production (HH),
which depends on A3 at LO. A number of HH final states have been explored by ATLAS
and CMS at /s = 13 TeV [201, 202]. The current best constraints on A3 come from the
full Run 2 CMS HH — bbyy analysis [203], which excludes k) = A3/ 3™ values outside
of the range —3.3 < k) < 8.5 at the 95% confidence level. Despite this impressive result,
HH production is not expected to be observed at 50 until after the HL-LHC operation [4].
This is due to the small SM cross section (31.173:8 fb at \/s = 13 TeV), which suffers from
destructive interference amongst diagrams [204]. Consequently, alternative strategies for
probing As are in high demand.

One such approach is to exploit radiative corrections to inclusive and differential
single-Higgs boson production-rates [205-209]. At NLO in electroweak theory, single-
Higgs boson production includes diagrams with the trilinear self-interaction, such as that
shown in Figure 8.9. The effects of a modified A3 are sizeable for Higgs boson production
in association with top quarks (ttH and tH) or a vector boson (VH). This is due to the
large mass of the associated particles providing a larger coupling to the virtual Higgs
boson. Moreover, the deformations to the Higgs boson rates are shown to have a kine-
matic dependence on A3 [206, 209]. As a result, differential cross section measurements
can disentangle the effects of a modified A3 from other effects such as the presence of an
anomalous top-Higgs coupling. Altogether, these features mean the ttH + tH differen-
tial cross section measurements introduced in the previous section provide an excellent
candidate for indirectly probing As.

The effect of anomalous k) = s /)\gM values on the single-Higgs boson produc-
tion cross sections and decay widths have been predicted [206]. The cross section is
parametrised as a function of k) according to the following function,

o 14+ k) \C1+ 62y

ulry, C1) = 20 = o (12 —1)02Z)(1+ C1 +0Zp) (82)

The 6Zy = —1.536 x 1072 component originates from the Higgs boson wave-function

renormalisation and is universal to all production modes. The C; parameter is defined as
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Figure 8.9: Feynman diagrams for ttH production at LO (left) and a As-dependent correction
at NLO (right).

the interference between the LO Born matrix element, M™, and the virtual A3-dependent

SM matrix element at one-loop, MI;g%\/{O’

2Re( MO MLD)
Ci({p}) = MO — (8.3)

Crucially, C, depends both on the Higgs boson production mode, and on some final-state
observable, p. The C factors relevant for this analysis are derived using the electroweak
reweighting tool described in Ref. [210]. Leading order (LO) parton-level ttH, tH and VH
events are simulated using the MG5_AMC@NLO (version 2.5.5) generator [119]. The
tool then calculates As-dependent corrections at NLO (O(A3)) by reweighting events on an
event-by-event basis. A diagram filter is applied to select only the relevant one-loop matrix
elements which feature the trilinear coupling. The C; factors are then extracted by taking
the ratio of the O()\3) to LO contributions in bins of the truth-level pX spectrum. These
C factors are plugged into equation 8.2 to determine the differential cross section scaling
functions. It should be noted that this parametrisation relies on the assumption that
higher-order QCD effects and other NLO EW contributions factorise from the anomalous
As effects. The validity of this assumption has been studied in detail in Ref. [206].

The reweighting tool does not accommodate ggH production, due to the presence of the
gegH loop at LO. For this reason, a common scaling function is used for ggH production in
all p%’ bins, where the inclusive value of C7 = 0.0066 is taken directly from Ref. [205]; this
is small compared to the C] values for the ttH and tH production modes. Additionally,
there is a small correction to the H — ~v decay rate from anomalous k) values which
is also taken from Ref. [205]. The final scaling functions, x*7(ky), for each Higgs boson
production mode, split into the different truth-level p%’ bins, are shown in Figure 8.10.

The k) dependence is largest (largest C values) for ttH production at threshold (low-
pH). For example, a 20% enhancement to the ttH production rate for p ¢ [0,45] GeV
is predicted for ky ~ 10. The horizontal dashed lines in Figure 8.8 correspond to the

predicted values of the differential cross sections for anomalous values of the Higgs boson
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Figure 8.10: Scaling functions, ;77 (ky), for the differential cross sections times branching frac-
tion targeted in this analysis. These are split into the different Higgs boson pro-
duction modes. The ggH production mode uses an inclusive scaling function. In
all plots, a lighter colour is used to represent lower pg bins. The total scaling
functions including the correction from the H — ~v decay rate (red dashed line)
are shown by the solid lines, whereas the affect on the production cross sections
alone are shown by the dashed lines. All functions are plotted for the region of
validity: s € [—10,20].

self-coupling: k) = 10 and k) = —5. It can be seen that the expected uncertainties in the
differential cross section measurements will enable k) to be constrained roughly between

these values.

In order to extract the sensitivity to sy, the substitution x*?7 — p*77(ky) is made
in the construction of the likelihood function, where p?7(ky) are directly the scaling
functions shown in Figure 8.10. As this represents an interpretation of cross section
measurements, the theoretical uncertainties in the ttH + tH predictions (672}1) are directly

folded into the measurement.

A scan of the profiled likelihood as a function of k) (= «) is shown in Figure 8.11.
The scan is performed in the region k) € [—10,20], beyond which the parametrisation
becomes invalid as next-to-next-to-leading order (NNLO) effects become important. Ad-
ditional likelihood scans are performed when only including the hadronic and leptonic

analysis categories, shown in red and purple, respectively. Clearly, both channels con-
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Figure 8.11: The ¢(k)) = —2A1In L likelihood curve for the &y fit. The individual contributions
of the statistical and systematic uncertainties are separated by performing a like-
lihood scan with all systematics removed. The observed deviation is dominated
by the theoretical uncertainties in the Higgs boson cross section predictions. Ad-
ditionally, the contributions from the hadronic and leptonic global categories have
been separated, shown in red and purple, respectively.

tribute significantly towards the final sensitivity. The constraints are tighter for negative
values of k) since larger deviations in the ttH + tH differential cross sections are pre-
dicted, compared to positive values. The feature in the region around 5 < k) < 15 is a
result of the turning points in the ttH scaling functions, which introduce a degeneracy
into the parametrisation. This degeneracy is somewhat alleviated by the contamination
of ggH in the signal model, which has a different scaling behaviour. Ultimately, the scan
shows that with 3 ab™! of HL-LHC data, we can expect to exclude k) values outside
of the range —4.1 < k) < 14.1 at the 95% confidence level using ttH + tH differential
measurements in the H — ~ decay channel.

An additional fit is performed in which an overall normalisation parameter for Higgs
boson signal processes, s, is profiled. This parameter incorporates other BSM effects,
such as an anomalous top-Higgs coupling, which in general cause an inclusive shift across
the whole p:,H spectrum. Figure 8.12 shows the results of a two-dimensional likelihood fit
in the (ky, pgr)-plane, in terms of the 68% and 95% confidence-level contours. It can be
seen that differential cross section measurements still provide sensitivity to ), without
exploiting the overall normalisation of the quf spectrum. In other words, the shape of the
spectrum is used to constrain k.

All in all, this analysis indicates that additional sensitivity to the Higgs boson self-

coupling is available through differential cross section measurements of single-Higgs boson
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Figure 8.12: The two-dimensional ¢(ky,pug) = —2AlIn L likelihood surface, where pgy is an
inclusive scaling parameter for all Higgs boson production modes. The SM expec-
tation, 68% confidence level contour and 95% confidence level contour are shown
by the black cross, solid line, and dashed line, respectively.

production in association with top quarks. The expected sensitivity represents what
could be achieved with 3 ab™! of HL-LHC data, in a single Higgs boson decay channel
(H — ~v). It should be acknowledged that this projected constraint on ) is weaker
than the current best constraint from the CMS HH — bby+y analysis [203]. Nevertheless,
it is imperative to investigate all methods for probing the Higgs boson self-coupling at
the HL-LHC, as the ultimate sensitivity will be achieved from a combination of similar
indirect analyses targeting the other Higgs boson decay channels and production modes,
and with direct searches for HH production. The potential of these so-called global fits
are studied in detail in Ref. [209], where the addition of single-Higgs measurements are
particularly important for disentangling a modified k) from deviations in other Higgs

boson couplings.

8.5 Summary

The HL-LHC is a future operation of the LHC machine that will operate with instanta-
neous luminosities exceeding five times the nominal design value. The data-taking phase
of the HL-LHC is scheduled to begin in 2027 and will run for at least a decade, during
which the LHC experiments will collect a huge amount of p-p collision data. This chapter
has provided an insight into the HL-LHC project, particularly focusing on the areas of
research that the author has been involved in. Firstly, the HL-LHC project was motivated
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and the experimental challenges from the increased levels of pileup were described. The
CMS experiment will undergo a series of upgrades to maintain an excellent performance
during the HL-LHC era. The upgrades to the CMS endcap calorimeters and the L1T were
discussed. Section 8.3 introduced a ML algorithm to identify electron and photon showers
from pileup-induced showers in the HGCAL L1T. The remainder of the chapter was ded-
icated to the physics reach of the HL-LHC, in terms of Higgs boson measurements. The
expected sensitivity to differential cross section measurements of Higgs boson production
in association with top quarks was outlined. These measurements were then shown to be
sensitive to the Higgs boson self-coupling via radiative NLO corrections in single Higgs
boson production. Measurements of this type will be complimentary to searches for HH

production when extracting the ultimate constraints on A3 at the HL-LHC.
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Chapter 9

Conclusions

The SM of particle physics has proved to be an extremely successful theory in describing
the fundamental constituents of matter and their interactions via the strong, weak, and
electromagnetic forces. Nevertheless, there are a number of physical observations that the
SM does not account for including neutrino oscillations, dark matter, and most notably,
gravity. This makes necessary the existence of BSM physics. At high-energy physics
experiments, precision measurements offer an indirect approach to search for BSM physics,
since as-yet-undetected new states can modify the predictions of the SM. In particular,
precision measurements of Higgs boson properties will help to elucidate the origins of
electroweak-symmetry breaking, and perhaps point to an extension of the scalar sector in
the SM. This thesis reports the precision measurements of Higgs boson properties by the
CMS experiment, using LHC Run 2 data.

Chapters 4-6 detailed the measurements of Higgs boson production cross sections and
couplings in the H — ~v decay channel. The results are based on 137 fb~! of p-p colli-
sion data at /s = 13 TeV, and are published in Ref. [1]. Events with two reconstructed
photons consistent with the decay of a Higgs boson were selected, and subsequently cate-
gorised to target different kinematic regions of the STXS framework. This was performed
using a sophisticated chain of ML algorithms in order to maximise the sensitivity. A
statistical inference procedure was applied to extract the Higgs boson properties from
the diphoton invariant mass distribution in each analysis category. This involves the
modelling of signal events as a peak around the Higgs boson mass, background events as
a smoothly falling distribution, and accounting for the associated systematic uncertain-
ties. The results were extracted using a maximum-likelihood fit under different signal
hypotheses, providing measurements of signal-strength modifiers, coupling-modifiers, and
production cross sections in the STXS framework.

All observed measurements were consistent with the SM predictions within uncer-

tainties. The inclusive Higgs boson signal-strength, relative to the SM prediction, was
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measured to be 1.12+0.09. Three measurements were performed within the STXS frame-
work, in which 6, 17, and 27 independent kinematic regions were measured simultaneously.
The latter demonstrates the most granular fit of Higgs boson production cross sections in
a single decay channel to-date. Moreover, many of the kinematic regions were measured
here for the first time, including the splitting of the ttH production mode into five dif-
ferent p¥ regions. Ultimately, this divide-and-measure approach of the STXS framework
enhances the sensitivity to BSM physics which affects particular regions of the production
phase-space. One region of interest is ggH production with p¥ > 200 GeV, due to the
sizeable enhancement that would arise from potential new physics states appearing in the
ggH loop. The measured ggH cross section with p¥ > 200 GeV is compatible with the
SM, with an observed value of O.9f8:§ relative to the SM prediction. Finally, an upper
limit was placed on single-top-associated Higgs boson production for the first time using
H — ~v measurements at CMS. The observed (expected) limit at the 95% confidence
level was found to be 14 (8) times the SM prediction.

Chapter 7 reported the BSM interpretation of STXS measurements using an EFT
approach, which has been made public by the CMS Collaboration in Ref. [2]. This
approach benefits from being agnostic to the specifics of the BSM theory, such that the
short-range UV physics is integrated out and modelled as effective contact interactions
between the SM fields. In the interpretation, STXS measurements were combined across
all major Higgs boson decay channels to provide the ultimate sensitivity and enable
multiple EFT operators to be probed simultaneously. The Higgs Effective Lagrangian
(HEL) was used to parametrise deviations in the Higgs boson cross sections and branching
fractions as functions of the EFT Wilson coefficients. This parametrisation was applied in
a maximum-likelihood fit to extract constraints on seven independent EFT parameters.
All results were found to be compatible with the SM expectation, and the confidence
intervals are amongst the tightest constraints placed on this subset of EFT operators,

thereby reducing the parameter space for potential BSM physics.

The final chapter investigated the physics potential of the HL-LHC programme. It
is quite remarkable to consider the huge advances that have been made in characterising
the Higgs boson and its interactions, all within ten years of the particle’s discovery. A
prime example are the H — ~7 results in this thesis, which demonstrate a precision
of around 9% on the inclusive Higgs boson production rate. Nevertheless, for a vast
majority of measurements (e.g. in the STXS framework) the uncertainties are dominated
by a lack of statistics; this means the accumulation of more high-energy collision data is of
paramount importance. At the HL-LHC, we will collect at least ten times the amount of
data expected at the end of Run 3 of the LHC. In doing so, it becomes possible to constrain
BSM physics that introduces per-cent level modifications to the Higgs boson couplings.
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Moreover, the increased data set facilitates new measurements, such as the indirect probe
of the Higgs boson self-coupling via top-associated differential cross section measurements,
as shown in Chapter 8. The results demonstrated that additional sensitivity to the Higgs
boson self-coupling is available in single-Higgs measurements, which will become more
apparent when combining with measurements from other Higgs boson production modes
and decay channels. This analysis was published in a collection of HL-LHC projection
studies in Ref. [4].

In summary, an extensive programme of work has been established at the LHC to
characterise the Higgs boson. This thesis has presented a range of precision measurements
of Higgs boson properties performed by the CMS experiment, where all measurements are
found to be consistent with SM predictions. Despite this, there is increasing evidence from
other areas of particle physics showing fundamental flaws in SM theory. With the Higgs
boson lying at the centre of the SM, it is not unrealistic to assume that new BSM physics
will interfere with the Higgs sector in some way. Looking to the future, it is therefore
critical that we continue to improve the precision of Higgs boson measurements, both in
terms of accumulating more data and using more sophisticated analysis techniques. In

doing so, we will achieve a more fundamental understanding of our universe.
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Appendix A

Evolution of the STXS framework

This Appendix demonstrates the evolution of the STXS framework by providing a schematic
of each STXS stage. The stages are defined to accommodate increasing statistics, in the
sense that with more p-p collision data, we become sensitive to increasingly granular re-
gions of the Higgs boson production phase space. Therefore, subsequent stages are defined
with more kinematic bins. The stage 0, stage 1.0 and stage 1.1 schemes are relevant for
the EFT interpretation in Chapter 7, which combines cross sections measurements from
multiple decay channels at these stages. The H — ~~ analysis in Chapters 46 is based

on the stage 1.2 binning scheme.

A.1 Stage 0
ogH | qqH | | VH | = V(leptons)H | ttH | | tH | | bbH |
= ggH + gg — Z(qq)H VBF
aa = Vi@t

Figure A.1: Schematic showing the STXS stage 0 binning definition. The bins correspond to
the different Higgs boson production modes at the LHC.
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A.2 Stage 1.0
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Figure A.2: Schematic showing the STXS stage 1.0 binning definition. Here, the ggH, qqH
and VH leptonic production modes are split by the event kinematics for the first
time. The “VBEF cuts” require the dijet invariant mass, m;; > 400 GeV, and the
difference in pseudorapidity between the jets, An;; > 2.8. The “VI cuts” require
60 < mj; < 120 GeV.
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Figure A.3: Schematic showing the STXS stage 1.1 binning definition. The ggH and qqH bin-
nings are significantly revised with respect to the stage 1.0 scheme. Additionally,
the VH leptonic bins include an extra splitting at p¥ =75 GeV.
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A.4 Stage 1.2
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Figure A.4: Schematic showing the STXS stage 1.2 binning definition. With respect to the stage
1.1 scheme, the ggHl BSM region with pff > 200 GeV is split into four bins according
to p2 boundaries. Also the ttH production mode is split here for the first time,
into five separate pT bms
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Appendix B

Machine learning algorithms

Machine learning (ML) algorithms have become a widely used tool in high energy physics.
This is particularly true for the H — ~v analysis described in Chapters 4-6, where ML
algorithms are used for a number of tasks including the photon energy regression and
the event categorisation. Additionally, an ML algorithm is described in Section 8.3 to
discriminate electromagnetic activity from hadronic activity in the HGCAL L1T. Because
of this, it is worth providing an introduction to the foundations of ML in this Appendix.

The field of machine learning concerns developing sophisticated algorithms with the
ability to learn from data, and subsequently apply the learnt information to solve complex
problems. A generic ML problem can be formulated as follows [137]. The data are
expressed as a vector space of dimension m: X = R™, where each dimension corresponds
to an observable quantity referred to as a feature. An element of the data set, for example
an event in a event classification task or a SC in an energy regression task, corresponds
to a single feature vector, £ € X. The full data set of NV elements is defined by the set of
feature vectors, Z;, where i = 1, ..., N. The purpose of the ML algorithm is to develop a

model,

f(@| @) =Y, (B.1)

to predict an outcome, Y, based on the feature vector, &, given a set of model parameters,
w. We can identify two main types of ML algorithm based on the form of the predicted

outcome:

e A classification task equates to predicting one of k possible output classes: f(Z| W) —
y, where y € {1,...,k}. The obvious example here is a binary signal-vs-background
event classifier, which aims to predict if an event looks signal-like or background-like

based on a set of kinematic features. Many classification algorithms are introduced
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throughout this thesis, including the HGCAL L1T algorithm introduced in Sec-
tion 8.3.

o A regression task equates to predicting a quantitative outcome, or in other words a
continuous value: f(Z|wW) — y, where y € R. An example in this thesis is the SC
energy regression described in Section 3.3.3, where the regressor predicts the true
energy of the SC (and its uncertainty) using a combination of shower shape, seed

crystal, and pileup-related features.

There are two stages when developing an ML algorithm. The learning process is
referred to as training the model, where the values of the model parameters, w, are
optimised to maximise the performance. Following this, the performance of the model is
evaluated using so-far unseen data; this is referred to as the testing stage.

A loss function, L, is constructed to measure the performance of the model, f, for a
given set of input features, Z:

L f(Z|wW)] — R. (B.2)

Supervised learning algorithms refer to the case where the target values, y, are known
for each element of the training data set, Z. In this case, the loss function is constructed
to minimise the discrepancy between the true and estimated values of the outcome, y.
An additional class of algorithms where the target values are not known are referred
to as unsupervised learning algorithms [138]; these do not feature in this thesis and are
therefore not described further. Learning effectively corresponds to reducing the value of
L by optimising the parameters, w. In practice, for most ML algorithms this consists of
some gradient based optimisation, where one descents the gradient of L with respect to
w in order to find the minimum,

Val=0. (B.3)

It is often not viable to evaluate this expression over the entire training dataset, especially
in the case of large statistics with a high number of input features (dimensionality). A
number of powerful optimisation algorithms have been developed to combat this [138,
211, 212]. These typically involve calculating the gradient for small batches of training
data and optimising w iteratively, and extending this with the concept of momentum,
where the update to the parameter vector, W, depends on the size of the gradient at that
point.

Crucially, it is not sufficient to simply find the configuration of @ which minimises the
loss for the training data set. In addition, the model is also required to generalise to new
data. Therefore, the performance is evaluated on an independent test set, which is chosen

to be representative of the whole data set. If the performance is significantly degraded
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for the test set, then the model is said to have over-trained and has become specific to
properties of the training set. One approach to controlling the level of over-training is to
introduce regularisation terms into the loss function [138].

A large variety of ML algorithms are used in high energy physics. In this thesis,
the most commonly used is the Boosted Decision Tree (BDT) algorithm [213], which is
described in the remainder of this section. Neural networks are also used for discriminating
between the ttH and tH production modes in the H — ~7 event classification (Section
4.4), as well as for identifying jets originating from the decay of b quarks (Section 4.3.3);
further detail concerning neural networks can be found in Refs. [137-139].

BDTs are an example of ensembling, where multiple models are trained (base learners)
and combined in some way to improve the overall performance of the algorithm. The
base learners in this case are Decision Trees (DT) [214], which are built according to the

following procedure:

e The feature space is partitioned into regions according to some selection (cut) on
one or more of the input features. The choice and position of the cut is optimised
according to a measure of purity for classification tasks, or a loss function such as

the mean-squared error for regression tasks.

e This partitioning is repeated in each region, creating further subregions based on a

new, optimised selection cut.

e The procedure terminates when a stopping criterion is reached. This can either
be due to a predefined max depth (maximum number of splittings), or when a
particular value of the splitting quantity (e.g. purity) has been reached. The final
regions of the feature space that are not further split are referred to as leaves. Each
leaf is assigned an output value according to the data points in that region: for
classification, this is the most common output class; for regression, this is the mean

of the data values.

e DTs are regularised by pruning branches which use unimportant features and give

no performance improvement. This help mitigate over-training.

An ensemble of DTs is then constructed using a boosting algorithm [215, 216]. Here,
multiple DTs are trained in succession, where each iteration aims to improve upon the
weaknesses of the previous base learners. The final ensemble (BDT) is defined as a
weighted linear combination of the individual DTs, f;(#|w@;), with corresponding selection

cuts, w;, according to,
Npr

F(Z|7,4) = Z ;- £ (| 0;). (B.4)
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The set of coefficients, ¥ = (71, ..., Ynpr), are determined by the boosting algorithm.
Building an ensemble, F', in this way produces a more powerful predictor and helps to
overcome the disadvantages of individual DTs. One important consequence for classifi-
cation tasks is the BDT outputs are no longer restricted to discrete values, but become
continuous variables representing the output class probabilities. For a binary signal-vs-
background classifier, a value close to 1 corresponds to a signal-like event, whereas a value
close to -1 corresponds to a background-like event. Selection criteria on these so-called

output scores are a common feature of the H — ~v analysis in Chapter 4.



Appendix C

The H — ~7 event categorisation

This Appendix provides supplementary details regarding the event categorisation in the
H — v~ analysis, described in Section 4.4. First, the input features (&) which are
used for each ML classifier are listed. Figure C.1 then provides a schematic of the event

categorisation, highlighting the category priority sequence that is implemented.

C.1 ML classifier input features

Table C.1 provides a full list of the input features, Z, used for the ML classifiers in the

H — ~~ analysis. The definitions of the less obvious features are provided below:

A: refers to the difference between two quantities. For example, Anj;;, is the differ-

ence in pseudorapidity between the two jets in the dijet system.

e oRry: per-event relative diphoton mass resolution estimate, under the hypothesis

that the mass is reconstructed with the correct primary vertex.

e owy: per-event relative diphoton mass resolution estimate, under the hypothesis

that the mass is reconstructed with the incorrect primary vertex.

e (,,: dijet centrality defined as,

4 m +m2)\?
Cw:exp<—(m772)2(77w_ B >>7 (C.1)

where 71, 72, and 7,,, are the lead jet, sublead jet and diphoton 7, respectively.

This quantity is extremely useful for identifying the VBF-like topology with two

forward jets.
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cos 6*: 0" is the angle that the diphoton system makes in the diphoton-dijet centre-
of-mass frame, with respect to the direction of motion of the diphoton-dijet system

in the lab frame
Hrp: scalar sum of the transverse energy of all reconstructed particles in the event.

mp: transverse mass, defined as,

mp = \/Qpép?iss(l — oS A¢£7p$iss)7 (C.2)

where AQSé’pqn}iss is the azimuthal separation between the lepton and pz’?iss .

Or: angle between the two photons in the diphoton rest frame.
DeeplJet and DeepCSV: refer to the algorithm used for the CMS b tagging.

Pixel seed veto: flag to veto photon objects with corresponding hits in the innermost

tracker layers. Useful for rejecting electrons which can mimic the photon signal.
Y, ,: rapidity of the diphoton.

Nx: the multiplicity of object, X. For example, Njets, is the number of reconstructed

jets in the event.

DNN scores in the ttH background rejection BDTs: additional DNNs are trained
with ttH signal events against one source of background only. These discriminants
first entered in the H — ~+ analysis of Ref. [129], which specifically targets the ttH
production mode. Three DNNs are trained in total: one for each of the yy+jets and
tt + ~v backgrounds in the hadronic channel, and one for the ¢t + vy background
in the leptonic channel. The performance of these DNNs benefits from the high
number of simulated events on which to train, as well as the fact that both of the
considered backgrounds are well modelled in simulation. Importantly, the DNNs use
a combination of high-level and lower-level input features, where the latter includes
the full four-momentum vectors of the reconstructed objects in the event. Adding
this low-level information directly into the background rejection BDTs does not
improve their performance. However, using a DNN as an intermediate step and
feeding the output score of the DNN into the BDT, allows the low-level information
to be utilised effectively.

Top tagger BDT score: a ML algorithm developed for the analysis in Ref. [217], is
used to distinguish events with top quarks decaying to three jets, from events that do

not contain top quarks. The algorithm is trained on jet triplets from the simulation
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of tt production events, with input features related to the event kinematics, b tag
scores, and the jet shape. The signal is defined as a jet triplet which is matched at

truth-level to a top quark, and the background is taken as random jet triplets.
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Table C.1: Input features to the ML event classifiers used in the H — =~ analysis. Photons,
jets, b-tagged jets and leptons are labelled as v, j, bj, and ¢, respectively, and the
numbers represent the ppr-ordered list of the respective objects e.g. 1 corresponds to
the leading photon. The diphoton (dijet) variables are labelled by v (jj). In the final
two classifiers, fwd corresponds to the jet with the highest |n| value, which provides

a useful handle on identifying events originating from tHq production. Definitions of
the less obvious input features are provided in the main text of this Appendix.

Discriminant/Classifier

Input features, &

ggH BDT

p}l/w/m—w, /72 cos Adryy, ¥1/72 .ID. BDT scores, ORy, OWV, vertex
probability BDT score, pJ.’, Njets, M, nil/32/33  j1/42/43 pile-up identification
BDT scores, Mgy j1/j2/53) Dllyy,j1/52/53

Diphoton BDT

p}l/ﬁ/mym 1771/72, cos A¢~~, 71/42 ID BDT scores, ory, owy, vertex
probability BDT score

1/~2 j1/52 .
Dijet BDT Py 1y, PR [y, cos Adae, 0772, Mg, Ay i, min(ARy ), Coy, [Anj),
Agyj
VH hadronic BDT PI2 fi, pIIR ndlli2 | Ang;), cos 6F

VH MET BDT

p;’}/ﬂ/mw{, /72 cos A¢~~, max/min v ID BDT scores, p’q’}iss, Hrp, Njets, pjf17
max jet b-tag score (deepCSV), Aqbﬂ{%p%”-ss, min(A(ﬁngiss’j)’ (p%”f _ p$lss)/p’%’y

‘WH leptonic BDT

p}l/w/mw /72, cos Adyy, max/min ~ ID B]?T scores, v1/~2 pixel seed veto,
pgﬁ nev ARfyl/ny,Z: Ae’y’y,l’ p7jr‘L1SS7 mr, Niet57 p%“ ) .]1/]2 b_ta‘g score (deepCSV)

ZH leptonic BDT

p;ﬁl/w/mwv, n/72, cos A¢~~, max/min v ID BDT scores, v1/~2 pixel seed veto,

£1/€2 il .
pT/ ) TI“MQ, ARfyl/’yQ,@l/@Q: AQ’Y’Y,ZZ’ Mg, Njet57 p%" ; .]1 b_tag score (deepcsv)

ttH hadronic BDT

p;ﬁl/w/mvv, nY1/72 max/min v ID BDT scores, vy1/+2 pixel seed veto, Py My,

Yy, |cos Ap |, ARy~, cosOp, pjTl/ﬂ/js/j{ T]J"I/J'Q/J'3/j47 j1/42/43/74 b-tag score
(DeepJet), max/min b-tag score, Njets, Hr, pi***®, DNN scores: ttH vs ttyy (had)
and ttH vs yy+jets (had), Top tagger BDT score

ttH leptonic BDT

p%l/ﬂ/m.m7 n71/72, max/min v ID BDT scores, v1/72 pixel seed veto, py /m~,

Yo, [cos Ay~ |, ARy~, cosOp, qu.}/jz/jg’, ni1/32/33 j1/52/43 b-tag score
(DeepJet)7 max/min b'tag score, JVjetsv HT7 P%mss, Pgw 7727 Nleptons (tight ID)7
DNN scores: ttH vs ttyy (lep)

tHq leptonic BDT

p;«l/w/m—w, /2, max/min v ID BDT scores, v1/72 pixel seed veto, Njets,

. i1/§2/53 41/42/43 _bjl/bj2/bj3 1/bi2/bi
Npjets; Njets with |n|< 1, pJT /32/3 7 ,,7]1/]2/]37 pTJ /bj2/bj , 771111/1332/13337 prwd7 77fwd

Ayt /y2,510 Dbyt /2,00 Dbyt /26515 APy /2, pwds Py 1

)

Top DNN

;;)%1/“’2/711777 n7*/72, max/min v ID BDT scores, 71/72 pixel seed veto, pJ /m~,

Yo, [cos Ay~ |, ARy~, cosOp, qu.}/ﬂ/j?’, nd1/32/33 j1/52/43 b-tag score
(DCCpJCt)7 max/min b'tag score, Niet57 HT7 p?iss’ Pgn 77['7 Nleptons (tight ID)7
pg‘lVd, nfwd ¢1/¢2 charge
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Figure C.1: A schematic of the event categorisation in the H — -y analysis. Reconstructed
events passing the trigger selection are required to pass the photon pre-selection
criteria. Those that do, enter the top left of the diagram. In the schematic, black
and red lines signify events passing and failing the relevant criteria, respectively.
Events that do not end up in any analysis category (coloured boxes) are discarded
from the analysis.
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Appendix D

Confusion and 671;’77 matrices:

H — v

This Appendix contains the confusion matrix for the full set of analysis categories used in
the H — ~~ analysis. This differs from Figure 4.20 as the categories are fully split into
the individual tags. Moreover, the detector efficiency times analysis acceptance terms,
e?c’w, used in the normalisation of the signal models are shown. These terms are derived
separately for the 2016, 2017, and 2018 simulation.
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CMS Simulation H — vy

a;
_|
D
<

%)

> tHq lep T 1 1 111 1 T]7 10 9]5 3]1 4 7 8 9]24 6
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Figure D.1: Confusion matrix displaying the composition of each analysis category in terms of
a merged set of STXS bins. The colour scale corresponds to the fractional yield
in each analysis category (row), accounted for by each STXS process (column).
Each row therefore sums to 100%. Entries with values less than 0.5% are not
shown. Simulated events for each year in the period 2016-2018 are combined with
appropriate weights corresponding to their relative integrated luminosity in data.
The column labelled as qqH rest includes the contributions from the qqH 0J, qqH
1J, qgH m;; < 60 GeV and the qgH 120 < m;; < 350 GeV STXS bins.



247

CMS Simulation H— yy 13 TeV (2016

- 1Hg lep 03 02 03 06]01 05 0101 08 08 23]
c ttH lep p > 300 Tag 0 0.2 1.9 0.5 0.7 15.1 3.9 \0
1tH lep 200 < pf* < 300 Tag 0 0.3 0.2 139 0.7 25 [9)
Q)  tHlep 120y <200Tag 1 0.4 0.1 16 0.1 0.4 ~—
ttH lep 120 < p™ < 200 Tag 0 02 02 0.1 01 80 07 15
(@)] 1iH lep 60 < p!" < 120 Tag 2 01 0.2 0.1 30 0. 06 ;
QO tH1ep 60 < " < 120 Tag 1 12 04 0.1 Il
ttHlep 60 < pf < 120 Tag 0 24 0.2
- ttH lep b < 60 Tag 2 02 01 0.1 2.8 0.1 01 o2 04 —45 w
(0] ttH lep o < 60 Tag 1 2.8 02
ttH lep p¥ < 60 Tag 0 124 01 0.4
O ttH had pt! > 300 Tag 1 14 19 15 1 0.1 11.7]0.8 2.7
ttH had p¥ > 200 Tag 0 0.7 1.1 44 0.4 0.1 220006 36
== tiH had 200 < p¥ < 300 Tag 2 03 0.1 0.1 40 02)0.7 14
C tHhad 200 <p™* <300 Tag 1 0.1 69 03 0.3 1.1
ttH had 200 < p** < 200 Tag 0 0.1 11.0 04 J0.2 1.2
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STXS stage 1.2 bins (reduced)

Figure D.2: A matrix showing the ;7 terms for a merged set of STXS bins, derived from 2016
simulation. The bin merging is done purely for plotting purposes; in the analysis a
separate eZ’W factor is calculated for each STXS bin. The numbers show the fraction
of the total yield of each (merged) STXS bin, landing in each analysis category. Each
column therefore sums to 100%. Entries with values less than 0.05% are not shown.
The bottom row, referred to as “No Tag” indicates the fraction of events originating
from the corresponding process which do not enter a single analysis category. The
column labelled as qqH rest includes the contributions from the qqH 0J, qqH 1J,
qqH m;; < 60 GeV and the qqH 120 < m;; < 350 GeV STXS bins.
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CMS Simulation H— yy 13 TeV (2017

- 1Hg lep 0.1 03 06 12J02 05]01 01 04 07 22 23]
jadl t#tH lep pr* > 300 Tag 0 0.7 0.1 1.0[01 05 1.2 14.9) 39 \0
iH lep 200 < pl <300 Tag 0 01 02f01 02 04 12.0 04 25 (o)
Q)  tHlep 120y <200Tag 1 0.1 15 0.4 ~—
ttH lep 120 < p™ < 200 Tag 0 01 04 0.1 73 03 15
O.) 1iH lep 60 < p!" < 120 Tag 2 0.4 36 0.1 .2 0.6 ;
QO tH1ep 60 < " < 120 Tag 1 1.1 0.1 Il
ttHlep 60 < pf < 120 Tag 0 25 01 0.1 02
- ttH lep b < 60 Tag 2 45 0. 0.2 04 —45 w
(0] ttH lep o < 60 Tag 1 2.4 0.4 02
ttH lep p¥ < 60 Tag 0 120 01 0.4
O ttH had pt! > 300 Tag 1 07 15 48 0.1 0.1 0.1 9.8 0.9 2.7
1tH had p* > 300 Tag 0 07 09 0.1 22309 36
== tiH had 200 < p¥ < 300 Tag 2 0.2 62 0308 1.4
C tHhad 200 <p™* <300 Tag 1 0.1 6.4 0105 1.1
ttH had 200 < p** < 200 Tag 0 105 03 J0.4 1.2
@  trinad 1200 <200 Tag2 0.1 0.1 0.1 01 41 02 09 10 — 40
> ttH had|20<p{v<200Tag2 01 33 02 0.5 0.7
1tH had 120 <" < 200 Tag 1 01 42 02 0.4 08
| | | ttH had 120 < pt* < 200 Tag 0 7.9 0.4 04 1.0
1tH had 60 < pl* < 120 Tag 2 01 82 03 04 fos 1.1
1tH had 60 < p* < 120 Tag 1 07 0.1
#tH had 60 < pt* < 120 Tag 0 01 30 04 0.1 0.2
ttH had p < 60 Tag 2 7.6 0.1 04 0.4 05
#tH had ¢ < 60 Tag 1 1.2 — 35
ttH had % < 60 Tag 0 130 04 01 0.1
ZH lep Tag 1 0 14
ZHlepTag 0 32 38
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WHlep 75 < o/ < 150 Tag 0 03 57 1.2)02 02 0.1
WH lephy < 75 Tag 1 5.4 1.3 05 0.1 0.1 0.1
WH lep p/ < 756 Tag 0 2.4 0.7 0.1
VHMET Tag 2 G 61 01 03 G G1 0.2 04 03|01 25 4034 66 0.2 —30
VH MET Tag 1 0.1 0.1 10 3525 52
VHMET Tag 0 03 24120 36
qgH VH-like Tag 1 01 02 06 2.8 84 58 56 40 02 |04 187 03 0.1 0204 06 0206 1503 10 13
qgH VHHike Tag 0 01 18 25 33 12 06 01 96 01|01 02 03 0.7 02 0.7
qgHBSM Tag 1 12 0.7 04 02 6.7 0.4
H BSM Tag 0 1404 16.0,
qgH high m, high o Tag 1 0.1 1.6 |01 05 0.8 2.1 67 01 0.4 0.1 02 04
qqH high m, high s™ Tag 0 0.1 0.1 1.4 101 02 04 35 88 03 —25
qqH low m, high s Tag 1 0.1 04 0.1 0.1 28 |01 23 61 02 03 01)04 01 0.1]01 02]0.2 03 02
qqH low m, high o™ Tag 0 0.1 15 14 29 0.2 04
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BSM p* > 650 Tag 0 24.5 0.2 0.4 0.1 01001 03
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22Jhghn;'T392 13 0.1 84 0.1 04 08 04 07 0.2 07 0803 11 34 02 1.4 1.1 | 1 5
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22‘“"9(19{'“92 0.9 0.2 11.9 0.3 08 1.1 04 08 0.7 1.3 0709 1201 70 0.2 34 17
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1J low pr Tag 2 05 73 03 24 0.4 09 03 0.7 05 23 04 1.3 04 |06 04 0.1
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STXS stage 1.2 bins (reduced)

Figure D.3: A matrix showing the ;77 terms for a merged set of STXS bins, derived from 2017
simulation. The bin merging is done purely for plotting purposes; in the analysis a
separate eZ’W factor is calculated for each STXS bin. The numbers show the fraction
of the total yield of each (merged) STXS bin, landing in each analysis category. Each
column therefore sums to 100%. Entries with values less than 0.05% are not shown.
The bottom row, referred to as “No Tag” indicates the fraction of events originating
from the corresponding process which do not enter a single analysis category. The
column labelled as qqH rest includes the contributions from the qqH 0J, qqH 1J,
qqH m;; < 60 GeV and the qqH 120 < m;; < 350 GeV STXS bins.
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Figure D.4: A matrix showing the ;77 terms for a merged set of STXS bins, derived from 2018
simulation. The bin merging is done purely for plotting purposes; in the analysis a
separate eZ’W factor is calculated for each STXS bin. The numbers show the fraction
of the total yield of each (merged) STXS bin, landing in each analysis category. Each
column therefore sums to 100%. Entries with values less than 0.05% are not shown.
The bottom row, referred to as “No Tag” indicates the fraction of events originating
from the corresponding process which do not enter a single analysis category. The
column labelled as qqH rest includes the contributions from the qqH 0J, qqH 1J,
qqH m;; < 60 GeV and the qqH 120 < m;; < 350 GeV STXS bins.
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Appendix E

Observed diphoton-mass

distributions

The observed diphoton invariant-mass distributions in the individual H — ~~ analysis
categories are presented in this Appendix. Here, the best-fit signal-plus-background model

corresponds to the per-production mode signal-strength fit.
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Figure E.1: Data points (black) and the best-fit signal-plus-background model for the individ-
ual analysis categories targeting a number of ggH STXS regions. The best-fit model
corresponds to the per-production mode signal strength fit. The solid red line shows
the best-fit signal-plus-background model, whereas the dashed line shows the back-
ground component only. The one standard deviation (green) and two standard
deviation (yellow) bands show the uncertainties in the background component of
the fit. The bottom panels in each plot show the residuals after subtraction of this
background component.
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Figure E.2: Data points (black) and the best-fit signal-plus-background model for the individ-
ual analysis categories targeting a number of ggH STXS regions. The best-fit model
corresponds to the per-production mode signal strength fit. The solid red line shows
the best-fit signal-plus-background model, whereas the dashed line shows the back-
ground component only. The one standard deviation (green) and two standard
deviation (yellow) bands show the uncertainties in the background component of
the fit. The bottom panels in each plot show the residuals after subtraction of this
background component.



254 Appendix E. Observed diphoton-mass distributions

137 fo (13 TeV,
T T T

137 fo”' (13 TeV) 137 fb (13 TeV)
T T T T T T

T T T T
-7y, m, = 12538 GeV

> E > E T T T T 4 > 3
> F E| ° f yom = q o E|
S 40 ?f BSM 200 < p!" < 300 Tage] G 140 7t|~>7/ m, = 125.38 GeV BSM 200 < p!” < 300 Tagt] S BSM 300 < p! < 450 Tage
B b T B M By ) E| @ ot Py B Mie) E| @ = (g By Mo )
£ B + Data E| -1 ¢ Data 4 k-1 ¢ Data
.% a0f] — S+Bfit E ‘% — S+Bit ] :>j 3 — S+Bfit
: - Bcomponent 7 100 - B component Wb - B component
Etto E| [BNE3RY 3 12 o
20 [J+20 E 20 E © 26 E
5E E ]
10 f—+ * E 3
sE e E + + + + i
oE L L L \+ Loal e's Iy 1 oE L L L L L H I E|
20 T T T T T T T 50 T T T T T T T 14 T T T T T T T
sE B component subtracted - e + B component subtracted e B component subtracted =
TN D R |
gWH‘x‘m b b o o a s o 1) W E : + | b
757+\p T\wmw b i S e o 4 ; # H i E
-10E, = -20 = 2=
Tisgd E 30 E S +++¢ LN [
,;3 L | | | | | | 4051 | | | | | | L = jg =, | + L 1 | | | L I
Mo ™0 T a0 150 160 170 0 1 O Tm T e 10 60 170 g0 To 70 T @0 150 160 170 0
m,, (GeV) my, (GeV) m,, (GeV)
137 fb" (13 TeV) 137 fo” (13 TeV) 137 fb" (13 TeV)
%, T T T T T T T J % F T T T T T T T B % E T T T T T T T 3
20FH =12 v = FHoy = 12! v ] EH = 12! v E
] H o yy.m, = 12538 Ge B5M 200 <7 <450 ] & bH -7y, m, =125.38 Ge! ssmss s <60 ] K] -7y, m, = 125.38 Ge asaT > 650
O B e e M) + Dat E o T g B By M) b Dat ] > = (o Paer o M) + Da
Z 16 ata E £ E ata ] € ata
:>J’ » — S+Bfit E :>j s — S+Bit B :>j —} S4B it
» - B.component 3 E omponent ] B component
El [ 4 E +1
10 | 1 E M=o
E 1 2 [Ldt20
8 E q
. E| 3 54| §
4 ! H
2 ; i
o E| Y 0 NI
12E T T T T T T T = 8 T T T T T T T = 4E T T T T T T T pE
2E B component subtracted = oF B component subtracted : B component subtracted
o E 3 E
6E, E aE = 2E
B b Ll s i AT f i
2 * + 0 N m HL\HHHH%MHHH#\#\\J’uu*w
1Al TR A LA gt T e TR 3 i o
BE E e E Sf 3
1 H‘O 12‘0 13‘0 |110 |5‘0 16‘0 17‘0 30 1 H‘U 12‘0 13‘0 M‘D 1.";0 16‘0 17‘0 180 1 H‘O 12‘0 13‘0 N‘Q 15‘0 |S‘0 |7‘0 180
m,, (GeV) m,, (GeV) m,, (GeV)
137 b (13 TeV) 137 b (13 TeV)
% 80 T T T T T J %} 180 T T T T T T T B
o F }j - v1,m, = 12538 GeV ggH VBF-like Tag0 O 160 t‘ -, m,=12538 GeV ggH VBF-like Tag!
B TOE T B e g ) - Tom g My My M)
2 7F + Data 2w 4 Data
é’ o — S4Bt }j 120 — S+Bit
50 - B component . - B component
Mo 0 Mo
“ CJ+20 &

30 ; 60
20 ; 40
10f- 2
E 0
B T T g omponent sublracted - wE T T Component subiracted

:5 :j +\++ W ,mf t' +fw‘mﬂw‘¢¢"‘ A A’A.‘u"wt"o.: ?E q + + H + + + + +
;‘W”? Wm % .

5 i

1o E

is E

-2 | | | | | | 208 | | | | | | |

00~ T0 120 130 140 150 160 170 180 1 T 720 180 40 150 160 170 180
m,, (GeV) m,, (GeV)

Figure E.3: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the ggH BSM and ggH VBF-like STXS regions. The
best-fit model corresponds to the per-production mode signal strength fit. The solid
red line shows the best-fit signal-plus-background model, whereas the dashed line
shows the background component only. The one standard deviation (green) and
two standard deviation (yellow) bands show the uncertainties in the background
component of the fit. The bottom panels in each plot show the residuals after
subtraction of this background component.
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Figure E.4: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the qqH STXS regions. The best-fit model corresponds
to the per-production mode signal strength fit. The solid red line shows the best-
fit signal-plus-background model, whereas the dashed line shows the background
component only. The one standard deviation (green) and two standard deviation
(yellow) bands show the uncertainties in the background component of the fit. The
bottom panels in each plot show the residuals after subtraction of this background
component.
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Figure E.5: Data points (black) and the best-fit signal-plus-background model for the individ-
ual analysis categories targeting the VH leptonic STXS regions. The best-fit model
corresponds to the per-production mode signal strength fit. The solid red line shows
the best-fit signal-plus-background model, whereas the dashed line shows the back-
ground component only. The one standard deviation (green) and two standard
deviation (yellow) bands show the uncertainties in the background component of
the fit. The bottom panels in each plot show the residuals after subtraction of this
background component.
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Figure E.6: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the ttH STXS regions in the hadronic channel. The
best-fit model corresponds to the per-production mode signal strength fit. The solid
red line shows the best-fit signal-plus-background model, whereas the dashed line
shows the background component only. The one standard deviation (green) and
two standard deviation (yellow) bands show the uncertainties in the background
component of the fit. The bottom panels in each plot show the residuals after
subtraction of this background component.
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Figure E.7: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the ttH STXS regions, in the hadronic and leptonic
channels. The best-fit model corresponds to the per-production mode signal strength
fit. The solid red line shows the best-fit signal-plus-background model, whereas the
dashed line shows the background component only. The one standard deviation
(green) and two standard deviation (yellow) bands show the uncertainties in the
background component of the fit. The bottom panels in each plot show the residuals
after subtraction of this background component.
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Figure E.8: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the ttH and tH STXS regions, in the leptonic channel.
The best-fit model corresponds to the per-production mode signal strength fit. The
solid red line shows the best-fit signal-plus-background model, whereas the dashed
line shows the background component only. The one standard deviation (green) and
two standard deviation (yellow) bands show the uncertainties in the background

component of the fit.

subtraction of this background component.

The bottom panels in each plot show the residuals after



260



Appendix F

H — ~~: STXS merging schemes

This Appendix tabulates the definition of the maximal and minimal merging schemes,
introduced in Chapter 6. For each parameter of interest, the contributing STXS stage 1.2

bins are listed.
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Table F.1: A summary of the maximal and minimal parameter merging schemes. The STXS
bins that contribute to each parameter are listed. Furthermore, the bins that are
constrained to their respective SM predictions in the fits are listed at the bottom.

Scheme Parameters STXS stage 1.2 bins (total number of bins)
ggH 0J low p#f ggH 0J low p#f (1)
ggH 0J high pZ ggH 0J high p, bbH (2)
ggH 1J low p¥f ggH 1J low pif (1)
ggH 1J med p#f ggH 1J med p (1)
ggH 1J high pH ggH 1J high p# (1)

ggH > 2J low p¥
ggH > 2J med pjlll

ggH >2J low p¥ (1)

H >2J med p# (1
Maximal 887 = pr (1)

(17 parameters) ggH > 2J high p#f ggH >27J high p# (1)
ggH BSM 200 < pH < 300, ggH BSM 300 < p# < 450
H BSM 4
&8 {ggH BSM 450 < pH < 650, ggH BSM pX > 650 )
) ggH VBF-like low m;; low pf77, ggH VBF-like low m;; high pi//
ggH VBF-like Lo ) e gy o (4)
gegH VBF-like high m;,; low p.°”, ggH VBF-like high m; high p

qqH VBF-like

{ qqH VBF-like low mj; low p4#7, qqH VBF-like low m; high p57J } @

qqH VBF-like high m;; low p/1%7 qqH VBF-like high m; high pl//7

qqH VH-like qqH VH-like (1)

qqH BSM qqH BSM (1)

WH lep All WH lep (5)

ZH lep All ZH lep and ggZH lep (10)
ttH All t4H (5)

tH tH = tHq + tHW (1)

ggH 0J low p¥
ggH 0J high pH

ggH 1J low p¥
ggH 1J med pql‘{

ggH 0J low pff (1)

ggH 0J high pH, bbH (2)

ggH 1J low p¥ (1)
ggH 1J med pQIZI (1)

ggH 1J high p& ggH 1J high pZ (1)

ggH > 2J low pH ggH >2J low pl! (1)
ggH > 2J med pi ggH >2J med pif (1)

ggH > 2J high p#f ggH >27J high pZ (1)

ggH BSM 200 < pif <300  ggH BSM 200 < pif < 300 (1)
ggH BSM 300 < pif <450  ggH BSM 300 < pif < 450 (1)
ggH BSM pH > 450 ggH BSM 450 < pH < 650, ggH BSM pZ > 650 (2)

Minimal g jike low m;; low pi97  ggH + qqH VBF-like low my; low pi77 (2)

VBF-like low mj; high pf97  ggH + qqH VBF-like low mj; high pf97 (2)
VBF-like high m;; low py??  ggH + qqH VBF-like high m; low pii?7 (2)
VBF-like high m;; high pi7/ ggH 4 qqH VBF-like high m;; high pi77 (2)

(27 parameters)

qqH VH-like qqH VH-like (1)

qqH BSM qqH BSM (1)

WH lep p¥. < 75 WH lep p¥. < 75 (1)

WH lep 75 < p¥. < 150 WH lep 75 < p¥. < 150 (1)

WH lep p¥. > 150
P Pr > WH lep pY. > 250

ZH lep All ZH lep and ggZH lep (10)

{WH lep 0J 150 < pY¥. < 250, WH lep >1J 150 < p¥. < 250 } 3)

ttH pH < 60 ttH pX < 60 (1)

ttH 60 < pH < 120 ttH 60 < p# < 120 (1)
ttH 120 < pH < 200 ttH 120 < pi < 200 (1)
ttH 200 < pX < 300 ttH 200 < pH < 300 (1)
ttH pH > 300 ttH pH > 300 (1)

tH tH = tHq + tHW (1)

Constrained to SM prediction qqH 0J, qqH 1J, qqH m;; < 60, qqH 120 < mj; < 350 (4)




Appendix G

EFT parametrisation: MC

generator details

This Appendix describes the technical details in deriving the EFT parametrisations,
namely the options used to configure the MC generators. Firstly, the treatment of myz in
the HEL interpretation is described. Following this, a crib sheet is provided in Table G.1,

which lists all the relevant details.

G.1 The treatment of myz in the HEL interpretation

The nominal HEL model is uniquely defined by the input parameters: mw, agym and Gp,
where myy is the W boson mass, agy is the electromagnetic coupling constant, and G is
the Fermi constant. In this input parameter scheme, the Z boson mass, my, is dependent

on the HEL parameters, cr, cyww, ¢p and ca, according to equation G.1,

(G.1)

8cy sin*(Oy) + 2¢ cosZ(Ow) + cp sin?(6
m(@) = m e |1 - e (Ow) +2cww cos®(Bw) + cp (W)}

cos?(fw)

where mzgy is the Z boson mass in the SM, and 6y, is the Weinberg angle. In the
interpretation documented in this thesis, the HEL model has been adapted to remove the
¢ dependence of my, and instead fix its value to the SM prediction. This reflects the fact
that, although there is no explicit Z boson mass measurement entering the combination, it
is well measured experimentally and therefore it is not physical to consider large variations
in its value. In fact, the chosen operator subset, {O}, does not include Op, and Oww
and Op are fit together in the combination of parameters, cyyw — ¢p, which equation
G.1 does not explicitly depend on. The operator Q4 is included in the subset, however
the c4 dependence is small (o< sin(6y)), such that over the allowed range in c4 there is
a negligible shift in the my value, well within its measured uncertainty. All in all, this

means the treatment of myz in the interpretation has a negligible effect.
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264 Appendix G. EFT parametrisation: MC generator details

Table G.1: Crib sheet for the MC generator details used when deriving the EFT parametrisation.

Perturbative order

Generator Parton showering Event classification
(QCD and QED)
MG5_AMC@NLO [119] PYTHIAS [127] River [181]:
(v2.6.5 for HEL) (v8.201 for HEL) HiggsTemplateC S i LO
(v2.6.7 for Warsaw) (v8.244 for Warsaw) regsenpiateirosssections

FeynRules UFO model

SILH basis (HEL) | HEL_UFO [163] | Input parameter scheme: mw, agm, Gr. Model has been adapted
to fix the Z boson mass to the SM prediction.

Warsaw basis SMEFTsim [79] | Input parameter scheme: mw, mz, Gr. Assuming U(3)" flavour
symmetry.

Madgraph process definitions, M

New physics option: NP<=1 (added to every line in process definition)

Production Mode | Syntax Decay channel Syntax
generate p p > h QED=1
ggH add process p p > h j QED=1 H — vy generate h > a a
add process p p > h j j QED=1
H— 7272 - 4 generate h > 1+ 1- 1+ 1-
qqH generate p p > h j j QCD=0
WIH 1 generate p p > h 1+ vl H —- WW — (vlv | generate h > 1+ vl 1- vl
P add process p p > h 1- vli~
JH 1 generate p p > h 1+ 1- H—= 77 generate h > ta+ ta-
P add process p p > h vl vli~
H — bb generate h > b b~
ttH generate p p > h t t~
tH generate pp > h t b~ j For total width, T'H
1 add process pp > h t~ b j
define p = p b b~ H = cc h>c e~
> -
tHW generate pp > h t w H = vy h>gg
add process pp > h t~ w+
bbH generate p p > h b b~ + others, same as in Table 4 of Ref. [218§]

Generator, parton shower and classification options

All Madgraph options are set to their default values

Jet matching algorithm MLM Matching parameter: xqcut=30.

Kinematic cuts None A couple of cuts are applied at the classification stage: jets are
required to have pjT > 30 GeV in the RIVET routine. Lepton
pairs are required to have ARy > 0.05 when deriving the H —
77 — 4L parametrisation to avoid divergences in the colinear
limit.

1haid=230000

Parton distribution function NNPDF2.3 (LO) -

Pythia options are same as used for the standard SM simulation in CMS




Appendix H

HEL parametrisation

This Appendix contains the cross section and branching fraction scaling functions used
in the HEL parametrisation. The cross section scaling functions are defined at the gran-
ularity of the STXS stage 0, 1.0 and 1.1 binning schemes (see Appendix A). Only pref-
actors (Ap, Byr) which are at least 0.1% of the leading prefactor are shown in the tables.
Prefactors calculated with an MC statistical uncertainty > 50% are dropped from the

parametrisation; these are typically the cross terms, By, (for p # r), for two subleading

operators. The considered operators are those shown in Table 7.1.

Table H.1: Scaling functions for the STXS stage 0 bins in the HEL parametrisation.

STXS bin

Scaling function, iu‘;rod

ggH

qqH

WH lep

ZH lep

ttH

1+ 8.73x 103 cg + 1.95 x 107 ¢,

1 4+ 9.02cww + 0.6cg — 0.797cgw + 0474ca + 171c},y,, + 3.42c¢% + 114c5,,,
+ 23.1cwwep + 233 cwwegw + 6.22cwwea + 15.3cgegw + 2.02¢cgeca + 0.679cygwea

1+ 425cww + 199chw + 912c%,y, + 558 ¢y, + 1.3 X 103 cwwegw

1 4+ 36.6cww + 105cp + 15cgw + 52lca + 602¢f,y, + 51.7¢E + 321cky,
+ 350cwwen + T2cwwegw + 102cwwea + 227cgegw + 3l.dcgea + 29.7cpwea

14295¢y + 115¢cg 4+ 2.14¢2 + 6.13 ¢y, + 1k + 5.87 ¢y, + 2.97x 10% ¢, + 167 cucq
—03lewwep + 11.9cwwegw — 0.318cpegw
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Appendix H. HEL parametrisation

Table H.2: Scaling functions for the STXS stage 1.0 bins in the HEL parametrisation. Units of
i, mjj, p?“ and p¥. in GeV.

STXS bin

Scaling function, u;md

ggH 0J

gegH 1J p¥ < 60

ggH 1J 60 < pH < 120
ggH 1J 120 < pH < 200
ggH 1J pH > 200

ggH >2J p¥ < 60

ggH >2J 60 < plf < 120
ggH >2J 120 < pH < 200
ggH >2J pif > 200

ggH VBF-like ph 77 < 25

ggH VBF-like p 77 > 25

1+8.69x10%ce + 1.9 x 107 ¢,
1+ 8.65 x 103 ¢ + 1.93 x 107 ¢,
1+8.39x%x10%¢cg + 1.91 x 107 ¢
1+81x103cg + 1.97 x 107 ¢,
1+ 9.88x 103 ¢ + 2.01 x 107 ¢
1+8.62x%x10%3cg + 2 x 107 cZ
1+8.94x 103 cg + 1.97 x 107 ¢,
1+ 9.29 x 103 ¢ + 2.01 x 107 ¢,
1+9.31x10%¢cg 4 2.11 x 107 ¢
1+ 8.59 x 103 ¢ + 2.05 x 107 ¢,

1+9.28x10%¢cq +2.24 x 107 ¢

qqH VBF-like p77 < 25

qqH VBF-like pi97 > 25

qqH VH-like

qqH Rest

aqH p% > 200 (BSM)

14 255cww + 0.078cp — 4.58cyw + 0.158ca + 8.63¢Zy, + 0.117¢% + 13.2¢%,
+ 0.834 cywwep + 2.39cwwenw — 0.253cwwea + 0.341cgegw — 0.711cgwea

14 15leww + 0.029¢cp — 5.88cyw + 0.316ca + 14.2¢f,y, + 0.213¢% + 20.9c%y,
+ 096lcwwep + 6.94cwwegw + 0.363cwwea + 0.597cpegw + 0.332c¢cpca
— 0.9 CHWCA

1 + 349cww + 287cg + 17Tcgw + Lllca + 499¢k,, + 9.75¢%4 + 235¢%,,
+ 68.1cwwep + 619cwwenw + 22.7cwwea + 384cpegw + 6.79¢cpeca + 7.74cgwea

1 + 95leww + 0.585cp — 080legw + 0316ca + T7.9¢fy + 1.55¢h
+ 31.9(2%”/‘/ + 106 cwwep + 69 4dcwwengw + 5.0dcwwea + 4.48cpegw + 1.56¢cpca
+ 0.647 cgweca

1 — 489cww — 0566cg — 10cgw + 1.22 x 103¢3,,,, + 25.4c¢% + 1.12 x 103 cZy,
+ 166cwwep + 2.14 x logcwwcHW + 19.8cwwea + 146cgegw + 6.95cpca
—4.37CHWcA

WH lep p¥. < 150
WH lep 0J 150 < p¥. < 250
WH lep >1J 150 < p¥. < 250

WH lep p¥. > 250

14 33.7cww + 11.5cyw + 312¢%,y + 62.3¢%y,, + 230 cwwenw
14 76.3cww + 5L.lcgw + 1.56 X 103 ¢y, + 841 c%y + 2.14 x 103 cywwenw
14 674dcww +42.2chw + 1.44 X 103 ¢,y + T52c%y + 1.92 x 103 cywwenw

1+ 183cww + 157caw + 1.52 x 10% ¢,y + 1.32 x 104 %y + 2.78 x 104 cwwenw

ZH lep p¥ < 150

ZH lep 0J 150 < p¥. < 250

ZH lep >1J 150 < pY. < 250

ZH lep p¥. > 250

1 + 29.6cww + 835cp + 848chyw + 5.05ca + 242c},y,, + 199c¢% + 34.8c%,,
+ 136 cwwep + 148 cwwegw + 788 cwwea + 42.2cgegw + 24.4cpeca + 182cywea

1+ 622cww + 18.1cp + 37.6cygw + 6ca + 1.04 x 1033, + 88c% + 482c%,
+ 602cwwen + 1.29 x 103 ecwwenw + 185cwwea + 37depegw + 55.8cpca
+ 70.7cgwca

1+456.9cww + 16.5¢cp + 32cyw + 6ca + 914c2,q, + 78.6c% + 422¢%,, + 533 cwwen
+ 111 x 103 ecwwenw + 176 cwwea + 324cpegw + 53.5¢pca + 6legwea

1+ 15leww +44.7cg + 125cygw + 6.32c4 + 9.16 X103 ¢,y + 811c% + 7.68x 103 ¢y,
+37.4c¢% +545%x 103 cwwep + 1.64 x 10 cwwenw + 479 cwwea + 4.87 x 102 cgegw
+ 144cpca + 219cgwea

ttH

142.95¢y + 115¢ce + 2.14¢2 + 6.13¢Z,y,, + 1k + 5.87¢2,, + 2.97x 104 2, + 167 cuce
—0.31 cwweB + 11.96WWcHW — 043IBCBCHW




267

Table H.3: Scaling functions for the ggH and qqH STXS stage 1.1 bins in the HEL parametri-
sation. Units of p&, mj;, p?” and p¥. in GeV.

STXS bin

Scaling function, u;md

ggH BSM pH > 200)

ggH 0J plf < 10

ggH 0J 10 < pff < 200

ggH 1J pfl < 60

ggH 1J 60 < p¥ < 120

ggH 1J 120 < pjl < 200

ggH >2J pif < 60

ggH >2J 60 < pH < 120

ggH >2J 120 < pif < 200

ggH >2J 350 < my; < 700,ph77 < 25
ggH >2J 350 < my; < 700,pH?7 > 25
ggH >2J m;; > 700,p¥jj <25

ggH >2J mj; > 700,ph’7 > 25

1 4+ 9.41 x 103 ¢ + 2.09 x 107 ¢,
1+ 854 x 103 ¢ + 1.88 x 107 ¢Z,
14+8.72x 103 cg + 1.9 x 107 ¢

1+ 8.65 x 103 ¢ + 1.93 x 107 ¢Z,
1 48.39 X 103 cg + 1.91 x 107 ¢
1+81x103¢cg + 1.97 x 107 ¢Z,

1+ 8.74 x 103 ¢ + 2.03 x 107 ¢Z,
14 9.02 x 103 ¢ + 1.98 x 107 cZ,
149.24 x 103 cg + 2.01 x 107 ¢
14752 %103 cq + 1.95 x 107 ¢,
1+ 9.24 x 103 ¢ + 2.03 x 107 ¢Z,
1+ 1.08 x 10% ¢ + 2.13 x 107 ¢,

1+ 8.34x 103 ¢ + 2.28 x 107 ¢,

qqH 0J

qqH 1J

qqH mjj < 60

aqH 60 < m;; < 120 (VH-like)

qqH 120 < mj; < 350

qqH pE > 200 (BSM)

aqH 350 < mj; < 700, phid < 25

qqH 350 < mj; < 700,pH97 > 25

qqH mj; > 700, pH97 < 25

qqH m;; > 700, piI7 > 25

1 4+ 128cww + 0.609cp + 1.15cyw + 0.316ca + 57.5¢%, + 3.67c%y,
+ 5.6cwwep + 25.8cwwenw + 3.62cwwea + 1.72cpecgw + 2.18cpca
+ 1.0dcgweca

1 + 125cww + 0.849¢cp + 0.464cyw + 0474dca + 110c%,, + 2.09c¢4
+ 506%JW + 14‘7cWWcB + 117CWWcHW + G‘ZICWWcA + 6.74CBCHW
+ 1.85¢cgca + 1.18cywea

1 + 219cww + 158cp + 7.77cyw + 0.947ca + 2493, + 3.54c%
+ 108(2%”/‘/ + 243cwwep + 283 cwwenw + 9.79cwwea + 13.8cpecpw
+ 3.52¢cgca + 2.81lcywea

14 38cww +3.16cg + 19.9cygw + 1.26c4 + 668cZ,yy, + 13.7¢% + 376 %y
+ 949cwwep + 919cwwengw + 25.3cwwea + 62cpegw + 7.56cpca
+ 8.87CHWcA

I + 629cww + 0.335cp — 2.55chw + 0.316ca + 120¢,y, + 2.53¢%h
—+ 86.20%{‘” + 16.9cwwep + 160cwwegw + 5.32cwwea + 10.7cgepw
+ 1.75¢cpca

1 — 16.leww — 153cp — 273cgw + 047dca + 5263, + 10.7c¢%
+ 624cy + 68lewwes + 102 x 108 cwwenw + 415cwwea
+ 66.8cpcyw + 1.8cpca — 12.2cygwea

1 + 2.09cww — 0.012¢cg — 4.06cgw + 0.158cq + 12.5¢d,y,, + 0.331c%
+ 10.1 C%—IW + 1.27cwwep + 6.63cwwenw + 0.947cwwea + 0.772cgecgw
+ 0.6cpca

1 + 219cww — 0.028¢cg — 39lcyw + 44.9¢%,y, + 0.713¢% + 272,
+ 435cwwep + 2cwwegw + 1.96cwwea + 2.01lcgegw + 0.837cpca
— 0.505cgweca

1+ 25eww + 0.087cp — 3.7cgw + 1ddcfyy + 0.186¢h + 8.53cky,
+ 1.7cWWcB + 0.42cWWcHW + 0.33CBCHW + 0.284CBCA + 0.15SCHWcA

1 + 112cww + 0.058cg — 4.47cgw + 0.316ca + 17.7c},y + 0.414c%
+ 10.2 C%—IW + 2.08cwwep + 123cwwenw + l.ldcwwea + 0.975cgepw
+ 0.632cpcp
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Table H.4: Scaling functions for the VH lep and ttH STXS stage 1.1 bins in the HEL parametri-
sation. Units of p&, m;;, p#7 and p¥ in GeV.

STXS bin

Scaling function, ,u;md

WH lep p¥. < 75
WH lep 75 < p¥. < 150
WH lep 0J 150 < p¥. < 250

WH lep >1J 150 < p¥. < 250

1+ 289cww + 7.38cuw + 219¢2,4, + 19.5¢%,, + 1ldewwenw
1+ 4ldeww + 18cyw + 457,y + 129¢% + 412cwwenw
1+ 763cww + 5L.1cgw + 1.56 X 103 cZ,y,, + 841 cZy + 2.14x 103 cwwenw

1+ 67dceww + 42.2caw + 1.44x103 ¢y + 752 ¢y + 1.92x10% ewwenw

WH lep p¥. > 250

1 + 18cww + 157caw + 1.52 x 10% ¢, + 1.32 x 10y, + 2.78 x
10% cwwenw

ZH lep p¥. < 75

ZH lep 75 < p¥. < 150

ZH lep 0J 150 < p¥. < 250

ZH lep >1J 150 < p¥. < 250

ZH lep p¥. > 250

1+ 25.7cww + 7.2¢cp + 5.52cyw + 4.74ca + 175c3,,, + 14.3¢% + 104,
+ 97.5CWWcB + 74.5CWWcHW + 64.26WWcA + QICBCHW + 20~1CBCA
+ 12.8cywea

1+ 35.5cww + 10.1cp + 13cgw + 5.37ca + 345¢d,y,, + 28.6c% + 72.2¢%,y,
+ 196 cwwep + 260cwwegw + 10lewwea + 74.6cgpegw + 3lcpea
+ 26.5cgwea

1 + 622cww + 18.1cp + 37.6cgw + 6ca + 1.04 x 103cZ,,,, + 88c%
+482c%, + 602cwwep + 1.29 X 102 ewwenw + 185 cwwea + 3T4cpenw
+ 55.8¢cgca + 70.Tcgwcea

1+ 56.9cww + 16.5¢p + 32cuw + 6ca + 91dcd,y, + T8.6c% + 422¢3,
+ 533cwwep + 1.11x 103 cwwegw + 176 cywwea + 324 cgegw + 53.5¢cpea
+ 6lcgwca

1+ 15leww + 44.7¢cg + 125cgw + 6.32¢ca + 9.16 x 103¢3,,,, + 811c%
+ 7.68 x 103c%,, + 37.4c¢% + 545 x 103 cwwep + 1.64 x 10t ewwenw
+479cwwea + 4.87 x 103 cgegw + 144cgea + 219cywea

ttH

14295¢cy +115¢G +2.14¢2 +6.13¢%,y + 1c% + 5.87 ¢y, +2.97 x 104 ¢,
+ 167 cycg — 0.3lewwep + 11.9cwwegw — 0.318cpegw

Table H.5: Scaling functions for the partial and total Higgs boson width in the HEL parametri-
sation.

Decay channel

. . . f
Partial width scaling, Ff/FSM

H — vy

H—ZZ — 40

H—WW — 202v
H — 71

H — bb

1 —916ca + 2.09 x 105 ¢4

1L+ 102eww + 2.77cp + 28Tcuw + 2.88ca + 27.8¢h,y, + 3.52¢% + 221c%y,,
+ 10cwwep + 14.Tecwwengw + 3.84cgegw + 8.26cpca

1+ 103cww + 3.72caw + 26.3c, + 3.77c2y, + 192cwwenw
1+ 3cg + 2.25¢2

1+ 3cq +2.25¢%

Total width scaling

1+ 017lcy + 233¢q 4+ 0.112¢y + 1.03eww + 0.0228cp + 0.366caw + 259cq
+ 0.128¢2 + 1.74¢% + 0.084 ¢ + 2.63¢3,yy, + 4.67c%yy, + 5.73 x 105 + 0.1lcwwep
+ 1.8 cwwengw + 0.03cpeygw + 15.8cywcea




Appendix 1

Warsaw-basis parametrisation

This Appendix contains the cross section and branching fraction scaling functions used in
the Warsaw-basis parametrisation. The cross section scaling functions are defined at the
granularity of the STXS stage 1.2 binning scheme (see Appendix A). Only prefactors (A4,,
B,,) which are at least 5% of the leading prefactor are shown in the tables. This is a tighter
threshold than shown for the HEL parametrisation due to the larger number of terms.
In the fits, the full parametrisation without this threshold is used. Prefactors calculated
with an MC statistical uncertainty > 50% are dropped from the parametrisation; these are
typically the cross terms, B, (for p # r), for two subleading operators. The considered
operators are those shown in Table 7.6. The parametrisation is defined for a nominal new

physics energy scale of A =1 TeV.

269



270

Appendix I. Warsaw-basis parametrisation

Table I.1: Scaling functions for the ggH STXS stage 1.2 bins in the Warsaw basis. Units of pZ,
mjj, p?“ and pY¥. in GeV.

STXS bin Scaling function, uémd
ggH BSM 200 < p& < 300 14 19.1Chg + 164C% 4
ggH BSM 300 < pH < 450 1+ 18Chg + 161 Ch g
ggH BSM 450 < pH < 650 1+ 16.9Cyg + 161 C ¢
ggH BSM pi > 650 1+ 17.7Chg + 172C%4 4
ggH 0J pH < 10 1 +34.4Cgg + 308C% g
ggH 0J 10 < p&F < 200 1+435CHG + 313C%¢
ggH 1J pif < 60 1+32.7Chg +275C%Ha
ggH 1J 60 < p < 120 1 4+30.2CHg + 238C%

ggH
ggH
ggH
ggH
ggH
ggH
ggH

ggH

1J 120 < p&¥ < 200

>2J pi < 60

>2J 60 < pH < 120

>2J 120 < pH < 200

>2J 350 < mj; < 700, piI7 < 25
>2J 350 < my; < 700, pidl > 25
>2J mj; > 700, pid < 25

>2J mj; > 700, piI7 > 25

=

[

-

-

[un

-

-

o

+29.5CHg + 235 C%q
+20.9CHg + 132C% ¢
+21.4Chg + 150 C¥ g
+21.3Cpg + 167 Chg
+15.9Cgg + 109C% ¢
+13.6Chgg + 81.6 C ¢
+16.3Cgg + 119C% ¢

+12.7Chg + 75.3C3 ¢
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Table I.2: Scaling functions for the qqH STXS stage 1.2 bins in the Warsaw basis. Units of pZ,
mjj, pg“ and pY. in GeV.

STXS bin

Scaling function, u;md

qqH 0J

qqH 1J

qqH mj;; < 60

qqH 60 < mj; < 120 (VH-like)

qqH 120 < mj; < 350

aqH p# > 200 (BSM)

qqH 350 < mj; < 700, pHi7 < 25

qqH 350 < my; < 700, pH97 > 25

aqH mj; > 700, pHI7 < 25

qqH mj; > 700, pH79 > 25

1+ 0.121 Crpox + 0.239 oy + 0.0393 Cpryy g — 0.364 C43) 4 0.34 CS; +o1s82¢()

+ 0.0279C] g + 0.0147C%y, 5 + 0.0331CH)% + 0.0269C4)2 + 0125C5)2 + 0.0138C%,
1 3 3
+ 0.0128C%, + 0.0083CP2 + 0.0146 CypoxCuw — 0.0221CupoxC) + 0.0207CHBOXC’§{;

1 3 3 1
+ 0.011 CypoxC{Y + 0.0205CHw Cup — 0.0435 Cuw C3) + 0.157OHWC’§{; + 0.0218 Cyw CfP)

H¢
1)

~0.0814CypCrwp +0.0152 Chw pCE) — 0.06205)0%) —0.03310) ) +o0.03108) ]

+ 0.0603 C%yyr

14 0.121 Cypox + 0.223 Crw + 0.0482 Crywp — 0.364CL) + 0.354C) + 0.0261 Cpry + 0.182Cf,)
2 (1)2 (3)2 2 3) (3) ~(3
+0.102C%y, +0.24105)2 +1.01C)2 +0.084C%, +0.252Crw CF) — 0.0646 C ) C'F)

3

1 4 0.121 Cprpox + 0.355 Cprw + 0.0577 Crrywp — 0.364C'5)
2 ()2 (3)2 2 2 (3)

+ 0155C%y, + 017904)% + 0.737CH)2 + 0.132C%, + 0.0616C%, + 0.0474CppoxCy)

3) (3) (1) ~(3)
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Appendix I. Warsaw-basis parametrisation

Table 1.3: Scaling functions for the VH leptonic STXS stage 1.2 bins in the Warsaw basis. Units

of pi, my;, pi?? and pY¥. in GeV.

STXS bin

Scaling function, Hprod

‘WH lep p¥ <75

WH lep 75 < p¥ < 150

WH lep 0J 150 < pY. < 250

WH lep >1J 150 < p¥. < 250

WH lep py. > 250

3) 3 (1 2
1 4+ 0.121 Cppox + 0.804CHy — 0.243C3) + 1A120§I; + 0.182¢() + 0.1920%y,
+ 03605’32 4 0.0488CHpoxCHw + 0A06790HBOXCS’; - 0.0971CHwCE)
(3) (1) (3) ~(3) (3) ~(1)
+0.491 Crw C) + 0.0731 Crw CYy) — 0.136 Cff)CF) + 0.102 1) cf;

1 + 0.121CHBox + 0922Cxw - 0.24208) + 1A87c§§; + o.aszcfy
3 3 3
+0.324C%y, + 1.04 0}132 4 0.0559 CrrpoxCrrw + 0.113 CHBOXC;,; — 0111 CpwCH)

+0.938 Cpw Oy + 0.0838 Crw Cf)) — 0.226 ) CF) +0a70)cf))

1+ 1.02CHw — 0.2420) + 3.9605’; 1 0.684C%y, + 4.530(;’312 + 0.24CHBOXC§’;
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(1)
(24
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ZH lep py. < 75

ZH lep 75 < py. < 150

ZH lep 0J 150 < py. < 250
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3 1 3
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Table I.4: Scaling functions for the ttH, tH and bbH STXS stage 1.2 bins in the Warsaw basis.
Units of p¥, m;;, p77 and p¥ in GeV.

STXS bin

Scaling function, /,Lf)md

ttH pH < 60

ttH 60 < pH < 120

ttH 120 < p& < 200

ttH 200 < p4 < 300

ttH pH > 300

1 4 0.119 Cprpox + 0.417Crrag — 0.119[Cyup| — 0.737|Chel — 0.1208) 4 0.0509Cf)) + 0.162C%¢
1 0.391|Cuc|? + 0.026 CrrpoxCria — 0.0447 Crpox|Cuc| — 0.0255 Cra|Cuml — 0.291 Crra|Cuc|
—0.025 CraCE) +0.0446 |Cy i ||Cuc| + 0.0444 |Cue|CE) — 0.0222|Cq1CS)

1 4 0.119 Cypox + 0.483Cgg — 0.119|Cyp| — 0.803|Cyug| — 0.12 cg’j + 0.0598 cﬁ) + 0.242C%4 ¢
+ 0.52|Cyug|? + 0.0303CHBoxCHG — 0.0487 CHBox|Cug| — 0.0295Cra|Cur| — 0.397CralCuc|

— 00288 CrC) +0.0485 |0y y||Cyc| + 0.0483 |Cp|CE)

1 4 0.118 Crpox + 0.594Cha — 0.118 [Cyup| — 0.897 |Chuel — 0.119C) 1 0.0596 Cf}) + 0.47C% g
3
+0.823[Clu|? — 0.0544 Corpox| Cug| — 0.651 Crrg|Cuc | + 0.054 |Cypr ||Cluc] + 0.0538 |Clur|CE)
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tHq 1 4 0.121 Cyrpox — 0.0303Cppp + 0.214Cyy — 0.364C3) + 0.118 CS'; + 01820} + 2.72 Cg’;?
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(3) ~(3) (3) ~(1)
—0.04270)C) + 0021305 )
bbH 1 + 0.0453CHpBox — 0.008CHpp + 8.88CHG + 0.036CHw + 0.0174Cpwp — 0.0569C)

(1)

[24
3)2 2 2 3 3 3

+0.224 C;; +0.0646 C%,, + 0.0285 C%y + 0.0233 CrgCE) + 0.066 CHWCEJZ +0.0226 CHWBC}{;
(3) ~(3)

- 0.01890%) )

3 2 2 1)2
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Table 1.5: Scaling functions for the partial and total Higgs boson width in the Warsaw basis.
Prefactors (A4,, By,) which are at least 1% of the leading prefactor are shown in the

table.
Decay channel Partial width scaling, Ff/l"éM
H — vy 1 — 14Cgw — 48.8Chp + 26.1CHwp + 49C%hy + 596C% 5 + 1T1C% g + 342CHwCrp
—183CuwCawp — 638CupCHwaB
H  ZZ — 4¢ 1+ 0.12CHpox — 0.234Chw — 0.23CHp + 0.244Chwp + 0.126CY) — 0.236C8) — 0.101Cp,
+ 0181C) + 0.0184C%pp + 0.883C%y + 4.03C%p + 118ChHyp + 0.0164C8)2
+0.0082C{P% — 0.0142 CpoxC) + 0.0109 ChpoxCY)) + 0.0711CppCrw + 0.741 Cyw Cup

176 CwCrwp — 286 CupCrws — 0.0099C{)c) + oo1150()cly + oo1r3cP)ey,

(3) »(1)
—0.0214C;) C,

H—>WW - 2020 | 1 + 0.121Chpex — 0.0314Cxpp — 0.0880Crw + 0.0028C4) — 0.22808) — 0.0046 Cpr,
(1) 2 2 2 (3)2 (1)2

+ 0182C¢) + 0.0037CHp.. + 0.0048C%y + 0.001C%, 5 + 0.013208)2 4+ 0.0083C(]

—  0.0019CHBxCHDD — 0.0054CHBoxCrHw — 0.0138ChpoxCe) +  0.011 CppexClL)

+0.0028 CyyppCrw + 0.004ChppCE) — 0.0028 CppCLy + 0.0099 Cyw C2) — 0.0081 O C)
—0.0207c) (D

H — bb 1 4 0.121CHpex — 0.0303CHpp — 0.121|Cqy| — 0.12108) + 0.0606C{Y + 0.0037 C%p,,
+ 0.0037 |Cqpr |2 + 0.0037C$)2 — 0.0018 CorpoxCrpp — 0.0074 Corpox|Cam| — 0.0074 Crrpox O
+  0.0037ChpoxC{}) + 0.0018CppplCam| + 0.0018CxppCe) +  0.0074|C4x|CE)
—0.0037 [Capr|CYy) — 0.0037 () oD
H = rr 1 4+ 0.121CHBox — 0.0303CHpp — 0.121]Ceq| — 0.121C) + 0.0606 S} + 0.0087 C%p..
+ 0.0037 |Cepr|? + 0.0037 {32 — 0.0018 CrpoxCrrpp — 0.0074 Corpox|Coprl — 0.0074 Crpoyx CE)
£ 0.0037ChpexC{Y 4+  0.0018CupplCem| + 0.0018CuppC) +  0.0074|C.m|CE)
—0.0087 |Cr|Cfy — 0.0037 ) ofp
_ _ (3) (1) 2 (3)2
H = pp 1 4+ 0.121C0gpox — 0.0303CHpp — 0.12108) + 0.0606C{) + 0.0037 C¥po + 0.0037CLH)
—  0.0018CHBoxCHDD — 0.0074CHpBoxCY) 4+ 0.0037 ChpexCly) +  0.0018CyppCE)
(3) ~(1)
—0.0037 ¢}
H — Z~ 1 — 14.7Cgw + 14.7Chp + 9.8Crwp + 54.2C%y, + 54.2C% 5 + 24C% 5 — 108CrwCap
—722CHwWCHWE +72.2CrCHWB
Total width scaling | 1 + 0.117Cgpox — 0.0291Cgpp + 1.37Cgg — 0.0444Cpgw — 0.0705Cgp + 0.0571Chrws
~ 0.0058|Cepr| — 0.0087[Cypm| — 0.0974|Cqg| — 0.123C§) + 0.0026C5) + 0.0631C,
+0.0035 C¥poy + 13.4CH g + 0.146 Cyyy + 1.12C% 5 + 0.329 Coyy p + 0.008 [Cypyr | + 0.0043 C(3)2
—  0.0018CBoxCHapD — 0.0059 Cprpox|Capl —  0.0075CrpoxC) 4+  0.0088 CppoxClY
+  0.0015CHpp|Canl + 0.0019CHppCE) 4+  048TCxwChp -  0.404CHwCHwp

— 1.05CHRCHW B + 0.0059 |Cqr |CE) — 0.003|Cqn|Cty) — 0.0044 ) oD




Appendix J

Input feature distributions for the
e/~ identification BDT in the
HGCAL L1T

This Appendix shows the distributions of the nine input features (&) for the e/~ identifica-
tion BDT algorithm introduced in Section 8.3. The distributions are shown for both signal
(red) and background (black) trigger primitive clusters, for the low |n| (1.5 < |n| < 2.7,
solid) and the high |n| (2.7 < |n| < 3.0, dashed) regions separately.

275



276

Appendix J. e/ identification input feature distributions
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Figure J.1: The distributions of the input features to the HGCAL L1T e/~ identification BDT
algorithm. The first five plots represent the five longitudinal shower shape variables,
whilst the final four plots shows the four lateral shower shape variables. The sig-
nal clusters (generator-level matched electron) and background clusters (pileup) are
shown in red and black respectively, and are separated into the two pseudorapidity
regions in which the BDTs are trained.
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