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Abstract

This thesis details the precision measurements of Higgs boson properties at the Com-

pact Muon Solenoid experiment. The measurements use proton-proton collision data at

a centre-of-mass energy of 13 TeV, collected during Run 2 of the LHC, corresponding to

a total integrated luminosity of 137 fb−1. Production cross sections and Higgs boson cou-

plings are measured in the diphoton decay channel. Events with two isolated photons are

selected and subsequently categorised to target different kinematic regions of the Higgs

boson production phase-space. The total Higgs boson signal-strength, relative to the

Standard Model prediction, is measured to be 1.12 ± 0.09. Other properties of the Higgs

boson are measured. This includes a simultaneous measurement of 27 independent kine-

matic regions, representing the most granular measurement of Higgs boson production in a

single decay channel to-date. Following this, a beyond-the-Standard Model interpretation

of Higgs boson cross section measurements is provided. The interpretation is performed

in an effective field theory framework, which benefits from being agnostic to the specifics

of the complete beyond-the-Standard Model theory. Measurements from multiple Higgs

boson decay channels are combined, enabling tighter constraints on a larger number of

effective field theory parameters, and thereby reducing the parameter space for potential

beyond-the-Standard Model physics. Ultimately, all results presented in this thesis are

found to be consistent with the predictions of the Standard Model.
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Preface

This thesis includes a complete description of the H → γγ analysis documented in Ref. [1].

The analysis targets Higgs boson production cross sections and couplings, using proton-

proton collision data collected by the CMS experiment during Run 2 of the LHC. The

paper has recently been published by the Journal of High Energy Physics (JHEP). I

was predominantly responsible for the statistical inference and the extraction of results,

detailed in Chapters 5 and 6, respectively. The event reconstruction and categorisation,

described in Chapter 4, was developed and optimised by other members of the H →
γγ analysis group at the CMS Collaboration. Nevertheless, the techniques have been

summarised in my own words, and I am responsible for the derivation of the final analysis

category yields.

Described in Chapter 7, is a beyond-the-Standard Model interpretation of Higgs boson

cross section measurements at CMS, using an effective field theory approach. The inter-

pretation was made public by the CMS Collaboration in the preliminary public document

of Ref. [2], which describes the combination of Higgs boson measurements across the ma-

jor Higgs boson decay channels using the partial Run 2 data set. Whilst the strategy for

such an interpretation was developed by others, I was responsible for implementing this

strategy at the CMS experiment, deriving the signal cross section parametrisation, and

subsequently extracting the results. Furthermore, the progression of EFT measurements

at CMS, described at the end of the chapter, includes only my own studies.

Finally, Chapter 8 looks ahead to the High-Luminosity operation of the LHC machine

(HL-LHC). The training of the algorithm responsible for distinguishing electrons and

photons from hadronic activity is my own work. A description of this algorithm was

included in the CMS Phase-2 Level-1 Trigger technical design report [3]. The chapter

also details a projection study looking at the sensitivity to top-associated Higgs boson

differential cross sections with the CMS Phase-2 detector. I am responsible for all elements

of this analysis, including the extraction of constraints on the Higgs boson self-coupling.

This study was published in a collection of HL-LHC sensitivity studies for the CERN

Yellow Report in Ref. [4].
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Chapter 1

Introduction

Our current best theory for describing elementary particles and their interactions is known

as the Standard Model (SM) of particle physics [5–7]. The SM successfully describes the

strong force as well as the unification of the weak and electromagnetic forces. Central

to this so-called electroweak theory is the Brout-Englert-Higgs (BEH) mechanism [8–

13], responsible for the spontaneous symmetry breaking of the electroweak interaction

and the subsequent generation of mass for other elementary particles. Additionally, the

BEH mechanism predicts the existence of a scalar boson with mass situated around the

electroweak scale; namely the Higgs boson. In 2012, the Higgs boson was observed exper-

imentally [14–16] by the ATLAS and CMS Collaborations [17, 18] at the Large Hadron

Collider (LHC) [19], CERN. This discovery was heralded as a great triumph of the SM,

marking the completion of the particle content of the theory.

Despite all its glory, the SM is known to be incomplete. For one, the SM fails to

explain the fourth fundamental force of nature: gravity. Secondly, cosmological models

which successfully describe the large scale structure of the universe predict the existence

of dark matter and dark energy [20], which hold no place in SM theory. The SM also

fails to explain the fine-tuning of the Higgs field vacuum expectation value, known as the

hierarchy problem [21, 22], and it does not explain the fact that neutrinos have mass,

as required by the experimental observation of neutrino oscillations [23]. On top of this,

the SM lacks a mathematical elegance by requiring a relatively large number of input

parameters, whose values are not predicted by the theory and appear to be somewhat

arbitrary, often provided by experiment [24]. It is these shortcomings of the theory which

make necessary the existence of new physics beyond-the-Standard Model (BSM).

At the LHC, there are two complementary methods used to search for BSM physics.

The direct approach aims to explicitly observe new particles in data. Alas, since the

discovery of the Higgs boson in 2012 there has been no direct evidence of new particles,

suggesting that any BSM physics lies beyond the energy reach of the collider, or that it has

1
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a too-small cross section and therefore remains (so far) undetected. As a result, attention

has shifted towards the second approach: indirectly probing new physics via precision

measurements. Short-range interactions with BSM particles may leave a measurable

imprint on the properties of SM particles. Hence, quantities well predicted in SM theory

offer a unique tool for discovery, where deviations between measured and predicted values

provide an indication of new physics.

Precision measurements of Higgs boson properties will provide a better understanding

of electroweak symmetry breaking, help to elucidate the nature of the Yukawa interactions

with fermions, and even shed light on the origins of the universe via the shape of the

Higgs potential [25, 26]. Furthermore, being the only fundamental scalar in the SM, the

Higgs boson lies at the heart of many proposed BSM theories, such as supersymmetry,

composite models or extra dimensions [27–29]. This has led to the development of a

broad and comprehensive program of work to characterise the Higgs boson and measure

its couplings to other particles. Since discovery, the ATLAS and CMS Collaborations

have observed all the major Higgs boson production modes, as well as the couplings of

the Higgs boson to the third generation quarks and charged lepton [30–35]. Most recently,

the CMS experiment reported the first direct evidence of the Higgs boson coupling to the

muon [36]. Moreover, both experiments have performed differential measurements of

Higgs boson properties to further scrutinise SM theory in specific regions of the Higgs

boson phase space [37–41]. So far all measurements are consistent with the SM predictions.

This thesis details precision measurements of Higgs boson properties using proton-

proton collision data collected by the CMS experiment during Run 2 of the LHC. Firstly,

Chapter 2 provides the theoretical foundations on which the measurements reside. Chap-

ter 3 then describes the CMS experiment at the LHC, focusing on the design choices

which enable Higgs boson precision measurements. The following three chapters provide

a complete description of the analysis documented in Ref. [1], which measures Higgs boson

production cross sections and couplings in the diphoton decay channel (H → γγ). This

channel is particularly powerful due to its clean final state topology, where the excellent

energy resolution of the CMS electromagnetic calorimeter leads to a narrow peak in the

diphoton invariant mass spectrum, effectively distinguishing Higgs boson production from

SM background processes. Furthermore, it is one of the few channels which has reasonable

sensitivity to all of the principal Higgs boson production modes.

The H → γγ analysis is configured to perform measurements within the simplified

template cross section (STXS) framework [42], which offers a coherent approach to Higgs

boson production cross section measurements with increasing statistics. In the framework,

the inclusive Higgs boson production phase space is divided into kinematic regions, which

are split first by the production mode and subsequently by the kinematics of the event
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constituents. By measuring the cross section in these bins, a more complete description

of Higgs boson production is achieved. The three chapters dedicated to this analysis

are structured as follows. In Chapter 4, the event reconstruction and categorisation are

described. Following this, Chapter 5 explains the statistical inference techniques which

are used to extract the Higgs boson cross sections and couplings. This includes the

construction of the likelihood function, the modelling of both signal and background

events, and the treatment of systematic uncertainties. Finally, Chapter 6 presents the

results of the analysis in terms of signal-strengths, coupling-modifiers and production

cross sections in the STXS framework.

Following on from this, Chapter 7 describes a BSM interpretation of STXS mea-

surements using effective field theory (EFT) [43–47]. In the EFT, BSM particles are

postulated to have masses at an energy scale far beyond the accessible energy scale at

the LHC. By performing a series expansion of the SM Lagrangian, we encapsulate all the

information of a BSM ultraviolet (UV) complete theory, in terms of the infrared (IR) SM

fields. This provides an (almost) model independent framework on which to probe BSM

physics. Firstly, cross sections in the STXS framework and the Higgs boson branching

fractions are expressed in terms of the EFT parameters. This parametrisation is then

applied to a combination of STXS measurements performed by the CMS experiment in

different Higgs boson decay channels [2]. Combining measurements in this way provides

the optimal precision with regards to the current data set, and enables a number of direc-

tions in the EFT parameter space to be probed simultaneously. The results are shown as

constraints on a set of EFT parameters, thereby reducing the potential parameter space

for BSM physics.

The thesis concludes with a look to the future operation of the LHC machine, known

as the High-Luminosity LHC (HL-LHC). Here, protons will be collided at five times

the LHC design luminosity, providing a wealth of proton-proton collision data on which

to base precision measurements. In Chapter 8, a machine learning algorithm trained

to discriminate photons and electrons from hadronic activity in the future CMS trigger

system is described [3], showing the expected performance of the algorithm in the HL-

LHC environment. Following this, the future sensitivity to Higgs boson measurements

at the HL-LHC is discussed. This features a projection study investigating an indirect

method for probing the Higgs boson self-interaction via (single) Higgs boson production in

association with top-quarks [48]. Finally, Chapter 9 draws conclusions from the results of

this thesis, and offers a perspective on the future of Higgs boson precision measurements

at the LHC and beyond.
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Chapter 2

Theoretical foundations

2.1 The Standard Model of particle physics

2.1.1 Introduction

The Standard Model (SM) of particle physics is a relativistic quantum field theory (QFT),

that encompasses all known fundamental particles of matter and their interactions via

the strong nuclear force, weak nuclear force, and the electromagnetic force. Gravity,

which is not included in SM theory, is many orders of magnitude weaker than the other

forces and therefore can be safely ignored when studying the interactions of SM particles

in high-energy physics experiments. SM theory was established in the 1970s and has

remained essentially unchanged since its formation [5–7], providing extremely successful

high-energy physics predictions up to the modern day. Most notably, was the prediction

of the Higgs boson [8–13], which was observed experimentally in 2012 by the ATLAS and

CMS Collaborations [14–16]. Nevertheless, the theory falls short in explaining a number

of physical observations, including dark matter [20], neutrino oscillations [23], and the

hierarchy problem [21, 22]. To be able to efficiently scrutinise the predictions of the SM

in the search for beyond-the-Standard Model (BSM) physics, it is crucial that the theory

is well understood.

This chapter begins by introducing the pillars of SM theory. Section 2.1.2 summarises

the particle content of the SM, including both the fundamental constituents of matter

(fermions) and the interaction mediators (bosons). Following this, a pedagogical approach

to the construction of the SM is provided, adopting the widely-used Lagrangian formalism

throughout. Here, the essential notion of a gauge theory is introduced, in the context of

quantum electrodynamics (QED), quantum chromodynamics (QCD), and the unification

of the electromagnetic and weak forces into the electroweak (EW) interaction. This

leads to a description of spontaneous symmetry breaking in the SM, known as the Brout-

5
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of +2
3 and −1

3 , respectively (in units of the elementary charge, e). Quarks also possess

a colour charge, which comes in one of three possible states: R, G and B. It is through

this colour charge that the quarks interact with the massless gluon (g) colour octet via

the strong interaction.

Likewise, the lepton sector is defined in three mass generations, and is split into the

charged leptons (ℓ) and the neutral leptons (neutrinos, ν). Along with the quarks, the

charged leptons interact with the massless photon field, γ, to define the electromagnetic

interaction. All fermions1, including the neutrinos, interact via the weak interaction.

This occurs via the exchange of the massive vector bosons: W± bosons (charged current

interactions) and the Z boson (neutral current interactions). Each fermion in the SM has

a corresponding antiparticle, which has the same mass but opposite charge and parity to

the respective particle2.

The final piece in the puzzle is the spin-0 Higgs boson. Electroweak symmetry breaking

via the BEH mechanism is essential in the SM as the means in which the W± and Z bosons

acquire their mass. Additionally, the Yukawa interactions between the quarks/charged

leptons and the Higgs field explain the masses of the fermions. The salient feature of

the BEH mechanism is the existence of an additional scalar boson: the Higgs boson, the

measurements of which form the basis of this thesis.

2.1.3 Constructing the Lagrangian

The SM can be neatly expressed as a Lagrangian density, LSM, in terms of the particle

fields. We can then infer the dynamics and interactions of the fields by applying the

principle of least action to LSM (via the Euler-Lagrange equations).

At the bedrock of SM theory lies the idea of symmetry. Nöther’s theorem [50] states

that if a particular Lagrangian density is invariant under some transformation, then this

implies the existence of an associated conservation law. Such an invariant transformation

is referred to as a symmetry of the Lagrangian. By inverting the theorem, we find that

for each conserved quantity observed in nature, there must be an associated symmetry

of the corresponding Lagrangian. For example, a theory which respects the conservation

of energy (momentum) is defined by a Lagrangian which is invariant under a temporal

(spatial) translation.

The SM is based on a particular type of QFT, known as a gauge theory, where the

Lagrangian is invariant under local gauge transformations. Such transformations shift the

phase of the fundamental fields, where (in contrast to global transformations) the size

1There is a slight complexity here concerning the helicity states of the weakly-interacting particles, but
this will be addressed in the coming sections.

2In fact, it is not yet known if the neutrino behaves as a Dirac fermion or a Majorana fermion, where
the latter describes a fermion that is its own antiparticle. This subtle detail is not relevant for this thesis.
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of the shift can be different for different points in spacetime. It is worth stressing that

the fundamental fields of a QFT are not observed in nature. Instead, in high-energy

physics experiments we measure quantities derived from the Lagrangian of the theory,

such as cross sections, σ, and decay rates, Γ, which are combined under the blanket

term of observables. Crucially, these observables are independent of the phase of the

underlying fields, and therefore LSM must be invariant under local gauge transformations.

An important consequence of requiring this symmetry is the introduction of gauge boson

fields which act as the mediators of the fundamental interactions. Additionally, Nöther’s

theorem tells us that a local gauge symmetry leads to the conservation of a physical

charge.

In summary, imposing the invariance of LSM under a local gauge transformation intro-

duces gauge boson fields with certain properties, which interact in certain ways with the

fundamental matter fields. The form of these interactions are governed by the symmetry

group of the gauge transformation. The following sections describe the symmetries of LSM

that match what we observe in nature, and how they give rise to the electromagnetic,

strong and weak interactions.

Quantum electrodynamics

The QFT of electromagnetism is known as quantum electrodynamics (QED) [51]. It

describes charged fermions, photons, and their subsequent interactions. Rather pro-

foundly, all of QED can be derived by requiring the invariance of the QED Lagrangian,

LQED ⊂ LSM under local U(1) transformations:

U(1) : LQED 7→ L′
QED = LQED. (2.1)

The equations of motion for spin-1
2 fermion fields, ψ, are described by the Dirac

equation [52]. Therefore, LQED contains a Dirac term of the form,

LQED ⊃ LDirac = iψ̄ /∂ψ −mψψ̄ψ, (2.2)

where we have adopted the slash notation, /∂ = γµ∂µ, such that i∂µ is the position space

representation of the 4-momentum, pµ. The quantity γµ represents the Dirac gamma

matrices that obey the anti-commutation relation {γµ, γν} = 2ηµν14, where ηµν is the

Minkowski-space metric: ηµν = diag(1,−1,−1,−1). The fermion field, ψ, is expressed as

a four-component Dirac spinor, where the components are interpreted as the spin-up and

spin-down eigenstates of the positive energy (particle) and negative energy (antiparticle)

solutions of the Dirac equation. The corresponding adjoint field, ψ̄, is defined as ψ̄ = ψ†γ0,

where ψ† is the Hermitian conjugate of ψ. Finally, the mass of the fermion, mψ, is
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Figure 2.2: The electromagnetic interaction between the photon field, Aµ, and the charged
fermion fields, ψ.

described by the mass term, mψψ̄ψ.

Under a local U(1) transformation, the fermion field transforms as,

U(1) : ψ 7→ ψ′ = eigθ(x)ψ, (2.3)

where g is a real number, and θ is a real-valued function that depends on the spacetime

co-ordinate, x. Applying the transformation to LDirac,

U(1) : LDirac 7→ L′
Dirac = LDirac − ψ̄gγµ(∂µθ(x))ψ, (2.4)

introduces an additional term due to the non-vanishing derivative of θ(x).3 To reconcile

this with the U(1) gauge invariance shown in equation 2.1, it is necessary to add another

term to LQED,

Lint = −gψ̄γµψAµ, (2.5)

where Aµ is a (vector) gauge boson field that transforms under local U(1) transformations

as,

U(1) : Aµ 7→ A′
µ = Aµ − ∂µθ(x). (2.6)

This directly cancels the extra term in equation 2.4, establishing the gauge invariance of

LQED. What we have found is beautiful in its simplicity. By demanding the local U(1)

gauge symmetry of the Dirac Lagrangian, we require the existence of the gauge boson

field, Aµ, which is precisely the photon field. The additional term in the Lagrangian,

Lint, describes the electromagnetic interaction between charged fermions and photons, as

shown by the Feynman diagram in Figure 2.2, where the quantity g = |e|Q is the coupling

strength of this interaction, with e being the elementary unit charge and Q the relative

charge of fermion, ψ. The conserved quantity in the electromagnetic interaction is the

electric charge.

3This is not present in global U(1) transformations where ∂µθ = 0.
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The QED Lagrangian is supplemented with the gauge-invariant kinetic term,

LQED ⊃ Lgauge = −1

4
FµνFµν , (2.7)

where Fµν = ∂µAν − ∂νAµ is the field strength tensor for the photon field, Aµ. This

describes the propagation of the photon field in free space, such that by applying the Euler-

Lagrange equations to Lgauge we recover Maxwell’s equations of electromagnetism [51].

Hence, the total QED Lagrangian can be written as,

LQED = −1

4
FµνFµν + iψ̄ /Dψ −mψψ̄ψ, (2.8)

where we have introduced the covariant derivative formalism, /D = γµDµ = γµ(∂µ+igAµ),

which absorbs the gauge boson field, Aµ, into the definition. Importantly, there is no mass

term (∝ m2
AA

µAµ) present in the Lagrangian for the gauge boson, as terms of this type

are not invariant under local gauge transformations. As a consequence, the photon field

is massless and the range of the interaction is effectively infinite.

Extending to SU(N)

The strong and weak interactions are obtained by extending the concept of gauge invari-

ance to SU(N) symmetry groups [53]. In the case of QED, gauge invariance was achieved

by defining a covariant derivative containing the corresponding gauge boson field. This

simple reformulation extends to all symmetry groups: gauge invariance is realised by

introducing the covariant derivative,

Dµ = ∂µ + igAaµT
a (2.9)

where Aaµ are the gauge boson fields, Ta are the generators of the group algebra, and g is

again the coupling strength of the gauge interaction. In the case of the U(1) symmetry

group, there is a single generator (T = 1) which results in a single gauge boson: the

photon. For SU(N), the generators Ta form a basis in the group space of dimension

N2 − 1 (i.e. a = 1, ..., N2 − 1). Symmetries of this type give rise to N2 − 1 gauge bosons.

For a generic covariant derivative, Dµ, the corresponding field strength tensor is,

Fµν =
i

g
[Dµ, Dν ] = ∂µA

a
νT

a − ∂νA
a
µT

a + ig[AbµT
b, AcνT

c]

= Ta
(

∂µA
a
ν − ∂νA

a
µ − gfabcAbµA

c
ν

)

= TaF aµν ,

(2.10)

where fabc are the structure constants of the symmetry group defined by [Ta,Tb] = ifabcTc.
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Figure 2.3: The triple (left) and quartic (right) gauge boson self-interactions.

Abelian groups are defined by the property that the generators of the group algebra com-

mute: fabc = 0∀ a, b, c.4 For non-Abelian gauge theories, such as those based on an

SU(N) symmetry, the generators in general do not commute. This has dramatic conse-

quences for the physics that the theory describes, as can be seen from the gauge term in

the Lagrangian,

Lgauge = −1

4
F a,µνF aµν . (2.11)

Unlike in the case of QED, Lgauge now contains additional terms representing the self-

interactions of the gauge bosons: a term ∝ gfabc(∂µAa,ν)AbµA
c
ν which corresponds to the

triple gauge boson interactions, and a term ∝ g2fabcfadeAb,µAc,νAdµA
e
ν which corresponds

to the quartic gauge boson interactions. These self-interactions are shown as Feynman

diagrams in Figure 2.3.

Quantum chromodynamics

The QFT of the strong interaction, known as quantum chromodynamics (QCD), is estab-

lished by requiring LQCD ⊂ LSM to be symmetric under local SU(3)C transformations:

SU(3)C : LQCD −→ L′
QCD = LQCD, (2.12)

where the subscript C indicates that the transformation only applies to fields with colour

charge. The gauge invariance is achieved by replacing ∂µ with the covariant derivative,

Dµ = ∂µ + igsG
a
µ

λa

2
. (2.13)

Here, λa

2 are the 32 − 1 = 8 generators of the SU(3)C group algebra, known as the Gell-

Mann matrices, and Gaµ, correspond to the eight gluon fields which mediate the strong

interaction. The strength of this interaction is encoded by the coupling strength, gs.

By Nöther’s theorem, we can relate this SU(3)C symmetry to the conservation of

4The U(1) group of QED is trivially Abelian, since it is defined by a single generator, T = 1.
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colour charge. Quark fields possess a colour charge and therefore interact with the gluon

fields. Including the Dirac terms for the quark fields, we arrive at an expression for the

QCD Lagrangian,

LQCD =
∑

j

iψ̄j( /D −mj)ψj − 1

4
Ga,µνGaµν . (2.14)

where ψj are the quark spinors of flavour j = {u, d, c, s, t, b}. As described in the previous

section, the non-commutative properties of the Gell-Mann matrices lead to the gluon

self-interactions [54]. These self-interactions have major consequences for the physics

of the strong interaction. Firstly, the coupling strength, gs, decreases as a function of

the interaction energy scale5. At very high energies, such as those probed in the hard

scatterings at the LHC, the strong force is sufficiently weak to describe the quarks and

gluons as independent particles using perturbation theory. This effect is referred to as

asymptotic freedom [55]. On the other hand, at lower energies quarks and gluons are never

observed as isolated colour charged particles, but are instead confined to colourless bound

states, known as hadrons. This gives rise to the plethora of meson (qq̄) and baryon/anti-

baryon (qqq/q̄q̄q̄) states that we observe in nature, and explains why outgoing quarks and

gluons in high-energy collisions form collimated sprays of hadrons, known as jets [56].

Electroweak unification

One of the great successes of SM theory is the unification of the electromagnetic and

weak interactions [5–7]. This was achieved by requiring the electroweak Lagrangian,

LEW ⊂ LSM to be symmetric under local SU(2)L ⊗ U(1)Y transformations,

SU(2)L ⊗ U(1)Y : LEW −→ L′
EW = LEW, (2.15)

which requires the introduction of the covariant derivative,

Dµ = ∂µ + igW i
µ

σi

2
+ ig′BµY. (2.16)

The non-Abelian SU(2)L symmetry group has 22 −1 = 3 generators, Ti = σi/2, which are

the 2×2 Pauli-spin matrices, with three associated gauge boson fields, W i
µ. The quantity

g represents the coupling strength of this interaction, whilst the corresponding conserved

charge is known as weak isospin, t3. The Abelian U(1)Y symmetry has a single generator,

T = Y = y
21, with a single gauge boson field, Bµ. This interaction has a coupling strength,

g′, and conserves a quantity referred to as weak hypercharge, y. We extract the physical

states of the gauge fields (W± bosons, Z boson and the photon) according to the following

5This property is related to the β-function of QCD; a discussion of which is left to Ref. [54].
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relations,

W±
µ =

1√
2
(W 1

µ ∓ iW 2
µ)

(

Zµ

Aµ

)

=

(

cos θW − sin θW

sin θW cos θW

)(

W 3
µ

Bµ

) (2.17)

where θW = tan−1(g′/g) is the weak mixing angle, and is measured directly in experiment.

The gauge term of the electroweak (EW) Lagrangian,

LEW ⊃ Lgauge = −1

4
W i,µνW i

µν − 1

4
BµνBµν , (2.18)

introduces self-interactions between the W i
µ fields, which after rotating to the physical

states are observed as the γW+W− and ZW+W− triple gauge interactions, and the

W+W−W+W−, W+W−ZZ and W+W−γγ quartic gauge interactions.

Turning our attention to the fermions, the diagram in Figure 2.1 tells us that both

quarks and leptons interact via the weak interaction. In nature, we observe the weak

interaction to violate parity conservation [57], or in other words, the weak interaction

behaves differently under the spatial translation: x 7→ −x. A fermion field, ψ, can

be projected into its left-handed and right-handed components, ψL and ψR, using the

projection operators, P̂L/R = 1
2(1 ∓ γ5), where γ5 = γ0γ1γ2γ3. We can then bake the

effect of parity violation into EW theory by only permitting interactions between the

W i
µ gauge fields and left-handed fermions6 (right-handed anti-fermions) [53]. In this way,

the left-handed components of the fermion fields transform as doublets under SU(2)L

transformations (t3 = ±1
2), whilst the right-handed components transform as singlets

(t3 = 0),

ψL : LjL =

(

νjL

ℓjL

)

, QajL =

(

uajL
dajL

)

,

ψR : ℓjR, uajR, dajR.

(2.19)

Here, ℓ and ν represent the charged leptons and neutrinos, u and d represent the up-type

and down-type quarks, and the flavour indices, j, and colour indices, a, are explicitly kept

in the notation for completeness. It is important to note that there is no right-handed

neutrino field in the standard EW theory, as they do not interact via either the weak or

electromagnetic interactions.

The fermionic EW interactions are defined by the following gauge-invariant terms in

the Lagrangian,

6Hence the use of the subscript, L, in the SU(2) symmetry group definition.
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LEW ⊃ ψ̄Li /D
L
ψL + ψ̄Ri /D

R
ψR, (2.20)

where

DL
µ = ∂µ12 + igW i

µ

σi

2
+ ig′Bµ

yL
2

12

=

(

∂µ 0

0 ∂µ

)

+
ig

2

(

W 3
µ W 1

µ − iW 2
µ

W 1
µ + iW 2

µ −W 3
µ

)

+
ig′yL

2

(

Bµ 0

0 Bµ

)

,

DR
µ = ∂µ + ig′Bµ

yR
2
.

(2.21)

Considering the diagonal elements of DL
µ together with DR

µ , and applying the rotation to

the physical basis (equation 2.17), we find a photon-fermion interaction term (ψ̄ψAµ) of

the form,

LEW ⊃ −
[

ψ̄Lγ
µ(g sin θW

σ3

2
+ g′ cos θW

yL
2

12)ψL + ψ̄Rγ
µg′ cos θW

yR
2
ψR

]

Aµ,

= − |e|
[

ψ̄Lγ
µ(
σ3

2
+
yL
2

12)ψL + ψ̄Rγ
µ yR

2
ψR

]

Aµ,

= − |e|Qψ̄γµψAµ,

(2.22)

where the relations, g sin θW = |e| and g′ cos θW = |e|, are inferred by relating to the

equivalent interaction term of QED in equation 2.5. Moreover, the observation that the

electromagnetic interaction does not depend on the handedness (chirality state) of the

fermion field tell us,

Q = t3 +
y

2
. (2.23)

This is ultimately the defining relation of electroweak unification. At first glance, the

electromagnetic and weak interactions appear to have completely different properties. The

electromagnetic interaction is parity-conserving and is mediated by the massless photon

over an effectively infinite range, whilst the weak interaction is parity-violating, and is

mediated by the massive weak bosons, over a very short interaction range. Nevertheless,

this section has proved that the two can be unified into a common electroweak theory,

where equation 2.23 tells us how the charge of the electromagnetic interaction is related to

the weak isospin and hypercharge. Using this relation, the full set of electroweak quantum

numbers for the SM fields are derived to be the values shown in Table 2.1. Following the

same procedure as shown for the ψ̄ψAµ interaction, the charged current (W±) and neutral

current (Z) weak interactions are derived from the Lagrangian in equation 2.20, providing

the full set of fermionic EW interactions displayed in Figure 2.4.
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Figure 2.4: The electroweak interactions including fermions.

Table 2.1: The weak isospin (t3), weak hypercharge (y) and electric charge (Q) quantum numbers
of the Standard Model fields. Here, the fermion flavour states are explicitly shown.

Particle field t3 y Q = t3 + y
2

uaL, caL, taL +1
2 +1

3 +2
3

daL, saL, baL −1
2 +1

3 −1
3

uaR, caR, taR 0 +4
3 +2

3

daR, saR, baR 0 −2
3 −1

3

νeL, νµL, ντL +1
2 −1 0

eL, µL, τL −1
2 −1 −1

eR, µL, τL 0 −2 −1

W±
µ ±1 0 ±1

Zµ 0 0 0

Aµ 0 0 0

Gaµ 0 0 0

H −1
2 1 0
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Spontaneous symmetry breaking

By simply applying the elegant principle of gauge invariance, we have constructed a La-

grangian density that describes all of the fundamental interactions between the fermions

and the vector gauge bosons, as well as the gauge-boson self-interactions of the strong

and weak forces. Nevertheless, there is a striking omission: a consistent description of

the particle masses. As in QED, gauge-boson mass terms of the form ∝ m2
WW

i,µW i
µ are

forbidden in electroweak theory as they are not invariant under local SU(2)L ⊗ U(1)Y

transformations. This contradicts the masses of the W± and Z bosons observed in ex-

periment. Moreover, mass terms for the fermion fields, ∝ mψ(ψ̄LψR + ψ̄RψL) are also

not gauge invariant due to the different transformation properties of the left-handed and

right-handed fields. In SM theory, we introduce the Brout-Englert-Higgs (BEH) mecha-

nism [8–13] to generate the particle masses by spontaneously breaking the symmetry of

the electroweak interaction.

A spontaneous symmetry breaking (SSB) refers to the case where the underlying

Lagrangian of the theory obeys certain symmetries, whereas the lowest energy (vacuum)

state of the corresponding Hamiltonian does not [53]. The BEH mechanism explains

what happens when the broken symmetry is a local gauge symmetry. In the SM, the

BEH mechanism breaks the SU(2)L ⊗U(1)Y symmetry of the electroweak interaction into

a U(1)EM symmetry, as shown in equation 2.24:

SU(3)C ⊗ SU(2)L ⊗ U(1)Y
BEH7→ SU(3)C ⊗ U(1)EM. (2.24)

Note, the SU(3)C symmetry of the strong interaction remains unbroken and therefore the

gluon fields, Gaµ, are unaffected. The SSB is achieved via the introduction of two complex

scalar fields7, φ+ and φ0, which transforms as a doublet, H, under SU(2)L transformations,

H =

(

φ+

φ0

)

=
1√
2

(

φ1 + iφ2

φ3 + iφ4

)

. (2.25)

The doublet, H, is referred to as the Higgs field. In total, this corresponds to adding four

additional degrees of freedom into the Lagrangian via the SU(2)L ⊗ U(1)Y invariant term

for a complex scalar field,

LSM ⊃ LHiggs = (DµH)†(DµH) − µ2H†H − 1

4
λ(H†H)2 (2.26)

where the covariant derivative Dµ acting on H is that shown in equation 2.16, such that

the Higgs doublet possesses a weak hypercharge of yH = 1. The latter two terms describe

7Because the BEH mechanism is required to generate the masses of the weak gauge bosons, one of the
complex scalar fields must be neutral, φ0, whilst the other must be charged, φ+, such that (φ+)∗ = φ− [58].
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Figure 2.5: The potential, V (φ), for a single complex scalar field, φ = 1
√

2
(φ1 + iφ2), uniquely

defined by the parameters: µ2 and λ. The plot on the left shows the scenario for
µ2 > 0 and λ > 0, whilst the plot on the right shows the scenario for µ2 < 0 and
λ > 0. It is the form on the right which is required for SSB via the BEH mechanism.
Figure taken from Ref. [58].

the Higgs potential, V (H),

V (H) = µ2H†H +
1

4
λ(H†H)2. (2.27)

It is useful to begin by considering the possible forms of this potential for a single complex

scalar field, V (φ), where φ = 1√
2
(φ1 + iφ2), as shown in Figure 2.5. In this example, the

Lagrangian of the underlying theory is invariant under local U(1) gauge transformations.

The parameter λmust be positive to ensure the minima of the potential are finite; however,

there is no such requirement on µ2. A value of µ2 > 0 (left) results in a symmetric potential

with a minimum at (φ1, φ2) = (0, 0). For µ2 < 0 (right) there is an infinite set of minima

defined by φ2
1 + φ2

2 = −µ2/λ = v2, as shown by the dashed circle in the plot. In other

words, the lowest energy (vacuum) state does not occur at (φ1, φ2) = (0, 0) but instead at

one of the infinite points along φ2
1 + φ2

2 = v2. It is the choice of the vacuum state which

(spontaneously) breaks the local U(1) gauge symmetry of the Lagrangian [58].

We can extend this idea to the Higgs doublet with four degrees of freedom, where the

non-zero vacuum states satisfy,

H†H =
1

2
(φ2

1 + φ2
2 + φ2

3 + φ2
4) = −µ2

2λ
=
v2

2
. (2.28)

To achieve the SSB expressed in equation 2.24, a vacuum state is chosen to generate the

masses of the W± and Z bosons, whilst leaving the symmetry of the electromagnetic (EM)

interaction intact, and therefore the photon massless. The conventional choice [6] is,

〈0|H|0〉 =
1√
2

(

0

v

)

, (2.29)



18 Chapter 2. Theoretical foundations

where v =
√

−µ2/λ is the Higgs field vacuum expectation value. We then consider

non-linear perturbations about this minimum of the form,

H = eiG
i(x)σi

2 · 1√
2

(

0

v + h(x)

)

(2.30)

where the Goldstone theorem [59] predicts the existence of three massless Goldstone boson

fields, Gi(x), for each broken generator of the symmetry group, and one massive scalar

boson, h(x), for the unbroken symmetry. The Goldstone bosons can be eliminated from

the Lagrangian by making the appropriate local gauge transformation,

SU(2)L : H 7→ H ′ = eiθ
i(x)σi

2 H (2.31)

and choosing θi(x) = −G(x)i

v .8 This is known as the unitary gauge, where the Higgs

doublet field takes the form,

H =
1√
2

(

0

v + h(x)

)

(2.32)

Crucially, the three degrees of freedom corresponding to the massless Goldstone boson

fields no longer appear in the Lagrangian. Instead, due to the covariant derivative in

LHiggs, they are absorbed as the longitudinal polarisation states of the weak vector bosons:

W± and Z. This is explicitly shown by inserting H in the unitary gauge into equation 2.26,

where we find the following terms,

LHiggs ⊃ 1

4
g2v2W+µW−

µ +
1

8
v2(g2 + g′2)ZµZµ. (2.33)

These are directly the weak boson mass terms that we set out to achieve. By introducing

the BEH mechanism into the SM, we have successfully generated the masses of the weak

bosons via the spontaneous symmetry breaking of the EW interaction. Using the known

form of a mass term for a spin-1 gauge boson (m2
WWµW

µ), we read off the W± and Z

boson masses as,

mW =
1

2
gv = 80.4 GeV, mZ =

v

2

√

g2 + g′2 = 91.2 GeV, (2.34)

which depend on the Higgs vacuum expectation value, v = 246 GeV, and the coupling

strengths of the SU(2)L ⊗ U(1)Y EW interaction. Remarkably, no equivalent mass term

exists for the Aµ field: the photon remains massless. This is exactly what is required for

a consistent description of the weak and electromagnetic interactions.

8It is important to keep in mind that we are free to make this choice, since the underlying Lagrangian
is invariant under local gauge transformations.
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�

Figure 2.6: The Higgs boson self-interactions (left) and the Higgs boson interactions with the
weak gauge bosons (right). The couplings gV = gW and gZ are equal to g and
g/cos θW , respectively.

The Lagrangian also contains the following terms,

LHiggs ⊃ 1

2
(∂µh)(∂

µh) + λv2h2 − λvh3 − 1

4
λh4. (2.35)

which describe an additional massive scalar boson field, h, with mass mH =
√

2λv.9 The

quantum excitation of this field, the Higgs boson, was discovered by the ATLAS and CMS

Collaborations in 2012 [14–16], with a mass of around 125 GeV.

The final two terms in equation 2.35 describe the trilinear and quartic self-interactions

of the Higgs boson, which are shown as Feynman diagrams on the left of Figure 2.6. Such

interactions are extremely rare and have not yet been observed in high-energy physics

experiments. In the SM, the value of λ is uniquely defined by the relation mH =
√

2λv,

nevertheless, the presence of BSM physics can modify λ without changing the values ofmH

and v. Measurements of the Higgs boson self-interactions are therefore in high demand

as they provide an independent probe of λ; from which we can infer the shape of the

Higgs potential, and subsequently the dynamics of EW symmetry breaking. Chapter 8

investigates an indirect method for probing λ at a future operation of the LHC machine.

Additionally, the (DµH)†(DµH) term in LHiggs gives rise to terms ∝ VVh and ∝ VVh2,

where V = W±,Z. These correspond to the triple and quartic couplings between the weak

bosons and the Higgs boson, as shown on the right of Figure 2.6. The coupling strength

at the hW+W− vertex is equal to 1
2g

2v ≡ g mW; the coupling of the Higgs boson to the

W boson is proportional to the W boson mass. The equivalent is true for the hZZ vertex,

where the coupling strength is ∝ mZ. No coupling exists between the h and the photon

field, Aµ, nor does h couple to the gluon field, Gaµ.

Yukawa interactions

The fermion masses are generated in the SM via the Yukawa interactions [58]. The

following SU(2)L ⊗ U(1)Y gauge invariant terms are added to the SM Lagrangian,

9The (seemingly poor) choice in notation in using mH instead of mh, is simply made because mH is
more commonly used in the literature.
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LSM ⊃ LYukawa = −(λjL̄jLHℓjR + λjQ̄
a
jLHd

a
jR + λjQ̄

a
jLH̃u

a
jR + h.c.) (2.36)

where λj are the Yukawa couplings for fermion flavour state, j, the notation H̃k = ǫkl(H
l)∗

is used, where ǫjk is totally antisymmetric in its indices with ǫ12 = +1, and h.c. are the

hermitian conjugates of the explicitly written terms. After SSB (substituting the unitary

gauge H doublet into equation 2.36) we find terms of the form

LYukawa ⊂ − λe√
2
v(ēLeR + ēReL) − λe√

2
h(ēLeR + ēReL), (2.37)

where for simplicity, only the terms relevant for the electron field are shown. The first

term has exactly the form required for fermion masses, mj(ψ̄jLψjR+ ψ̄jRψjL), from which

we can infer the relation, λj =
√

2mj/v. The second term represents the couplings

of the fermions fields to the Higgs boson: hψ̄ψ. These interactions have a coupling

strength proportional to λj , and therefore the Higgs boson coupling to fermions is directly

proportional to the mass of the fermion field. Whilst the BEH mechanism does not

predict the values of λj , the masses of the fermions are measured experimentally, and

hence provide a handle on the coupling properties of the Higgs boson.

2.1.4 The SM Lagrangian

Putting everything together, we arrive at an expression for the SU(3)C ⊗SU(2)L ⊗U(1)Y

gauge invariant SM Lagrangian (before SSB) to be,

LSM =Lgauge + LHiggs + Lint + LYukawa

= − 1

4
GaµνG

a,µν − 1

4
W i
µνW

i,µν − 1

4
BµνB

µν

+ (DµH)†(DµH) − µ2H†H − 1

4
λ(H†H)2

+ i(L̄ /DL+ ℓ̄ /Dℓ+ Q̄ /DQ+ ū /Du+ d̄ /Dd)

− (λℓL̄Hℓ+ λdQ̄Hd+ λuQ̄H̃u+ h.c.)

(2.38)

where the colour, flavour and chirality indices (L,R) have been dropped from the fermion

fields in the notation, and λℓ,u,d are now matrices in the flavour space. The covariant

derivative, Dµ, which maintains the gauge invariance, is,

Dµ = ∂µ + igsG
a
µ

λa

2
+ igW i

µ

σi

2
+ ig′BµY (2.39)
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the SM predictions, and thus leave an imprint on the masses and couplings of the SM

fields. In turn, this affects not only the rate of interesting collision events at the LHC,

but also their kinematic properties11. Altogether, this provides a concrete tool to search

for new physics: by precisely measuring the masses and couplings of the SM fields and

checking for consistency with the SM theory, we can indirectly infer the presence of new

BSM states. In this thesis, we investigate the precision measurements of Higgs boson

properties at the CMS experiment.

2.2 Higgs boson phenomenology

This section describes how the SM predictions manifest in terms of the Higgs boson

phenomenology at a hadron collider. As mentioned at the beginning of this chapter, in

high-energy particle collision experiments we do not observe the fundamental fields, but

instead infer their interactions via production cross sections, σ, and decay rates, Γ. These

observables are mapped back to the parameters of the model Lagrangian by computing

the relevant matrix element, Mi→f : a quantity which encodes the probability of the

transition from initial state i, to final state f , as a function of the particle couplings and

masses. A useful introduction to the calculation of matrix elements (using the Feynman

rules) is left to Ref. [58].

Higgs boson production

For proton-proton collisions at a centre-of-mass energy of
√
s = 13 TeV, the four major

Higgs boson production modes are (in order of decreasing cross section): gluon-gluon

fusion (ggH), vector boson fusion (VBF), vector boson associated production (VH), and

production in association with a top quark-antiquark pair (ttH).12 All such production

modes are now observed with significance >5σ at the LHC [2, 65]. Additionally, there

are a number of rarer production modes including single-top associated production (tH),

gluon-initiated Z boson associated production (ggZH), and production in association with

a bottom quark-antiquark pair (bbH). The leading-order13 Feynman diagrams for all the

aforementioned Higgs boson production modes are displayed in Figure 2.8, and the ex-

pected SM cross sections for each process are listed in Table 2.3. These values correspond

to a nominal Higgs boson mass of mH = 125.0 GeV.

11For example, an additional high-mass state decaying to a Higgs boson will enhance the Higgs boson
production rate at high momentum.

12From now on the distinction between fermions and anti-fermions is left out of the notation. For
example, ttH strictly represents tt̄H production. Additionally, the V in VBF and VH includes both W
and Z bosons: V = W±,Z.

13See Section 3.5.
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Table 2.4: Higgs boson decay branching fractions for mH = 125.0 GeV. Values are taken from
Ref. [42].

Decay channel bb WW∗ gg ττ cc ZZ∗ γγ µµ

Branching fraction [%] 58.2 21.4 8.2 6.3 2.8 2.6 0.23 0.022

The ggH production mode proceeds via an internal quark loop as the Higgs boson

does not directly couple to the gluon (g). This makes ggH particularly sensitive to new

physics where the quarks in the loop could in principle be replaced by a heavy BSM

state that couples to the Higgs boson. In the SM, the cross section of ggH dominates by

roughly an order of magnitude. Nevertheless, the other modes contain additional objects

in their final states which can help identify them from other SM background processes.

For example, VBF events are typically characterised by two additional jets, produced

from the final-state quarks, with a large angular separation. Ultimately, the experimental

sensitivity to a particular production-mode depends on both the cross section and the

degree of background contamination mimicking the signal process.

Higgs boson decay

The Higgs boson is an unstable particle with a very short lifetime [24]. Consequently,

it decays almost instantaneously and can only be inferred from the observation of its

decay products. The principal Higgs boson decay channels are listed with their respective

branching fractions, Bf , for mH = 125.0 GeV in Table 2.4, where Bf = Γf/ΓH , and ΓH

is the total decay width of the Higgs boson.

The dominant Higgs boson decay channel is H → bb, which occurs via the direct

Yukawa coupling of the Higgs boson to the bottom quark. Nevertheless, the H → bb

decay channel was only recently observed during Run 2 of the LHC [31, 34] due to

the large hadronic background at the LHC. Other decay channels with relatively low

branching fractions (e.g. H → ZZ → 4ℓ, H → γγ) offer greater sensitivity to Higgs

boson measurements. Of particular interest in this thesis is the H → γγ decay channel.

This channel benefits from a clean final state topology of two well-reconstructed photons,

that provide a narrow invariant mass (mγγ) peak about the Higgs boson mass, mH. This

property is used to effectively distinguish H → γγ events from the smoothly-falling

background continuum. Moreover, it is one of the few channels that is sensitive to all of

the major Higgs boson production modes.

Two of the leading-order Feynman diagrams for H → γγ in the SM are displayed in

Figure 2.9. Like ggH production, the H → γγ decay proceeds via an internal loop as the

Higgs boson does not couple directly to the photon field. This loop includes contributions





26 Chapter 2. Theoretical foundations

theoσ/procσ
2− 0 2 4 6 8

-2.3

+2.5
        5.1 VH hadronic

-0.0

+0.9
        0.0 ZH leptonic

-1.3

+1.5
        3.0 WH leptonic

-0.7

+0.8
        2.0 Htt

-0.5

+0.6
        0.8 VBF

-0.18

+0.19
      1.02 ggH

 profiledHm

Per process 68% CL

SM Prediction

CMS
γγ→H

TeV)  (13-1  35.9 fb

Figure 2.10: Measurements of the dominant Higgs boson production mode cross sections, rela-
tive to their SM predictions, in the H → γγ decay channel. The results use data
collected by the CMS experiment during the 2016 data taking period. The black
points represent the best-fit values and 68% confidence intervals for the measured
parameters of interest. The blue boxes demonstate the theoretical uncertainties in
the SM predictions.

appear in specific regions of the Higgs boson production phase-space.

This coherent approach to precision Higgs boson measurements has been adopted

by the ATLAS and CMS Collaborations for a number of years. The evolution of the

framework with increasing statistics is defined in so-called stages [42, 67], which refer to

different kinematic binning schemes of varying granularity. The H → γγ analysis docu-

mented in Chapters 4–6 targets the most-granular stage 1.2 binning definition, which is

shown schematically in Figure 2.11. The effective field theory interpretation of STXS mea-

surements in Chapter 7 combines cross section measurements from different Higgs boson

decay channels at stage 0, stage 1.0 and stage 1.1. All stages are displayed schematically

in Appendix A.

There are many advantages to cross section measurements in the STXS framework.

Firstly, splitting the phase space into different kinematic bins systematically reduces the

theory dependence of the measurements, in the sense that we no longer rely on the

SM to predict the relative compositions of two different physics processes (STXS bins).

Reducing the theory dependence in this fashion makes the measurements easier to re-

interpret, and also helps to preserve the usefulness of the measurements as they are less

affected by future improvements to the theoretical predictions. Moreover, the splitting

helps to isolate specific kinematic regions of phase space which are likely to be affected

by BSM physics e.g. ggH production with high pHT .
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used in the H → γγ analysis of Chapters 4–6 (Figure 2.11). Throughout, the units of

GeV are removed in the STXS bin-naming for brevity. All events require the absolute

value of the Higgs boson rapidity, |yH |, to be less than 2.5, as events with values above

this threshold are typically outside of the experimental acceptance. The ggH production

mode (blue) is split into bins according to the Higgs boson transverse momentum (pHT ) and

the number of jets15. The boosted kinematic region with pHT > 200 GeV is particularly

sensitive to BSM physics appearing in the ggH loop. This region is further split according

to additional pHT boundaries, which are measured for the first time in this thesis.

Additionally, the ggH binning scheme defines a VBF-like region with high dijet in-

variant mass (mjj). This VBF-like region is split into four bins according to mjj and

the transverse momentum of the Higgs boson-plus-dijet system (pHjjT ). For the purpose

of the H → γγ analysis, events originating from bbH production and ggZH production

in which the associated Z boson decays hadronically, are grouped with ggH events. This

choice is made since the current available data set is not sensitive to the independent mea-

surements of these rarer production modes. The SM predicted cross section breakdown

for the ggH STXS bins is given in Table 2.5. These values are calculated by classifying

events in SM simulation, as described in Section 4.2.2. The final column in the table lists

the product of the cross section times H → γγ branching fraction, σSMB, for each bin.

Ultimately, these are the observables that the H → γγ analysis aims to measure, and by

comparing to the SM predictions it is possible to constrain (or more optimistically infer)

the presence of new physics.

The electroweak qqH production scheme (orange) considers both VBF production

and VH production in which the vector boson decays hadronically. This reflects the

fact that VBF and VH hadronic production are the t+u-channel and s-channel diagrams,

respectively, of the same physics process: qq→Hqq, and therefore cannot be distinguished

at higher orders. The kinematic bins are defined according to the number of jets, pHT , mjj ,

and pHjjT , in the attempt to isolate different topologies of qqH events. Firstly, the bin with

the dijet invariant mass window 60 < mjj < 120 GeV specifically targets VH hadronic

production. Akin to the ggH scheme, events with a VBF-like topology are defined by the

region with mjj > 350 GeV, which is further split into four bins according to boundaries

in mjj and pHjjT . Finally, the BSM-sensitive region with a boosted Higgs boson is defined

by a single bin with pHT > 200 GeV. The four STXS bins which define the “qqH rest”

region (see Figure 2.11) are not explicitly probed in the H → γγ analysis. Table 2.6

provides the SM predicted cross section breakdown for the qqH STXS bins.

15In the STXS event classification, jets are defined with the Fastjet package [68] using the anti-kT
algorithm with a distance parameter of 0.4 [69]. This is applied to the particle-level event constituents after
parton showering and hadronisation. All jets are required to have a transverse momentum, pjT > 30 GeV.
More detail concerning the definition of jets in simulation is provided in Section 3.5.
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Table 2.5: Definition of the ggH STXS bins. The product of the cross section times H → γγ
branching fraction, σSMB, evaluated at

√
s = 13 TeV and mH = 125 GeV, is given for

each bin in the final column. Additionally, the fraction of the total production mode
cross section from each STXS bin is shown. Events originating from ggZH production,
in which the Z decays hadronically, are grouped with ggH in the STXS measurements,
and are shown as a separate column in the table. The bbH production mode, whose
σSMB = 1.054 fb, is grouped together with the ggH 0J high pHT bin. Unless stated
otherwise, the STXS bins are defined for |yH |< 2.5. Events with |yH |> 2.5 are mostly
outside of experimental acceptance, and therefore make a negligible contribution to
the H → γγ analysis.

STXS bin
Definition

units of pHT , mjj and pHjj
T in GeV

Fraction of cross section
σSMB (fb)

ggH gg → Z(qq̄)H

ggH forward |YH |> 2.5 8.09% 2.73% 8.93

ggH 0J low pHT Exactly 0 jets, pHT < 10 13.87% 0.01% 15.30

ggH 0J high pHT Exactly 0 jets, 10 < pHT < 200 39.40% 0.29% 43.45

ggH 1J low pHT Exactly 1 jet, pHT < 60 14.77% 2.00% 16.29

ggH 1J med pHT Exactly 1 jet, 60 < pHT < 120 10.23% 5.34% 11.29

ggH 1J high pHT Exactly 1 jet, 120 < pHT < 200 1.82% 3.53% 2.01

ggH ≥2J low pHT At least 2 jets, pHT < 60, mjj < 350 2.56% 5.74% 2.83

ggH ≥2J med pHT At least 2 jets, 60 < pHT < 120, mjj < 350 4.10% 19.63% 4.56

ggH ≥2J high pHT At least 2 jets, 120 < pHT < 200, mjj < 350 1.88% 29.55% 2.13

ggH BSM 200 < pHT < 300 No jet requirements, 200 < pHT < 300 0.98% 13.93% 1.11

ggH BSM 300 < pHT < 450 No jet requirements, 300 < pHT < 450 0.25% 3.86% 0.28

ggH BSM 450 < pHT < 650 No jet requirements, 450 < pHT < 650 0.03% 0.77% 0.03

ggH BSM pHT > 650 No jet requirements, pHT > 650 0.01% 0.20% 0.01

ggH VBF-like low mjj low pHjj
T

At least 2 jets, pHT < 200,

350 < mjj < 700, pHjj
T < 25

0.63% 1.14% 0.70

ggH VBF-like low mjj high pHjj
T

At least 2 jets, pHT < 200,

350 < mjj < 700, pHjj
T > 25

0.77% 8.06% 0.86

ggH VBF-like high mjj low pHjj
T

At least 2 jets, pHT < 200,

mjj > 700, pHjj
T < 25

0.28% 0.36% 0.31

ggH VBF-like high mjj high pHjj
T

At least 2 jets, pHT < 200,

mjj > 700, pHjj
T > 25

0.32% 2.85% 0.36
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Events produced via the VH and ggZH production modes, in which the vector boson

decays leptonically are categorised according to the VH leptonic binning scheme (green).

Three equivalent regions are defined for WH, ZH and ggZH production, with kinematic

boundaries in the transverse momentum of the vector boson (pVT ) and the number of jets.

The SM predicted cross section breakdown for the VH leptonic STXS bins is listed in

Table 2.7.

The ttH production mode (pink) is split according to four boundaries in pHT . This

splitting was first introduced at stage 1.2, and consequently the H → γγ analysis docu-

mented here is the first to measure ttH production in different kinematic regions. Finally,

there is an additional tH production STXS bin (yellow), which includes contributions

from both the tHq and tHW production modes. This thesis also includes the first explicit

measurement of tH production cross section in the H → γγ decay channel. Table 2.8

gives the SM predicted cross section breakdown for the top-associated STXS bins.

Table 2.6: Definition of the qqH STXS bins. The product of the cross section times H → γγ
branching fraction, σSMB, evaluated at

√
s = 13 TeV and mH = 125 GeV, is given for

each bin in the final column. Additionally, the fraction of the total production mode
cross section from each STXS bin is shown. Unless stated otherwise, the STXS bins
are defined for |yH |< 2.5. Events with |yH |> 2.5 are mostly outside of experimental
acceptance, and therefore make a negligible contribution to the H → γγ analysis.

STXS bin
Definition

units of pHT , mjj and pHjj
T in GeV

Fraction of cross section
σSMB (fb)

VBF qq̄′ → W(qq̄′)H qq̄ → Z(qq̄)H

qqH forward |YH |> 2.5 6.69% 12.57% 9.84% 0.98

qqH 0J Exactly 0 jets 6.95% 5.70% 3.73% 0.77

qqH 1J Exactly 1 jet 32.83% 31.13% 25.03% 3.82

qqH mjj < 60 At least 2 jets, mjj < 60 1.36% 3.58% 2.72% 0.23

qqH VH-like At least 2 jets, 60 < mjj < 120 2.40% 29.43% 28.94% 1.23

qqH 120 < mjj < 350 At least 2 jets, 120 < mjj < 350 12.34% 13.92% 12.59% 1.53

qqH VBF-like low mjj low pHjj
T

At least 2 jets, pHT < 200,

350 < mjj < 700, pHjj
T < 25

10.26% 0.44% 0.35% 0.90

qqH VBF-like low mjj high pHjj
T

At least 2 jets, pHT < 200,

350 < mjj < 700, pHjj
T > 25

3.85% 1.86% 1.74% 0.39

qqH VBF-like high mjj low pHjj
T

At least 2 jets, pHT < 200,

mjj > 700, pHjj
T < 25

15.09% 0.09% 0.08% 1.30

qqH VBF-like high mjj high pHjj
T

At least 2 jets, pHT < 200,

mjj > 700, pHjj
T > 25

4.25% 0.40% 0.39% 0.38

qqH BSM At least 2 jets, mjj > 350, pHT > 200 3.98% 0.88% 0.71% 0.37
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Table 2.7: Definition of the VH leptonic STXS bins. The product of the cross section times
H → γγ branching fraction, σSMB, evaluated at

√
s = 13 TeV and mH = 125 GeV,

is given for each bin in the final column. Additionally, the fraction of the total
production mode cross section from each STXS bin is shown. Unless stated otherwise,
the STXS bins are defined for |yH |< 2.5. Events with |yH |> 2.5 are mostly outside of
experimental acceptance, and therefore make a negligible contribution to the H → γγ
analysis.

STXS bin
Definition

units of pVT in GeV

Fraction of cross section
σSMB (fb)

qq̄′ →WH qq̄′ →ZH gg→ZH

WH lep forward

|YH |> 2.5

12.13% - - 0.123

ZH lep forward - 11.21% - 0.058

ggZH lep forward - - 2.71% 0.002

WH lep pVT < 75 No jet requirements, pVT < 75 46.55% - - 0.473

WH lep 75 < pVT < 150 No jet requirements, 75 < pVT < 150 29.30% - - 0.298

WH lep 0J 150 < pVT < 250 Exactly 0 jets, 150 < pVT < 250 5.10% - - 0.052

WH lep ≥1J 150 < pVT < 250 At least 1 jet, 150 < pVT < 250 3.97% - - 0.040

WH lep pVT > 250 No jet requirements, pVT > 250 2.95% - - 0.030

ZH lep pVT < 75 No jet requirements, pVT < 75 - 45.65% - 0.237

ZH lep 75 < pVT < 150 No jet requirements, 75 < pVT < 150 - 30.70% - 0.160

ZH lep 0J 150 < pVT < 250 Exactly 0 jets, 150 < pVT < 250 - 5.16% - 0.027

ZH lep ≥1J 150 < pVT < 250 At least 1 jet, 150 < pVT < 250 - 4.27% - 0.022

ZH lep pVT > 250 No jet requirements, pVT > 250 - 3.01% - 0.016

ggZH lep pVT < 75 No jet requirements, pVT < 75 - - 15.96% 0.013

ggZH lep 75 < pVT < 150 No jet requirements, 75 < pVT < 150 - - 43.32% 0.036

ggZH lep 0J 150 < pVT < 250 Exactly 0 jets, 150 < pVT < 250 - - 9.08% 0.008

ggZH lep ≥1J 150 < pVT < 250 At least 1 jet, 150 < pVT < 250 - - 20.49% 0.017

ggZH lep pVT > 250 No jet requirements, pVT > 250 - - 8.45% 0.007

Table 2.8: Definition of the top-associated STXS bins. The product of the cross section times
H → γγ branching fraction, σSMB, evaluated at

√
s = 13 TeV and mH = 125 GeV,

is given for each bin in the final column. Additionally, the fraction of the total
production mode cross section from each STXS bin is shown. Unless stated otherwise,
the STXS bins are defined for |yH |< 2.5. Events with |yH |> 2.5 are mostly outside of
experimental acceptance, and therefore make a negligible contribution to the H → γγ
analysis.

STXS bin
Definition

units of pHT in GeV

Fraction of cross section
σSMB (fb)

tt̄H tHq tHW

tt̄H forward
|YH |> 2.5

1.35% - - 0.016

tH forward - 2.79% 1.06% 0.005

tt̄H pHT < 60 No jet requirements, pHT < 60 22.42% - - 0.259

tt̄H 60 < pHT < 120 No jet requirements, 60 < pHT < 120 34.61% - - 0.400

tt̄H 120 < pHT < 200 No jet requirements, 120 < pHT < 200 25.60% - - 0.296

tt̄H 200 < pHT < 300 No jet requirements, 200 < pHT < 300 10.72% - - 0.124

tt̄H pHT > 300 No jet requirements, pHT > 300 5.31% - - 0.061

tH No additional requirements - 97.21% 98.94% 0.204
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2.4 Effective field theory

The chapter concludes with an introduction to effective field theory (EFT), which is later

applied in a BSM interpretation of STXS measurements in Chapter 7. EFT is by no

means a new concept in particle physics. In 1933, Enrico Fermi formulated a low energy

description of nuclear β-decay as a four-fermion contact interaction (an interaction which

occurs at a single point in space-time) between a neutron, electron, (anti)-neutrino, and

a proton [70]. This is expressed by the matrix element16,

Mi→f =
1√
2
GF ηµν(ψ̄3γ

µ(1 − γ5)ψ1)(ψ̄4γ
ν(1 − γ5)ψ2), (2.40)

where GF governs the strength of the contact interaction, and is referred to as the Fermi

constant. It is now known that this process is described by the weak interaction, and

occurs via the exchange of a W boson. This has the corresponding matrix element,

Mi→f = −
( 1

2
√

2
gψ̄3γ

µ(1−γ5)ψ1

)

·
(ηµν − qµqν/m

2
W

q2 −m2
W

)

·
( 1

2
√

2
gψ̄4γ

ν(1−γ5)ψ2

)

. (2.41)

In the low energy (q2 ≪ m2
W) limit, this simply reduces to the matrix element from Fermi’s

theory (equation 2.40). In other words, Fermi’s theory provides a low-energy effective field

theory of the weak interaction. Moreover, we can match the contact interaction strength,

GF , to the parameters of the complete high-energy theory:

GF√
2

=
g2

8m2
W

, (2.42)

where g is the weak interaction coupling strength, and mW is the mass of the W boson.

Hence, by measuring GF experimentally, it is possible to infer some knowledge concerning

the high-energy theory (in this case being the weak interaction). The application of EFT

in the weak interaction is shown diagrammatically in Figure 2.12.

EFT can be used to extend the SM Lagrangian to provide a (almost) model indepen-

dent approach to search for BSM physics [71]. First, we assume that any new BSM states

reside at an energy scale, Λ, far beyond the electroweak scale: Λ ≫ v. This allows us

to replace the non-local interactions involving the exchange of new particles, by contact

interactions between the SM fields. In essence, the EFT describes the effect of the UV

(ultraviolet) short-distance BSM physics on the IR (infrared) long-distance SM physics,

without the need to construct a fully consistent BSM theory. The validity of this approach

is restricted to energies below the new-physics mass scale, Λ.

16This expression includes a modification of the original Fermi theory to incorporate the effects of parity
violation, observed experimentally by Wu et. al. in 1957 [57].
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Table 2.9: The dimension of the SM Lagrangian terms.

Term Dimension

Field strength tensors: Ga
µν , W i

µν , Bµν 2

Derivative: ∂µ 1

Gauge fields: Ga
µ, W i

µ, Bµ 1

Covariant derivative: Dµ 1

Higgs field: H 1

Higgs vacuum expectation value: v 1

Fermion fields: ψ 3/2

All couplings: λ, g, λi etc 0

even operators, which are typically reduced to a manageable number by assuming certain

flavour symmetries in the model (with minimal flavour violation, the number of indepen-

dent operators reduces to 59 [72]). This feature of EFT becomes increasingly problematic

at higher dimensions, such that at dimension-8 there are 44,807 independent operators

that enter the EFT Lagrangian [73]. Ultimately, when measuring EFT parameters in

experiment, we typically consider only a subset of (the most relevant) operators.

Dimension-5 operators violate lepton number conservation [74], whilst all other odd-

dimension operators violate the conservation of baryon-number minus lepton-number

(B − L) [75]. So far, all LHC measurements suggest these approximate symmetries are

conserved, and therefore odd-dimension operators are not considered in this thesis. More-

over, due to the energy-scale suppression, all terms of dimension-8 and higher are ignored,

leaving only dimension-6 contributions to the Lagrangian,

LEFT = L(4)
SM + L(6). (2.45)

Let’s introduce a concrete example. In the SM, the Higgs field does not couple to the

gluon field. Moving to dimension-6, it is possible to construct a gauge-invariant operator

of the form

O(6)
G = |H|2GaµνGa,µν . (2.46)

which describes the effective contact interaction between the Higgs and gluon fields (Fig-

ure 2.13, right). The corresponding Wilson coefficient, w
(6)
G , encodes the contribution from

new physics in this interaction, such that a value different from zero would imply the exis-

tence of some new BSM state that couples to the Higgs and the gluon fields (Figure 2.13,

left). Approaching the problem in this way means we are agnostic to the specifics of the

UV-complete BSM theory, or in other words, it enables a model-independent method to

search for BSM physics. If required, the measurements of the Wilson coefficients can be

systematically matched to UV-complete BSM theories to place constraints on the parti-
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sion basis, where a basis is defined as a complete and non-redundant set of EFT operators:

Op [42]. When listing EFT operators, we typically find redundant combinations of the

fields that can be related by field redefinitions, equations of motion, integration by parts,

or Fierz identities [77]. Depending on how these techniques are applied can lead to differ-

ent basis definitions. Crucially, new physics appears equivalently in any complete basis

definition. However, when considering only a subset of EFT operators in experiment, the

choice of basis becomes important. Two commonly used bases in SMEFT are the SILH

and Warsaw bases. The SILH basis is more suited for modified bosonic interactions and is

used for the main interpretation described in Chapter 7. On the other hand, the Warsaw

basis is more suited for modified fermionic interactions; this features in Chapter 7 when

considering the progression of EFT measurements at CMS. More information regarding

the two bases can be found in Refs. [46, 47, 78].

2.4.2 SM parameter redefinitions

One important consequence of using an EFT framework is the redefinition of the SM La-

grangian parameters. As mentioned above, the SM fields are redefined when constructing

an EFT basis to remove redundant combinations of operators. Whilst this effect cancels

out when calculating the relevant matrix elements, it results in a non-zero shift in the

internal parameters of the SM Lagrangian: g, g′, v, mH, etc. These shifts, induced by

the introduction of higher-dimensional operators, are accounted for by defining the La-

grangian parameters as functions of the EFT Wilson coefficients. The functions depend

on the specified input parameter scheme of the SMEFT model. An example in the context

of the Higgs boson mass18 is described below; for a detailed description of the SMEFT

parameter redefinitions see Ref. [79].

The dimension-6 operator, O(6)
H = (H†H)3, changes the shape of the Higgs potential,

V (H) = µ2H†H +
1

4
λ(H†H)2 − w

(6)
H (H†H)3, (2.47)

where w
(6)
H is the corresponding Wilson coefficient (which for the point of this discussion

has absorbed the factor of 1/Λ2). This yields the new minimum,

H†H =
v2

2

(

1 +
3w

(6)
H v2

4λ

)

≡ 1

2
v2
T , (2.48)

i.e. the shift in the Higgs vacuum expectation value is proportional to w
(6)
H v2. To provide

a canonically normalised kinetic term for the Higgs boson field, h, when the Lagrangian

(LEFT = LSM+L(6)) is expressed in terms of the mass eigenstates (after SSB), we redefine

18In the Warsaw basis.
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the scalar doublet field as,

H =
1√
2

(

0

[1 + w
(6)
H,kin]h+ vT

)

, (2.49)

where,

w
(6)
H,kin =

(

w
(6)
H,Box − 1

4
w

(6)
HDD

)

v2, (2.50)

and w
(6)
H,Box and w

(6)
HDD are the Wilson coefficients for the operators, O(6)

H,Box = (H†H)�(H†H)

and O(6)
HDD = (H†DµH)∗(H†DµH), respectively. The kinetic terms,

LEFT ⊃ (DµH)†(DµH) + w
(6)
H,Box(H

†H)�(H†H) + w
(6)
HDD(H†DµH)∗(H†DµH), (2.51)

and the modified Higgs potential of equation 2.47, yield a term in the EFT Lagrangian,

LEFT ⊃ λv2
T

(

1 − 3w
(6)
H v2

2λ
+ 2w

(6)
H,kin

)

h2, (2.52)

when expressed in terms of the Higgs boson mass eigenstate field, h. This equates to a

redefinition of the Higgs boson mass in the SMEFT framework, such that,

m2
H = 2λv2

T

(

1 − 3w
(6)
H v2

2λ
+ 2w

(6)
H,kin

)

. (2.53)
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Chapter 3

The CMS experiment

3.1 Introduction

With a circumference of 27 km, the Large Hadron Collider (LHC) [19] at CERN is the

largest particle accelerator in the world. The machine is designed to collide hadrons

together with sufficiently high energy and frequency to enable stringent tests of the SM

at the electroweak energy scale. The ATLAS [17], ALICE [80], CMS [18] and LHCb [81]

experiments are situated at four independent locations along the LHC ring, at which

the oppositely circulating hadron beams are focused and brought into collision. Each

experiment consists of a particle detector apparatus to measure the products of the hadron

collisions, where the design of the detector is chosen to facilitate the respective physics

programme: ATLAS and CMS are general-purpose detectors designed to measure a wide

range of physics processes, whereas LHCb and ALICE are more specialised, focusing on

flavour physics and heavy-ion physics respectively.

The measurements presented in this thesis are performed using data collected by the

CMS experiment. This chapter serves as an introduction to both the LHC and the CMS

detector, and will help the reader understand how the design of these machines enables

the predictions of the SM to be accurately probed using high-energy hadron collisions.

After introducing the operation and design of the machines in Sections 3.2 and 3.3, the

focus shifts towards the techniques used to reconstruct the collision products in the CMS

detector, detailed in Section 3.4. Here, particular attention is given to the objects which

are most relevant for the H → γγ measurements outlined in Chapters 4–6. Following

this, the use of Monte-Carlo simulation to accurately predict the behaviour of collision

events in the detector is detailed.

39
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injected into the two concentric LHC beam-pipes. The beam travels clockwise in the

first pipe, and counter-clockwise in the second, producing two counter-circulating proton

beams in the LHC ring. This injection is performed until each beam consists of 2808

proton bunches, with a spacing between them of around 25 ns.

A series of 1,232 super-conducting dipole magnets are located along the LHC ring to

keep the beams in a circular orbit. These bending magnets are cooled to a temperature of

1.9 K using superfluid helium. Sixteen radiofrequency (RF) cavities are used to accelerate

the beams from 540 GeV to the final beam energy. As the beam energy increases, the

magnetic field delivered by the bending magnets is increased accordingly to maintain

the circular trajectories of the beams. Currently, the highest energy reached for stable

operation is 6.5 TeV per beam, which corresponds to a bending magnetic field of 8.3 T.

Quadrapole magnets are then used to focus the proton beams at the four interaction

points, where the beams are made to collide every 25 ns with a corresponding centre-

of-mass energy of
√
s = 13 TeV. Note, this is slightly below the maximum LHC design

energy of 14 TeV, which would require an energy of 7 TeV per beam; this is expected to be

achieved either during Run 3 of the LHC (beginning 2022) or during the High-Luminosity

LHC operation1 (beginning 2027).

3.2.1 Luminosity

The rate of a particular physics process, R, in an LHC experiment is governed by the

following relation,

R = σ(
√
s) · Linst, (3.1)

where σ is the cross section of the process of interest, and Linst is the instantaneous

luminosity of the LHC machine. The cross section depends on the collision centre-of-

mass energy,
√
s, such that raising the collision energy can increase the probability of rare

processes involving heavy particles e.g. the Higgs boson. The instantaneous luminosity

depends solely on the beam parameters according to [19],

Linst =
nbN

2
b frevγr

4πǫnβ∗
F, (3.2)

where nb is the number of bunches per beam, Nb is the number of particles per bunch,

frev is the revolution frequency, γr is the relativistic gamma factor, ǫn is the normalised

transverse beam emittance, β∗ is the beta-function at the collision point, and F is a

reduction factor which accounts for the crossing angle of the beams at the collision point.

1See Chapter 8.
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pileup, defined as the number of additional inelastic p-p collisions for each hard-scattering

process of interest. As pileup increases, more sophisticated techniques are required to

separate the rare process of interest from the objects originating from pileup interactions.

In 2016, the mean number of pileup interactions was 23 per bunch crossing, rising to 32

in both the 2017 and 2018 periods. During the HL-LHC phase of operation, the pileup

will increase up to a maximum value of around 200, which poses a major challenge to

maintain the current excellent reconstruction performance of the CMS detector.

3.3 The CMS detector

CMS is one of two general purpose particle detectors at the LHC [18], located close to the

French village of Cessy. It is over 28 m long, 15 m in diameter, and weighs approximately

14,000 tons. The detector is designed to overcome the experimental challenges that arise

in a high-energy collision environment with O(1000) charged particles being produced

every 25 ns. This includes a high level of spatial and timing granularity, with many

synchronized detector electronic channels, to maintain a sufficiently low occupancy in

these conditions. In addition, the detector and electronics must be sufficiently radiation-

hard to accommodate the high flux of particles.

One of the main goals of the CMS physics programme was the discovery, and is now

the measurement of the Higgs boson and its interactions with other particles. Moreover,

the programme includes the precise measurement of other rare processes in the SM, and

the search for new BSM physics such as supersymmetry or extra dimensions. To achieve

these goals, the detector is designed to:

• Identify and reconstruct muons with excellent efficiency and precision. This must

be achieved over a wide range of muon energies and angles. In addition, the charge

of a muon must be ascertained to a high level of accuracy. The reconstruction of

muons is central to Higgs boson measurements, specifically in the H → ZZ → 4ℓ

decay channel.

• Achieve a good momentum resolution for charged particles, as well as have the abil-

ity to locate secondary interaction vertices consistent with the decay of B hadrons

(hadrons containing b quarks) and τ leptons.

• Measure the energy of electrons and photons with excellent resolution over a wide

geometrical coverage. Additionally, the detector is able to isolate photons and

electrons efficiently in a high occupancy environment. These characteristics are key

to the H → γγ measurement described in Chapters 4-6.
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enables the precise reconstruction of the wide range of final-state particles produced in

hadron collisions.

3.3.1 Co-ordinate system

A right-handed Cartesian co-ordinate system is adopted, centred at the nominal inter-

action point, such that the x-axis points towards the centre of the LHC ring, the y-axis

points vertically upwards, and the z-axis points along the beam pipe in the direction of

the counter-clockwise beam. It is more convenient to use a cylindrical co-ordinate system

where the direction of an outgoing particle is expressed using the angular quantities: φ

and η. Here, φ ∈ [−π, π] is defined as the azimuthal angle in the (x − y) plane, relative

to the x-axis. The quantity η, referred to as the pseudorapidity, is a measure of the polar

angle relative to the beam axis, θ, such that,

η = − ln[tan(θ/2)]. (3.3)

Particles with high values of η correspond to a direction close to the LHC beam pipe,

and are said to be forward. The distance measure in the (η, φ) space is defined as ∆R =
√

∆η2 + ∆φ2.

In processes of interest, particles are generally produced with a high momentum in

the plane perpendicular to the beam axis. As a result, a useful quantity to characterise

a particle is the transverse momentum, pT =
√

p2
x + p2

y, defined as the projection of the

particle’s total momentum onto this transverse plane. Finally, the missing transverse

momentum, pmissT , is defined as the magnitude of the negative vector sum of visible

momenta in the transverse plane. The CMS co-ordinate system is shown for a particle

with momentum, ~p, in Figure 3.1.

3.3.2 Tracker

The tracker is the innermost component of the CMS detector [18, 85], and is designed

to measure the trajectory of charged particles deflected by the 3.8 T magnetic field. It

is also able to accurately locate the position of the primary hard-scattering interaction

vertex, as well as identify secondary-interaction vertices which originate from the decay

of τ leptons or B hadrons.

Being the closest subdetector to the interaction point (IP), the tracker experiences an

intense particle flux of O(1000) particles every 25 ns. As a result, it must simultaneously

be able to withstand severe radiation damage, whilst exhibiting excellent spatial and

temporal granularity to correctly identify trajectories and attribute them to the correct

proton bunch crossing. To achieve such levels of granularity, a complicated system of
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of approximately 1.9 m2. This results in a spatial resolution of around 10 µm in the

transverse (r-φ) direction and around 20 µm in the longitudinal (z) direction.

Beyond a radius of 200 mm, the reduced particle flux allows for the use of silicon strip

detectors. The CMS strip tracker consists of three sub-systems. The Tracker Inner Barrel

and Disks (TIB/TID) contains four layers of 320 µm thick silicon strip sensors in the

barrel, supplemented by three disks of the same width at each end. The Tracker Outer

Barrel (TOB) encompasses the TIB/TID, extending out to a radius of 1200 mm from

the beam pipe, and ±1180 mm in the z-direction. It consists of six 500 µm thick layers,

positioned with their strips parallel to the beam axis. Beyond this z-range, the Tracker

Endcaps (TECs) extend out to ±2820 mm in z, providing a pseudorapidity coverage of

|η|< 2.4. Each TEC is composed of 9 disks, carrying as many as seven rings of silicon

strip sensors.

Each silicon strip sensor provides a one-dimensional measurement in φ of a point along

a charged particles trajectory. In addition, the first two layers of the TIB/TID and the

TOB, as well as the first, second and fifth rings of the TEC are supplemented with a

second strip sensor to provide a measurement of a second spatial co-ordinate: z in the

barrel and r in the disks. All in all, the CMS strip tracker has a total of 9.3 million strips,

corresponding to 198 m2 of active silicon.

Charged particles follow helical trajectories in the solenoidal field. By making several

precise measurements of hits in both the pixel and strip tracker systems, these charged-

particle trajectories (tracks) can be reconstructed (see Section 3.4). The momentum of

the outgoing particle is then inferred from the curvature of the track, with a resolution of

2% for high-pT (100 GeV) charged particles up to |η| ≈ 1.5. This momentum resolution

worsens as a function of charged particle pT , as the curvature of the track decreases. All

tracks are extrapolated back to a common point of origin, to identify the primary hard-

scattering vertex and any secondary interaction vertices. The performance of this vertex

location is driven by the excellent longitudinal resolution of the pixel detector.

3.3.3 Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) [18, 88, 89] is used to reconstruct the energy of

electromagnetic showers originating from electrons and photons, and therefore is the key

sub-detector in the H → γγ analysis. The overall structure of the CMS ECAL is shown

in Figure 3.5.

The ECAL is a homogeneous calorimeter consisting of 75,848 lead-tungstage (PbWO4)

scintillating crystals. It is comprised of the ECAL barrel (EB) section, covering the pseu-

dorapidity region, |η| < 1.48, and two ECAL endcaps (EE), which extend the coverage up

to |η| < 3.0. The barrel and endcaps are separated by a transition region, 1.44 < |η|< 1.57,
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Figure 3.5: A schematic of the CMS ECAL. The tracker and LHC beampipe have been removed
from the diagram, in addition to a section of the ECAL, for clarity. Figure has been
adapted from that shown in Ref. [18].

in which electromagnetic showers cannot be reconstructed.

When photons and electrons interact with ECAL crystals, they produce scintillation

light which is collected by photo-sensors to measure the energy of the incident particle.

The choice of PbWO4 is made due to the following properties of the material:

• Short radiation length, defined as the mean distance over which an electron loses

all but 1/e of its energy due to bremsstrahlung, of approximately X0 = 0.89 cm.

This means the longitudinal extension of the electromagnetic shower is kept to a

reasonable level.

• Narrow Molière radius, defined as the average radius containing on average 90% of

a shower’s total energy deposit, of rM = 2.19 cm. This means the lateral extension

of the electromagnetic shower is kept to a reasonable level.

• Fast response time, such that approximately 80% of the total scintillation light is

emitted by the crystals in 25 ns. This is necessary so that the majority of the energy

is collected before the next proton bunch crossing.

• Hard radiation tolerance.
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The crystals are arranged in a quasi -projective geometry, such that their axis makes a

small angle (3◦) with the vector pointing directly from the nominal IP. This ensures no

particle trajectories are completely aligned with the cracks between crystals and therefore

a large fraction of all electromagnetic showers are contained within the crystals. The EB

(EE) crystals are ∼26 (∼25) X0 long, meaning that electromagnetic showers up to an

energy of approximately 500 GeV are fully contained within the ECAL. The front-face

cross section of the EB (EE) crystals are 2.2 × 2.2 cm2 (2.86 × 2.86 cm2); this size is

comparable to the Molière radius, and therefore provides a handle on the shape of the

electromagnetic shower which can subsequently be used for photon/electron identification.

In the current CMS ECAL, the crystals are arranged in a single layer. A future upgrade of

the calorimeter endcaps, known as the HGCAL (Section 8.2), will also exhibit longitudinal

segmentation, and therefore provide granular measurements of the electromagnetic shower

in the direction of propagation.

One of the disadvantages of PbWO4 is the relatively low light-yield, which demands the

use of photo-sensors with internal amplification inside the CMS solenoidal magnetic field.

Silicon avalanche photodiodes (APDs) operating with an amplification factor of around

50, and vacuum photo-triodes (VPTs) operating with an amplication factor of around 10,

are used in the EB and EE, respectively. Both produce roughly 4,500 photo-electrons per

GeV, which are subsequently digitised using a 12-bit analog-to-digital converter (ADC),

and stored as discrete amplitude measurements in a buffer. For a given shower, each

crystal stores ten consecutive amplitude measurements. If the event is deemed of interest

and a trigger (Section 3.3.6) is received, the ten measurements pass to the off-detector

electronics, where the amount of energy deposited in the crystal is inferred from the pulse

shape.

An additional subdetector, referred to as the preshower detector (ES), is mounted in

front of each endcap, providing a coverage of the pseudorapidity region: 1.65 < |η|< 2.6.

The ES is a 20 cm thick sampling calorimeter composed of two alternating layers of lead

(to initiate the electromagnetic showers from incoming photons and electrons), and silicon

strips (to measure the deposited energy and the transverse shower profile). The main aim

of the ES is to distinguish neutral pions (π0), from true photons in this η range.

Electromagnetic shower energy reconstruction

The total width of the Higgs boson, ΓH , is many orders of magnitude smaller than its mass

(∼4 MeV in the SM). This means the width of the Higgs boson decay-products invariant-

mass distribution is entirely driven by the experimental resolution. Consequently, in the

case of the H → γγ analysis, the sensitivity is driven by the ECAL energy resolution.
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The intrinsic energy resolution of the ECAL crystals is modelled according to

( σ

E

)2
=
( S√

E

)2
+
(N

E

)2
+ C2, (3.4)

where S = 2.8% is the stochastic term, N = 12% is the noise term, and C = 0.3% is the

constant term, whose values have been derived using test-beam data [18]. The energy,

E, is expressed in units of GeV, and corresponds to the sum of energy in a 5 × 5 array

of ECAL crystals. The energy resolution can be improved using a series of corrections,

described below.

A typical photon or electron shower is spread over many ECAL crystals. Show-

ers which undergo photon conversions or bremsstrahlung in the material upstream of

the ECAL typically extend in the φ-direction. This is a result of the charged particles

(e+/e−) produced in the interaction being deflected in the azimuthal direction by the

CMS solenoidal field. To encompass the energy deposited in the ECAL, a dynamic clus-

tering algorithm is applied (Section 3.4), where clusters are extended in the φ-direction to

form superclusters (SC), thus improving the containment for showers that have already

undergone photon conversions or bremsstrahlung.

The reconstructed shower energy for photons or electrons in the ECAL, Ee,γ , is cal-

culated according to the following equation,

Ee,γ = Fe,γ · ESC = Fe,γ · [G(η) ·
∑

i

(Ci · Si(t) ·Ai) + EES], (3.5)

where the index i iterates over crystals in the SC. The individual channel amplitudes,

Ai, are multiplied by a time-dependent crystal response correction, Si(t), and a channel

calibration constant, Ci, before being summed and multiplied by the global ADC-to-

GeV absolute energy scale factor, G(η). Showers in the EE are supplemented with the

energy measured in the preshower detector, EES. Finally, the energy of the SC, ESC, is

corrected by applying a multivariate regression, Fe,γ , trained separately for photon [90]

and electron [91] showers. The regression is described in the context of photons in the

following section, in preparation for the H → γγ analysis described in Chapters 4–6.

Photon energy regression

The photon energy-response of the ECAL (Etrue/ESC) is parameterised by a function

with a Gaussian core and power law tails, where Etrue is the true energy of the incident

photon. Using simulated photons, a multivariate regressor is trained to estimate the

shape parameters of this energy response function, thus providing a prediction of the full

Etrue/ESC probability density function for each photon [90]. The mode of this predicted
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Figure 3.6: Corrections to the measured energy in the ECAL after applying the multivariate
regression, illustrated using the invariant mass distribution of electron pairs from
Z → e+e− events. The left (right) plot shows electron pairs reconstructed in the
EB (EE). The yellow histogram uses the simple energy sum over the 5 × 5 array
of ECAL crystals. The green line uses the supercluster energy after applying the
clustering algorithm, and the purple line in the EE plot also includes the energy
deposited in the ES detectors. Finally, the blue histogram uses the energy after all
corrections are applied, including the multivariate regression. The data shown was
collected during the 2015 period. Figure is taken from Ref [92].

function, Fγ , is used to correct ESC to Etrue, to give the corrected photon energy: Eγ =

Fγ ·ESC, whilst the shape provides a per-photon energy resolution estimate which is used

in the H → γγ analysis for categorising events. The regressor corrects not only for

the imperfect shower containment arising from converting photons and electromagnetic

showers that begin upstream of the ECAL, but also for the localised containment within

the ECAL, where energy can be lost in the gaps between crystals. Input variables related

to the SC shower shape provide information on the upstream showering and photon

conversions, which combined with the SC η and φ values allows the regressor to learn

variations in the ECAL geometry. On the other hand, the seed-crystal positions and seed

cluster energy ratios enable the regressor to correct for the localised containment effects.

In addition, the total number of primary interaction vertices and the total energy density,

ρ, are included to account for systematic enhancements of ESC due to pileup.

Final ECAL energy resolution

The impact of the full set of ECAL energy corrections (described by equation 3.5) is

illustrated for electron showers in Figure 3.6. The final ECAL energy resolution after
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Figure 3.7: ECAL energy resolution as a function of η for electrons from Z → e+e− decays, after
all corrections are applied. The resolutions are shown separately for each data-taking
year, and both the EB and EE are shown, separated by the transition region (shaded
grey). The left plot corresponds to low-bremsstrahlung electrons (R9 > 0.94), where
the variable R9 is defined in Table 4.2, and the right plot to all electrons (inclusive).
Figure is taken from Ref [93].

these corrections is shown as a function of η for Z → e+e− electrons, for each data-taking

year separately, in Figure 3.7. The values are shown for low-bremsstrahlung electrons

(left) and all electrons inclusively (right). A resolution of around 1.5% is observed for

low-bremsstrahlung electrons (R9 > 0.94) up to an |η| = 1, rising to around 3% towards

the edge of the EB, and up to 4% in the EE. Inclusively, the resolution is about 2–3%

up to |η| = 1, 3–4% up to |η| = 1.44, and up to 5% in the EE2. The plots demonstrate a

(relatively) stable ECAL energy resolution over the course of Run 2, despite the increased

instantaneous luminosity and the aging of the CMS detector. The worse energy resolution

in the EE compared to the EB is a direct consequence of the higher radiation dose in the

forward region, which affects the crystal transparency.

3.3.4 Hadronic calorimeter

Quarks and gluons produced in the proton collisions hadronise before reaching the de-

tector, resulting in collimated sprays of particles known as jets. The CMS hadronic

calorimeter (HCAL) [18, 94] is used to measure the position and energy of hadrons in

jets. This is especially important for neutral hadrons which leave no track in the silicon

tracker, and deposit little energy in the ECAL. Additionally, the HCAL is required for

the reconstruction of the pmissT . The layout of the HCAL for one quarter of the CMS

detector is displayed in Figure 3.8.

2As electron and photons showers are practically indistinguishable, the photon energy resolution in
H → γγ decays is approximately the same, with low-bremsstrahlung electrons mapping to unconverted
photons, and high-bremsstrahlung electrons mapping to photons undergoing a conversion to e+e− pairs
in the tracker.
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Figure 3.8: A schematic showing one quarter of the CMS detector. The dashed lines indicate
lines of constant pseudorapidity. The locations of the HB, HO, HE and HF compo-
nents of the HCAL are shown. Figure is taken from Ref. [18].

The HCAL is a sampling calorimeter consisting of absorber plates made from brass or

steel, interleaved with active layers of plastic scintillator. Hadrons traversing the HCAL

interact with the detector medium via nuclear interactions, producing hadronic showers.

Light produced in the scintillator material from these showers is read out by wavelength-

shifting plastic fibres, and is used to infer the energy of the incident hadron. It is important

that the shower is fully contained to make an accurate measurement of the hadron energy.

The HCAL is split up into four components:

• The barrel (HB) has coverage up to |η| = 1.3, and consists of 18 identical az-

imuthal wedges in both the +z and −z directions from the IP. The scintillator

in each wedge is divided into 16 η-sectors, resulting in a spatial granularity of

∆η × ∆φ = 0.087 × 0.087. The HB is confined radially from the outer-edge of the

EB at r = 1.77 m to the inner-coil of the CMS solenoid magnet at r = 2.95 m. This

corresponds to a depth of between 5.8 and 10.6 nuclear interaction lengths (λI),

increasing as a function of η. Here, λI is a property of the material defined as the

mean distance a hadron travels before undergoing an inelastic nuclear interaction.

• To ensure hadronic showers in the central region are fully contained, an outer

calorimeter (HO) is placed outside of the solenoid. This component treats the

solenoidal coil as the absorber, and uses the same active scintillator as the HB,
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extending the minimum depth to 11.8 λI .

• The endcap (HE) calorimeters cover the pseudorapidity range: 1.3 < |η|< 3. They

are designed to be particularly radiation-hard due to the increased particle flux at

high η. The spatial granularity is equivalent to the HB for |η|< 1.6, reducing to

∆η × ∆φ = 0.17 × 0.17 for higher pseudorapidities. In the HE, the minimum depth

is 10 λI .

• Additional forward calorimeters (HF) are placed 11.2 m from the IP, and extend the

coverage up to |η| = 5.2. The particle flux in this region is extremely high, resulting

in a very hostile environment; at the design luminosity approximately 800 GeV per

p-p collision is deposited in the two HFs, compared to only 100 GeV across the rest of

the detector. To withstand this extremely high radiation dose, steel-quartz fibres are

chosen as the active material, encompassed by a steel absorber structure. Charged

particles in the shower emit Cherenkov light in the fibres, which is read by photo-

multiplier tubes. Ultimately, the HF are important for the measurement of forward

jets, such as those produced in Higgs boson production via VBF, and for making

the overall HCAL structure as hermetic as possible for the pmissT reconstruction. In

the context of the H → γγ analysis, the pmissT is a useful quantity for tagging events

with additional neutrinos, such as those originating from Z(→ νν)H and W(→ ℓν)H

production.

3.3.5 Muon chambers

Muons traverse the CMS calorimeters with few interactions. A dedicated muon tracking

system [18, 95] is positioned furthest from the IP, built into the steel return yoke structure

outside the solenoid magnet. Using a combination of information from the innermost

silicon tracker and the muon tracking system, CMS is able to accurately identify muons,

infer their charge, and measure their energy with excellent resolution. The muon tracking

system is comprised of three different gaseous particle detector technologies, where the

layout is shown for one quarter of the CMS detector in Figure 3.9.

Drift tube (DT) chambers are located in the barrel region, and detect muons for

|η|< 1.2, whilst cathode strip chambers (CPS) cover the pseudorapidity range 0.9 < |η|<
2.4. Both are complimented by a system of resistive plate chambers (RPC) for |η|< 1.6.

All rely on gaseous detector technology. As a muon traverses the chamber it ionises

gas molecules. The resulting ionisation electrons drift towards the anode of the detector

producing an electric signal. The choice of detector technology in each region is driven

by the properties of the return magnetic field at that point, the rate of muons, and the

level of neutron-induced background.
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Figure 3.9: A schematic showing one quarter of the CMS detector. The dashed lines indicate
lines of constant pseudorapidity. The locations of the DT, RPC and CSC of the
muon tracking system are shown. Figure is taken from in Ref. [96].

Overall, muons with pT larger than a few GeV are identified with an efficiency of above

95%; the corresponding misidentification rate is lower than 1% for a loose selection and

0.1% for a tight selection. The momentum resolution for muons with 20 < pT < 100 GeV

is between 1.3 and 2.0% in the barrel (|η|< 1.2) and better than 6% in the endcaps

(1.2 < |η|< 2.4). Over this pT range, the momentum measurement is provided by the

silicon tracker. For higher-pT muons, the best momentum measurement is obtained using

a combination of information from the silicon tracker and muon chambers, providing a

resolution of better than 10% up to 1 TeV.

3.3.6 Trigger

The CMS detector operates at a proton bunch crossing frequency of 40 MHz, where each

event contains of the order 1 Mb of data [97]. A two-tiered trigger system is imple-

mented to manage this high collision rate, selecting only events of interest to be recorded.

The Level-1 Trigger (L1T), composed of custom hardware processor boards, successfully

reduces the output rate from 40 MHz to 100 kHz. This is compatible with the design read-

out rate of the CMS sub-detector electronics [98]. Selected events are then propagated to

the software-based High-Level Trigger (HLT), where more sophisticated algorithms are

applied using more detailed event information. The HLT further reduces the event rate

to 1 kHz; an acceptable rate to be saved to disk. Crucially, this total reduction in the

event rate by a factor of 40,000 is achieved whilst maintaining a high efficiency for the

physics processes of interest.

The event detail used in the L1T is limited by the design latency; it must be decided
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whether to keep or discard an event within a fixed time interval of 4 µs. As a result, the

L1T decision is based on coarse measurements of the energy deposited in the calorimeters

and muon chambers, and it is currently not possible to use information from the tracker.

In the H → γγ analysis, a seed at the L1T stage is defined as a deposit of energy in the

ECAL, above a certain energy threshold. Despite signal events being characterised by

two photon candidates, a higher overall efficiency is achieved if only one seed is required

at the L1T stage, with a tight transverse energy threshold applied to the seed in order to

limit the rate of events passing to a manageable level. The energy threshold is typically

set at 40 GeV, lowering to 30-32 GeV for isolated L1T seeds in the ECAL. With the

presence of this energy threshold, there is an unavoidable drop in efficiency for H → γγ

events at low transverse energy. To circumvent this effect, an additional double-seed

selection is included at the L1T with lower energy thresholds than the single-seed trigger.

In 2016, the thresholds were set to 23 and 10 GeV for the leading and subleading seeds

respectively, rising to 25 and 14 GeV for the 2017 and 2018 data taking periods. During

the processing time, the full event information is stored in a buffer. Upon reception of a

L1T accept signal, this full information is read-out and passed to the HLT.

The HLT decision is based on more granular event information, including measure-

ments from the tracker. A single farm of around 1000 commercially-available processors

is used, where simplified versions of the full offline reconstruction algorithms are applied

to the events. At this stage in the H → γγ analysis, events are required to contain two

SCs in the ECAL with invariant mass greater than 90 GeV and passing asymmetric pT

thresholds, initially set at 30 and 18 GeV. After the 2016 data-taking period, the lower

threshold was raised to 22 GeV to counterbalance the increased instantaneous luminosity

and hence maintain a constant event rate. In addition, a number of selection criteria are

imposed on higher-level variables related to the SC shower shape, isolation and the ratio

of the HCAL and ECAL deposits. If the event is deemed to be of interest, it is saved to

disk and subsequently enters the H → γγ analysis.

3.3.7 Detector summary

Figure 3.10 illustrates how different objects produced in a p-p collision interact with the

CMS detector. Clearly, it is the combination of the different subdetectors that makes it

possible to reconstruct the full range of final-state objects. The CMS approach to object

reconstruction is detailed in the following section.
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The basic elements of the PF reconstruction are tracks in the silicon tracker and

muon systems, and clusters of energy in the ECAL and HCAL. Tracks are built using a

combinatorial track-finder algorithm [85], that proceeds in the following way:

• An initial track candidate (seed) is identified as a few (2-3) hits in the tracker, from

which the initial trajectory parameters and their corresponding uncertainties are

calculated.

• Tracks are located by applying a Kalman filter [100]: the expected flight path

of a charged particle is extrapolated from the seed trajectory parameters, where

additional hits along this path are assigned to the track candidate. Following this,

a track-fitting module is used to calculate the trajectory parameters more precisely.

• The track candidate is accepted or rejected based on a set of quality criteria.

This is repeated for six iterations, in a process referred to as iterative tracking. The

initial iterations locate the most prominent tracks, for example those with high pT and

lying close to the IP. After each iteration, hits associated with a track are removed from

the process, and the quality criteria for forming seeds and building tracks are relaxed.

Subsequent iterations then locate a more difficult class of tracks with low pT and/or high

displacement, in a less combinatorially-complex environment. Ultimately, this iterative

procedure helps to increase the tracking efficiency, whilst keeping the misreconstructed

track rate to a reasonable level. An additional procedure is used to build muon tracks

from hits in the muon chambers [96].

Clusters are built by collecting the energy deposits in the calorimeters using a dedi-

cated clustering algorithm [91]. The procedure is effectively the same for the ECAL and

HCAL, but is introduced in the context of a photon shower in the ECAL here:

• A seed crystal is identified as a local energy maximum, above a given energy thresh-

old.

• Clusters are built iteratively around the seed. This is done by aggregating crystals

which share at least one corner in common with a crystal already in the cluster, and

have an energy in excess of twice the noise level of the ECAL.

• If a given crystal can belong to multiple clusters, the crystal energy is shared between

them assuming a Gaussian shower profile.

• Photons that convert to e+e− pairs in the tracker, typically have a wider shower

profile. This results from the bending of the electrons/positrons in the solenoidal

field, which radiate bremsstrahlung photons and thus deposit energy over a wider az-

imuthal (φ) range. Superclusters (SC) are built by merging together clusters. This
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ensures good containment of the electromagnetic shower for converting photons.

The spatial position of the SC (η,φ) is defined as the logarithmic energy-weighted

average position of the individual crystals. The logarithmic energy-weighted stan-

dard deviations of the crystal η and φ-values, ση and σφ, provide an indication of the

width of the SC. The median (ση,σφ) values for a SC in the EB are around (0.5,1)

crystal lengths for an unconverted photon, and (0.5,2.5) crystal lengths for a con-

verted photon, demonstrating a wider shower profile in the φ-direction for photons

undergoing a conversion. The SC energy reconstruction was previously discussed in

Section 3.3.3.

The procedure for reconstructing photon and electron showers in the ECAL is identical.

This is an important feature of the H → γγ analysis described in Chapters 4-6, as

it enables the use of Z → e+e− events for the photon energy calibration and for the

validation of numerous multivariate algorithms.

A given final-state particle can give rise to several tracks and clusters in the various

CMS subdetectors. The dedicated link algorithm is applied to connect these basic PF

elements and output a PF candidate from the following classes:

• Muons: identified as a track in the muon chambers linked to a track in the tracker.

Energy is calculated from the track curvature.

• Electrons: identified as an ECAL SC linked to a track in the tracker. PF electron

energy is calculated from a combination of the SC energy and the track curvature,

where the track curvature becomes useful at low pT .

• Photons: identified as an ECAL SC with no associated track in the tracker. Energy

is calculated from the SC energy only.

• Neutral hadrons: identified as linked clusters in the ECAL and HCAL, with no

associated track in the tracker. Energy is calculated as the sum of cluster energies.

• Charged hadrons: identified as linked clusters in the ECAL, HCAL, and a track

in the tracker. Energy is calculated from a combination of the track curvature and

the sum of cluster energies.

Collections of PF candidates are then used in CMS physics analyses. Chapter 4 details

how they are used in the H → γγ analysis.

3.5 Simulating hadron collisions

The goal of the CMS experiment is ultimately to use the final-state objects in the detector

to infer some knowledge on the parameters of the model Lagrangian, ~α. This could be, for
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example, the mass of the Higgs boson, the couplings of the Higgs boson to other SM fields,

or even the Wilson coefficients of an EFT. We can establish a likelihood function [101]

which quantifies the probability of observing an event, x, given the model parameters, ~α,

L(x | ~α) =

∫

dzd

∫

dzs

∫

dzp p(x|zd)p(zd|zs)p(zs|zp)p(zp|~α), (3.6)

where x is a vector of observables such as the reconstructed energies, momenta, and angles

of all final-state objects. The latent variables, zi, are defined as follows:

• zp: the four-momenta, charges and helicities of the partons in the hard-scattering

event. The quantity p(zp|~α), which defines the probability for partons, zp, given the

model parameters, ~α, is related to the distribution of incoming partons in the collid-

ing protons and the squared hard-scattering matrix element, |M|2. The collection

of incoming and outgoing partons is referred to as the parton-level event.

• zs: encodes the entire shower history of the partons. Effectively, p(zs|zp) describes

the transition from the parton-level event, zp, to the particle-level event, zs.

• zd: describes the interactions of the particles with the detector, such that p(zd|zs)
describes the probability of observing a set of electronic signals in the detector given

the particles, zs. This is not a simple problem; the CMS detector has around 108

read-out channels. The final term, p(x|zd), explains how the detector signals are

reconstructed into the final-state objects (Section 3.4).

The sheer complexity of the problem is illustrated in Figure 3.11. Clearly, evaluating

the integral of equation 3.6 over the full parameter space is impossible: we cannot simply

take the observed events, x, and the model parameters, ~α, and compute the likelihood,

L(x | ~α).

To overcome this experimental challenge, we approximate the integral using a series

of state-of-the-art Monte Carlo (MC) simulators. Firstly, the MC generation chain begins

with simulating the hard-scattering process. This models the distribution of initial-state

partons inside the colliding protons, computes the relevant matrix element, Mi→f , for

certain values of the input model parameters, ~α, and generates parton-level final states

with some probability. Following this, the parton shower is simulated, where initial and

final-state coloured partons are showered and formed into hadrons, and any remaining

unstable particles (e.g. H, W±, etc.) are decayed. Additional secondary interactions

to the hard-scattering process are modelled as underlying events. Finally, the events are

propagated through a simulation of the CMS detector, where the response of the detector

is calibrated to match the performance and efficiency observed in data. The final output

of this chain is a collection of simulated collision events which aims to match real events
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Parton-level event generation

The fully differential cross section for a hard-scatter process (a, b → f) in a hadron collision

is calculated by factorising the initial-state physics from the hard-scatter, according to

dσ

dΦn
=
∑

a,b

∫ 1

0
dxadxbfa(xa, µF )fb(xb, µF ) × 1

ŝ
|Ma,b→f |2(Φn;µF , µR, ~α), (3.7)

where Φn represents the final-state phase space, |Ma,b→f |2 is the squared-matrix element

averaged over the initial-state spin and colour degrees of freedom, and 1/ŝ = 1/2xaxbs is

the initial-state parton flux, where s is the squared hadronic centre-of-mass energy. The

quantities fa(xa, µF ) and fb(xb, µF ) model the distribution of the initial-state partons, a

and b, inside the colliding protons. The factorisation of the processes at different energy

scales is possible since the hard-scatter occurs over a very short distance (high energy),

whilst the interactions within the proton occur over much longer distances (low energy).

This means that when computing the hard-scatter process, we can safely ignore the dy-

namics within the proton and treat the initial-state partons, a and b, as independent. As

a result, we can use perturbation theory to calculate hard-scatter matrix elements.

In the parton-level event generation, events are sampled from the initial and final-

state phase spaces, and a probability is assigned according to equation 3.7. By generating

large numbers of events, we can successfully build up the kinematic distributions that

one would expect to see in data (for some values of the model parameters, ~α). A cross

section, σi, for a particular region of the final-state phase space, Φi
n can then be inferred

by integrating equation 3.7 over this region. In the STXS framework, the regions are

defined according to the bin boundaries introduced in Section 2.3.

Factorisation and renormalisation

Two of the main theoretical aspects of the MC simulation are factorisation and renormali-

sation. As introduced in the previous section, factorisation concerns the decoupling of the

long-distance (low energy) physics from the short-distance (high energy) hard-scattering

process, such that the different energy regimes can be simulated separately [104]. A fac-

torisation scale, µF , is introduced to avoid IR divergences in the hard-scattering calcula-

tion. This scale effectively defines the borderline between the low energy and high-energy

physics.

Renormalisation details the regularisation of UV divergences at the opposite end of

the energy range [105]. These arise due to the unrestricted integration of the momentum

flow through internal loops in the Feynman diagrams. Regularisation gives rise to a

renormalisation scale, µR, which acts as an UV cut-off. The bare couplings of the theory
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absorb all the very short-distance physics beyond this cut-off, and as a consequence,

acquire a µR dependence. For example, in QCD the contribution of quarks and gluons in

loops is absorbed into the strong coupling constant3 as,

αs(Q
2) =

αs(µ
2
R)

1 + β0
4π αS(µ2

R) ln
(

Q2

µ2R

) , (3.8)

where Q2 represents the energy scale of the process. The constant β0 is positive (> 0),

which confirms the notion of asymptotic freedom [55]: the strength decreases (αS(Q2) →
0) as the energy scale increases (Q2 → ∞). At very high-energy scales, the strongly-

interacting partons can be treated as independent particles.

Crucially, the underlying physics does not depend on these scales: µR and µF . They

are simply an artifact of using perturbation theory to calculate the process, and truncating

the expansion to a particular number of terms. Nevertheless, there exists a freedom in

the choice of their values, where some choices can be better than others. Since we know

an observable (e.g. a cross section) should not depend on µR and µF , it is theoretically

favourable to choose values where the observable varies least with the scales. This is

typically of the order of the energy scale characterising the process (e.g. µR = mZ for Z-

pole measurements) to avoid large logarithmic terms in the perturbative expansion [106].

The theoretical uncertainty originating from the series truncation can then be modelled

by varying the scales about their nominal value.

Order in perturbation theory

The hard-scatter is defined by a high momentum transfer, Q2, and as a result the strong

coupling constant, αs(Q
2), is small. The perturbative expansion of the matrix element,

|Ma,b→f |2(Φn;µF , µR, ~α),4 can therefore be performed in powers of αs, which is done

up to some finite order in the calculation. This can be pictured in terms of Feynman

diagrams, where going to higher orders equates to including diagrams with additional

internal loops. The leading order (LO) calculation corresponds to including only the first

term in the expansion. The subsequent orders are referred to as next-to-leading order

(NLO), next-to-next-to-leading order (NNLO) and so on. For example, the inclusive ggH

cross section has been calculated at N3LO [107].

As described above, the neglection of higher-order terms introduces some intrinsic

uncertainty into the calculation. We model this uncertainty by varying the renormali-

sation and factorisation scales, µR and µF , by a factor of two around the nominal scale

values. Ultimately, the more terms that are included in the perturbative expansion (going

3αs = g2s/4π, where gs is the coupling strength of the strong interaction, introduced in Section 2.1.3.
4Note the dependence on both the factorisation and renormalisation scales: µF and µR.
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to a higher order), the less the predictions depend on the scales, or in other words, the

accuracy of the predictions increases.

Parton distribution function

Parton distribution functions (PDFs), fi(x, µF ), model the number density of parton

type, i = {g, u, d, s, c, (b),+anti-quarks}, with momentum fraction, x, inside the colliding

proton. These functions effectively absorb the long-distance physics of the internal proton,

and therefore acquire a dependence on the factorisation scale, µF . The exact forms of the

PDFs are extracted using data from lepton-hadron and hadron-hadron collisions, and are

defined in so-called PDF sets to be used by the MC generators [108]. The evolution of the

PDF with increasing µF is modelled with the DGLAP equations [109–111]. Ultimately,

the choice of PDF affects not only the simulation of the hard-scattering, but also the

parton showering and the modelling of multiple parton interactions in the underlying

event. This influences both the predicted cross sections and the event kinematics.

Parton shower and hadronisation

Parton showering describes the evolution in momentum transfer from the hard-scattering

process at high scales, to the formation of the final-state hadrons at low scales, typically

O(1 GeV). The evolution is performed by modelling the QCD radiation of initial-state and

final-state coloured partons using perturbative QCD [106]. The radiated gluons can go

on to radiate further, producing additional gluons and quark-antiquark pairs, which are

typically soft or collinear with the outgoing partons. In this manner, the parton shower

effectively dresses the event with additional QCD radiation, which is iterated until the

momentum transfer reaches the scales associated with hadron formation. Free parameters

of the parton showering model are tuned to improve the description of real data, where

different values of these parameters are referred to as different parton-shower tunes [112,

113].

Hadronisation occurs at the end of the parton shower, and describes the confinement

of the outgoing coloured partons into colourless hadrons. At this energy scale, QCD

becomes strongly interacting and perturbation theory breaks down. Dedicated hadroni-

sation models have been developed to deal with this non-perturbative regime, such as the

string fragmentation and cluster models [114–116]. Fortunately, the hadronisation process

can be effectively decoupled from the upstream hard-scatter process, and therefore once

tuned, the hadronisation model can be applied successfully to different physics processes

at different energies [106].
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Jets

The final-state objects in hadron collisions typically include collimated sprays of particles,

referred to as jets. These originate from the parton showering and hadronisation of

both final-state partons and the QCD radiation of initial-state partons. Jets are not

fundamental objects, and as a consequence they must be defined according to some jet

algorithm [56]. These algorithms associate which particles belong to which jet according

to some set of rules, and then reconstructs their total momentum. One such example

used in this thesis is the anti-kT algorithm, which repeatedly combines pairs of particles

(i and j) according to the distance measure [69],

dij = min(p−2
T,i, p

−2
T,j)

∆R2
ij

R2
, (3.9)

where pT,i and pT,j are the transverse momentum of particles i and j, ∆Rij is the angular

separation between the particles, and R is the distance parameter for the algorithm,

typically set to 0.4. Particles are combined into a single new particle (the jet) if,

dij < diB; diB = p−2
T,i. (3.10)

If this condition is not met, the particle i is declared as a final-state jet, and is removed

from the list of particles for the subsequent jet-finding.

Jets can originate from both the hard-scatter matrix element and the parton shower,

where the former is more accurate for modelling harder (high momentum) jets and the

latter for softer (low momentum) jets. When a hard-process event is showered a double-

counting can occur, leading to an overestimation of the jet multiplicity in the event.

This is avoided by applying a jet matching or merging procedure [117]. These typically

introduce some cut-off merging scale that defines whether the jets originating from the

matrix element or the parton shower are used.

Underlying event

Secondary QCD interactions occur in each hadron collision in addition to the hard-

scattering process, including beam remnant interactions, multiple parton interactions,

and pileup. The additional activity which is not associated with the hard interaction is

referred to as the underlying event [106]. These interactions typically involve coloured

particles, which can “talk” to the particles in the hard-scattering. As a result, the under-

lying event can influence the properties of the process of interest. Like the parton shower,

the free parameters of the underlying event model are tuned to match what is observed

in data.



66 Chapter 3. The CMS experiment

Detector simulation

The particle-level events are propagated through a simulation of the CMS detector. This

is done using the Geant4 package [118] which models the geometry of each subdetector,

and describes how particles traverse through the CMS solenoidal field and subsequently

interact with the detector material. The outputs are hits (deposits of energy) in the

various subdetectors, which have been designed to match the true electronic read-out

channels of the detector. Consequently, we can apply the same event reconstruction

techniques on the MC simulation as to what is used on data.

To accurately model the detector response in terms of the efficiency and reconstruction

performance, the detector simulation must be calibrated. This typically involves using

a set of measurements e.g. the jet momentum distribution, and tuning the simulation

to match what is observed in data. A mis-modelling of the detector response introduces

(experimental) systematic uncertainties into the analysis. For example, in the context of

the H → γγ analysis, the mis-modelling of the photon energy resolution will affect the

predicted diphoton invariant mass (mγγ) distribution in signal events, and consequently

the extracted results.

It is worth introducing some terminology at this stage. Throughout this thesis, truth-

level quantities correspond to the event properties in the simulation before the detector

modelling i.e. their true values. These are the quantities which are used in the STXS event

classification into the different bins. On the other hand, reconstruction-level quantities

refer to the event properties reconstructed from the signals in the detector. For example,

the Higgs boson transverse momentum, pHT , is a truth-level quantity, whilst the transverse

momentum of the reconstructed photon pair, pγγT , is the equivalent reconstruction-level

quantity. The difference between the two is purely a result of the detector efficiency

and resolution. As discussed at the beginning of this section, the ultimate goal of the

experiment is to infer knowledge about the parameters of the model Lagrangian. In the

context of STXS measurements, this requires unfolding the response of the detector, or in

other words using the reconstruction-level information to infer the truth-level information.

Generators

A number of tools are used to perform the different stages of MC event generation. In

this thesis, the MG5 aMC@NLO [119], Powheg [120–125] and sherpa [126] genera-

tors are used to simulate the parton-level event. This includes the computation of the

hard-scattering matrix element to some fixed order in the perturbative expansion. The

MG5 aMC@NLO and Powheg generators are interfaced with Pythia8 [127] for par-

ton showering and hadronisation. Finally, the Geant4 and Delphes packages are used

to perform detailed and fast-simulations of the CMS detector respectively.
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Measuring Higgs boson properties

in the H → γγ decay channel

4.1 Introduction

The following three chapters provide a detailed description of the CMS H → γγ analysis

documented in Ref. [1]. This analysis measures Higgs boson production cross sections and

coupling-modifiers in the diphoton decay channel, using p-p collision data at
√
s = 13 TeV

collected by the CMS experiment at the LHC from 2016 to 2018, corresponding to an

integrated luminosity of 137 fb−1. The increased statistical power which comes with

using the full Run 2 data, leads to a reduction in the uncertainties of previous H → γγ

measurements, and enables the Higgs boson production phase space to be probed more

finely.

Building upon the strategies developed in previous CMS H → γγ analyses [66, 128,

129], a set of orthogonal event-categories are constructed to target kinematic regions (bins)

of the STXS framework (see Figure 2.11). The analysis categories, or so-called “tags”, are

defined at reconstruction-level by placing a set of selection criteria on the reconstructed

objects in an event. These selection criteria are chosen to closely align with the truth-level

STXS bin boundary definitions. For example, there are two “tags” in the analysis which

target events from the qqH VH-like STXS bin. This bin is defined at truth-level (see

Table 2.6) by a dijet system with invariant mass in the window 60 < mjj < 120 GeV.

The corresponding tags require at least two reconstructed-jets in the event, with a re-

constructed dijet-invariant-mass value in the same window. Moreover, machine-learning

(ML) algorithms are trained using reconstructed event quantities, to further isolate events

from a given Higgs boson production-mode, and reject SM background processes.

In this manner, a total of 80 reconstruction-level analysis categories (tags) are de-

67
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fined, which are each enriched in events from a given truth-level STXS bin (or group

of bins). Similar to a fiducial-style analysis where the experimental selection is defined

to closely match a pre-defined fiducial phase-space, we unfold the reconstruction-level

tags back to the truth-level STXS bins. In other words, we undo the detector efficiency

and experimental acceptance effects to measure the truth-level STXS bin cross sections.

This unfolding procedure requires estimating the composition of each tag in terms of the

STXS bins (using MC simulation), and is performed directly by a maximum-likelihood

fit to data (see Chapter 5).

The fitted observable used to extract the truth-level cross sections is the diphoton

invariant mass. This extremely powerful observable effectively distinguishes signal from

background, where photon pairs produced via Higgs boson decay form a narrow signal

peak centred around mH, on top of a smoothly-falling background distribution from other

SM processes. For events with two reconstructed photons, γ1 and γ2, the diphoton in-

variant mass, mγγ , is defined as,

mγγ =
√

2Eγ1Eγ2(1 − cos θ), (4.1)

where Eγ1 and Eγ2 are the measured energies of γ1 and γ2, respectively, and θ is the

opening angle between the two photons. As displayed graphically in Figure 4.1, it is

possible to isolate three aspects of the mγγ spectrum which affect the sensitivity to Higgs

boson properties:

1. The diphoton mass resolution: a narrower signal peak is more easily distinguished

from the background continuum and therefore results in an enhanced sensitivity.

The diphoton mass resolution is driven by the energy response of the ECAL (see

Section 3.3.3). A good mass resolution also relies on the correct identification of

photons from other objects in the detector such as jets. Furthermore, the precise

assertion of the interaction vertex from which the two photons originate is crucial

for accurately determining the opening angle, θ.

2. The signal-to-background ratio in an analysis category: the sensitivity is improved

by reducing the background contamination under the Higgs boson peak. In this

analysis, ML algorithms are used to better discriminate between signal and back-

ground. Since different background processes are important for different Higgs boson

production modes, a number of signal-vs-background classifiers are trained and used

in the relevant analysis categories.

3. The purity of the signal events in an analysis category: here, analysis categories are

defined to target specific bins of the STXS framework. Therefore to improve the
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in the events such as jets and charged leptons, and quantities such as the missing trans-

verse momentum are used to define categories targeting the different truth-level STXS

bins. This section covers the methods used to both reduce background contamination

and to increase the purity of the targeted STXS bin (or bins) in such categories1.

4.2 Samples

4.2.1 Data

This analysis uses p-p collision data collected by the CMS experiment at
√
s = 13 TeV

during Run 2 of the LHC. The total integrated luminosity is 137 fb−1, of which 35.9 fb−1

was collected in 2016, 41.5 fb−1 in 2017 and 59.4 fb−1 in 2018.

Events in data are selected using the two-tiered trigger system described in Section

3.3.6. The tag-and-probe method is used to evaluate the efficiency of the trigger selec-

tion [130]. This method exploits the decay of a known resonance such as the Z boson,

where the tag is defined as one of the decay products passing very tight identification

criteria, and the probe as the other decay product, subject to much looser identification

requirements. Moreover, the combined invariant mass of the tag-and-probe pair is re-

quired to be consistent with the mass of the original resonance to ensure a high purity

sample. For some selection criteria, C, the efficiency, ǫC , is then defined as the fraction of

probes passing C. This method remains valid as long as the identification requirements

on the probe do not affect the efficiency of C.

Given the proximity of the Z boson and Higgs boson masses, as well as the fact that

both electrons and photons are reconstructed as SCs in the ECAL, Z → e+e− events in

data provide an excellent candidate for evaluating efficiencies in the H → γγ analysis.

Dielectrons with invariant mass close to the Z boson mass are used to define the tag and

probe. After reweighting the Z → e+e− events to match the η and R9 (see Section 4.3.1)

distributions of H → γγ events, the trigger efficiency is evaluated per SC in bins of the

probe electron pT , η and R9. For an SC in the EB and EE, the average trigger efficiencies

are above 97% and 95%, respectively. The product of the two per-SC efficiencies of

the diphoton is then used to weight simulated events to replicate the trigger efficiency

observed in data. Ultimately, the trigger selection criteria are significantly looser than

the offline selection criteria applied in the H → γγ analysis, ensuring that the trigger has

a negligible effect on the H → γγ selection efficiency.

1For clarity, throughout the following three chapters the terms “analysis category” or “tag” refer to
the reconstruction-level event categories that are constructed for this analysis. On the other hand, the
term “STXS bin” refers to a kinematic region of phase-space defined at truth-level. It is the STXS bin
cross sections that the analysis aims to measure.
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4.2.2 Simulation

Monte Carlo (MC) simulated events are used for both training event classifiers and con-

structing the final signal model. The simulated events are subject to the exact same event

reconstruction and categorisation procedure as used for data.

Signal samples were simulated for the different Higgs boson production mechanisms

at next-to-leading order (NLO) in perturbative QCD using the MG5 aMC@NLO (ver-

sion 2.4.2) [119], and Powheg (version 2.0) generators [120–125]. When possible, an inde-

pendent event sample from the alternative generator is used for training event classifiers,

thus ensuring the event categorisation and the construction of the final signal model are

independent. Events produced via ggH production are weighted as a function of the Higgs

boson pT and the number of jets to match the predictions of the NNLOPS program [131].

Parton distribution functions (PDFs) used to model the distribution of colliding partons

inside the initial-state protons are taken from the NNPDF 3.0 (NNPDF 3.1) set [132,

133], when simulating 2016 (2017/2018) data. The parton-level events are subsequently

interfaced with Pythia8 (version 8.226 for 2016 MC and version 8.230 for 2017/2018

MC) for decaying the Higgs boson to photons, parton showering and hadronisation [127].

The Pythia8 CUETP8M1 [112] and CP5 [113] tunes are used for the simulation of 2016

data and 2017/2018 data, respectively.

The signal samples are normalised according to the production cross sections and

the H → γγ branching fraction (0.227%) recommendations by the LHCHWG [42]. The

fractional breakdown of each production mode in the STXS bins is computed directly

from the signal MC samples, and serves as the SM prediction of the cross section in each

bin. Table 4.1 summarises the event generators used for the signal simulation, as well as

the total cross section times branching fraction, σSMB, for each production mode with

details on the order of the calculation. The fractional breakdowns of each production

mode into the STXS bins are shown in Chapter 2 in Tables 2.5–2.8.

The final background model used for the extraction of results is derived directly from

data. Nevertheless, simulated background events are required for training the multivari-

ate event classifiers. For inclusive production, the dominant source of background is SM

diphoton production, which is simulated using the Sherpa (version 2.2.4) generator [126].

In this sample, matrix elements are calculated at NLO and LO for up to one and three

additional partons, respectively, which are subsequently matched with the Sherpa gen-

erator parton showering. A subdominant background originates from γ+jet or jet+jet

events, where the jets are misidentified by the PF algorithm as isolated photons. These

backgrounds are simulated with Pythia8, applying a filter in the generation to enrich the

production of jets with high electromagnetic activity. Furthermore, other sources of back-

ground become important for categories targeting the sub-dominant production modes,
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Table 4.1: Details of the signal simulation. For each production mode, the generator used for
the final signal-modelling is listed. If available, an independent sample is used from
the alternative generator when training the event classifiers. In addition, the cross
sections times branching fraction, σSMB, are provided for a nominal Higgs boson
mass, mH = 125.0 GeV, at

√
s = 13 TeV. The final column details the order of the

cross section calculation. For the tHq, tHW and bbH production modes, the flavour
scheme (FS) used in the calculation is specified, where 5FS (4FS) includes (does not
include) the bottom quark/anti-quark components in the colliding protons.

Production mechanism Naming convention Generator σSMB [fb] Order of σSM calc

ggH ggH MG5 aMC@NLO 110.27 N3LO(QCD)+NLO(EW)

gg→ZH, Z→qq ggZH had Powheg 0.19 NNLO(QCD)+NLO(EW)

VBF VBF MG5 aMC@NLO 8.59 NNLO(QCD)+NLO(EW)

qq/qg→WH, W→qq WH had MG5 aMC@NLO 2.10 NNLO(QCD)+NLO(EW)

qq/qg→ZH, Z→qq ZH had MG5 aMC@NLO 1.40 NNLO(QCD)+NLO(EW)

qq/qg→WH, W→ ℓν WH lep MG5 aMC@NLO 1.016 NNLO(QCD)+NLO(EW)

qq/qg→ZH, Z→ ℓℓ/νν ZH lep MG5 aMC@NLO 0.520 NNLO(QCD)+NLO(EW)

gg→ZH, Z→ ℓℓ/νν ggZH lep Powheg 0.084 NNLO(QCD)+NLO(EW)

ttH ttH MG5 aMC@NLO 1.155 NLO(QCD)+NLO(EW)

tHq tHq MG5 aMC@NLO 0.175 NLO(QCD) in 5FS

tHW tHW MG5 aMC@NLO 0.034 NLO(QCD) in 5FS

bbH bbH MG5 aMC@NLO 1.108 NNLO(5FS)+NLO(4FS)

such as diboson production in the VH leptonic categories and tt+γγ in the top-associated

categories. Additional MC samples simulated with the MG5 aMC@NLO and Powheg

generators are used to model such backgrounds. Finally, Drell-Yan events with leptonic

final-states and tt+Z events are used for validation purposes. Both are simulated with

the MG5 aMC@NLO generator and Pythia8 for parton showering and hadronisation.

Each particle-level sample is propagated through the Geant4 package to model the

response of the CMS detector [118]. Separate MC samples are produced for each year

to account for the variations in the detector conditions and the LHC beam parameters.

This modelling includes the effect of pileup interactions originating from both the nom-

inal bunch-crossing (in-time pileup) and the crossing of previous and subsequent proton

bunches (out-of-time pileup). The simulation is weighted to match the distribution of the

number of interaction vertices in data, which corresponds to an average pileup of 23 in

2016, and 32 in 2017 and 2018.
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4.3 Event reconstruction

This section describes the offline reconstruction of events passing the trigger selection.

The data and the corresponding simulation are reconstructed separately for each year to

account for the differences in the detector performance and LHC beam parameters.

4.3.1 Photon reconstruction

Photons are defined using the set of photon candidates from the PF algorithm (see Section

3.4). In the algorithm, SCs are formed by clustering together deposits of energy in the

ECAL crystals, consistent with originating from the same electromagnetic shower. Due to

imperfect shower containment in the crystals and shower losses for photons which convert

to e+e− pairs before reaching the ECAL, the SC energy, ESC, can often differ from the

true initial photon energy, Etrue. As described in Section 3.3.3, a multivariate regression

technique is applied to all photons to correct for such losses, estimating both the value of

Etrue and its uncertainty. Remaining differences in the photon-energy scale and resolution

between data and simulation are accounted for using a series of additional scale and

smearing corrections, derived using Z → e+e− events. Photons are then subject to a set

of selection criteria (pre-selection) concerning the photon shower-shape, kinematic, and

isolation variables. In addition, a ML algorithm known as a Boosted Decision Tree (BDT,

see Appendix B) is trained to separate genuine photons from fake photons; this is referred

to as the photon-identification BDT. The selection includes a minimum requirement on the

output score of this BDT, which reduces the contribution from background processes with

hadronic jets mimicking a photon signature. Before describing the photon reconstruction

techniques in more detail, it is useful to list the photon variables used in the H → γγ

analysis in Table 4.2. Two of these variables, namely R9 and Iph, are shown in Figure 4.3

when describing the photon-identification BDT. The distributions correspond to probe

electrons from Z → e+e− decays, however the photon distributions are effectively the

same since photons and electrons have almost identical shower profiles in the ECAL.

Photon energy

After applying the photon energy regression described in Section 3.3.3, a number of resid-

ual discrepancies between data and simulation remain that cannot be derived from sim-

ulation alone. Using Z → e+e− events in data, in which the electrons are reconstructed

as photons2, a series of scale and smearing corrections are derived to correct the photon-

energy scale and resolution [49]. To account for the degradation of the ECAL crystal

2Meaning no track information is used in the reconstruction, and the energy is determined using the
algorithm and corrections corresponding to photons rather than electrons.
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Table 4.2: A summary of the photon variables used in this analysis. The shower-shape variables
are used to both correct the photon energy in the regressor (see Section 3.3.3) and to
discriminate between real and fake photons. The isolation variables help to identify
real photons from other objects such as jets mimicking a photon signature.

Shower shape variables

R9 (=E3×3/ESC) The ratio of the energy sum in the 3×3 grid surrounding the SC seed to the energy
of the SC before corrections. The value of R9 is typically high (> 0.85) for unconverted photons,
and typically lower (< 0.85) for photons that have undergone a conversion upstream of the ECAL.

E2×2/E5×5 The ratio of the energy sum in the 2× 2 grid containing the most energetic crystals in the SC, to
the energy in the 5 × 5 grid surrounding the SC seed.

ση A measure of the lateral extension of the shower, defined as the standard deviation of single crystal
η values within the SC, weighted by the logarithm of the crystal energy.

σiηiη The standard deviation of the shower in η in terms of the absolute number of crystal cells.

σφ A measure of the lateral extension of the shower, defined as the standard deviation of single crystal
φ values within the SC, weighted by the logarithm of the crystal energy.

coviηiφ The covariance of the single crystal η and φ values for the 5 × 5 grid centred around the crystal
with the most energy.

σRR For photons in the ECAL endcaps only. The standard deviation of the shower spread in the x-y
plane of the preshower detector.

nclusters The number of clusters in the SC.

Isolation variables

H/ESC Ratio of the energy in the HCAL cells directly behind the SC to the energy of the SC.

Iph Photon isolation, defined as the sum of transverse energy of PF photons falling inside a cone of
radius ∆R =

√

∆η2 + ∆φ2 = 0.3 around the SC. The transverse energies are corrected using ρ
to mitigate the effect of pileup.

Ich Charged-hadron isolation, defined as the sum of transverse energy of the PF charged hadrons
falling inside a cone of radius ∆R = 0.3 around the SC. This is measured with respect to both the
selected and the worst vertex; the benefit of this is that true photons are generally isolated from
other vertices, but fake photons are not.

Itk Track isolation, defined as the sum of transverse energy of all tracks in a hollow cone with a smaller
(larger) annulus of ∆R = 0.04 (∆R = 0.3).

Other variables

Electron veto Boolean flag variable which is set to false if the supercluster is matched to an electron track.

ρ Median energy density per unit area in the event (sensitive to pileup).

ESC Uncorrected supercluster energy.

Etrue True photon energy.

Eγ Reconstructed photon energy.
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the uncertainty bands.

Photon pre-selection

Table 4.3 provides a schema of the selection criteria applied to the photon candidates.

The pre-selection efficiency is calculated using the tag-and-probe method on Z → e+e−

events for all selection criteria, barring the requirement on the electron veto, which is

computed using Z → µ+µ−γ events. For the latter, the µ+µ−γ system is required to

be consistent with the decay of a Z boson, with a three-body invariant mass between

60 and 120 GeV. Probes are then defined as the set of photons passing all pre-selection

criteria except the electron veto, and the efficiency is simply calculated as the fraction of

these probes which pass the veto. The total pre-selection efficiency is computed for both

data and simulation in bins of photon η and R9, and is typically above 95% for photons

with high values of R9 (> 0.85) and around 90% for photons with lower R9 (< 0.85).

Weights are then applied differentially per photon to match the pre-selection efficiencies

in simulation to those observed in data.

Photon identification

The photon-identification (photon-ID) BDT aims to distinguish between real photons in

the CMS detector and hadronic jets mimicking a photon signature. The BDT is trained

using the γ+jet simulation sample, where the true photon is used as signal and the

fake photon from the jet as background. Photon shower-shape, kinematic, and isolation

variables are used as input features to the BDT, along with parameters sensitive to pileup,

such as the median-energy-density per unit area, ρ.

One of the dominant sources of systematic uncertainty in the H → γγ analysis arises

from the modelling of the electromagnetic shower in simulation, in particular the variables

describing the shower-shape and isolation. Since these variables are direct inputs to

the photon-ID BDT, any discrepancies between data and simulation are propagated to

the output BDT score, and thus introduce a systematic uncertainty into the analysis.

To mitigate this, a chained quantile regression (CQR) method [134] is applied, which

sequentially corrects the photon-ID BDT input variables in simulation.

The corrections are derived using a set of probe electrons in Z → e+e− events. The

CQR method morphs the distribution of some photon-ID BDT input variable, yi (e.g.

R9), in simulation to match that in data by training a series of 21 BDTs to predict points

along the cumulative distribution function, CDF(yi): [0.01,0.05,0.10,...,0.95,0.99]. For

example, the CQR BDTs predict the values of R9 at which the CDF(R9) is equal to the

21 points ranging from 0.01 to 0.99. The full CDF is determined by linearly interpolating

between these 21 points, and is extracted separately for both data and simulation. A
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Table 4.3: Schema of the photon pre-selection criteria. The shower-shape and isolation require-
ments are different for photons in the ECAL barrel and for photons in the ECAL
endcaps. These are then split into regions of different R9 criteria, with varying levels
of additional selection on σiηiη, Iph and Itk.

Minimum pT pγ1T > 35 GeV (leading), pγ2T > 25 GeV (subleading)

↓

Geometrical acceptance |η|< 2.5, excluding barrel-endcap transition region 1.44 < |η|< 1.57

↓

Electron veto True

↓

Hadronic shower rejection H/ESC < 0.08

↓

Shower shape and isolation
requirements

For photons in the EB:

R9 σiηiη Iph (GeV) Itk (GeV)

> 0.85 - - -

[0.50, 0.85] < 0.015 < 4.0 < 6.0

For photons in the EE:

R9 σiηiη Iph (GeV) Itk (GeV)

> 0.90 - - -

[0.80, 0.90] < 0.035 < 4.0 < 6.0

All photons: at least one of R9 > 0.8, Ich < 20 GeV, and Ich/pγT < 0.3

correction is then applied to the simulated variable, per electron, according to:

yi −→ ycorr
i = CDF−1

data(CDFsimulation(yi)), (4.2)

which successfully morphs the distribution of yi in simulation to match that in data.

Shower-shape variables are first ordered into a chain: [S1,S2,...SN ]. The CDF for the

first variable, S1, is predicted using solely the electron pT , η, φ and global energy density,

ρ, as input features to the 21 BDTs. For variable, Si, the input features also include the

previously processed shower-shape variables: [Scorr
1 ,...,Scorr

i−1 ] for simulation and [S1,...,Si−1]

for data. By deriving the corrections in this manner, correlations between the photon-ID

BDT input variables are accounted for. The ordering of the chain is optimised to minimise

the final discrepancy between data and simulation in the photon-ID BDT output score.

For example, the shower-shape variables are corrected in 2018 simulation according to

the chain ordering,
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Figure 4.3: Probe electron R9 (left) and Iph (right) distributions from Z → e+e− events, where
the probe electron is reconstructed in the ECAL barrel. The black points correspond
to data taken in 2017. The corresponding simulation is shown without corrections
in orange, and with the CQR corrections in blue. The bottom panel shows the ratio
of data to simulation, clearly demonstrating the improved agreement after applying
the CQR corrections.

[ coviηiφ, E2×2/E5×5, R9, σφ, σiηiη, σφ ]. (4.3)

For isolation variables, Ii, an additional stochastic-shifting procedure is applied to

account for electrons migrating across the discontinuity in the distributions i.e. from the

peak at Ii = 0, to the tail at Ii > 0. Two additional classifiers are trained to predict the

probabilities for electrons to fall in the peak or tail, given the electron pT , η and φ, and

the energy density, ρ. Using the output probabilities, the simulated electrons are then

migrated between the peak and tail to match the relative compositions in data. Finally,

the distribution of electrons in the tail is then corrected using the quantile morphing

technique described above. Figure 4.3 demonstrates the performance of the CQR method

for shower-shape variable, R9 (left) and isolation variable, Iph (right).

The systematic uncertainty originating from these corrections is derived by splitting

the original Z → e+e− samples in half, and re-calculating the corrections using the two

independent event sets. The magnitude of the uncertainty is defined per-bin of the photon-

ID BDT output score, as the standard deviation of the event-by-event corrected output

score values. This assumes the major source of uncertainty in the method is originating

from the limited size of the training samples. All in all, the CQR method provides a vastly

improved technique for calculating the shower-shape and isolation corrections, reducing

the impact of a dominant systematic uncertainty from around 5% in previous H → γγ

analyses to roughly 2%.

The output score of the photon-ID BDT, for the lowest-scoring photon in the diphoton
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• the total number of photon conversions in the tracker,

• the pull (|zvtx − ze|/σz) between the longitudinal positions of the reconstructed

vertex, zvtx, and the vertex estimated using tracks from photon conversions, ze,

where σz is the uncertainty in ze.

In these observable definitions, the sums run over all PF tracks associated with a given

vertex, labelled by the index i. The quantity ~p γγT corresponds to the transverse momentum

of the diphoton system, measured with respect to the same vertex. The final two BDT

input variables in the list are only included for events which contain tracks originating

from photon conversions.

The performance of the vertex assignment BDT is evaluated using Z → µ+µ− events.

Here, the vertices are reconstructed after omitting the muon tracks, in order to imitate a

diphoton-like system. The vertex is then said to be correctly assigned by the BDT if the

location is within 1 cm of the true vertex position. Figure 4.6 (left) shows the efficiency

of the vertex assignment as a function of the dimuon pT , for both simulation and data,

demonstrating an agreement within 2% across the whole pT range. Correction factors are

applied to simulation to match the fraction of correctly assigned vertices observed in data,

keeping the total number of events constant. For inclusive H → γγ events, the efficiency

of correctly assigning the diphoton vertex to be within 1 cm of the true vertex is roughly

79%. This value rises for events with additional objects such as jets and charged leptons.

An additional vertex-related BDT is trained to estimate the probability that the vertex

assignment is within 1 cm of the interaction point from which the diphoton originates. The

input features are the total number of reconstructed vertices in an event, the relative posi-

tions and respective vertex assignment BDT scores for the three highest scoring vertices,

|p γγT |, as well as the number of converted photons in the tracker. Akin to the vertex-

assignment BDT, this vertex-probability BDT is trained using ggH, H → γγ events. The

right-hand plot of Figure 4.6 demonstrates the agreement between the output probability

and the true vertex assignment efficiency in simulated events.

Finally, the width of the z distribution of reconstructed vertices, known as the beamspot

width, is measured to be between 3.4–3.6 cm in data. A year-dependent correction is ap-

plied to simulated events to ensure the beamspot width matches that observed in data.
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Figure 4.6: The left plot shows the fraction of Z → µ+µ− events where the assigned vertex is
within 1 cm of the true vertex position as a function of pµµT , for simulated events in
red and data events in black. Here, the muon tracks are omitted from the event
reconstruction to mimic a H → γγ system. Simulated events are weighted to
match the pileup and beamspot width distributions observed in data. The right
plot demonstrates that the average vertex-probability BDT score agrees with the
true vertex-assignment efficiency in simulated events. The full data set collected in
the period 2016-2018 and the corresponding simulation are shown in the plots.

4.3.3 Reconstruction of other objects

The analysis categories are defined to target events from different STXS bins. In order to

define such categories it is necessary to place requirements on additional, reconstructed

objects in the event, such as two forward-jets in VBF production or two-same flavour,

oppositely-charged leptons in Z(ℓℓ)H production. The following section briefly describes

the reconstruction of these additional objects from the PF collections, described in Sec-

tion 3.4.

Jets

The precise reconstruction of jets is particularly important in this analysis, not only for

differentiating between different Higgs boson production modes, but also for splitting

events according to the jet-related STXS boundaries: the number of jets, mjj and pHjjT .

On average, a jet carries 65% of its total energy in charged hadrons, 25% in photons,

and the final 10% in neutral hadrons. By providing separate collections of such final-

state particles with independent measurements of their energies, the PF algorithm offers

unprecedented performance in terms of the jet reconstruction at CMS.

Jets are built by clustering the reconstructed PF candidates using the infrared and
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collinear-safe anti-kT algorithm [68, 69], with a distance parameter of 0.4. A Charged-

Hadron Subtraction (CHS) technique is applied to remove charged hadrons that are as-

sociated with vertices other than the primary vertex (as chosen by the vertex-assignment

BDT) from the clustering procedure. This helps to mitigate the contribution to the jet

momentum from pileup. The algorithm operates by defining a distance measure between

PF candidates that depends on their pT and angular parameters (see equation 3.9), and

iteratively clusters the four-momentum vectors with the shortest distance measure. Once

the shortest distance measure is between the cluster and the LHC beam, the procedure

terminates and the clustered objects are defined as a jet. This is repeated until all PF

candidates have been clustered. The jet momentum is then calculated as the vectorial

sum of all the PF candidate momenta in the jet. From simulation, this is found to be,

on average, within 5 to 10% of the truth-level jet momentum over the whole pT spectrum

and detector acceptance.

After building the jets, a set of corrections are applied to correct the jet-energy scale

and resolution in both data and simulation [135]. Firstly, an offset correction is applied to

account for any remaining contributions from pileup. This depends on the event energy-

density, ρ, and the jet pjT , ηj and angular spread, ∆Rj . Following this, corrections are

derived from simulation to (on average) match the reconstruction-level jet energy to the

truth-level jet energy. These are calculated in bins of pjT and ηj to account for variations

in the response across the detector. Any residual discrepancies in the jet-energy scale

between data and simulation are rectified using in situ measurements of the momentum

balance in dijet, γ+jet, Z+jet, and multijet events. The jet energy resolution after the

corrections is typically 15–20% at 30 GeV, 10% at 100 GeV, and 5% at 1 TeV, for jets in

the central region of the detector [135].

Finally, a pileup-identification BDT is trained to reduce the number of pileup-induced

jets entering the analysis [136]. Such jets typically contain PF candidates from multiple

pileup collisions, and therefore tend to be more broad and diffuse than jets originating

from the hard process. In addition, they usually contain tracks which are not associated

with the primary vertex. To make use of these observations, the input features to the

BDT are variables related to the jet shape, and additional track variables related to the

interaction vertex. A pT and η-dependent threshold is then placed on the output score of

this BDT to reject pileup jets. On top of this, to be considered in the event selection, jets

are required to have pjT > 25 GeV, fall within |ηj |< 4.7, and have an angular separation

with respect to both photons, ∆Rj,γ > 0.4.
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b tagging

Jets originating from b quarks typically contain tracks associated with secondary vertices,

which are displaced from the hard-scatter primary vertex by a few mm to 1 cm. This is

a result of the non-negligible lifetime of B hadrons (1.5 ps), which traverse a measurable

distance in the detector before decaying. The identification of such jets (b tagging) is

crucial for isolating ttH and tH production events, since the top quarks almost always

decay to b quarks. A deep neural network (DNN, see Refs. [137–139]) algorithm has been

trained [140], which takes secondary vertices and PF candidates as input features, and

outputs a probability that a given jet has originated from the decay of a B hadron. The

per-jet output probabilities are used in the event categorisation, both for the pre-selection

of ttH and tH events, and as input features to numerous ML classification algorithms.

Charged leptons

Tagging on additional charged leptons is crucial for isolating VH and top-associated Higgs

boson production events, where at least one vector boson decays leptonically: W → ℓν

and Z → ℓℓ. Electrons and muons are taken from the PF electron and muon collec-

tions respectively, and additional isolation and identification requirements are placed on

both [91, 141]. To be considered in the event categorisation, electrons are required to

have peT > 10 GeV and be within |ηe|< 2.4, excluding the barrel-endcap transition region,

whilst muons must have pµT > 5 GeV and fall within |ηµ|< 2.4.

Missing transverse momentum

The missing transverse momentum vector, ~pmissT , is calculated as the negative vector pT

sum of all PF candidates in an event, and its magnitude is denoted as pmissT [142]. The

reconstruction of ~pmissT accounts for the energy scale corrections applied to the recon-

structed jets in the event. This is a useful quantity for selecting signal processes with

additional neutrinos, such as WH (ZH) production where the vector boson decays into a

neutrino and a lepton (two neutrinos).
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4.4 Event categorisation

4.4.1 Overview

After the event reconstruction, a total of 80 event categories are constructed in which the

mγγ spectrum is fitted simultaneously to measure Higgs boson production cross sections

and couplings. Each category imposes a set of selection criteria related to the features

of both the reconstructed diphoton system and the additional objects in the event. The

criteria of a given category are defined to maximise the sensitivity to events from a

particular STXS region4.

Before applying the dedicated per-category selection criteria, all events are required to

have at least two pre-selected photon candidates, satisfying pγ1T > mγγ/3 and pγ2T > mγγ/4,

with a diphoton invariant mass in the range 100 < mγγ < 180 GeV. By scaling the trans-

verse momentum by mγγ in the selection criteria, distortions at the lower end of the mass

spectrum are prevented. Furthermore, both photons are required to be in the geometri-

cal acceptance of the ECAL: |η|< 2.5, excluding the transition region 1.44 < |η|< 1.57

between the barrel and endcaps. We then construct the analysis categories by following

the procedure described below.

1. Global categories are defined to be enriched with events originating from the different

Higgs boson production modes. Dedicated selection cuts are defined based on the

different event topologies. For example, VBF-like events are isolated by requiring

a pair of jets (dijet) with an invariant mass, mjj > 350 GeV. To further boost

the ratio of signal-to-background events, ML classification algorithms are trained

to isolate the targeted signal process from both SM background processes and the

other Higgs boson production modes. At least one of these so-called background-

rejection discriminants are used in each global category. In this analysis, global

categories are defined to target the tHq, ttH, VH, VBF and ggH production modes,

in a variety of final states.

2. The next step is to divide the per-production-mode global categories into analysis

regions to differentiate between the different kinematic regions (bins) of the STXS

framework. For ggH production, excluding the kinematic region with high dijet

mass (mjj > 350 GeV), the division is performed using a dedicated ML classifier

with output classes corresponding to the ggH STXS bins. For the other production

modes, the global categories are split according to the reconstructed equivalents

of the truth-level variables defining the STXS boundaries e.g. pγγT for pHT . These

4This can be a single bin or group of bins if the statistics are insufficient.
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divisions are performed as long as there exists some statistical sensitivity to the split

STXS bins.

3. An analysis region can be further sub-divided according to the signal-to-background

purity. This is performed by placing boundaries on the relevant background-rejection

discriminant(s). The position of these boundaries is optimised independently in each

region to maximise the sensitivity to the targeted STXS bin (or bins). The usual

metric for this optimisation is the approximate median significance (AMS),

AMS =

√

2
(

(S68 + B68) ln(1 + S68/B68) − S68

)

, (4.4)

where S68 is the number of signal events from the targeted STXS bin (or bins) and

B68 the number of background events, both calculated within a ±1σeff window of

mH. Here, σeff is defined as the shortest interval containing 68% of the total number

of targeted signal events. The background estimate, B68, is determined by fitting

an exponential function to background events, either directly to data sidebands or

to the MC simulated background events. In the limit of small S68/B68, the AMS

reduces to the familiar S68/
√
S68 +B68 formula.

The final analysis categories designed to target the truth-level STXS bins are re-

ferred to as “tags”, which are defined in decreasing order of the expected signal-to-

background ratio. For example, the tag with the highest S68/B68, targeting the ggH

0J low pHT STXS bin, is denoted as “0J low pγγT Tag0”. The total number of tags

is realised by a stopping criterion, where the expected AMS gain by introducing an

additional boundary is below a threshold e.g. 5% improvement.

The data and simulation from all three years are merged together in each category.

This provides larger statistics for the training of the numerous multivariate discriminants,

and the subsequent optimisation of the selection criteria. In addition, the larger yields

allow to better constrain the shape parameters of the per-category background models (see

Section 5.3). The potential gain in splitting each category by year, and thus exploiting

the year-dependent mass-resolution information in the final fit, was found to be negligible.

It is possible for any given event to pass the selection criteria for multiple analysis

categories. A priority sequence is defined to ensure the analysis categories are truly

orthogonal: each event is assigned to at most one category, choosing the category with

the highest priority. The sequence is defined to prioritise rarer Higgs boson production

modes, by ordering according to the expected number of signal events. In other words,

global categories targeting a Higgs boson production mode with a lower expected signal-

yield (rarer process) are given a higher priority.
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A summary of all analysis categories is provided in Table 4.4, ordered according to

decreasing priority in the category sequence. Example Feynman diagrams are shown for

the targeted Higgs boson production modes. The background-rejection discriminants are

listed, as well as the methods for splitting the global categories to target the kinematic

regions of the STXS framework. Finally, the number of tags for each targeted STXS

bin (or bins) are shown, defined by placing boundaries on the respective background-

rejection discriminants. A graphical schema of the analysis event categorisation procedure

is provided in Appendix C.

The remainder of this chapter provides additional detail concerning the construction,

optimisation, and validation of the event categorisation workflow, and shows the perfor-

mance in terms of the purity of the final analysis categories. For reference, Table 4.5

provides a summary of all the ML classifiers used in the categorisation. The classifiers

mainly use the BDT algorithm, barring the DNN which is trained to discriminate ttH

production from tHq production. In the table, the training samples, training software,

and final outputs are listed. The full set of input features for each classifier are listed

in Appendix C. When training the various classifiers, the samples are first weighted ac-

cording to their respective SM cross sections, and are subject to the initial selection cuts

of the relevant global category. Often, the weights of each output class (e.g. signal and

background) are then equalised in the training to improve the classifier performance.
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Table 4.4: A summary of the analysis event categorisation, ordered according to decreasing prior-
ity in the category sequence. For each global category, an example Feynman diagram
of the targeted process is shown. In addition, the background-rejection discriminants
and the methods used to split the global category to target different kinematic regions
of the STXS framework are listed. The final column shows the number of tags defined
to target each bin or group of bins.

Global category Example diagram Bkg rej. discriminant Splitting method to
target STXS bins

Targeted STXS bins (# of bins) # of tags

tHq leptonic
tHq leptonic BDT

Top DNN (tH-vs-ttH)
None tHq 1

ttH leptonic
ttH leptonic BDT

Top DNN (tH-vs-ttH)
Reco p

γγ
T

ttH pHT < 60

ttH 120 < pHT < 120

ttH 120 < pHT < 200

ttH 200 < pHT < 300

ttH pHT > 300

3

3

2

1

1

ZH leptonic ZH leptonic BDT None All ZH lep and ggZH lep bins (10) 2

WH leptonic WH leptonic BDT Reco p
γγ
T

WH lep pVT < 75

WH lep 75 < pVT < 150

WH lep pVT > 150 (3)

2

2

1

VH MET VH MET BDT None All VH lep bins (15) 3

ttH hadronic ttH hadronic BDT Reco p
γγ
T

ttH pHT < 60

ttH 120 < pHT < 120

ttH 120 < pHT < 200

ttH 200 < pHT < 300

ttH pHT > 300

3

3

4

3

2

VBF-like

Dijet BDT

Diphoton BDT

Reco p
γγ
T

, p
γγjj
T

,
mjj

qqH BSM

qqH VBF-like low mjj low p
Hjj
T

qqH VBF-like low mjj high p
Hjj
T

qqH VBF-like high mjj low p
Hjj
T

qqH VBF-like high mjj high p
Hjj
T

2

2

2

2

2

None All ggH VBF-like bins (4) 2

VH hadronic
VH hadronic BDT

Diphoton BDT
None qqH VH-like 2

ggH Diphoton BDT ggH BDT + Reco

p
γγ
T

for high pHT
region

ggH 0J low pHT
ggH 0J high pHT
ggH 1J low pHT
ggH 1J med pHT
ggH 1J high pHT
ggH ≥2J low pHT
ggH ≥2J med pHT
ggH ≥2J high pHT

ggH BSM 200 < pHT < 300

ggH BSM 300 < pHT < 450

ggH BSM 450 < pHT < 650

ggH BSM pHT > 650

3

3

3

3

3

3

3

3

2

2

1

1

No dedicated
category

- - -

qqH 0J, 1J, ≥2J mjj < 60

qqH ≥2J 120 < mjj < 350

bbH, tHW

0

Total 80
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Table 4.5: A summary of the ML classifiers used in this analysis. Each classifier is trained using
the listed samples after applying the initial selection criteria of the relevant global
category. In the list of samples, top-associated backgrounds correspond to events
containing at least one top quark and at least two reconstructed photons, such as
tt+γγ or tt+γ+jet where the jet is misidentified as a photon. The software used
to train the classifiers, and their respective outputs are also listed. Usually, the
weights of each output class are equalised in training to improve the performance
of the classifiers. The full set of input features for each classifier are provided in
Appendix C.

Discriminant/Classifier Software Training samples (simulation unless stated) Output

ggH BDT XGBoost ggH

9 ggH STXS class probabilities:
0J low pHT , 0J high pHT , 1J low pHT ,

1J med pHT , 1J high pHT ,

≥2J low pHT , ≥2J med pHT ,

≥2J high pHT , pHT > 200

Diphoton BDT XGBoost
S: all Higgs boson events

B: SM γγ
S-vs-B score

Dijet BDT XGBoost
VBF, ggH, SM γγ + data-driven estimate for

γ+jet & jet+jet
3 output class probabilities:

VBF, ggH, bkg

VH hadronic BDT XGBoost

S: VH hadronic
B: ggH, SM γγ + data-driven estimate for

γ+jet & jet+jet
S-vs-B score

VH MET BDT TMVA

S: VH 0-leptons
B: other H prod modes, SM γγ, Drell-Yan,
diboson, top quark prod. + data-driven

estimate for γ+jet

S-vs-B score

WH leptonic BDT TMVA

S: VH 1-lepton
B: other H prod modes, SM γγ, γ+jet,
Drell-Yan, diboson, top-associated bkgs

S-vs-B score

ZH leptonic BDT TMVA

S: VH ≥2-leptons
B: other H prod modes, SM γγ, γ+jet,
Drell-Yan, diboson, top-associated bkgs

S-vs-B score

ttH hadronic BDT XGBoost

S: ttH 0-leptons, ≥3-jets (≥1 b-tagged)
B: other H prod modes, SM γγ, Drell-Yan,

V+γ, diboson, top-associated bkgs +
data-driven estimate for γ+jet & jet+jet

S-vs-B score

ttH leptonic BDT XGBoost

S: ttH ≥0-leptons, ≥1-jet
B: other H prod modes, SM γγ, γ+jet,

Drell-Yan, V+γ, diboson, top-associated bkgs
S-vs-B score

tHq leptonic BDT TMVA
S: tHq leptonic

B: SM γγ, γ+jet, top-associated bkgs
S-vs-B score

Top DNN
Keras +

TensorFlow
tHq and ttH tHq-vs-ttH score
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to the final results leads to an improvement in the measured cross sections, particularly

for the 0J and 1J bins (∼ 10% reduction in the uncertainty), and reduces the correlations

between measured quantities.

The nine output class-probabilities are calculated for each event, and the event is sub-

sequently assigned to the STXS region with the highest probability. The final 12 analysis

regions (9 output ggH BDT classes, where the pHT > 200 GeV class is further split using

boundaries in the reconstructed pγγT at 300, 450 and 650 GeV) are then divided into the

final tags using the diphoton BDT. This BDT is trained to discriminate all Higgs boson

signal from all other modes of SM diphoton production, meaning the output score, as

shown in Figure 4.8, can be used to reduce the background contamination in each of the

analysis regions. The boundaries on the diphoton BDT output are optimised indepen-

dently in each region to maximise the expected AMS. Three tags are defined for each of

the eight STXS bins with pHT < 200 GeV, two for the two bins with 200 < pHT < 450 GeV,

and one for the two bins with pHT > 450 GeV. The final set of analysis categories, with

their respective targeted STXS bins, are shown by the red boxes in Figure 4.7. Events

that fail the lowest diphoton BDT output threshold in the respective region are discarded

from the analysis.

Clearly, the agreement between data and the background simulation is reasonably poor

in certain bins of the diphoton BDT output distribution. This mis-modelling is likely to

be improved in the future when samples generated at a higher order in perturbation

theory are used for estimating the γ+jet and jet+jet contributions to the background.

Nevertheless, the poor agreement does not manifest as a systematic uncertainty in the

analysis, as the background model is estimated directly from data. Instead, it leads only

to a sub-optimal performance of the diphoton BDT. This is a common trait for all ML

classifiers used in the event categorisation, and is highlighted again when discussing the

validation of the event categorisation in Section 4.4.6.

Table 4.6 presents the expected signal and background yields in each of the ggH

analysis categories. The signal yields are broken down into the fractional contribution

from the target STXS bin, as well as the fractional contributions from the different Higgs

boson production modes.

4.4.3 EW qqH categorisation

As described in Section 2.3, the definition of qqH production in the STXS framework

includes both the t and u-channel contributions (VBF production), and the s-channel

contribution (VH production in which the vector boson decays hadronically). Charac-

teristics of the dijet system are used to construct separate orthogonal global categories,

effectively distinguishing between the VBF and VH hadronic topologies. Of these two,
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Table 4.6: The expected number of events for mH = 125 GeV in the analysis categories targeting
the ggH production mode, shown for an integrated luminosity of 137 fb−1. The frac-
tion of the total number of events arising from each production mode in each analysis
category is provided, as is the fraction of events originating from the targeted STXS
bin (or bins). Here, ggH includes contributions from the sub-dominant ggZ(qq̄)H pro-
duction mode, qqH includes both VBF and V(qq̄)H production, and “Top” represents
both ttH and tH production together. The σeff , defined as the smallest interval con-
taining 68.3% of the mγγ distribution provides an indication of the mass resolution
in each category. Also provided are the estimated number of background events-per-
GeV in the signal peak region, the quantity F68 = S68/(S68+B68), where S68 and B68

are the expected number of signal and background events in a ±1σeff window centred
on mH, respectively, and the approximate significance, Z68 = S68/

√
S68 +B68. The

final column shows the significance for the targeted STXS bin (or bins) only, Ztarget
68 ,

where other Higgs boson signal events are considered as background.

Analysis categories

SM 125 GeV Higgs boson expected signal
Bkg

(GeV−1)
F68 Z68 Ztarget

68Total
Target

STXS bin(s)

Fraction of total events σeff

(GeV)ggH bbH qqH VH lep Top

0J low pγγT Tag0 296.2 86.6% 97.9% 1.1% 0.8% 0.1% - 1.89 1760 0.06 3.37 2.92

0J low pγγT Tag1 340.0 88.5% 98.0% 1.0% 0.8% 0.1% - 2.31 3140 0.03 2.66 2.35

0J low pγγT Tag2 279.6 89.3% 98.1% 1.0% 0.8% 0.1% - 2.53 4980 0.01 1.67 1.49

0J high pγγT Tag0 612.4 81.9% 95.6% 1.4% 2.6% 0.4% - 1.64 2720 0.08 5.89 4.82

0J high pγγT Tag1 1114.6 79.4% 95.4% 1.3% 2.8% 0.4% - 2.19 7610 0.04 5.66 4.50

0J high pγγT Tag2 1162.6 78.3% 95.3% 1.4% 2.7% 0.5% - 2.56 19500 0.02 3.46 2.71

1J low pγγT Tag0 132.0 66.2% 88.8% 0.8% 9.4% 0.8% 0.1% 1.53 487 0.11 3.06 2.03

1J low pγγT Tag1 340.0 66.3% 88.6% 0.8% 9.6% 0.9% 0.1% 1.95 2300 0.05 3.31 2.19

1J low pγγT Tag2 260.6 66.2% 88.3% 0.8% 9.7% 1.0% 0.1% 2.37 3860 0.02 1.80 1.19

1J med pγγT Tag0 184.1 65.2% 81.7% 0.5% 16.3% 1.4% 0.2% 1.65 443 0.14 4.21 2.74

1J med pγγT Tag1 310.2 66.3% 83.6% 0.4% 14.3% 1.6% 0.1% 1.91 1410 0.07 3.82 2.53

1J med pγγT Tag2 291.4 65.0% 83.7% 0.5% 13.8% 1.8% 0.2% 2.13 2960 0.03 2.40 1.56

1J high pγγT Tag0 37.3 61.9% 75.7% 0.2% 22.8% 1.0% 0.2% 1.55 43 0.27 2.61 1.61

1J high pγγT Tag1 31.2 61.7% 75.0% 0.3% 23.4% 1.1% 0.2% 1.73 67 0.15 1.78 1.10

1J high pγγT Tag2 80.9 62.2% 76.5% 0.2% 21.5% 1.6% 0.2% 1.97 388 0.07 1.87 1.16

≥2J low pγγT Tag0 17.7 52.7% 76.7% 0.6% 19.0% 1.3% 2.4% 1.56 120 0.06 0.84 0.44

≥2J low pγγT Tag1 57.6 54.0% 74.4% 0.6% 20.5% 1.4% 3.0% 1.88 664 0.03 1.08 0.58

≥2J low pγγT Tag2 43.9 50.5% 72.7% 0.6% 20.8% 1.7% 4.2% 2.46 1130 0.01 0.56 0.28

≥2J med pγγT Tag0 21.2 64.9% 80.6% 0.3% 16.3% 1.0% 1.8% 1.42 52 0.16 1.51 0.98

≥2J med pγγT Tag1 70.1 61.4% 77.9% 0.3% 18.1% 1.1% 2.6% 1.82 350 0.07 1.79 1.10

≥2J med pγγT Tag2 135.4 57.5% 74.8% 0.4% 19.7% 1.4% 3.8% 2.08 1630 0.03 1.54 0.88

≥2J high pγγT Tag0 29.0 65.5% 77.8% 0.2% 18.7% 1.3% 2.1% 1.48 47 0.22 2.05 1.34

≥2J high pγγT Tag1 52.5 62.3% 76.1% 0.2% 19.6% 1.5% 2.6% 1.76 172 0.10 1.90 1.19

≥2J high pγγT Tag2 45.5 58.4% 73.8% 0.2% 20.4% 1.9% 3.7% 1.92 306 0.05 1.22 0.71

BSM 200 < pγγT < 300 Tag0 30.7 75.8% 77.5% 0.2% 19.4% 1.2% 1.6% 1.41 24 0.38 2.78 2.10

BSM 200 < pγγT < 300 Tag1 39.6 69.9% 73.8% 0.1% 21.5% 1.7% 2.8% 1.90 123 0.10 1.63 1.14

BSM 300 < pγγT < 450 Tag0 15.5 74.8% 76.3% 0.1% 19.7% 1.7% 2.2% 1.53 14 0.33 1.85 1.39

BSM 300 < pγγT < 450 Tag1 2.6 66.3% 67.9% 0.1% 22.5% 2.6% 7.0% 1.42 13 0.08 0.38 0.25

BSM 450 < pγγT < 650 3.1 58.1% 61.8% 0.1% 30.0% 2.4% 5.6% 1.55 5.5 0.20 0.65 0.38

BSM pγγT > 650 0.9 72.5% 72.3% 0.1% 21.0% 2.9% 3.8% 1.21 0.95 0.36 0.48 0.34
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the global category targeting the VBF-like topology is described first.

VBF-like topology

The VBF-like STXS bins are specified at truth-level as events containing a dijet system,

with a dijet invariant mass, mjj > 350 GeV. At reconstruction-level, the signal region

requires events to have at least two jets, with pjT > 40 and 30 GeV for the highest-pT

(leading) and second highest pT (sub-leading) jets, respectively, |ηj |< 4.7, and a recon-

structed mjj > 350 GeV. In addition, all jets are required to pass a threshold on the

pileup-identification BDT score and photons are required to have a photon-ID BDT score

of greater than −0.2. Note, the definition of this signal region includes contributions

from both the VBF and ggH production modes (shown by the Feynman diagrams in the

VBF-like row of Table 4.4), where ggH events with a VBF-like topology are defined by a

set of STXS bins in the ggH scheme with equivalent boundaries on the truth-level kine-

matic quantities. Events are subsequently classified as originating from either VBF, ggH,

or from other SM backgrounds using the dijet BDT, where the outputs of the BDT are

per-event probability estimates for each of the three classes: pVBF, pggH, and pbkg.

The dijet BDT is trained using simulated VBF, ggH and SM diphoton-production

events. Background events in which at least one of the photons originates from a misre-

constructed jet are poorly modelled in simulation. This is a result of the difficult-to-model

quark/gluon-fragmentation processes, in addition to the fact that very few events pass

the VBF-like signal region selection criteria defined above. To improve the prediction of

this background contribution when training the dijet BDT, simulated events are replaced

with data from a dedicated control region, defined to be enriched with γ+jet and jet+jet

events. The procedure is as follows:

• Events are split into the signal and control regions. In the control region, at least

one of the photons is required to have a photon-ID BDT score less than −0.5. This

defines two contributions in the control region: fake-prompt (FP) where one of the

reconstructed photons has a score less than −0.5 and the other greater than −0.2,

and fake-fake (FF) where both the photons have a score less than −0.5. The events

in the signal region are defined by requiring both photons to have photon-ID BDT

scores greater than −0.2. Since the photon-ID BDT score is used to define the

control region, it is not included as an input feature to the dijet BDT.

• The number of events differs in the control region and signal region. Moreover,

events in the two regions can have different kinematic properties. To correct this,

a fake-factor is derived in bins of reconstructed photon pγT and ηγ using simu-

lated events, as the ratio of the expected number of events in the signal region,
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NSR(pγT , η
γ), to the expected number of events in the control region, NCR(pγT , η

γ):

pfake(p
γ
T , η

γ) =
(NSR(pγT , η

γ)

NCR(pγT , η
γ)

)

MC
. (4.5)

• As the SM diphoton contribution to the background is predicted directly from sim-

ulation, it is necessary to remove this contribution from the control regions to avoid

double-counting. Again using simulation, the fraction of background events in the

control region which originate from a fake photon (γ+jet and jet+jet) is calculated

in bins of pγT and ηγ as,

pQCD(pγT , η
γ) =

( NCR
γj (pγT , η

γ) +NCR
jj (pγT , η

γ)

NCR
γγ (pγT , η

γ) +NCR
γj (pγT , η

γ) +NCR
jj (pγT , η

γ)

)

MC
. (4.6)

• The total transfer factor, evaluated for each photon with photon-ID BDT score less

than −0.5, is defined as,

f(pγT , η
γ) = pfake × pQCD. (4.7)

These transfer factors are applied as weights to the data events in the control region

to estimate the contribution in the signal region, according to the illustration in

Figure 4.10. The negative sign for events in the FF region originates by considering

the contribution which enters the FP region from the FF region when applying the

transfer factors. It is this sample of reweighted data events from the control region

which is used to train the dijet BDT.

The data-driven approach is validated by comparing the dijet-BDT input-feature dis-

tributions from the background prediction (simulated diphoton component plus the data-

driven γ+jet and jet+jet components) to data from sidebands in the diphoton-mass dis-

tribution. This sideband data is subject to the usual VBF-like signal region selection,

except the diphoton mass is required to be outside of the range 115 < mγγ < 135 GeV.

Figure 4.11 demonstrates good agreement in the mjj and ∆φjj,γγ distributions with the

data-driven background estimate (middle panel). In addition, the figure highlights the

increase in the training statistics with respect to using simulated events only (bottom

panel), thus leading to an improved performance of the classifier.

Figure 4.12 shows the two independent output probabilities of the dijet BDT: the

VBF probability, pVBF (left), and the ggH probability, pggH (right). The background

probability is simply realised according to the equation: pbkg = 1 − pVBF − pggH.

The VBF-like global category is split to target different kinematic bins of the STXS
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Table 4.7: The expected number of events for mH = 125 GeV in the analysis categories targeting
the EW qqH STXS regions, in addition to the two tags targeting ggH production with
a VBF-like topology, shown for an integrated luminosity of 137 fb−1. The fraction
of the total number of events arising from each production mode in each analysis
category is provided, as is the fraction of events originating from the targeted STXS
bin (or bins). Here, ggH includes contributions from the sub-dominant ggZ(qq̄)H and
bbH production modes, and “Top” represents both ttH and tH production together.
The σeff , defined as the smallest interval containing 68.3% of the mγγ distribution
provides an indication of the mass resolution in each category. Also provided are
the estimated number of background events-per-GeV in the signal peak region, the
quantity F68 = S68/(S68 + B68), where S68 and B68 are the expected number of
signal and background events in a ±1σeff window centred on mH, respectively, and
the approximate significance, Z68 = S68/

√
S68 +B68. The final column shows the

significance for the targeted STXS bin (or bins) only, Ztarget
68 , where other Higgs

boson signal events are considered as background.

Analysis categories

SM 125 GeV Higgs boson expected signal
Bkg

(GeV−1)
F68 Z68 Ztarget

68Total
Target

STXS bin(s)

Fraction of total events σeff
(GeV)ggH VBF VH had VH lep Top

ggH VBF-like Tag0 14.1 37.7% 65.9% 27.3% 3.8% 0.8% 2.3% 1.85 35 0.13 1.09 0.41

ggH VBF-like Tag1 32.5 30.2% 61.3% 29.8% 4.1% 1.1% 3.7% 1.83 117 0.09 1.39 0.42

qqH low mjj low pHjj
T Tag0 17.2 48.2% 36.6% 62.6% 0.4% 0.1% 0.3% 1.89 26 0.19 1.48 0.71

qqH low mjj low pHjj
T Tag1 13.5 48.5% 35.5% 63.4% 0.6% 0.1% 0.3% 1.74 24 0.18 1.27 0.62

qqH high mjj low pHjj
T Tag0 27.0 70.4% 17.1% 82.7% 0.2% - 0.1% 1.78 11 0.48 2.94 2.07

qqH high mjj low pHjj
T Tag1 12.9 58.2% 20.8% 78.7% 0.3% 0.1% 0.2% 1.99 13 0.25 1.48 0.86

qqH low mjj high pHjj
T Tag0 10.4 15.0% 56.0% 41.3% 1.3% 0.4% 1.0% 1.92 27 0.12 0.90 0.14

qqH low mjj high pHjj
T Tag1 20.2 17.0% 57.9% 36.9% 2.4% 0.7% 2.1% 1.74 94 0.08 1.01 0.17

qqH high mjj high pHjj
T Tag0 18.1 25.6% 28.1% 70.8% 0.4% 0.1% 0.5% 1.88 17 0.27 1.82 0.47

qqH high mjj high pHjj
T Tag1 17.5 23.8% 39.5% 57.8% 0.9% 0.3% 1.5% 1.98 42 0.12 1.20 0.29

qqH BSM Tag0 11.2 71.2% 24.4% 74.8% 0.1% 0.1% 0.6% 1.62 3.9 0.54 2.02 1.44

qqH BSM Tag1 6.8 56.4% 36.9% 59.9% 1.1% 0.4% 1.7% 1.67 4.6 0.37 1.31 0.74

qqH VH-like Tag0 16.3 55.8% 36.5% 2.8% 55.0% 1.4% 4.2% 1.72 20 0.24 1.64 0.91

qqH VH-like Tag1 47.1 26.8% 64.9% 4.7% 26.4% 1.2% 2.9% 1.66 135 0.12 1.97 0.53

shown in Figure 4.13 (left). To train the BDT, the VH, ggH, and SM diphoton samples are

taken from simulation, whereas the background with jets faking photons is again derived

from a data control region, in an analogous manner to that used for the dijet BDT. The

output score for the VH hadronic BDT is shown in Figure 4.13 (right). Two analysis tags

are defined by placing optimised boundaries on both the VH hadronic BDT and diphoton

BDT output scores.

Table 4.7 provides a summary of the expected signal and background yields in each of

the analysis categories described in this section: those targeting the VBF-topology from

both the ggH and qqH production modes, and the VH hadronic topology. The final set

of analysis categories described in this section, along with their targeted STXS bin (or

bins), are shown in Figure 4.9.
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isolated charged lepton, as well as one or more jets. Moreover, the tHq leptonic selection

requires an additional jet, tagged as originating from the hadronisation of a b quark.

Due to their similar final-state topology, a dedicated deep neural network, referred to

as the Top DNN, is trained to differentiate between the tHq and ttH production modes.

Figure 4.17 (top left) shows the output score of the Top DNN for tHq, ttH and the relevant

SM background processes. A requirement is placed on this score in both the tHq leptonic

and ttH leptonic categories to minimise the contamination from the opposing production

mode. An additional discriminant is then trained in each global category using simulated

events to reduce the contamination from other non-Higgs boson background processes.

The simulated backgrounds include tt+γγ, tt+γ+jet, tt+jets, γ+jets, V+γ, Drell-Yan,

diboson and t+V production. The output scores for the so-called tHq leptonic BDT and

ttH leptonic BDT are presented in Figure 4.17 (top right and bottom left, respectively).

The ttH leptonic global category is split using the reconstructed pγγT , with boundaries

matching the truth-level pHT splittings of the ttH STXS bins. Boundaries on the ttH

leptonic BDT score are then optimised separately in each region to maximise the expected

sensitivity to the STXS bins: three tags are defined for the two bins with pHT < 120 GeV,

two tags for the bin with 120 < pHT < 200 GeV, and one tag for the two bins with

pHT > 200 GeV. Due to the low expected tHq signal yield, a single tag is defined for tHq

leptonic.

The ttH hadronic global category targets ttH production in which both top quarks

decay hadronically; entering the category sequence after those which target VH leptonic

production. Initially, events are required to have zero isolated leptons and three or more

jets, where at least one of the jets is b tagged. Another discriminant, named the ttH

hadronic BDT, is then trained to further suppress the contamination from non-Higgs

boson SM backgrounds. The simulated backgrounds are the same as for the ttH leptonic

BDT, except a data-driven technique, analogous to that described for the dijet BDT in

Section 4.4.3, is used to achieve a better estimate of the γ+jet process. This improves

both the description of the input features and provides a greater number of events with

which to train the discriminant. Since the photon-ID BDT score is an input feature to

the ttH hadronic BDT, each event in the data-driven training sample is given a new score

value, randomly drawn from the respective distribution of simulated γ+jet events which

pass the full set of selection criteria. The output score for the ttH hadronic BDT is shown

in the bottom right of Figure 4.17.

Akin to the ttH leptonic categorisation, the ttH hadronic global category is split into

five regions according to the reconstructed pγγT , and independently optimised boundaries

are placed on the ttH hadronic BDT output score. Here, four tags are defined for the

120 < pHT < 200 GeV STXS bin, three for the pHT < 60 GeV, 60 < pHT < 120 GeV and
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200 < pHT < 300 GeV bins, and two for the pHT > 300 GeV bin.

Table 4.9 presents the expected signal and background yields in each of the analysis

categories targeting the top-associated Higgs boson production modes. This set of analysis

categories are shown schematically in Figure 4.16.

4.4.6 Validation

It is necessary to validate the modelling of the large number of ML classifiers used in this

analysis. In this context, validation means requiring a good agreement between data and

MC simulation in the outputs of the numerous classifiers, particularly in the signal-like

regions where events enter the analysis.

In Sections 4.4.2–4.4.5, the output-score distributions of all ML classifiers used in the

event categorisation are shown for simulated signal and background events (used to train

the ML classifiers), and for the corresponding data which can be compared to the simu-

lated background. A good agreement here gives confidence that the background processes

are accurately modelled, and therefore that the ML algorithm performs well in the clas-

sification task. Since the background model used in the final results extraction is derived

directly from data, poor agreement in the background-like regions cannot introduce bias,

but will only lead to a sub-optimal performance of the ML classifier.

A second form of validation is used for the signal-like regions. This involves finding an

independent sample of events with signal-like characteristics and comparing the output

score of the ML classifiers in both data and simulation. Since the signal model is derived

from simulation, a disagreement in the classifier output may introduce a systematic un-

certainty into the signal estimate. Therefore, we require a good agreement between data

and simulation, within the statistical and systematic uncertainties in the MC, to instil

confidence that the simulated signal events are sufficiently well-modelled.

The plots in Figure 4.18 show the validation of the ggH BDT, the diphoton BDT,

the dijet BDT (via pVBF), and the VH hadronic BDT, all using Z → e+e− events in

simulation and data. The uncertainty band on the simulation demonstrates the addition in

quadrature of the statistical and systematic components, where the systematic component

includes uncertainties originating from the photon-ID BDT, photon-energy resolution, and

the jet-energy scale and resolution (see Section 5.4). The ggH BDT distribution shows

the number of events attributed to each output class. It can be seen that there is an

excellent agreement between data and simulation, well within uncertainties, particularly

in the signal regions which enter the analysis categories. All in all, this means the included

systematic uncertainties in the signal estimates are sufficient to cover the discrepancies

in the output classifier scores, and no additional sources of systematic uncertainty are

required.
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Table 4.9: The expected number of events for mH = 125 GeV in the analysis categories tar-
geting the top-associated production modes, shown for an integrated luminosity of
137 fb−1. The fraction of the total number of events arising from each production
mode in each analysis category is provided, as is the fraction of events originating
from the targeted STXS bin (or bins). Here, ggH includes contributions from the
sub-dominant ggZ(qq̄)H and bbH production modes, and qqH includes both VBF
and V(qq̄)H production. The σeff , defined as the smallest interval containing 68.3%
of the mγγ distribution provides an indication of the mass resolution in each category.
Also provided are the estimated number of background events-per-GeV in the signal
peak region, the quantity F68 = S68/(S68 +B68), where S68 and B68 are the expected
number of signal and background events in a ±1σeff window centred on mH, respec-
tively, and the approximate significance, Z68 = S68/

√
S68 +B68. The final column

shows the significance for the targeted STXS bin (or bins) only, Ztarget
68 , where other

Higgs boson signal events are considered as background.

Analysis categories

SM 125 GeV Higgs boson expected signal
Bkg

(GeV−1)
F68 Z68 Ztarget

68Total
Target

STXS bin(s)

Fraction of total events σeff
(GeV)ggH qqH VH lep ttH tHq tHW

tHq lep 1.8 23.9% 3.5% 3.7% 34.0% 28.8% 23.9% 6.0% 1.62 1.1 0.40 0.70 0.17

ttH lep pγγT < 60 Tag0 0.8 93.8% - - 0.7% 98.2% 0.7% 0.5% 1.71 0.19 0.63 0.58 0.55

ttH lep pγγT < 60 Tag1 1.0 94.4% - - 0.5% 97.9% 1.5% 0.7% 1.69 0.38 0.51 0.58 0.55

ttH lep pγγT < 60 Tag2 1.8 87.7% - 0.5% 5.1% 90.7% 3.2% 1.1% 1.94 3.0 0.17 0.46 0.40

ttH lep 60 < pγγT < 120 Tag0 1.4 95.0% - - 1.0% 97.3% 1.0% 0.8% 1.60 0.34 0.64 0.78 0.75

ttH lep 60 < pγγT < 120 Tag1 0.6 90.8% - 0.7% 1.0% 95.6% 1.6% 1.1% 1.61 0.21 0.55 0.49 0.44

ttH lep 60 < pγγT < 120 Tag2 2.1 90.9% - 0.1% 2.8% 93.7% 2.5% 1.3% 1.92 1.2 0.39 0.74 0.67

ttH lep 120 < pγγT < 200 Tag0 3.6 90.1% 0.3% 0.2% 2.7% 92.8% 2.0% 2.0% 1.63 0.59 0.71 1.31 1.18

ttH lep 120 < pγγT < 200 Tag1 0.8 77.9% 2.0% 0.5% 11.3% 80.6% 3.2% 2.5% 1.72 0.44 0.43 0.50 0.39

ttH lep 200 < pγγT < 300 Tag0 2.5 85.9% 0.1% - 4.1% 88.1% 3.0% 4.8% 1.54 0.51 0.68 1.08 0.93

ttH lep pγγT > 300 Tag0 2.1 61.7% 1.0% - 18.0% 69.3% 3.0% 8.7% 1.57 0.53 0.64 0.96 0.59

ttH had pγγT < 60 Tag0 1.2 94.2% 1.7% 0.2% - 96.6% 0.9% 0.4% 1.68 0.50 0.49 0.64 0.60

ttH had pγγT < 60 Tag1 0.4 93.5% 0.1% 0.9% - 96.7% 1.7% 0.6% 1.66 0.26 0.38 0.31 0.29

ttH had pγγT < 60 Tag2 3.1 89.8% 1.6% 1.5% 0.3% 92.9% 3.0% 0.7% 1.88 6.6 0.14 0.54 0.49

ttH had 60 < pγγT < 120 Tag0 1.8 92.6% 0.6% - 0.1% 97.6% 1.1% 0.6% 1.55 0.24 0.77 0.97 0.90

ttH had 60 < pγγT < 120 Tag1 0.4 90.8% 4.6% 0.8% - 91.9% 1.9% 0.8% 1.35 0.33 0.39 0.33 0.30

ttH had 60 < pγγT < 120 Tag2 5.2 88.7% 1.0% 2.2% 0.5% 91.8% 3.5% 1.0% 1.90 6.6 0.22 0.88 0.78

ttH had 120 < pγγT < 200 Tag0 3.6 91.4% 1.5% 0.4% 0.1% 94.7% 2.2% 1.3% 1.53 0.87 0.65 1.25 1.14

ttH had 120 < pγγT < 200 Tag1 2.1 83.3% 4.6% 2.9% 0.5% 86.2% 4.2% 1.7% 1.76 1.3 0.38 0.74 0.61

ttH had 120 < pγγT < 200 Tag2 1.7 74.3% 10.0% 4.6% 0.6% 76.5% 6.3% 2.0% 1.65 1.9 0.26 0.55 0.41

ttH had 120 < pγγT < 200 Tag3 2.6 62.2% 15.4% 8.4% 1.2% 64.7% 8.5% 1.9% 1.73 6.6 0.13 0.49 0.30

ttH had 200 < pγγT < 300 Tag0 2.0 90.1% 0.5% 0.4% 0.1% 92.3% 3.8% 2.9% 1.44 0.37 0.72 1.00 0.90

ttH had 200 < pγγT < 300 Tag1 1.5 74.6% 8.8% 3.1% 0.7% 77.0% 6.8% 3.5% 1.47 0.59 0.54 0.74 0.55

ttH had 200 < pγγT < 300 Tag2 1.7 56.5% 18.8% 8.4% 0.4% 58.0% 10.5% 3.8% 1.59 1.8 0.30 0.59 0.33

ttH had pγγT > 300 Tag0 2.5 73.8% 8.3% 1.6% 0.8% 74.9% 7.7% 6.8% 1.44 0.39 0.75 1.13 0.84

ttH had pγγT > 300 Tag1 1.9 45.6% 27.1% 7.3% 1.4% 46.0% 11.4% 6.7% 1.56 0.74 0.52 0.82 0.37
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Figure 4.19 shows the equivalent plots for the ttH leptonic BDT and ttH hadronic

BDT classifiers; here ttZ, Z → e+e− events are used for the validation as they share

similar kinematic properties with the targeted ttH signal process. Again, good agreement

is observed between data and simulation, particularly in the signal-like regions with high

BDT output score.

4.5 Summary

This chapter has described the selection, reconstruction and subsequent categorisation of

p-p collision events recorded by the CMS detector in order to measure Higgs boson produc-

tion cross sections and couplings in the H → γγ decay channel. The confusion matrix in

Figure 4.20 displays the expected signal-composition of the final reconstruction-level anal-

ysis categories in terms of the truth-level STXS bins. In the plot, the analysis categories

targeting a common STXS region (tags) are summed, such that the signal compositions

of the individual analysis categories are weighted according to F68 = S68/(S68 + B68).

The numbers in the matrix represent the fractional contribution of the total signal yield

in a given analysis category group arising from each STXS bin, such that each row sums

to 100%. Ultimately, by making this matrix as diagonal as possible, we improve the

sensitivity to the individual STXS regions, and reduce the correlations between the mea-

sured quantities. The full unweighted confusion matrix, split into the individual analysis

categories, is provided in Appendix D.

The next chapter explains the procedure for unfolding this matrix by fitting the dipho-

ton mass distributions in each analysis category, in order to extract the measurements of

the truth-level production cross sections and other parameters of interest.









Chapter 5

Statistical inference

5.1 Introduction

The statistical methodology used to extract the results follows the procedure developed

by the ATLAS and CMS Collaborations, documented in Ref. [143]. The following section

uses the definition,

Poisson
(

n
∣

∣

∣
s+ b

)

=
(s+ b)n

n!
· e−(s+b). (5.1)

5.1.1 Construction of the likelihood

A simultaneous binned maximum-likelihood fit is performed to the mγγ distributions of

all analysis categories. This requires the construction of a likelihood function for each

analysis category, k, of the form,

Lk(data |µi,γγ ,mH, ~θs, ~θb) =

Nbins=320
∏

X=1

Poisson
(

Ndata
k,X

∣

∣

∣

[

∑

i

Si,γγk,X (µi,γγ ,mH, ~θs)
]

+Bk,X(~θb)
)

,
(5.2)

where the index X runs over bins in the mγγ distribution in the range 100 < mγγ <

180 GeV with a bin width of 250 MeV; this choice is sufficiently small compared to the

diphoton-mass resolution to ensure that a negligible amount of information is lost. The

likelihood itself is a function of the signal parameters, µi,γγ , the Higgs boson mass, mH,

and nuisance parameters, ~θ = {~θs, ~θb}, which account for systematic uncertainties in the

signal and background estimates. The nuisance parameters are grouped according to their

effect, as shown in equation 5.3,

111
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{~θs, ~θb} = {~θ th
s ,

~θ ǫ,ths , ~θ ǫ,exp
s , ~θ shape

s , ~θ lumi
s , ~θ shape

b , ~θ discrete
b }, (5.3)

where ~θ th
s are the uncertainties in the SM prediction of the cross sections times branching

fraction, [σi ·Bγγ ]SM. The ~θ ǫ,ths and ~θ ǫ,exp
s terms correspond to systematic uncertainties in

the efficiency-times-acceptance of the final analysis categories, originating from theoreti-

cal and experimental sources, respectively. Nuisance parameters affecting the shape of the

analytic signal-model, described in more detail in Section 5.2, are labelled by ~θ shape
s . The

uncertainties in the luminosity are referred to as ~θ lumi
s ; these affect only the signal estimate

as the background estimate is derived directly from data. Finally, the background-model

shape parameters are labelled as ~θ shape
b , whilst the discrete nuisance parameters corre-

sponding to the uncertainty in the choice of background function are labelled as ~θ discrete
b .

More detail concerning the individual sources of the systematic uncertainties is provided

in Section 5.4.

In the Poisson term of the likelihood, Ndata
k,X , corresponds to the number of data events

in bin X of category k, and Si,γγk,X and Bk,X are the signal and background estimates in

the same bin. The index, i, labels the particular signal process, which in this analysis

corresponds to the STXS bins. Equation 5.4 shows the total signal-yield for process i in

analysis category k, integrated over all mγγ bins,

Si,γγk = µi,γγ × [σi · Bγγ ]SM(mH, ~θ
th
s ) × ǫi,γγk (mH, ~θ

ǫ,th
s , ~θ ǫ,exp

s ) × L(~θ lumi
s ). (5.4)

Here [σi · Bγγ ]SM is the SM prediction for the cross section times branching fraction for

process i, listed in Tables 2.5–2.8 for mH = 125.0 GeV. The product of the detector

efficiency and the analysis acceptance is represented by ǫi,γγk , which effectively encodes

the fraction of the total yield of process i landing in analysis category k. The luminosity

estimate is represented by L. The signal parameters, µi,γγ , define the parameters of

interest (POI). For example, when measuring cross sections in the STXS framework,

µi,γγ =
[σi · Bγγ ]obs

[σi · Bγγ ]SM(mH, ~θ th
s )

. (5.5)

In this signal parametrisation, the theory systematic uncertainties, ~θ th
s , in the denomi-

nator cancel out the same terms in equation 5.4. As a result, ~θ th
s do not enter the cross

section measurements, but are instead attributed to the uncertainty in the SM predictions

of the measured quantities. This property of the measurements has the benefit that they

remain useful in the long-term, as they can accommodate future improvements in the SM

theoretical predictions.

Other signal parametrisations are considered. The most-constraining fit that is per-



5.1. Introduction 113

formed introduces a single inclusive signal-strength modifier, µ, which scales all Higgs

boson signal processes equally. Adding more degrees of freedom, the per-production-

mode signal-strength parametrisation defines four POIs: µggH, µVBF, µVH and µtop, which

act as global scaling factors for the corresponding Higgs boson production modes. The

κ-framework [144] replaces µi,γγ with functions of Higgs boson coupling-modifiers (κ-

parameters), µi,γγ(~κ), where the form of the function depends on the signal process i

(see Section 6.4)1. In such interpretations, there is no cancellation of ~θ th
s , meaning these

nuisance parameters are directly folded into the measurements. In general, we can write

µi,γγ as a function of some set of parameters of interest, ~α,

µi,γγ ≡ µi,γγ(~α). (5.6)

To determine Si,γγk,X (i.e the subset of Si,γγk that falls in bin X of the mγγ distribu-

tion), it is necessary to model the functional form of the signal peak in the diphoton

invariant-mass distribution. Analytic models are constructed for each process i in each

reconstructed analysis category k, using simulated events. More information regarding

the signal modelling is provided in Section 5.2.

The background model is derived directly from the observed diphoton invariant-mass

distribution in data. Described in more detail in Section 5.3, the form of the analytic

model in each analysis category is treated as a discrete nuisance parameter in the fit,

with options coming from a number of different functions. The background estimate in

bin X, Bk,X , is calculated using the analytic background model.

The total likelihood function is defined as the product over all 80 per-category likeli-

hoods, multiplied by a constraint term, C,

L(data | ~α,mH, ~θ) =

Ncats=80
∏

k=1

[

Lk(data | ~α,mH, ~θ)
]

× C(~θ), (5.7)

where the signal parameters, µi,γγ , have been expressed in terms of the general parameters

of interest, ~α, and ~θ = {~θs, ~θb}. In all fits, the Higgs boson mass, mH, is fixed to its most

precisely measured value of 125.38 GeV [49]. This ensures all measurements are reported

with respect to the theoretical predictions consistent with the best available knowledge

of mH. It should be made clear that despite fixing mH, the mean position of the signal

models can vary from 125.38 GeV due to the inclusion of the ~θ shape
s nuisance parameters,

which describe the uncertainties in the photon energy measurements (see Section 5.4.2).

In other words, the experimental uncertainty in the measured Higgs boson mass is folded

1Looking ahead to Section 7, here the signal yields are parametrised in an EFT framework, µi,γγ(wp),
so that the same statistical procedure can be used to extract constraints on the EFT Wilson coefficients,
wp.
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into the fit. All in all, the fixing of the Higgs boson mass means the dependence of the

likelihood on mH is absorbed into the ~θ shape
s nuisance parameters.

The constraint term, C, applies a penalty for deviations from the expected values of the

nuisance parameters. The form of this penalty depends on the choice of probability density

function (pdf) for a given nuisance. In this analysis all nuisance parameters affecting the

signal-shape are associated with a Gaussian pdf, whilst those affecting the signal-yield

estimates are associated with a log-normal pdf. The latter is useful for avoiding the

possibility of the signal-yield becoming negative. For nuisance parameters with small

impacts on the signal-yields, the log-normal and Gaussian pdfs are practically identical.

If necessary, nuisance parameters with larger impacts can be modelled with an asymmetric

log-normal distribution (see Section 5.4.2) to avoid distorting the signal-yield estimates2.

The background nuisance parameters, ~θb, are instead associated with a flat pdf, since

there is no a-priori knowledge of their values, and therefore changes in their value are not

explicitly penalised by the constraint term. However, an additional penalty is included

according to the total number of degrees of freedom in the background-model function to

penalise unnecessarily complex functions.

5.1.2 Extraction of results

In practice, the fit is performed by minimising the value of −2 lnL(data | ~α, ~θ). This is

done numerically using the RooFit software package [145]. The values of the parameters

of interest which minimise this quantity are described as the “best-fit” values, and are

labelled as the point in the parameter space, ~̂α. The values of the nuisance parameters

at this point, ~̂θ, are referred to as the unconditional maximum-likelihood estimates of ~θ.

To calculate the confidence intervals for the parameters of interest, a profile likelihood

test statistic, q(~α) is constructed as shown in equation 5.8,

q(~α) = −2 ln

(

L(data | ~α, ~̂θ~α)

L(data | ~̂α, ~̂θ)

)

. (5.8)

The quantity ~̂θ~α corresponds to the conditional maximum-likelihood estimates of the

nuisance parameters, for fixed values of the parameters of interest, ~α. In the asymptotic

regime, the value of q(~α) follows a χ2
n distribution with n degrees of freedom, where n is

the dimensionality of the parameters of interest vector, ~α [146]. Confidence intervals are

then derived for some confidence level, 1 − p, as the regions in ~α for which the value of

q(~α) is below F−1
χ2
n

(1 − p), where Fχ2
n

is the cumulative function of the χ2
n distribution.

For one-dimensional measurements, such as the signal-strength and cross section fits,

2Asymmetric log-normal distributions can look significantly more Gaussian.
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the 68% and 95% confidence intervals are defined by the union of intervals for which

q(α) < 0.99 and q(α) < 3.84, respectively. In the case where there are multiple parameters

of interest in the signal parametrisation, the intervals are determined by treating the other

parameters as nuisance parameters i.e. profiling them in the minimisation. In practice,

for each parameter of interest, α, the minimisation is performed for a discrete set of

points, and the full q(α) function is determined by interpolating between these points.

The number of points is chosen to sufficiently cover the shape of the q(α) function.

For two-dimensional measurements, such as those performed in the κ-framework (see

Figure 6.17), the 68% and 95% confidence regions are defined by the set of parameter

values for which q(α1, α2) < 2.30 and q(α1, α2) < 5.99, respectively. Again, the full

q(α1, α2) surface is determined by performing the numerical minimisation for a discrete

grid of parameter points, (α1, α2), and interpolating between these values.

It is possible to compute the compatibility of the results with the SM hypothesis, by

evaluating the test-statistic, q(~αSM), at the point in parameter space where all parame-

ters of interest take their SM expected values, ~αSM. The probability of compatibility is

expressed as a p-value, pSM, computed as,

pSM = 1 − Fχ2
n

(

q(~αSM)
)

. (5.9)

The correlations between the fitted parameters are derived under the assumption

of symmetric uncertainties about the best-fit parameter point, ~̂α, by using the second

derivatives of q(~α). In practice this is performed numerically by stepping around the q(~α)

minimum to estimate the Hessian matrix, from which the correlation coefficients between

the fitted parameters can be extracted. Providing the correlation coefficients in addition

to the best-fit values and uncertainties, enables the future re-interpretation of the cross

section measurements in terms of other signal parametrisations. Nevertheless, this only

serves as an approximation of the full likelihood surface, since the observed uncertainties

in the measurements are asymmetric. Ultimately, this fact motivates experiments to

perform interpretations in-house, as they have access to the full likelihood surface.

Finally, in addition to the observed results, it is useful to compute the results one would

expect to obtain given the SM hypothesis. These so-called expected results are determined

by replacing the observed data with an Asimov toy data set, in which all parameters take

their SM expected values and all statistical fluctuations are suppressed [146].

5.2 Signal modelling

The analytic signal model, derived using MC simulated events, is constructed to fit the

mγγ spectrum of each STXS bin in each analysis category: Si,γγk (mγγ ;mH, ~θ
shape
s ). The
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distribution of events depends on whether the selected vertex (Section 4.3.2) is correctly

identified within 1 cm of the true diphoton vertex. For this reason, the right-vertex (RV)

and wrong-vertex (WV) scenarios, defined according to the 1 cm threshold, are considered

separately when building the signal shape. The final model is the weighted sum of the

RV and WV contributions, where fRV is the fraction of simulated events with the selected

vertex within 1 cm of the true vertex, calculated separately for each (i,k) combination,

Si,γγk = fRV · Si,γγk,RV + (1 − fRV) · Si,γγk,WV. (5.10)

To account for the variation in detector performance, the signal models are constructed

separately for each data-taking year i.e. using the independent MC samples which corre-

spond to the 2016, 2017 and 2018 data-taking conditions. In this approach, the variation

in the diphoton mass resolution is incorporated into the model, and year-dependent sys-

tematic uncertainties in the signal estimate can be propagated to the final fit. The index

i used in Section 5.1.1, is effectively extended to label each signal process from each data-

taking year e.g. (ggH 0J high pHT , 2016). This is such that the efficiency-times-acceptance

factor in equation 5.4, ǫi,γγk , is derived separately for each year and the luminosity esti-

mate, L, takes the relevant year-dependent value: 35.9 fb−1 for 2016, 41.5 fb−1 for 2017,

and 59.4 fb−1 for 2018. Clearly, the signal parametrisation, µi,γγ , and theory predictions,

[σi · Bγγ ]SM, are the same for each year.

Each model, Si,γγk,V , consists of a sum of up to five Gaussians, where V = {RV,WV}
labels the vertex scenario. The parameters of each Gaussian function, namely the mean,

width, and the relative contribution to the total model are extracted by performing a fit

to the mγγ spectrum of simulated events, generated with a nominal Higgs boson mass

of mH = 125.0 GeV. Since mH is fixed to 125.38 GeV in the results extraction, the

Gaussian function mean values are shifted up by 380 MeV. On the other hand, the width

and relative contributions of each Gaussian are assumed to be constant with respect to

mH. This approach relies on the fact that the variation in the signal shape is small

when moving from 125.0 to 125.38 GeV and is well covered by the shape systematic

uncertainties, ~θ shape
s , introduced in Section 5.4.2.

The number of Gaussian functions to fit each (i,k,V ) combination depends on the

shape of the mγγ distribution, and is selected as that which minimises the χ2/ndof , where

ndof is equal to the number of mγγ bins (with at least one event) minus the number of

shape parameters in the fitted function. If the choice is observed to over-fit statistical

fluctuations in the simulation, then the number of Gaussians is reduced. Figure 5.1

shows fits with a different number of Gaussians for ggH 0J high pHT events from the 2016

simulation, in the 0J high pγγT Tag0 analysis category, for the RV (left) and WV (right)

scenarios. In this case, the optimal choice which minimises the χ2/ndof is 5 Gaussians for
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Figure 5.1: Finding the optimal number of Gaussian functions to fit the signal peak for ggH
0J high pHT events in the 0J high pγγT Tag0 category, from 2016 simulation with
mH = 125.0 GeV. Events in the RV and WV scenarios are shown in the left and
right plots, respectively. Up to five Gaussian functions are trialled for each vertex
scenario. The optimal choices are 5 Gaussians for the RV events and 2 Gaussians
for the WV events.

RV events, and 2 Gaussians for WV events. The final models, Si,γγk,V , decomposed into the

contributions from the individual Gaussian functions, are shown in Figure 5.2.

For a number of (i,k,V ) combinations, particularly those corresponding to the far off-

diagonal elements in Figure 4.20, there is an insufficient number of simulated events to

accurately model the signal shape. In this case, the shape is replaced with the shape of

the STXS bin with the highest yield in analysis category k. This replacement is motivated

by the fact that events in the same region of experimental phase space i.e subject to the

same selection criteria, tend to have similar values of the diphoton mass resolution.

The signal models are normalised according to equation 5.4. The SM predictions of

the cross sections and the H → γγ branching fraction, evaluated at mH = 125.38 GeV,

are taken from Ref. [42], and the fractional breakdowns into the respective STXS bins

are calculated directly from the MC samples (see Tables 2.5–2.8). As mentioned above,

the efficiency-times-acceptance terms, ǫi,γγk , are derived separately for each year. The

values are calculated directly from SM MC simulation with mH = 125.0 GeV, as the

fraction of the total yield of STXS bin i that lands in analysis category k. Again, this

approach works under the fact that the variation in ǫi,γγk is negligible in going from

mH = 125.0 GeV to 125.38 GeV, and is well below the yield systematic uncertainties

introduced in Section 5.4.2. This was explicitly checked using dedicated signal samples at

mH = 120 and 130 GeV, and interpolating between mass points to obtain the efficiency-
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Figure 5.2: The final signal model shapes (black lines) for ggH 0J high pHT events in the 0J
high pγγT Tag0 category, from 2016 simulation with mH = 125.0 GeV (black points).
Events in the RV and WV scenarios are shown in the left and right plots, respectively.
In each case, the total shape is decomposed into the individual Gaussian functions,
shown by the coloured lines.

times-acceptance values at mH = 125.38 GeV. The inclusive efficiency-times-acceptance,

defined as the fraction of the total signal yield landing in any category, was found to vary

by less than 0.1%. The ǫi,γγk are shown separately for each year in Appendix D.

At this point it is worth reminding the reader of a particular property of STXS mea-

surements: the experimental acceptance of events within a given STXS bin are assumed

to take their SM values (as the ǫi,γγk terms are extracted with SM simulation). In the

presence of BSM physics, the event kinematics can be modified which in turn affects ex-

perimental acceptance. This assumption, which is explicitly discussed in the context of

EFT in Section 7.7.4, should be treated carefully when performing BSM interpretations

of STXS measurements.

The per-category signal models are defined by summing the individual models of each

STXS bin,

Sk =
∑

i

Si,γγk =
∑

i

fRV · Si,γγk,RV + (1 − fRV) · Si,γγk,WV. (5.11)

Figure 5.3 shows the per-category signal models for the 0J high pHT Tag0 and qqH VH-

like Tag0 analysis categories. The σeff , defined as half of the smallest interval containing

68.3% of the invariant mass distribution, is used to quantify the diphoton mass resolu-

tion. In the plots, the models are split into the contributions from each year, and the

respective σeff values are displayed. In general, the detector performance, and therefore

the diphoton mass resolution, worsen as a function of time due to radiation damage in
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Figure 5.3: Per-category signal models for the 0J high pHT Tag0 (left) and qqH VH-like Tag0
(right) categories, shown for mH = 125.0 GeV. The model is shown for each year of
simulated data (dashed lines) and for the sum of all years (solid line), normalised
to the expected signal yield in each category. The open squares correspond to the
simulated signal events. Also shown is the σeff in the grey shaded area.

the electromagnetic calorimeter. However, an extensive and thorough offline reconstruc-

tion program was developed specifically for the 2017 data, resulting in improved diphoton

mass resolution and therefore smaller values of σeff . Such offline reconstruction programs

will be performed by the CMS Collaboration for the 2016 and 2018 data in the future.

Going further, we can plot the sum of all per-category models to show the total signal

model, S. In Figure 5.4, each per-category model is weighted in the sum according to the

F68 = S68/(S68 +B68) values displayed in Tables 4.6–4.9, such that the total signal yield

remains constant. The explicit form of the weighted sum is

S ′
=
∑

k

wk Sk; wk = (F k68) ×
∑

l S
l
68

∑

l F
l
68S

l
68

. (5.12)

where the index l runs over all analysis categories.

5.3 Background modelling

Events entering the analysis categories that do not originate from Higgs boson production

form a smoothly falling mγγ distribution, on top of which the signal peak resides. To

derive the Bk,X terms of equation 5.2, an analytic model is constructed in each analysis

category to describe the distribution of background events. These models are extracted

directly from data.

The underlying shape of the background distribution is not a priori known, and there-

fore a number of functional forms must be considered. Ultimately, this analysis amounts
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Figure 5.4: The total signal model is shown for mH = 125.0 GeV, defined as the weighted sum
of all per-category signal models. In the sum each category is weighted according to
F68 = S68/(S68 +B68), such that the total signal yield remains constant.

to measuring a small Higgs boson signal sitting on top of a larger background. As a

result, relatively small changes in the background model shape and thus the estimated

background contribution under the signal peak, may incur a large variation in the mea-

sured signal parameters of interest. The uncertainty in the choice of background function

must therefore be accounted for.

5.3.1 The effect of nuisance parameters on the likelihood

Before introducing the background-modelling procedure in detail, it is worth taking time

to understand the effect of nuisance parameters on the likelihood. When minimising

the quantity −2 lnL, the nuisance parameters representing systematic uncertainties are

profiled: their value is free to vary during the minimisation, in accordance with the

specified constraint C, but their final value is not of interest. The increased freedom in

the fit means that for a given point in parameter space, ~α, a configuration of the nuisance

parameters can be found, ~θ~α, which increases the likelihood, L|~α, or equivalently decreases

the value of −2 lnL|~α. This manifests as a widening of the q(~α) curve, and therefore an

increase of the uncertainty in the fitted parameters of interest.

The contribution to the total uncertainty from a set of nuisance parameters, ~θ
′
, is

realised by fixing the nuisance parameters to their best-fit values, ~̂θ
′
, in the fit. The

width of the resulting q(~α) curve represents the total uncertainty without the effect of ~θ
′
,

and therefore will be narrower than the curve in which the nuisance parameters in ~θ
′
are

profiled. Ignoring correlation effects between sets of nuisance parameters3, we can define

3This is valid when considering the theoretical and experimental uncertainties as separate nuisance
parameter sets, as the correlations between them are negligible.
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the contribution to the uncertainty from ~θ
′

as the quadrature-difference in the curve

widths. In this analysis, we use this technique to decompose the total uncertainty into

contributions from theoretical sources (~θ th
s , ~θ ǫ,ths ), experimental sources (~θ ǫ,exp

s , ~θ shape
s ,

~θ lumi
s ), and the statistical component4. The impact of a single nuisance parameter, θ

′
, on

parameter of interest, α, is evaluated using a different technique. Two fits are performed

with θ
′

fixed to its +1σ and −1σ post-fit values, and the impact is defined as the shift

in the parameter of interest value, ∆α. In the fits, the other nuisance parameters are

profiled as normal such that their correlations are accounted for. The impact effectively

provides a measure of the correlation between θ
′
and α, and therefore determines which

nuisance parameters have the largest effect on the α uncertainty.

Figure 5.5 illustrates a different approach to the effect of nuisance parameters on the

likelihood. The blue curve represents a fit in which the nuisance parameter in question,

θ, is fixed to its best-fit value. By fixing θ to different values, it is possible to build up a

series of likelihood curves, shown by the dashed red lines, with minima shifted from the

unconditional best-fit point. The minimum envelope of these likelihood curves, shown by

the dashed green line, can be used to approximate the contribution to the uncertainty

from θ. In the limit of infinitesimally small steps in θ, the envelope converges to the

fully-profiled likelihood-curve (black line).

5.3.2 Discrete profiling method

The example described above was introduced in the context of a continuous nuisance

parameter. This same approach of building the envelope can be extended to the discrete

case, where the nuisance parameter is limited to discrete values, albeit provided there is

sufficient freedom in the allowed values to provide good coverage of the uncertainty.

In this analysis, the so-called discrete profiling method is applied to model the un-

certainty in the choice of background function [147]. A number of candidate functions

are considered to fit the background in each analysis category, and a discrete nuisance

parameter is introduced to label the choice of function. In theory, the complete set of

all analytic functions should be considered to obtain the exact uncertainty; in practice

it is sufficient to consider a subset of functions which provide a reasonable fit to data.

This keeps the computing time required for the full minimisation to a tolerable level. By

allowing the value of the discrete nuisance parameter, and thus the functional form of

the background to vary, an envelope of likelihoods is constructed (as in Figure 5.5) which

successfully approximates the uncertainty in the choice of background function.

The different families of background-shape functions considered are listed in Table 5.1.

4Here, the background model nuisance parameters, ~θ shape
b , ~θ discrete

b , are grouped with the statistical
uncertainty.
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For each family, the form is shown for order N , uniquely described by parameters: p0, p1,

..., pN . The following procedure is used to determine the final set of candidate functions

for a given analysis category, Fk:

• A background-only fit is performed to the mγγ distribution in data, using the lowest-

order function in a given family. This is performed by minimising the value of

−2 lnLb, allowing the parameters of the function to vary, where the subscript b

has been added to indicate this is a background-only fit (S = 0). The process is

repeated, incrementally raising the order, until a minimum goodness-of-fit criteria

is reached. All orders below are not considered in Fk as they do not fit the data

well.

• For all subsequent orders, an F-test is performed to decide if the improvement

in fit quality warrants the increase in function complexity [148]. Using the same

procedure, the −2 lnLb value is determined for the next-highest-order function in

the family. Given a large enough sample size, the difference in −2 lnLb values for

successive orders, ∆, is distributed according to the χ2 distribution with m degrees

of freedom, where m is the difference in the number of parameters between the two

orders. A p-value is calculated as,

p = Prob
(

∆ > ∆obs

∣

∣

∣
χ2(m)

)

, (5.13)

where ∆obs is the observed value in data. If the p-value is less than 0.05 then the

improvement in fit quality is deemed worthwhile, and the higher-order function is

added to Fk. This step is repeated for successive orders until the calculated p-value

is larger than 0.05. In this scenario, the higher-order function is deemed to be

unnecessarily complex given the data and the procedure terminates.

• This process is repeated for each of the four families listed in Table 5.1, where each

order passing the above selection procedure enters Fk.

The set of candidate functions, Fk, are shown for the ggH 1J high pγγT Tag0 and ggH

BSM 200 < pγγT < 300 Tag0 analysis categories in Figure 5.6. The different functional

forms provide a different background estimate when integrating under the signal peak.

This sometimes large variation in the background estimate gives rise to an uncertainty in

the fitted signal parameters of interest, originating from the lack of knowledge of the true

background functional form. Clearly some of the functions give a reasonably poor fit to

data, such as the order-1 Laurent series function in the ggH 1J high pγγT Tag0 analysis

category (yellow). Despite entering Fk, such functions will never be chosen by the discrete

profiling method in the maximum-likelihood fit and therefore will not impact the results.
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Figure 5.6: The set of candidate functions, Fk, considered in the final fit for the ggH 1J high pγγT
Tag0 (left) and ggH BSM 200 < pγγT < 300 Tag0 (right) categories, shown by
the coloured lines. Data events entering these analysis categories are shown by
the black points, for diphoton invariant mass outside of the range 115 < mγγ <
135 GeV. The corresponding signal models for the two categories are overlaid (filled
blue histograms) to gain an idea of the impact of the uncertainty in the choice
of background function. The bottom panel in each plot shows the residuals after
subtracting the best-fit background function in the background-only fit.

In the final results extraction (see Section 5.1.2), both the discrete nuisance parame-

ters describing the choice of background functions (~θ discrete
b ), and the parameters of the

functions themselves (~θ shape
b ≡ p0, ..., pN ) are free to vary. In accordance with the proce-

dure described above, a penalty term is added to the value of −2 lnL equal to the number

of parameters in the chosen function, thus penalizing functions with high complexity.

Further details concerning the discrete profiling method are provided in Ref. [147]. This

includes a series of tests to show the method provides good coverage of the uncertainty

in the choice of background function and leads to unbiased estimates of the parameters

of interest.

5.4 Systematic uncertainties

This section provides further detail on the sources of systematic uncertainty in the signal

estimate, and how they are modelled using different types nuisance parameters. The

uncertainties are divided into experimental sources and theoretical sources, described in

Sections 5.4.2 and 5.4.3, respectively. For each source, the magnitude of the uncertainty’s

impact is calculated separately per-year for each STXS bin in each analysis category.
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5.4.1 Uncertainty correlation scheme

Before listing the various sources, it is important to introduce the concept of correlating

nuisance parameters. As mentioned in Section 5.2, the signal is modelled independently

for the 2016, 2017, and 2018 data. This allows for a choice in the modelling of each

uncertainty source. A correlated uncertainty means defining a single nuisance parameter

in the final fit which affects the signal estimate in multiple years simultaneously. Note,

this correlation may be defined for a pair of years, or can extend to a correlation across all

three data-taking years. Alternatively, uncorrelated means defining a separate nuisance

parameter for each year, such that the impacts on the signal estimates from each year are

independent.

Theoretical uncertainties are fully correlated across years. This somewhat trivial as-

signment is made since the underlying theoretical predictions are constant and do not

depend on the data-taking conditions. In general, experimental sources are uncorrelated

across years. This choice reflects the difference in data-taking conditions and data re-

constructions for each year. Exceptions are the uncertainties in the luminosity estimate

and the jet-energy scale. For these, a partial-correlation scheme is used i.e. a combina-

tion of uncorrelated and correlated nuisance parameters are defined, where the correlated

parameters correspond to uncertainty sources that are common across years.

At least for the STXS measurements, in which the dominant uncertainties are statisti-

cal in origin, the choice of uncertainty correlation scheme is a subdominant feature of the

analysis. Nevertheless, the importance will increase as more data is recorded or when the

results are combined with other decay channels, as the systematic uncertainties become

comparable in size to the statistical component.

5.4.2 Experimental uncertainties

Experimental uncertainties can be separated into those which affect the shape of the signal

mγγ peak, and those that do not. Uncertainties that affect the signal shape are modelled

using Gaussian-constrained nuisance parameters, ~θ shape
s , that can simultaneously shift the

mean, width, and normalisation of the Gaussian functions in the signal models. Typically,

the sources for ~θ shape
s are related to the measurement and reconstruction of the photon

energy. On the other hand, uncertainties which do not affect the signal shape are modelled

as log-normal variations in the signal-yield estimates,

Si,γγk (~θ) = Si,γγk ·
∏

a

(

1 +
∆i,γγ
a,k

Si,γγk

)θa
, (5.14)

where ∆i,γγ
a,k is the variation in signal yield Si,γγk , due to the uncertainty source en-
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coded by the nuisance parameter, θa. For example, a 2% variation corresponds to

∆i,γγ
a,k /S

i,γγ
k = 0.02. Two values can be defined for ∆i,γγ

a,k (one for positive values of θa

and one for negative values) to account for asymmetric variations caused by the signal

yield uncertainties. The product in equation 5.14 is calculated over all nuisance parame-

ters, θa, which are defined as log-normal variations in the signal yield.

Signal-shape uncertainties

The effects of the signal-shape uncertainties are directly encoded into the signal models

themselves as variations in the Gaussian function parameters. The general approach here

is to vary the source of uncertainty and compare the mean, width, and normalisation of

the resulting signal mγγ peak to the nominal. Uncertainties concerning the energy scale

predominantly affect the mean values, whilst uncertainties in the energy resolution mostly

affect the widths. Nevertheless, for each source of uncertainty the combined effects on the

mean, width, and normalisation of the signal peak are correlated into a single nuisance

parameter. Figure 5.7 shows the maximum variation in the signal shape of the 0J high pγγT
Tag0 category, by deviating the nuisance parameters to ±1σ. For illustration purposes

the total effect has been decomposed into the maximum variation in the mean (left) and

width (right). In general, the effect on the total normalisation is negligible. Ultimately,

the total impact from the signal-shape uncertainties on the inclusive Higgs boson signal-

strength measurement is approximately 2%. The experimental sources of the signal-shape

uncertainties are as follows.

• Photon energy scale and resolution: the residual corrections to the photon-energy

scale in data and photon energy resolution in simulation, defined in Section 4.3.1,

introduce uncertainties into the analysis. These uncertainties are evaluated using

Z → e+e− events, by varying the energy-regression training scheme, the distribution

of shower-shape variable R9, and the electron selection-criteria, and re-deriving the

scale and smearing corrections. Typically, the resulting uncertainty in the photon-

energy scale is 0.05–0.1%, but can rise to be 0.5–3% for very high pT photons.

• Nonlinearity of the photon-energy scale: an additional source of uncertainty covering

differences in the linearity of the photon-energy scale between data and simulation

arises since the corrections are estimated using Z → e+e− events with electron pT

typically around 45 GeV, but are applied to photons with typical pT around 60 GeV.

The magnitude of this uncertainty is estimated using boosted (high-pT ) Z → e+e−

events to provide a sample of electrons with pT values that are more representative

of the photons which enter the analysis. The uncertainty in the photon-energy scale

is calculated to be 0.2% for the full range of photon pT values [149].
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Figure 5.7: The impact of the signal-shape uncertainties on the 0J high pγγT Tag0 per-category
model, decomposed into the maximum effect on the mean (left) and width (right).

All nuisance parameters, ~θ shape
s , are shifted to plus 1σ (blue dashed line) and minus

1σ (red dashed line) of their nominal values. The maximum absolute variation in
the mean is around 0.7 GeV, whilst the maximum relative variation in the width is
approximately 5%.

• Shower shape corrections: imperfect modelling of electromagnetic shower-shapes in

simulation is a source of uncertainty. The impact of this uncertainty is derived by

evaluating the energy scale in simulation before and after the CQR corrections to

the shower-shape variables are applied. The magnitude of the uncertainty in the

energy scale depends on the photon |η| and R9 values, ranging from 0.01–0.15%.

• Non-uniformity of light collection in the ECAL crystals: the maximum shower-

length is deeper for photons than electrons by approximately one radiation-length.

Again, as the corrections are derived using electrons, an uncertainty is introduced

concerning the modelling of light-collection as a function of emission depth within

a given ECAL crystal. The calculation of this uncertainty is described in detail in

Ref [49]. For photons with R9 > 0.96, the uncertainty in energy is between 0.16–

0.25%, whereas the magnitude is below 0.07% for low-R9 photons, which are more

likely to have undergone a conversion in the tracker.

• Modelling of material in front of the ECAL: the amount of material upstream of

the ECAL affects the properties of the electromagnetic shower, and may not be

perfectly modelled in simulation. Dedicated simulation samples are used with dif-

fering amounts of upstream material to evaluate the impact on the photon energy

measurement. For the most central photons, the uncertainty in the energy ranges
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from 0.02–0.05%, but increases to a maximum of 0.24% for photons in the endcaps.

• Vertex assignment : somewhat different to the sources described above, a nuisance

parameter is introduced to model the uncertainty in the vertex scenario assignment,

directly modifying the value of fRV. The largest contribution originates from the

modelling of the underlying event i.e. everything in the event that is not associated

with the hard-scattering process. An additional contribution comes from the vertex

assignment BDT correction factors due to differences between Z → µ+µ− events in

data and simulation. The total uncertainty allows fRV to vary by ±2%.

Yield uncertainties

The experimental uncertainties that only modify the signal-yield estimates include the

uncertainties in the luminosity, ~θ lumi
s , and those affecting the efficiency-times-acceptance

of the event selection, ~θ ǫ,exp
s . In general, the magnitude of the yield variation is calculated

by varying the uncertainty source in simulation, propagating the events to the final anal-

ysis categories, and comparing the systematic-varied yield to the nominal. The sources

of uncertainty are listed below.

• Integrated luminosity : uncertainties of 2.5%, 2.3%, and 2.5% are determined by the

CMS luminosity monitoring for the 2016, 2017, and 2018 data sets respectively [150–

152], whilst the uncertainty in the total integrated luminosity of all three years is

1.8%. A partial-correlation scheme is introduced to account for common sources of

uncertainty in the luminosity measurements of each year. In total, this amounts to

defining three uncorrelated and six correlated nuisance parameters.

• Photon pre-selection: the photon pre-selection efficiency scale factors are derived us-

ing the tag-and-probe method on Z → e+e− events. This amounts to estimating the

number of probes passing and failing selection by fitting a signal-plus-background

model to the dielectron invariant-mass distribution. The largest source of uncer-

tainty is from the choice of signal-shape in the fit, and is estimated by fitting an

alternative shape. Propagating to the category yields, the impact is less than 1%.

An additional uncertainty is included for the electron-veto scale factor, calculated

using Z → µ+µ−γ events, which has an even smaller impact on the yield, typically

less than 0.5%.

• Trigger efficiency : again the trigger efficiency scale factors are measured with Z →
e+e− events using the tag-and-probe technique, and the size of the uncertainty is

also less than 1%. An additional source is included to account for a gradual shift

in the timing of the inputs of the ECAL L1 trigger in the region |η|> 2.0, which
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caused a specific trigger inefficiency during the 2016 and 2017 data-taking. Both

photons and to a greater extent jets can be affected by this inefficiency. The resulting

uncertainty is largest for the categories targeting VBF production, with a maximum

impact on the yield of around 1.4%.

• Photon identification BDT score: as discussed in Section 4.3.1, the largest uncer-

tainty in the photon identification originates from the limited size of the training

sample in the CQR method. The size of the uncertainty is estimated by splitting

the training sample in half and re-calculating the shower-shape and isolation correc-

tions. Figure 4.4 shows this uncertainty (pink band) successfully covers the residual

discrepancies between data and simulation. The effect on the yield is then calcu-

lated by propagating this source of uncertainty through the full event categorisation,

resulting in a variation of around 3% for the most sensitive categories.

• Per-photon energy resolution estimate: the per-photon energy resolution estimate is

an output of the photo-energy regression and is used as an input feature in the event

classifiers. The uncertainty in the resolution is parametrised as a ±5% variation

about the nominal value, chosen to sufficiently cover all differences between data

and simulation in the per-photon energy resolution distribution. The maximum

yield variation in an analysis category from this source is around 5%, however for

most categories the impact is below the per-cent level.

• Jet-energy scale and smearing corrections: the jet-energy scale is calculated using

the pT balance of jets with Z bosons and photons in Z → e+e−, Z → µ+µ− and

γ+jet events, as well as the pT balance between jets in dijet and multijet events [135].

This energy scale is then used to correct the jet energies in simulation and data as

a function of jet pjT and |ηj |. The sources of uncertainty in this calculation arise

from the absolute value of the scale, the relative |η|-dependence of the scale, pile-up

mitigation and the detector response to different jet flavours. Over the full jet phase-

space considered in this analysis, the final uncertainties in the jet-energy scale are

below 3%. Similar to the luminosity uncertainties, a partial-correlation scheme is

introduced, with correlations ranging between 0 and 100%, to account for common

sources of uncertainty in the jet-energy scale measurement. Propagating this to

the event yields, the impact is largest in categories targeting VBF, VH hadronic

and top-associated production, and can be as high as 22%. A separate nuisance

parameter is introduced to account for the uncertainty in the jet-energy resolution

calculation. The impact on the event yields is in general smaller than the jet-energy

scale uncertainties, but can be as high as 8% for the most-affected categories.
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• Pileup jet identification: the uncertainty in the pileup-identification BDT score is de-

termined by comparing the scores of jets in events with a Z boson plus one balanced

jet, in data and simulation. The effect on event categories with jet requirements is

of the order of 1%.

• Missing transverse momentum: the pmissT is used as an input variable in a number of

event classifiers. The uncertainty in the pmissT is derived by shifting the reconstructed

pT of the physics objects entering the pmissT calculation, within the momentum scale

and resolution uncertainties appropriate to each type of reconstructed object, as

described in Ref [153]. Independent nuisance parameters are defined for the pT

shifting of jets, photons, and unclustered objects. The impact on the category

yields is never larger than 5%, even for analysis categories that explicitly use the

pmissT in the respective classifier.

• Lepton isolation and identification: for electrons (muons), the efficiencies of the lep-

ton isolation and identification cuts are calculated using the tag-and-probe technique

on Z → e+e− (Z → µ+µ−) events. The corresponding impact on the signal-yield

estimates are computed by varying the ratio of the efficiencies measured in data

and simulation, within their uncertainties. The variations in the yields are less than

0.7% in the ttH leptonic and tHq leptonic categories, 0.6% in the WH leptonic

categories and 1% in the ZH leptonic categories.

• Jet b tagging : uncertainties in the b tagging efficiency are evaluated by comparing

b tag discriminator output distributions in data and simulation. The uncertainties

include a statistical component on the estimate of heavy and light-flavour jets in

data and simulation. For top-associated categories, which make use of the b tagging

discriminant, the variations in the yields are around 3%.

All in all, the combined impact of these experimental yield uncertainties on the inclusive

Higgs boson signal-strength measurement is between 3 and 4%.

5.4.3 Theoretical uncertainties

The effect of all theory uncertainties are modelled using log-normal variations in the sig-

nal yield estimates (see equation 5.14). Introduced in Section 5.1.1, theory uncertainties

contribute to the likelihood in two ways. Firstly, there are the uncertainties in the SM

predictions of the cross sections and the branching fraction, ~θ th
s . The cross section un-

certainties include both the inclusive per-production mode effects and the uncertainties

in the kinematic distributions, which can migrate events across STXS bin boundaries.

As a result of the signal parametrisation used for the cross section measurements, shown
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in equation 5.5, uncertainties of this first type cancel in the ratio with equation 5.4, and

therefore do not enter the final-fit likelihood. Instead, they are attributed to the uncertain-

ties in the SM predictions of the measured quantities. Conversely, for all interpretations

of cross section measurements, e.g. signal-strengths, coupling-modifiers or EFT parame-

ters, the ~θ th
s nuisance parameters are folded into the measurement, i.e. included in the

likelihood.

Originating from our lack of understanding of the underlying theory when simulating

events, the second type of uncertainty, ~θ ǫ,ths , affects the acceptance of the analysis cate-

gories. For each uncertainty source, the total effect on the normalisation of each STXS

bin is removed by setting the sum of the yield variations across all analysis categories

(including the out-of-acceptance events) to zero,

∑

k

∆i,γγ
a,k = 0. (5.15)

The variation in the yield of STXS bin i in analysis category k is subsequently measured

relative to the total variation of that STXS bin. This provides a nuisance parameter

which models the migration of events from a given STXS bin between analysis categories,

and does not effect the overall normalisation of that bin. In other words, this models the

within-STXS-bin shape effects. When calculating the impact of these nuisance parame-

ters, it is imperative to include events that do not enter any analysis category to ensure

that the migration of events in and out-of-acceptance is accurately modelled. In contrast

to the first type, these uncertainties enter the cross section measurements as variations in

the calculated ǫi,γγk values.

The different sources of theoretical uncertainty and their application via ~θ th
s and ~θ ǫ,ths

nuisance parameters are described below.

• Renormalisation and factorisation scales: the uncertainty arising from varying the

renormalisation and factorisation scales from the nominal value used to calculate the

SM predictions for the cross sections, and to simulate the kinematic properties of the

events. These uncertainties account for missing higher-order terms in perturbative

calculations, and reduce in size as the order of the calculation is increased. The

recommendations from Ref. [42] are used, where the ±1σ variations are displayed

for the different Higgs boson production modes in Table 5.2. The effect on the ggH

cross section depends on the number of jets in the event.

An additional uncertainty is included for ggH production originating from the re-

summation of divergent terms in the perturbative expansion. The magnitude of

this uncertainty is 0.1% for 0J events, 4.5% for 1J events, and 8.9% for events with

at-least two jets.
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Table 5.2: The QCD scale uncertainties in the production mode cross sections, expressed as
percentage variations.

ggH 0J ggH 1J ggH ≥2J VBF WH ZH ggZH ttH tHq tHW bbH

±3.8% ±5.2% ±8.9% ±0.4% +0.5
−0.7%

+3.8
−3.1%

+25.1
−18.9%

+5.8
−9.2%

+6.5
−14.9%

+4.9
−6.7%

+20.2
−23.9%

The within-bin shape variations in the event kinematic properties are modelled

by recalculating the fraction of events in each category, ǫi,γγk , when changing the

renormalisation and factorisation scales by a factor of two in the same direction

simultaneously. These uncertainties, of type ~θ ǫ,ths , are decorrelated for different

production modes and different kinematic regions of the Higgs boson phase space,

resulting in 22 independent nuisance parameters. The magnitude of these within-bin

uncertainties accounting for migrations between analysis categories are in general

around 1%, but can be as large as 5% for off-diagonal elements in Figure 4.20.

• Modelling of ggH STXS fractions : additional sources of uncertainty of type ~θ th
s

are included to account for the migration of events across STXS bin boundaries,

which therefore affect the SM predictions of the cross sections in each bin. These

migration uncertainties are defined such that the total cross section of the summed

bins, either side of the boundary, remains constant. In other words, the combined

impact of such across-bin migration uncertainties cancels in the sum.

In total, fifteen of such nuisance parameters are defined for ggH. Nine account for

the uncertainty in the modelling of the pHT distribution: four for migrations across

the pHT = 200, 300, 450, and 650 GeV boundaries, one for the migration of 0J events

across the pHT = 10 GeV, and four nuisances for migrations across the pHT = 60 and

120 GeV, defined independently for 1J and ≥2J events. Two nuisance parameters

are defined to reflect migrations across the mjj boundaries at 350 and 700 GeV,

and a further two to account for the variations in the poorly-modelled pHjjT variable,

covering migrations across the 25 GeV boundary for events in different mjj bins.

Finally, two nuisances are included to account for the migration between the zero,

one, and two-or-more jet bins.

An additional source is included to model the uncertainty of ggH in the boosted

regime. The flat value of 15% is taken directly from Ref. [154], and affects all

ggH STXS bins with pHT > 200 GeV. Figure 5.8 shows the full set of ~θ th
s nuisance

parameters considered for ggH, and their relative impact on each STXS bin. The

total magnitude of these uncertainties ranges from 6.5% for ggH 0J high pHT , to

around 40% for bins in the VBF-like region.
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• Modelling of qqH STXS fractions : in a similar fashion, a set of nine nuisance pa-

rameters are included to account for migrations across bin boundaries in the qqH

STXS scheme. Six are used to model the uncertainty in the mjj distribution, ex-

plicitly covering the migrations at mjj = 60, 120, 350, 700, 1000 and 1500 GeV.

A further three nuisances are introduced for the boundaries at pHT = 200 GeV and

pHjjT = 25 GeV for high dijet-mass events, and the migration of 0J and 1J events

into the ≥2J region. The variations in cross sections arising from these migration

uncertainties are typically below 3%.

• Modelling of VH leptonic STXS fractions: mis-modelling of the pVT spectrum is cov-

ered by migration uncertainties defined for the boundaries at 75, 150 and 250 GeV.

An additional nuisance parameter is included for events with pVT between 150 and

250 GeV, to cover migrations across the 0J to ≥1J boundary. These nuisances are

defined independently for the WH, ZH, and ggZH production modes, resulting in

12 independent nuisance parameters. The values are similar for WH and ZH, being

consistently lower than 6%, but can be as large as 90% for ggZH [155].

• Modelling of ttH STXS fractions: four nuisance parameters are introduced to ac-

count for variations in the pHT spectrum, defined for the boundaries at pHT = 60,

120, 200, and 300 GeV. The magnitude of these migration uncertainties are typically

around 5%, but can be as large as 10% for the ttH pHT < 60 STXS bin.

• Parton density functions: uncertainties are included to reflect the limited precision

in the composition of the colliding protons. As introduced in Section 3.5, the PDFs

describe the probability of finding a parton in the proton with a certain momentum

fraction, x. Therefore, uncertainties in the parton density functions affect the like-

lihood of colliding partons, and in turn the cross section calculations and the event

kinematics. The overall normalisation effect for each Higgs boson production mode

is taken from Ref. [42]. The impact is largest for the top-associated production

modes, ranging from 3% for ttH production to 6% for tHW production.

The PDF4LHC recommendations [108, 132, 156, 157] are followed to evaluate the

impact on the event kinematics. Here, additional PDF sets are calculated from the

NNPDF 3.0 [132] PDF set using the MC2hessian procedure [158, 159]. Events are

reweighted for each additional PDF set, and these weights are propagated through

the analysis to calculate the impact on the signal-yield estimates. The nuisance

parameters are of type, ~θ ǫ,ths i.e. the overall normalisation effect on each STXS bin

is integrated out to leave nuisance parameters describing the migration of events

between analysis categories. In total, 60 independent nuisance parameters are in-

troduced, which account for relatively small (<1%) migrations between analysis



134 Chapter 5. Statistical inference

categories.

• Strong force coupling constant, αs: the uncertainty in αs is treated along with

the PDF uncertainties in the PDF4LHC prescription. In the same way, an overall

normalisation effect is included for each Higgs boson production mode, and an

additional ~θ ǫ,ths nuisance parameter is included to model the variation in the event

kinematics from changing the αs value. The normalisation uncertainty is largest for

ggH production, with a value of 2.6%, whilst the within-bin migration uncertainty

is in general smaller.

• Underlying event : dedicated simulation samples are produced, where the underlying

event settings of the Pythia8 CUETP8M1 and CP5 tunes are modified. This

varies the structure of the underlying event beneath the hard scattering process.

This source of uncertainty is treated as a variation in the STXS bin cross sections,

derived by comparing the STXS bin fractions to the nominal values. In general, the

magnitude is less than 5% but can be as high as 30% for bins with high pT and a

high number of jets.

• Parton shower : in a similar way to the underlying event uncertainty, dedicated

samples are produced to model the uncertainties in the parton shower. In the

samples, the renormalisation scale for QCD emissions in initial-state and final-state

radiation is varied by a factor of 2 and 0.5. Again, treated as an uncertainty in the

cross section predictions, the impact is typically below 10% but increases with the

event pT and number of jets. In particular, the qqH STXS bin boundaries that are

sensitive to the presence of a third jet (pHjjT = 25 GeV) are greatly affected by this

source of uncertainty, with impacts as high as 40%. This is because the third jet in

the event always originates from the parton showering, and not the matrix element

of the hard process.

• Modelling of ggH contamination in the top-associated categories: the theoretical

predictions for ggH are less reliable in the region of phase space where the Higgs

boson is produced in association with a large number of jets. Three independent

nuisance parameters are introduced with a combined effect of around 50% on the ggH

yield in the top-associated categories. Firstly, the uncertainty in the parton shower

is modelled by comparing the difference in jet multiplicity between tt+jets events

in data and MG5 aMC@NLO simulation [160]. A second source of uncertainty

originates from the gluon-splitting modelling, estimated by measuring the quantity

σ(ttbb)/σ(ttjj) in both data and simulation, and scaling the fraction of ggH events

with real b jets in simulation by their ratio [161]. The final source of uncertainty
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5.5 Summary

This chapter has introduced the method for the statistical inference of Higgs boson prop-

erties using high-energy p-p collision data, in particular for events consistent with the

diphoton decay of the Higgs boson. Firstly, the construction of the per-category likeli-

hood function and the subsequent method for extracting the results were described in

detail. Following this, the various inputs to the likelihood function were covered. The sig-

nal model is constructed per-year for each STXS bin in each analysis category, modelled as

a sum of up to five Gaussian functions. The uncertainty in the choice of background func-

tions is accounted for using the discrete profile likelihood method, where the exact form

of the function in each analysis category is modelled using a discrete nuisance parameter.

Systematic uncertainties regarding the signal estimate are incorporated as constrained

nuisance parameters in the likelihood. Those which affect the signal shape are encoded

directly as variations in the mean, width, and normalisation of the signal-model Gaussian

functions. The remaining experimental and theoretical uncertainties are modelled as log-

normal variations in the yield estimates, calculated separately for each STXS bin in each

analysis category.



Chapter 6

Results: H → γγ

6.1 Introduction

This chapter presents the results of the H → γγ analysis, extracted using the statis-

tical inference techniques introduced in Chapter 5. The measurements of Higgs boson

production cross sections and couplings are presented in a number of parametrisations,

corresponding to different definitions of the parameters, µi,γγ . The simplest of such

parametrisations are the signal-strength modifiers, which act as global scaling factors

either inclusively or per-Higgs boson production mode. The results of the signal-strength

modifier fits are shown in Section 6.2. Following this, the STXS fits for which the analysis

is configured, are shown in Section 6.3. To ensure a reasonable sensitivity to the measured

parameters, it is necessary to merge groups of STXS bins in the cross section measure-

ments. The results of three different merging schemes with varying degrees of granularity

are presented. Finally, Section 6.4 shows the fits to Higgs boson coupling-modifiers in the

κ-framework [144].

6.2 Signal-strengths

The most-constraining fit that can be performed introduces a common signal-strength

modifier, µ, for all signal processes. This is defined as the ratio of the observed product

of the Higgs boson cross section and diphoton branching-fraction to the SM expectation,

such that a value of one corresponds directly to the SM prediction. The observed test-

statistic curve, q(µ), is shown by the solid line in Figure 6.1, in addition to the dashed

lines representing the q(µ) curves when groups of nuisance parameters are fixed to their

best-fit values. The best-fit value of µ and the corresponding 68% confidence intervals

are inferred from the curves to be

137
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Figure 6.1: Observed likelihood curve as a function of the inclusive signal-strength modifier, µ.
The likelihood in which all nuisance parameters are profiled is shown by the solid
black line. The likelihood curves shown by the dashed lines represent the fits in
which all nuisances are fixed to their best-fit values in black (stat-only), and only
the theoretical uncertainties are fixed to their best-fit values in red.

µ = 1.12+0.09
−0.09 = 1.12+0.06

−0.06(th.)
+0.03
−0.03(exp.)+0.07

−0.06(stat.),

where the total uncertainty has been decomposed into contributions from theoretical sys-

tematic, experimental systematic and statistical uncertainties, using the method described

in Section 5.3.1. As a result of the increased integrated luminosity that comes with using

the full Run 2 data, CMS are now approaching the realm of systematics-limited measure-

ments in Higgs boson physics, where the systematic uncertainties are comparable to, if not

larger than, the statistical component. The ±9% total uncertainty represents the current

best constraint on inclusive Higgs boson production from a single decay channel at CMS.

The compatibility of this fit with the SM prediction is approximately pSM = 17%, which

describes the probability of repeating the measurement and obtaining a value further from

the SM prediction (µ = 1) than the observed value.

The observed diphoton-mass distribution in data is shown for the sum of all analysis

categories in Figure 6.2. In the sum, each category is weighted using the approach detailed

in equation 5.12, i.e. weight each category by the ratio of signal to signal-plus-background

events, keeping the total signal-yield constant. The best-fit signal-plus-background model

obtained in the inclusive signal-strength fit is overlaid. In addition, the uncertainty in the

background estimate is shown by the uncertainty bands. These bands are populated by

first performing the signal-plus-background fit to data, and then generating 500 toy data
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Figure 6.2: Data points (black) and the best-fit signal-plus-background model for the sum of
all analysis categories is shown. The best-fit model corresponds to the inclusive
signal-strength fit. In the plot, the events in each category are weighted according
to S68/(S68 + B68), where S68 and B68 are the expected signal and background
estimates, respectively, in a ±1σeff window centred on mH, such that the total signal
yield remains constant. The solid red line shows the best-fit signal-plus-background
model, whereas the dashed line shows the background component only. The one
standard deviation (green) and two standard deviation (yellow) bands show the
uncertainties in the background component of the fit. The bottom panel shows the
residuals after subtraction of this background component.

sets from the best-fit background-only model. The green and yellow bands signify the

regions in which 68.3% (1σ) and 95.4% (2σ) of the generated toy data sets lie, respectively.

The signal peak is extremely clear above the falling background distribution.

A more granular fit is performed in the signal-strength modifier parametrisation, in-

troducing a separate µi parameter for each Higgs boson production mode. Unlike, the

subsequent STXS fits described in Section 6.3, the VH hadronic and VH leptonic pro-

cesses are grouped to scale according to µVH, whereas the VBF production mode scales

with µVBF. The parameter µtop scales the ttH, tHq, and tHW production modes equally,

and µggH scales both ggH and bbH production. This defines four parameters of interest

in total.

The best-fit signal-plus-background model in this signal parametrisation is shown

with data in the mγγ distributions in Figure 6.3. Here, the analysis categories have been

divided into four groups, corresponding to those targeting the ggH, VBF, VH, and top-
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Figure 6.3: Data points (black) and the best-fit signal-plus-background model for groups of
analysis categories targeting ggH (top-left), VBF (top-right), VH (bottom-left) and
top-associated (bottom-right) production. The best-fit model corresponds to the
per-production mode signal-strength fit. In each category group, the events in each
individual category are weighted according to S68/(S68 + B68), where S68 and B68

are the expected signal and background estimates, respectively, in a ±1σeff window
centred on mH, such that the total signal yield in each category group remains con-
stant. The solid red line shows the best-fit signal-plus-background model, whereas
the dashed line shows the background component only. The one standard deviation
(green) and two standard deviation (yellow) bands show the uncertainties in the
background component of the fit. The bottom panels in each plot show the residuals
after subtraction of this background component.
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Figure 6.4: Observed best-fit values and confidence intervals for the per-production mode signal-
strength parameters. The uncertainty bands are shown for including all systematic
uncertainties, and the statistical uncertainty only. In addition, the results are tabu-
lated, where the systematic uncertainty is further decomposed into the contributions
from theoretical and experimental sources. Also shown in black is the result of the
inclusive signal-strength modifier fit.

associated production modes. In each group, the individual categories are again summed

and weighted according to the procedure defined by equation 5.12. In all cases, the

signal peak is clearly visible amongst the smoothly falling background distribution. The

equivalent plots for each individual analysis category are presented in Appendix E.

The best-fit values of the per-production mode signal-strength modifiers and their

respective uncertainties are summarised in Figure 6.4. Again, the uncertainties are de-

composed into the theoretical systematic, experimental systematic, and statistical com-

ponents. For µggH, the systematic and statistical uncertainties are comparable, whereas

for other parameters the dominant source of uncertainty is statistical in origin. All pro-

duction modes are observed to have a signal-strength larger than unity. Nevertheless, the

results are compatible with the SM prediction, corresponding to a p-value of pSM = 50%.

The correlation coefficients between the fitted parameters are displayed in Figure 6.5.

The coefficients give a measure of the relationship between two signal-strengths in the

likelihood, and are calculated using the second derivatives of q(~α), assuming symmet-

ric uncertainties. The correlations arise as events from one production mode migrate
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into analysis categories targeting other production modes (see confusion matrix in Fig-

ure 4.20). As a result, the measurements are not completely orthogonal and there exists

some correlation between the parameters of interest. In general, the correlation coeffi-

cients are small, with the largest value of −0.20 occurring between the µggH and µVBF

parameters due to the contamination of VBF events in the analysis categories targeting

ggH and vice versa.

Finally, the main sources of systematic uncertainty affecting each production mode

signal-strength modifier are presented in Figure 6.6. The impact from each source, or

group of sources, is derived using the procedure detailed in Section 5.3.1. The top half of

the plot shows the experimental sources of uncertainty, whereas the bottom half shows the

theoretical sources of uncertainty, including the impact of the ~θ th
s nuisance parameters

which are directly folded into the measurement in the signal-strength parametrisation.

The dominant contributions to the uncertainties in the measured parameters are theo-

retical in origin. For the µggH, µVH and µtop parameters, the largest impact comes from

the corresponding renormalisation and factorisation scale uncertainties. For µVBF, the

dominant source of uncertainty is in the modelling of the underlying event and parton

shower. These are particularly important for VBF production due to the presence of

additional jets in the events. The largest experimental uncertainties originate from the

integrated luminosity, the photon identification, and the photon-energy measurement for

the µggH and µVH parameters. The uncertainties in the jet-energy scale and resolution

have a larger impact on µVBF and µtop, where µtop has an additional large contribution

from the uncertainty in the b tagging.
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6.3 STXS measurements

This section describes the extraction of cross sections in the STXS framework and their

respective 68% confidence intervals and correlation coefficients. The event categorisation,

described in Section 4.4, is optimised to measure as many STXS stage 1.2 bins as possible.

Nevertheless, given the current available statistics, it is not possible to accurately measure

all bins simultaneously using the H → γγ decay channel alone. Three STXS bin-merging

schemes are defined with varying levels of granularity to ensure reasonable sensitivity

to the measured parameters, and avoid very-high correlations between them. In the

construction of the schemes there is a trade-off between model-dependence and the size

of uncertainties. Merging fewer bins keeps the model-dependence as low as possible, as

no additional assumptions are made about the relative contributions of different STXS

bins. However, this reduced model-dependence comes at the cost of larger uncertainties

in the measured cross section parameters.

In contrast to the signal-strength fits, the VH hadronic processes are grouped with

VBF production to define the qqH parameters (see Section 2.3), and bbH and ggZH pro-

duction in which the Z boson decays hadronically are grouped with ggH. Furthermore,

the theory uncertainty treatment is different to the signal-strength and coupling-modifier

fits. This difference reflects the distinction between cross section measurements and in-

terpretations. Nuisance parameters that directly affect the SM predictions of the cross

sections and branching fraction, ~θ th
s , cancel in equation 5.4, and therefore are not included

in the measurements. That said, when merging STXS bins and thus re-defining the signal

processes, it is necessary to introduce the relevant θ th
s nuisance parameter that accounts

for the migration of events across the merged boundary.

In each fit the cross section parameters of interest are limited to the positive do-

main: σobs ≥ 0 fb. This eliminates the possibility of the signal-plus-background model

going below zero in some bins of the mγγ distributions, which subsequently causes the

minimisation procedure to fail.

6.3.1 STXS stage 0

A fully-merged fit is performed, corresponding to the STXS stage 0 bin definitions [42].

The parameters of interest roughly correspond to the different Higgs boson production

modes, such that all kinematic boundaries for a given production-mode are merged. This

scheme defines six parameters in total: ggH, qqH, WH lep, ZH lep, ttH, and tH, where

tH includes the contributions from both tHq and tHW production. The best-fit values of

the cross sections times branching fraction, σobs B, and their respective 68% confidence

levels are shown in Figure 6.7. In the plot, the colour scheme has been chosen to match
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Figure 6.8: Observed correlations between the six parameters in the STXS stage 0 fit. The size
of the correlations is indicated by the colour scale.

6.3.2 Maximal-merging scheme

Increasing in granularity, the maximal-merging scheme defines 17 parameters of interest

which begin to target a number of the STXS kinematic splittings. In the scheme, bins

are merged until their expected uncertainty is less than 150% of the SM prediction. This

is true for all parameters except tH, which is again measured separately. The VBF-like

regions (≥2J, mjj > 350 GeV) in the ggH and qqH schemes are merged to define the ggH

VBF-like and qqH VBF-like parameters, respectively. The four bins with pHT > 200 GeV

in the ggH scheme are merged into a single bin, labelled as ggH BSM. Additionally, the

WH leptonic, ZH leptonic, and ttH bins are fully merged into single parameters. The ZH

leptonic parameter groups both (qq-initiated) ZH lep and ggZH lep production. Due to

a lack of constraining power, in this fit the 0J, 1J, mjj < 60 and 120 < mjj < 350 bins in

the qqH binning scheme are constrained to their SM prediction within theory uncertain-

ties. A schematic representation of the merging scheme is presented in Figure 6.9, whilst

Appendix F tabulates the STXS bins which contribute to each parameter.

Figure 6.10 shows the σobs B best-fit values and 68% confidence intervals in the

maximal-merging scheme, plotted in the same style as the STXS stage 0 results. With this

level of kinematic splitting, the statistical component of the uncertainty dominates for all

parameters. This motivates the need to increase the size of the data set, which will in turn

provide substantial improvements in the precision of the measured quantities. Moreover,

for a number of parameters, the uncertainty in the measurement is becoming comparable
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to the uncertainty in the SM prediction, meaning the possibility of constraining Higgs

boson theory using experimental measurements is approaching. This is especially inter-

esting for the ggH BSM parameter, which is particularly sensitive to new physics in the

ggH loop. That said, the measured value of the ggH BSM σobs B is in excellent agreement

with the SM, with a measured value of 0.9+0.4
−0.3, relative to the SM prediction. The overall

compatibility with the SM is pSM = 31%. Table 6.1 summarises these results, providing

in addition the expected uncertainties in the parameters, derived using the Asimov data

set.

The correlation coefficients between the maximal-merging parameters are shown in

Figure 6.11. As expected, the larger correlations appear for pairs of parameters which

correspond to the significantly populated off-diagonal bins in the confusion matrix of

Figure 4.20. This effect arises as it is difficult to unfold the signal in a given analysis

category, when there are significant contributions from multiple truth-level STXS bins.

For the ggH parameters, the correlations are small for parameters representing adjacent

pHT bins but larger for parameters representing adjacent Njet bins. This stems from the

fact that pγγT is a well-measured quantity, whereas reconstructing the number of jets in

an event is a more difficult problem, and hence there are larger migrations between jet-

multiplicity bins. Nevertheless, the application of the ggH BDT in the event categorisation

helps to reduce these correlations. The largest correlations exist between the qqH VBF-

like and ggH VBF-like parameters (−0.76), and the tH and ttH parameters (−0.59).

This results from the difficulty in distinguishing qqH from ggH production in the VBF-

like phase-space, and in distinguishing tH from ttH, attempted by the dijet BDT and

Top DNN, respectively. Two-dimensional likelihood scans are performed for each pair

of highly-correlated parameters to gain a better understanding of the impact of their

correlations on the total q(~α) surface. The 68% and 95% confidence regions are plotted

for ggH VBF-like vs qqH VBF-like (left) and tH vs ttH (right) in Figure 6.12. In the

scans, all other maximal-merging parameters are profiled. Both scans show compatibility

with the SM within the 95% confidence contour.
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Figure 6.11: Observed correlations between the 17 parameters in the STXS maximal-merging
fit. The size of the correlations is indicated by the colour scale.
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Table 6.1: The best-fit cross sections times branching fraction with 68% confidence intervals for
the STXS maximal-merging fit. The uncertainty is decomposed into the systematic
and statistical components. The expected uncertainties in the fitted parameters are
given in brackets. Also listed are the SM predictions for the cross sections times
branching fraction and the theoretical uncertainty in these predictions. The final
column shows the ratio of the observed value to the SM prediction.

Parameters

σB (fb) σB/(σB)SM

SM prediction Observed (Expected) Observed (Expected)

(mH = 125.38) Best fit Stat. unc. Syst. unc. Best fit

ggH 0J low pHT 15.21+4.14
−4.18 9.41+3.92

−3.99

(

+4.20
−4.06

)

+3.90
−3.98

(

+4.16
−4.05

)

+0.44
−0.25

(

+0.51
−0.33

)

0.62+0.26
−0.26

(

+0.28
−0.27

)

ggH 0J high pHT 44.25+4.84
−4.61 58.50+8.10

−7.17

(

+7.87
−7.77

)

+7.70
−6.91

(

+7.67
−7.63

)

+2.50
−1.92

(

+1.78
−1.42

)

1.32+0.18
−0.16

(

+0.18
−0.18

)

ggH 1J low pHT 16.20+2.25
−2.27 13.39+5.58

−5.49

(

+5.67
−5.59

)

+5.52
−5.45

(

+5.61
−5.56

)

+0.80
−0.63

(

+0.77
−0.48

)

0.83+0.34
−0.34

(

+0.35
−0.34

)

ggH 1J med pHT 11.23+1.56
−1.55 13.66+2.91

−2.96

(

+3.15
−3.39

)

+2.83
−2.92

(

+3.09
−3.36

)

+0.70
−0.50

(

+0.59
−0.45

)

1.22+0.26
−0.26

(

+0.28
−0.30

)

ggH 1J high pHT 2.00+0.36
−0.36 2.56+0.90

−0.87

(

+0.91
−0.92

)

+0.90
−0.87

(

+0.90
−0.90

)

+0.11
−0.11

(

+0.15
−0.19

)

1.28+0.45
−0.44

(

+0.46
−0.46

)

ggH ≥2J low pHT 2.82+0.68
−0.68 3.62+3.65

−3.55

(

+3.73
−2.82

)

+3.62
−3.53

(

+3.69
−2.82

)

+0.41
−0.31

(

+0.55
−0.55

)

1.29+1.29
−1.26

(

+1.32
−1.00

)

ggH ≥2J med pHT 4.53+1.07
−1.07 0.08+2.77

−0.08

(

+2.87
−2.82

)

+2.76
−0.08

(

+2.84
−2.82

)

+0.28
−0.08

(

+0.38
−0.14

)

0.02+0.61
−0.02

(

+0.63
−0.62

)

ggH ≥2J high pHT 2.12+0.49
−0.50 0.82+0.92

−0.82

(

+1.15
−1.10

)

+0.88
−0.82

(

+1.11
−1.09

)

+0.26
−0.26

(

+0.31
−0.14

)

0.39+0.43
−0.39

(

+0.54
−0.52

)

ggH VBF-like 2.22+0.52
−0.52 5.86+2.45

−2.59

(

+2.90
−2.22

)

+2.27
−2.55

(

+2.81
−2.22

)

+0.92
−0.48

(

+0.71
−0.71

)

2.64+1.10
−1.17

(

+1.31
−1.00

)

ggH BSM 1.43+0.36
−0.35 1.34+0.50

−0.47

(

+0.59
−0.49

)

+0.49
−0.46

(

+0.58
−0.49

)

+0.05
−0.09

(

+0.09
−0.05

)

0.94+0.35
−0.33

(

+0.41
−0.35

)

qqH VBF-like 2.96+0.59
−0.59 0.49+1.44

−0.49

(

+1.49
−1.53

)

+1.40
−0.49

(

+1.47
−1.47

)

+0.34
−0.34

(

+0.25
−0.43

)

0.17+0.49
−0.17

(

+0.50
−0.52

)

qqH VH-like 1.22+0.05
−0.04 1.57+1.20

−1.24

(

+1.15
−1.23

)

+1.19
−1.21

(

+1.15
−1.23

)

+0.13
−0.26

(

+0.07
−0.04

)

1.29+0.98
−1.01

(

+0.94
−1.01

)

qqH BSM 0.37+0.03
−0.02 0.52+0.24

−0.22

(

+0.26
−0.23

)

+0.24
−0.22

(

+0.25
−0.23

)

+0.03
−0.01

(

+0.03
−0.01

)

1.42+0.65
−0.59

(

+0.69
−0.62

)

WH lep 0.88+0.03
−0.03 1.19+0.49

−0.44

(

+0.51
−0.42

)

+0.48
−0.43

(

+0.50
−0.41

)

+0.07
−0.04

(

+0.05
−0.05

)

1.35+0.55
−0.49

(

+0.57
−0.47

)

ZH lep 0.54+0.03
−0.02 0.71+0.41

−0.35

(

+0.42
−0.35

)

+0.40
−0.35

(

+0.41
−0.35

)

+0.07
−0.03

(

+0.06
−0.03

)

1.32+0.76
−0.65

(

+0.78
−0.65

)

ttH 1.13+0.08
−0.11 1.13+0.42

−0.39

(

+0.42
−0.41

)

+0.42
−0.38

(

+0.41
−0.40

)

+0.07
−0.07

(

+0.09
−0.05

)

1.00+0.37
−0.35

(

+0.37
−0.36

)

tH 0.20+0.01
−0.03 1.27+0.76

−0.69

(

+0.76
−0.20

)

+0.75
−0.68

(

+0.76
−0.20

)

+0.10
−0.13

(

+0.08
−0.08

)

6.24+3.72
−3.37

(

+3.73
−1.00

)
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Figure 6.12: Two-dimensional q(~α) surfaces for the pairs of parameters in the maximal-merging
scheme with the largest correlations: ggH VBF-like vs qqH VBF-like (left) and tH
vs ttH (right). The best-fit value along with the 68% and 95% confidence interval
contours are shown by the black cross, solid line and dashed line, respectively. The
parameters are plotted as a ratio with respect to their SM prediction.

6.3.3 Minimal-merging scheme

The most-granular fit performed in this analysis is in the so-called minimal-merging

scheme. In this scheme a total of 27 parameters of interest are defined, with the aim

to merge as few bins as possible whilst ensuring that the correlations between param-

eters remain smaller than approximately 0.9.1 In contrast to the maximal scheme, the

qqH VBF-like region is fully split into the four STXS bins defined by the boundaries at

mjj = 700 GeV and pHjjT = 25 GeV. To avoid large correlations, the four ggH VBF-like

bins are merged with the corresponding bins in the qqH scheme. This approach is more

model-independent, as the fit makes no attempt to separate ggH and VBF production

in a very similar phase-space. Additional splittings are introduced in the ggH scheme at

pHT = 300 and 450 GeV, and the WH leptonic scheme at pVT = 75 and 150 GeV. Fur-

thermore, the ttH region is fully split into five parameters according to the boundaries

at pHT = 60, 120, 200 and 300 GeV. Again the 0J, 1J, mjj < 60 and 120 < mjj < 350

bins in the qqH binning scheme are constrained to their SM prediction within theory

uncertainties. The full list of STXS bins which contribute to each parameter are provided

in Appendix F, with the respective schematic for the minimal-merging scheme shown in

Figure 6.13.

The σobs B best-fit values and 68% confidence intervals in the minimal-merging fit are

shown in Figure 6.14, and are listed in Table 6.2. This result represents the most gran-

ular STXS measurement performed by the CMS experiment to-date, showing reasonable

1This threshold was chosen as the fits became unstable for correlations above 0.9.







154 Chapter 6. Results: H → γγ

0.00 0.01 0.02 0.03 0.03 -0.03 -0.06 -0.09 -0.08 -0.06 -0.07 0.03 -0.09 0.01 -0.02 -0.01-0.14 -0.07 -0.11 -0.21-0.03 -0.17 -0.28 -0.50 -0.62 -0.84 1.00

-0.00 -0.00 -0.01-0.02 -0.03 0.03 0.05 0.08 0.07 -0.01 0.01 -0.02 0.08 -0.01 0.02 0.00 0.12 0.06 0.09 0.16 0.02 0.14 0.24 0.42 0.51 1.00

0.00 -0.00 -0.00 -0.01-0.02 0.03 0.04 0.06 0.01 0.04 0.05 -0.02 0.06 -0.01 0.02 0.01 0.09 0.04 0.07 0.13 0.02 0.11 0.18 0.29 1.00

0.00 -0.00 -0.00 -0.01 -0.01 0.02 0.04 0.01 0.04 0.03 0.04 -0.00 0.03 -0.01 0.02 0.01 0.07 0.03 0.05 0.10 0.01 0.09 0.12 1.00

0.00 0.00 0.00 0.00 -0.01 0.02 -0.01 0.03 0.02 0.02 0.02 -0.00 0.03 0.00 0.01 0.01 0.04 0.01 0.02 0.06 0.01 0.02 1.00

0.00 -0.00 0.01 -0.00 -0.00 -0.02 0.01 0.02 0.02 0.01 0.01 -0.00 0.01 -0.00 0.01 0.00 0.03 0.00 0.02 0.04 0.00 1.00

0.00 0.01 -0.00 -0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 -0.00 -0.00 -0.00 0.00 -0.01-0.10 -0.10 1.00

0.00 0.01 -0.00 0.01 -0.00 0.01 0.01 0.02 0.02 0.01 0.01 -0.01 0.02 -0.00 0.00 0.00 0.03 0.08 -0.22 1.00

0.00 0.00 0.01 -0.01-0.00 0.01 0.00 -0.00 0.01 0.01 0.01 -0.00 0.01 -0.00 0.00 0.00 0.02 -0.30 1.00

0.00 0.01 -0.02 -0.02 0.01 -0.01 0.00 0.01 0.01 0.00 0.00 -0.00 0.01 -0.00 -0.00 0.00 0.01 1.00

0.00 0.01 0.02 0.05 0.04 -0.08 -0.18 -0.30 -0.16 -0.09 0.01 -0.00 0.05 -0.00 0.01 0.05 1.00

0.00 0.00 0.00 -0.00 0.00 -0.00 -0.00 0.00 -0.33 -0.08 -0.02 0.01 -0.01 0.00 -0.01 1.00

0.00 -0.01 0.02 -0.01-0.04 0.00 0.01 -0.02 0.00 -0.00 0.00 0.06 -0.17 -0.52 1.00

0.00 0.02 -0.01-0.04 -0.03 0.00 0.00 0.01 -0.00 -0.00 0.00 -0.14 0.10 1.00

0.00 0.01 0.01 0.02 -0.03 -0.03 -0.05 -0.09 -0.03 0.01 0.08 -0.46 1.00

0.00 0.01 -0.01-0.05 -0.02 -0.01 0.00 0.01 0.00 -0.00 -0.00 1.00

0.00 0.01 0.00 0.00 0.00 0.01 0.01 0.01 0.02 -0.02 1.00

0.00 0.01 -0.00 0.00 0.00 0.01 0.01 0.02 0.01 1.00

0.01 0.02 0.00 0.02 0.00 0.02 0.03 0.02 1.00

0.00 -0.00 -0.00 0.01 -0.26 0.03 -0.00 1.00

0.00 -0.00 0.01 -0.39 0.01 0.00 1.00

-0.02 -0.01-0.34 0.01 0.00 1.00

0.01 0.03 0.00 0.01 1.00

0.01 -0.00 -0.01 1.00

0.01 -0.34 1.00

-0.04 1.00

1.00

H T
p

g
g
H

 0
J
 l
o
w

 

H T
p

g
g
H

 0
J
 h

ig
h
 

H T
p

g
g
H

 1
J
 l
o
w

 

H T
p

g
g
H

 1
J
 m

e
d
 

H T
p

g
g
H

 1
J
 h

ig
h
 

H T
p

2
J
 l
o
w

 
≥

g
g
H

 

H T
p

2
J
 m

e
d
 

≥
g
g
H

 

H T
p

2
J
 h

ig
h
 

≥
g
g
H

 

 <
 3

0
0

H T
p

g
g
H

 B
S

M
 2

0
0
 <

 

 <
 4

5
0

H T
p

g
g
H

 B
S

M
 3

0
0
 <

 

 >
 4

5
0

H T
p

g
g
H

 B
S

M
 

H
jj

T
p

 l
o
w

 
jj

m
V

B
F

-l
ik

e
 l
o
w

 
H

jj

T
p

 h
ig

h
 

jj
m

V
B

F
-l
ik

e
 l
o
w

 
H

jj

T
p

 l
o
w

 
jj

m
V

B
F

-l
ik

e
 h

ig
h
 

H
jj

T
p

 h
ig

h
 

jj
m

V
B

F
-l
ik

e
 h

ig
h
 

q
q
H

 B
S

M

q
q
H

 V
H

-l
ik

e

 <
 7

5
V T

p
W

H
 l
e
p
 

 <
 1

5
0

V T
p

W
H

 l
e
p
 7

5
 <

 

 >
 1

5
0

V T
p

W
H

 l
e
p
 

Z
H

 l
e
p

 <
 6

0
H T

p
tt
H

 

 <
 1

2
0

H T
p

tt
H

 6
0
 <

 

 <
 2

0
0

H T
p

tt
H

 1
2
0
 <

 

 <
 3

0
0

H T
p

tt
H

 2
0
0
 <

 

 >
 3

0
0

H T
p

tt
H

 

tH

tH

 > 300H

T
pttH 

 < 300H

T
pttH 200 < 

 < 200H

T
pttH 120 < 

 < 120H

T
pttH 60 < 

 < 60H

T
pttH 

ZH lep

 > 150V

T
pWH lep 

 < 150V

T
pWH lep 75 < 

 < 75V

T
pWH lep 

qqH VH-like

qqH BSM

Hjj

T
p high 

jj
mVBF-like high 

Hjj

T
p low 

jj
mVBF-like high 

Hjj

T
p high 

jj
mVBF-like low 

Hjj

T
p low 

jj
mVBF-like low 

 > 450H

T
pggH BSM 

 < 450H

T
pggH BSM 300 < 

 < 300H

T
pggH BSM 200 < 

H

T
p2J high ≥ggH 

H

T
p2J med ≥ggH 

H

T
p2J low ≥ggH 

H

T
pggH 1J high 

H

T
pggH 1J med 

H

T
pggH 1J low 

H

T
pggH 0J high 

H

T
pggH 0J low 

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

CMS

 (13 TeV)-1137 fb

 = 125.38 GeV
H

, mγγ →H 

Figure 6.15: Observed correlations between the 27 parameters in the STXS minimal-merging
fit. The size of the correlations is indicated by the colour scale.
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Table 6.2: The best-fit cross sections times branching fraction with 68% confidence intervals for
the STXS minimal-merging fit. The uncertainty is decomposed into the systematic
and statistical components. The expected uncertainties in the fitted parameters are
given in brackets. Also listed are the SM predictions for the cross sections times
branching fraction and the theoretical uncertainty in these predictions. The final
column shows the ratio of the observed value to the SM prediction.

Parameters

σB (fb) σB/(σB)SM

SM prediction Observed (Expected) Observed (Expected)

(mH = 125.38) Best fit Stat. unc. Syst. unc. Best fit

ggH 0J low pHT 15.21+4.14
−4.18 9.41+3.91

−4.00

(

+4.19
−4.06

)

+3.90
−3.99

(

+4.16
−4.05

)

+0.37
−0.30

(

+0.50
−0.36

)

0.62+0.26
−0.26

(

+0.28
−0.27

)

ggH 0J high pHT 44.25+4.84
−4.61 58.46+8.12

−7.17

(

+7.87
−7.78

)

+7.69
−6.91

(

+7.66
−7.63

)

+2.60
−1.94

(

+1.78
−1.50

)

1.32+0.18
−0.16

(

+0.18
−0.18

)

ggH 1J low pHT 16.20+2.25
−2.27 13.40+5.59

−5.50

(

+5.70
−5.58

)

+5.53
−5.46

(

+5.64
−5.55

)

+0.79
−0.67

(

+0.77
−0.56

)

0.83+0.34
−0.34

(

+0.35
−0.34

)

ggH 1J med pHT 11.23+1.56
−1.55 13.80+2.90

−2.94

(

+3.14
−3.41

)

+2.82
−2.90

(

+3.08
−3.37

)

+0.68
−0.51

(

+0.59
−0.50

)

1.23+0.26
−0.26

(

+0.28
−0.30

)

ggH 1J high pHT 2.00+0.36
−0.36 2.57+0.94

−0.88

(

+0.92
−0.90

)

+0.94
−0.87

(

+0.91
−0.88

)

+0.08
−0.12

(

+0.13
−0.16

)

1.28+0.47
−0.44

(

+0.46
−0.45

)

ggH ≥ 2J low pHT 2.82+0.68
−0.68 3.67+3.63

−3.57

(

+3.74
−2.82

)

+3.62
−3.56

(

+3.71
−2.82

)

+0.34
−0.30

(

+0.49
−0.49

)

1.30+1.29
−1.27

(

+1.33
−1.00

)

ggH ≥ 2J med pHT 4.53+1.07
−1.07 0.00+2.72

−0.00

(

+2.90
−2.80

)

+2.71
−0.00

(

+2.86
−2.78

)

+0.26
−0.00

(

+0.45
−0.27

)

0.00+0.60
−0.00

(

+0.64
−0.62

)

ggH ≥ 2J high pHT 2.12+0.49
−0.50 0.62+1.06

−0.62

(

+1.15
−1.10

)

+1.04
−0.62

(

+1.11
−1.10

)

+0.17
−0.17

(

+0.30
−0.13

)

0.29+0.50
−0.29

(

+0.54
−0.52

)

ggH BSM 200 < pHT < 300 1.10+0.28
−0.27 1.11+0.47

−0.44

(

+0.56
−0.45

)

+0.46
−0.43

(

+0.56
−0.45

)

+0.08
−0.07

(

+0.05
−0.03

)

1.00+0.42
−0.40

(

+0.51
−0.41

)

ggH BSM 300 < pHT < 450 0.28+0.07
−0.07 0.16+0.19

−0.16

(

+0.20
−0.18

)

+0.18
−0.16

(

+0.19
−0.18

)

+0.02
−0.02

(

+0.03
−0.01

)

0.55+0.66
−0.55

(

+0.69
−0.65

)

ggH BSM pHT > 450 0.05+0.02
−0.02 0.10+0.10

−0.08

(

+0.10
−0.05

)

+0.09
−0.08

(

+0.09
−0.05

)

+0.06
−0.02

(

+0.04
−0.04

)

2.16+2.25
−1.69

(

+2.19
−1.00

)

VBF-like low mjj low pHjj
T 1.59+0.49

−0.48 1.31+1.19
−1.13

(

+1.22
−1.16

)

+1.18
−1.13

(

+1.21
−1.16

)

+0.14
−0.09

(

+0.13
−0.05

)

0.82+0.75
−0.71

(

+0.77
−0.73

)

VBF-like low mjj high pHjj
T 1.25+0.35

−0.32 3.46+1.76
−1.64

(

+1.79
−1.25

)

+1.65
−1.62

(

+1.76
−1.25

)

+0.61
−0.25

(

+0.32
−0.32

)

2.76+1.40
−1.31

(

+1.43
−1.00

)

VBF-like high mjj low pHjj
T 1.60+0.45

−0.51 0.97+0.64
−0.63

(

+0.72
−0.63

)

+0.63
−0.62

(

+0.71
−0.63

)

+0.07
−0.07

(

+0.11
−0.06

)

0.61+0.40
−0.39

(

+0.45
−0.39

)

VBF-like high mjj high pHjj
T 0.73+0.16

−0.16 0.15+1.08
−0.15

(

+0.93
−0.73

)

+1.04
−0.15

(

+0.92
−0.73

)

+0.28
−0.15

(

+0.14
−0.14

)

0.20+1.47
−0.20

(

+1.26
−1.00

)

qqH VH-like 1.22+0.05
−0.05 1.53+1.20

−1.21

(

+1.13
−1.27

)

+1.20
−1.20

(

+1.12
−1.27

)

+0.11
−0.19

(

+0.05
−0.08

)

1.25+0.98
−0.99

(

+0.92
−1.04

)

qqH BSM 0.37+0.03
−0.02 0.51+0.24

−0.22

(

+0.24
−0.24

)

+0.24
−0.22

(

+0.24
−0.24

)

+0.03
−0.01

(

+0.03
−0.02

)

1.40+0.66
−0.60

(

+0.66
−0.65

)

WH lep pVT < 75 0.47+0.02
−0.02 0.71+0.68

−0.54

(

+0.75
−0.47

)

+0.68
−0.54

(

+0.75
−0.47

)

+0.05
−0.05

(

+0.05
−0.05

)

1.51+1.45
−1.15

(

+1.60
−1.00

)

WH lep 75 < pVT < 150 0.29+0.02
−0.02 0.44+0.37

−0.32

(

+0.37
−0.29

)

+0.37
−0.32

(

+0.37
−0.29

)

+0.03
−0.02

(

+0.02
−0.02

)

1.49+1.26
−1.08

(

+1.25
−1.00

)

WH lep pVT > 150 0.12+0.01
−0.01 0.12+0.12

−0.09

(

+0.13
−0.10

)

+0.12
−0.09

(

+0.13
−0.10

)

+0.01
−0.00

(

+0.01
−0.01

)

0.98+0.98
−0.76

(

+1.05
−0.79

)

ZH lep 0.54+0.03
−0.02 0.71+0.41

−0.35

(

+0.42
−0.35

)

+0.40
−0.35

(

+0.41
−0.35

)

+0.07
−0.03

(

+0.04
−0.04

)

1.32+0.76
−0.65

(

+0.77
−0.65

)

ttH pHT < 60 0.26+0.03
−0.04 0.19+0.24

−0.19

(

+0.23
−0.19

)

+0.24
−0.19

(

+0.23
−0.19

)

+0.01
−0.01

(

+0.03
−0.03

)

0.73+0.92
−0.73

(

+0.89
−0.75

)

ttH 60 < pHT < 120 0.40+0.04
−0.05 0.50+0.26

−0.22

(

+0.28
−0.22

)

+0.25
−0.22

(

+0.28
−0.22

)

+0.04
−0.02

(

+0.03
−0.01

)

1.25+0.65
−0.55

(

+0.72
−0.55

)

ttH 120 < pHT < 200 0.29+0.03
−0.04 0.24+0.17

−0.14

(

+0.17
−0.16

)

+0.17
−0.14

(

+0.17
−0.16

)

+0.02
−0.02

(

+0.02
−0.01

)

0.80+0.58
−0.49

(

+0.58
−0.53

)

ttH 200 < pHT < 300 0.12+0.02
−0.02 0.11+0.11

−0.09

(

+0.10
−0.09

)

+0.11
−0.09

(

+0.10
−0.09

)

+0.01
−0.01

(

+0.01
−0.01

)

0.92+0.89
−0.73

(

+0.81
−0.75

)

ttH pHT > 300 0.06+0.01
−0.01 0.00+0.08

−0.00

(

+0.07
−0.06

)

+0.08
−0.00

(

+0.07
−0.06

)

+0.01
−0.00

(

+0.02
−0.02

)

0.00+1.34
−0.00

(

+1.21
−1.00

)

tH 0.20+0.01
−0.03 1.71+0.71

−0.93

(

+1.01
−0.20

)

+0.70
−0.92

(

+1.00
−0.20

)

+0.13
−0.13

(

+0.11
−0.11

)

8.38+3.48
−4.55

(

+4.93
−1.00

)
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6.4 Coupling modifiers in the κ-framework

In the κ-framework, coupling-modifiers are introduced to directly parametrise deviations

from the SM expectation in the couplings of the Higgs boson to other particles [144].

Under the assumption that there are no additional Higgs boson decays to BSM particles,

the cross section times branching fraction for production mode i and decay channel f can

be expressed as

σi · Bf = σi(~κ) · Γf (~κ)

ΓH(~κ)
, (6.1)

where ΓH is the total Higgs boson decay width, and Γf is the partial Higgs boson decay

width to final state f . Each term in equation 6.1 is expressed as a function of multiplicative

coupling-modifiers, ~κ, as shown in Table 6.3, where in the SM all κ values are positive

and equal to unity. For example, a value of κW = 1.2 represents a 20% enhancement in

the strength of the Higgs boson to W boson coupling.

Using the notation introduced in Section 5.1.1, the signal yields are parametrised as

the product of scaling functions for each term in equation 6.1,

µi,γγ =
σi(~κ)

σiSM

· Γγγ(~κ)

ΓγγSM

· ΓHSM

ΓH(~κ)
. (6.2)

This approach works under the narrow Higgs boson width assumption, effectively factoring

the total signal parametrisation into the effect at Higgs boson production and Higgs boson

decay; a crucial concept in the EFT parametrisation discussed in the following chapter.

In this analysis two independent parametrisations are considered. The first uses the

resolved scaling functions listed in Table 6.3, introducing universal coupling-modifiers,

κV and κF , which modify the Higgs boson couplings to vector bosons and fermions,

respectively, such that,

κV = κW = κZ ,

κF = κt = κb = κτ = κµ.
(6.3)

As shown in Table 6.3, the tHq and tHW production mode cross sections include an

interference term proportional to the product, κV κF . This means that by measuring

single-top associated production, the analysis gains sensitivity to the relative sign of

the t-H (fermion) and V-H (vector boson) couplings, unlike when measuring ttH alone.

Figure 6.16 shows both the observed (black) and expected (red) q(κF ) curves, where

the value of κV is profiled in the fit. In addition, the dashed red curve represents the

expected likelihood that would be obtained if the tHq leptonic category is removed from
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Table 6.3: Scaling functions for all the major Higgs boson production modes and decay channels.
The effective κ parameters representing deviations in loop processes are provided, as
well as the fully resolved scaling functions into the fundamental SM couplings.

Effective

Loops Interference scaling factor Resolved scaling factor

Production

σ(ggH) X g-t κ2
g 1.04κ2

t + 0.002κ2
b − 0.038κtκb

σ(VBF) — — 0.73κ2
W + 0.27κ2

Z

σ(WH) — — κ2
W

σ(qq/qg → ZH) — — κ2
Z

σ(gg → ZH) X Z-t 2.46κ2
Z + 0.47κ2

t − 1.94κZκt

σ(ttH) — — κ2
t

σ(gb → WtH) — W-t 2.91κ2
t + 2.31κ2

W − 4.22κtκW

σ(qb → tHq) — W-t 2.63κ2
t + 3.58κ2

W − 5.21κtκW

σ(bbH) — — κ2
b

Partial decay width

Γ
ZZ — — κ2

Z

Γ
WW — — κ2

W

Γ
γγ X W-t κ2

γ 1.59κ2
W + 0.07κ2

t − 0.67κWκt

Γ
ττ — — κ2

τ

Γ
bb — — κ2

b

Γ
µµ — — κ2

µ

Total width for BBSM = 0

0.58κ2
b + 0.22κ2

W + 0.08κ2
g+

ΓH X — κ2
H + 0.06κ2

τ + 0.026κ2
Z + 0.029κ2

c+

+ 0.0023κ2
γ + 0.0015κ2

Zγ
+

+ 0.00025κ2
s + 0.00022κ2

µ

the analysis. Clearly, the inclusion of the tHq leptonic category successfully reduces the

degeneracy between positive and negative κF values. The observed likelihood shows a

slight favouring for negative κF values with respect to the expected likelihood, due to

the observed excess in the tH production cross section. Furthermore, the results of a

two-dimensional likelihood scan in κV and κF are presented in the upper plot of Figure

6.17. The region with negative values of κF is observed (expected) to be excluded with a

significance of 0.5σ (2.4σ).

The second parametrisation considered uses the effective coupling-modifiers to gluons

and photons, κg and κγ , to measure potential deviations in the ggH and H → γγ loops.

The observed results of a two-dimensional likelihood scan in these two parameters is shown

in the lower plot of Figure 6.17. In the scan, all other κ parameters (κt,κb,κW ,κZ ,κτ ,κµ)

are fixed to unity. The κg and κγ parameters are particularly sensitive to additional heavy

BSM particles, that would contribute to the rate of Higgs boson production and decay

via loop processes. The observed best-fit point is consistent with the SM expectation

at around the 68% confidence level, suggesting there are no new states that add major
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Figure 6.16: The observed (solid black) and expected (solid red) q(κF ) curves, where κV is
profiled in the fit. The expected curve that would be obtained by removing the
tHq leptonic event category from the analysis is shown by the dashed red line.

contributions to the loops, or that the masses of any new states are significantly higher

than the electroweak energy scale.

Ultimately, the coupling-modifier scaling functions are defined inclusively for each

production-mode cross section. As a result, this parametrisation does not make use of

the kinematic information available in the STXS measurements. Introduced in the next

chapter, the EFT parametrisation extends upon the κ-framework by defining scaling

functions for each individual STXS bin. In this approach, the fit is able to use the

kinematic information to more tightly constrain BSM physics.

6.5 Summary

This section concludes the description of Higgs boson production cross sections and cou-

plings measurements using the diphoton decay channel at CMS. Chapter 4 detailed the

techniques used to reconstruct events consistent with the H → γγ decay in p-p collision

data, and subsequently categorise them to become sensitive to the different kinematic

regions of the STXS framework. In Chapter 5, the statistical inference methods were de-

scribed, which amount to performing a likelihood fit to the observed mγγ distribution in

each analysis category. This chapter presented the results of the analysis which represent

the most comprehensive study of Higgs boson production cross sections to-date, using

data collected by the CMS experiment.

A range of measurements were presented using different signal parametrisations. The



6.5. Summary 159

0.5 0.6 0.7 0.8 0.9 1 1.1 1.2

V
κ

1−

0.5−

0

0.5

1

1.5

2
F

κ

5

10

15

20

25 )
F

κ,
V

κ
q

(

CMS TeV)  (13
-1

137 fb

 = 125.38 GeV
H

, mγγ →H 

Best fit

68% CL

95% CL

SM

0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4

γκ

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

g
κ

5

10

15

20

25 )
g

κ,
γ

κ
q

(
CMS TeV)  (13

-1
137 fb

 = 125.38 GeV
H

, mγγ →H 

Best fit

68% CL

95% CL

SM

Figure 6.17: Observed two-dimensional likelihood scans performed in the κ-framework: κV vs
κF using the resolved scaling functions (top), and κγ vs κg using the effective scaling
functions (bottom). The 68% and 95% confidence-level regions are represented by
the solid and dashed contours, respectively. The best-fit and SM expected points
are shown by the black cross and red diamond, respectively. The colour scale
indicates the value of the test statistic, q(α1, α2).
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inclusive Higgs boson signal-strength relative to the SM prediction was measured to be

1.12, with a ±9% uncertainty. This represents the most accurate measurement of this

particular quantity in a single decay channel at CMS. A second fit was performed in the

signal-strength parametrisation, where the four principal Higgs boson production modes

are scaled by a separate parameter. The simultaneous fit of these four signal-strengths

was found to be compatible with the SM prediction, with a p-value of 50%. Moreover,

each of the four production modes are now measured with uncertainties ranging from

10–35%.

Production cross sections were measured in the STXS framework, using merging

schemes of different granularities. In the maximal (minimal)-merging scheme fit, a total

of 17 (27) independent kinematic regions are measured simultaneously. The minimal-

merging scheme fit represents the most-granular measurement of Higgs boson production

performed in a single decay channel to-date. Both fits were compatible with SM pre-

dictions, with p-values of 31% and 70% for the maximal and minimal schemes, respec-

tively. Many of the kinematic regions were measured here for the first time, including the

measurement of ttH production in five different pHT regions. Ultimately, by probing the

different kinematic regions, we become sensitive to new physics which appears in specific

kinematic regions of production phase-space, hints of which would be washed out when

measuring the equivalent processes inclusively.

Furthermore, the measurement of ggH production with pHT > 200 GeV represents the

most precise measurement of this particular kinematic region; a region which is sensitive

to heavy BSM states appearing in the ggH loop. The cross section was found to be

compatible with the SM, with a measured value of 0.9+0.4
−0.3, relative to the SM prediction.

Also, an upper limit was placed on the rate of tH production for the first time in the

H → γγ decay channel at CMS. The observed (expected) limit at the 95% C.L. was

found to be 14 (8) times the SM prediction. All other results, including measurements of

the Higgs boson coupling-modifiers, were in agreement with the SM expectations.



Chapter 7

An EFT interpretation of STXS

measurements

7.1 Introduction

Effective field theories were introduced in Section 2.4 as a model-independent approach to

constraining BSM physics. In EFT, new BSM states are assumed to exist with masses at

an energy scale, Λ, far beyond the electroweak energy scale, v = 246 GeV. The dynamics

introduced by the BSM states can be parametrised at low energies (E ∼ v) using higher-

dimensional operators built up from the SM fields, where the operators are confined to

respect both the symmetries and gauge-invariance of the SM. This expansion of the SM

Lagrangian, shown explicitly in equation 2.45, is fully general and thus can be used to con-

strain a wide class of BSM theories that reduce to the SM at low energies. The Wilson

coefficients, wp, directly parametrise the contribution from operator, Op, and by con-

straining these coefficients it is possible to infer both the coupling strength and potential

type of new BSM interactions. Ultimately, the final constraints on the Wilson coefficients

can then be systematically matched to explicit UV-complete BSM theories [76].

This chapter details the application of EFT to Higgs boson property measurements

at CMS. The Higgs Effective Lagrangian (HEL) is used as the language to encode mod-

ifications to Higgs boson properties from BSM physics [47, 163]. This interpretation is

applied to the most recent CMS Higgs boson combination, documented in Ref. [2], which

combines the measurements of cross sections in the STXS framework from multiple decay-

channels. In doing so, a more complete set of EFT operators, affecting multiple Higgs

boson interactions with other particles, can be constrained.

In contrast to the κ-framework discussed in Section 6.4, the EFT approach is based

on a fully consistent expansion of the SM Lagrangian. As a result, the EFT-dependence

161
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can be extended from simple normalisation effects on inclusive production-mode cross

sections, to also capture shape variations in the kinematic distributions e.g. pHT , mjj ,

Njets etc. In this interpretation, the parametrisation is defined at the granularity of

the STXS framework. This ensures that the kinematic information available in STXS

measurements is used to better-constrain BSM physics. Additionally, the κ-framework

defines coupling modifiers at LO. The EFT approach on the other hand is systematically

improvable by computing higher-order contributions to the EFT predictions [164]. The

interpretation shown in this chapter only considers EFT effects at LO, however the future

transition to higher-orders is briefly discussed in Section 7.7.

The structure of this chapter is as follows: firstly the HEL model is described in

Section 7.2 and the choice of operators considered in the fit is motivated. Following

this, the CMS Higgs combination [2] is detailed in Section 7.3, including the full set

of input analyses and the extension to the statistical inference techniques introduced in

Chapter 5. Section 7.4 discusses the EFT parametrisation of the signal yield, where the

cross sections and branching fractions are expressed as functions of the Wilson coefficients,

µi,f (~w). These functions are then used to fit the Wilson coefficients to Higgs boson

measurements, and extract their respective confidence intervals. This is performed using

both a simplified re-interpretation procedure and using the full likelihood fit, described

in Sections 7.5 and 7.6, respectively. Finally, future improvements to EFT measurements

at CMS are discussed in Section 7.7.

7.2 Higgs Effective Lagrangian

The Higgs Effective Lagrangian (HEL) model [163] is a SMEFT, which corresponds to a

partial implementation of the complete SILH basis [47, 78], encompassing all operators at

dimension-6 related to the Higgs sector. The perturbative expansion is defined in terms

of the CP-even complex scalar Higgs field, H, and therefore assumes that the scalar sector

follows the SU(2)L doublet nature in the SM. The model is constructed by extending the

SM Lagrangian with 39 flavour independent dimension-6 operators, O(6)
p ,

LHEL = LSM +
∑

p

wp
Λ2

O(6)
p , (7.1)

such that new BSM dynamics in the Higgs sector would manifest itself as deviations from

zero in the HEL Wilson coefficients, wp. Operators representing four-fermion interactions

are not included.

Currently, there is insufficient data to constrain all 39 directions of the parameter

space, ~w. As a result, a subset of operators, {O} most relevant to the available Higgs
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boson measurements at CMS is considered. This choice ultimately introduces a model-

dependence into the interpretation, assuming the contribution from other operators is

zero:

wp = 0 ∀ Op /∈ {O}. (7.2)

The subset of operators considered in this interpretation is motivated below.

7.2.1 Operator selection

Non-zero contributions are considered in a total of eight dimension-6 operators,

{O} ≡ {OG,OA,Ou,Od,Oℓ,OHW ,OWW ,OB}, (7.3)

where the explicit form of these operators in terms of the SM fields and the relevant Higgs

boson interaction vertices are listed in Table 7.1. In this analysis, the nominal Wilson

coefficients, ~w, are redefined as dimensionless HEL parameters, ~c, which absorb the factor

of Λ−2. The definitions of the HEL parameters for each operator are also provided in

Table 7.1. The operators OG and OA correspond to the effective Hgg and Hγγ vertices,

respectively. Since the interpretation presented here is a LO implementation of the HEL,

the ggH and H → γγ loops are not resolved into their SM structures and therefore only

depend on OG and OA.

This set of operators is chosen since the HEL parameters account for the leading

CP-even terms in the scaling functions for the measured cross sections and branching

fractions, and are not tightly constrained by existing measurements. CP-odd parameters

are neglected as they do not enter the parametrisation at leading order in 1/Λ2, and

since there is no splitting in the STXS framework that is sensitive to the Higgs boson CP

(e.g. a splitting in ∆φjj) the dependence is completely degenerate with the corresponding

CP-even terms at 1/Λ4.

The parameters, cWW and cB are fitted together in the combination, cWW − cB, since

the orthogonal combination (S = cWW+cB) is strongly constrained at zero by electroweak

precision data [165]. Finally, the operator, OHB, is neglected. Despite having a sizeable

impact on the measured quantities, the effects of OHB are degenerate with OHW , without

including additional differential measurements of the VH production mode cross section

or measurements of the H → Zγ decay channel. In conclusion, seven parameters of

interest are defined:

cG, cA, cu, cd, cℓ, cHW , cWW − cB. (7.4)
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Table 7.1: The dimension-6 operator subset, {O}, considered in the HEL interpretation. The
definition of each operator is provided in terms of the SM field tensors. In addition,
the corresponding HEL parameter is defined in terms of the nominal EFT Wilson
coefficients. The final two columns show the affected Higgs boson interaction vertices
and an example Feynman diagram of the EFT interaction.

Operator Definition HEL Parameter Relevant vertices Example diagrams

OG |H|2Ga
µνG

a,µν cG =
m2

W

g2s

wG

Λ2 Hgg

OA |H|2BµνBµν cA =
m2

W

g
′2

wA

Λ2 Hγγ, HZZ

Ou λu|H|2Q̄LH
†uR + h.c. cu = −v2 wu

Λ2 Htt

Od λd|H|2Q̄LH
†dR + h.c. cd = −v2 wd

Λ2 Hbb

Oℓ λℓ|H|2L̄LH
†ℓR + h.c. cℓ = −v2 wℓ

Λ2 Hττ

OHW i(DµH)†σa(DνH)Wa
µν cHW =

m2
W

2g
wHW

Λ2 HWW, HZZ

OWW i(H†σaDµH)DνWa
µν cWW =

m2
W
g

wWW

Λ2 HWW, HZZ

OB i(H†DµH)∂νBµν cWW =
2m2

W
g′

wB

Λ2 HZZ
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7.3 CMS Higgs combination

The HEL interpretation is applied to the latest Higgs boson combination performed by the

CMS experiment, documented in Ref. [2]. The combination includes analyses targeting all

the major Higgs boson decay channels, with integrated luminosities ranging from 35.9 fb−1

to 137 fb−1, depending on the analysis. By targeting different final states, most analyses

are orthogonal in terms of the selected events. For similar final states, the number of

events common to both analyses has been checked and found to be negligible.

The inclusion of different decay channels ensures sensitivity to a larger subset of oper-

ators (see Table 7.1). Each input analysis measures cross sections in the STXS framework,

however, these measurements are performed using different STXS binning schemes with

varying granularity. Hence the EFT parametrisation of the signal yield is defined at the

granularity of all binning schemes which enter the combination: stages 0, 1.0 and 1.1

(see Appendix A). For stage 1.0 and above, the bins are split according to the event

kinematics (e.g. pHT , Njets etc). As a result, the kinematic information available in these

measurements helps to further constrain BSM effects beyond simple inclusive effects, and

allows more directions in the parameter space to be probed simultaneously.

The full list of input analyses is provided in Table 7.2. This combination was performed

before the H → γγ analysis described in Chapters 4–6, and so the H → γγ inputs are

taken from previous analyses. For each analysis, the targeted production-modes and final-

states are listed, as well as the STXS stage of the measurement and the corresponding

integrated luminosity. More detailed information on each analysis can be found in the

listed references.

7.3.1 Statistical procedure

The statistical inference procedure used in the combination extends upon the procedure

described in Sections 5.1.1 and 5.1.2. A likelihood function1 is constructed for each

analysis category or region, k, now defined for a generic final state f ,

Lk(data | ~α, ~θs, ~θb) = Pk(data | ~α, ~θs, ~θb), (7.5)

where the likelihood-term, Pk, takes the following form for binned analysis regions,

Pbinned
k =

Nbins
∏

X

Poisson
(

Ndata
k,X

∣

∣

∣

[

∑

i,f

Si,fk,X(~α, ~θs)
]

+Bk,X(~θb)
)

. (7.6)

Here, the index X runs over bins of some observable(s) e.g. mγγ for the H → γγ

1The dependence of the likelihood on the Higgs boson mass, mH, has been dropped from the notation.
For the form of the Poisson terms, please refer to equation 5.1.
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Table 7.2: Input analyses to the CMS Higgs boson combination, documented in Ref. [2]. The
integrated luminosity used in each analysis is listed, as well as the targeted final states
and production modes. No input analysis explicitly targets single-top associated
production (tH). Also listed are the STXS binning schemes in which the measurements
are performed. Despite entering the combination, the ggH H → bb boosted analysis
is left out of the EFT interpretation as the LO approximation of the EFT breaks
down at very-high pHT . Also, the H → µµ measurements are not included as no
branching-fraction scaling function was available for the H → µµ decay channel in
Ref. [166].

Decay channel Final states
Targeted production modes

STXS stage L [fb−1 ] Ref.
ggH qqH VH lep ttH

H → γγ γγ
X X - - 1.0 77.4 [128]

- - - X 0 77.4 [66, 167]

H → ZZ → 4ℓ 4µ, 2e2µ, 4e X X X X 1.1 137 [168]

H → WW
eµ, 2e, 2µ

eµ+ jj, 3ℓ, 4ℓ
X X X - 0 35.9 [169]

H → ττ eµ, eτh, µτh, τhτh
X X - - 1.0 77.4 [170]

- - X - 0 35.9 [171]

H → bb

ℓℓ+ bb, ℓν + bb, νν + bb - - X - 0 77.4 [34, 172]

bb
- - - X 0 77.4 [173]

X - - - ggH high pHT 35.9 [174]

ttH(→ leptons)
2ℓss, 3ℓ, 4ℓ

1ℓ+ 2τh, 2ℓss + 1τh, 3ℓ+ 1τh
- - - X 0 77.4 [175, 176]

H → µµ µµ X X - - 0 35.9 [177]

analyses. The quantity Si,fk,X corresponds to the signal estimate in bin X, of analysis

region k, originating from STXS bin i, and decaying to final state, f . The background

estimate and number of data events in the same observable bin are referred to as Bk,X

and Ndata
k,X , respectively. For unbinned analysis regions, the likelihood-term is defined as,

Punbinned
k =

1

z

z
∏

j

Poisson
(

1
∣

∣

∣

[

∑

i,f

Si,fk (~α, ~θs) · ρi,fk,sig(xj |~α, ~θs)
]

+Bk(~θb) · ρk,bkg(xj |~θb)
)

,

(7.7)

for z events in data landing in region k, where each event is labelled by the index j. The

terms ρi,fk,sig(x) and ρk,bkg(x) are the probability density functions of some observable(s) x,

for signal and background, respectively. The total signal and background yield estimates

in region k are expressed by Si,fk and Bk. Comparing to the binned scenario, Si,fk and

Bk, are equal to the sum of the Si,fk,X and Bk,X terms over all observable bins, X. In all
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equations, it is assumed that the background estimate does not depend on the parameters

of interest, ~α, which may not always be the case in a fully consistent EFT framework (see

Section 7.7). Also, the modelling of the signal in terms of the observable(s) is extracted

using the SM template, and is assumed to be independent of ~α: ρi,fk,sig(x|~α, ~θ) = ρi,fk,sig(x|~θ).
For example, the shape of the signal mγγ peak in the H → γγ analysis is not parametrised

as a function of the HEL parameters.

In the EFT interpretation, the signal-yield for STXS bin i, in final state f , landing in

analysis region k is expressed as,

Si,fk = µi,f (~c) × [σi · Bf ]SM × ǫi,fk (~c) × L. (7.8)

This is effectively an extension of equation 5.4, where the explicit dependence on the

HEL parameters, ~c (≡ ~α) is stated. The dependence on the nuisance parameters, ~θ,

has been dropped from the notation for simplicity. The extraction of the cross section

times branching-fraction scaling functions, µi,f (~c), is described in detail in Section 7.4.

Interestingly, since the EFT operators can distort the event kinematics away from the SM

hypothesis, the efficiency-times-acceptance values, ǫi,fk (~c) become dependent on the HEL

parameters. This is especially true for measurements in the STXS framework, where the

products of the Higgs boson decay are not restricted to fiducial phase space definitions.

Nevertheless, in this interpretation, the so-called acceptance effects are ignored,

ǫi,fk (~c) = ǫi,fk . (7.9)

The potential impact of fully accounting for the detector efficiencies and analysis accep-

tance is investigated in Section 7.7.4.

The total likelihood is now defined as the product of the analysis-region likelihood

functions, taken over all analyses included in the combination

L(data | ~α, ~θ) =

Nregions
∏

k

[

Lk(data | ~α, ~θ)
]

× C(~θ). (7.10)

Here the constraint term, C, takes the same form of that shown in Section 5.1.1, such that

deviations from the expected values of the nuisance parameters are penalised according

to the associated pdf. In the combination, the mass of the Higgs boson, mH, is taken to

be mH = 125.09 GeV. This represents the most precise measurement of mH at the time

the combination was performed2, determined from the combined LHC Run 1 ATLAS

2The combination was performed before the H → γγ STXS analysis documented in Chapters 4–6.
This explains why the mH value is different between the analyses, where the H → γγ STXS analysis uses
the more recent value of 125.38 GeV [49].
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and CMS measurement, using the high resolution H → γγ and H → ZZ → 4ℓ decay

channels [178].

Since the different input analyses can have common sources of systematic uncertainty,

the corresponding nuisance parameters must be correlated across decay channels. This

follows the same procedure as described in Section 5.4.1, where in addition to defining

per-year correlations, a single nuisance parameter is defined in the construction of the

likelihood which affects the yield estimate in multiple decay channels simultaneously.

All theoretical uncertainties arising from the renormalisation and factorisation scales

used in the cross section calculations3, the parton distribution functions, and the branching-

fraction predictions are treated as fully correlated across decay channels. In addition, since

other analyses use MC to estimate background contributions, it is necessary in these cases

to introduce the uncertainties in the theoretical predictions of the background cross sec-

tions. These uncertainties are correlated between channels in which the same background

appears. The results presented in this section are an interpretation of cross section mea-

surements, therefore the theory uncertainties directly affecting [σi · Bf ]SM (i.e. type ~θth
s )

are folded into the measurement.

Most experimental uncertainties are analysis-specific (e.g. mγγ signal shape uncertain-

ties), and are therefore uncorrelated. However, there are a number of exceptions. This

includes the uncertainties in the luminosity estimates, the lepton-efficiency scale-factors,

the jet-energy scale and resolution, and the b tagging efficiency. For most channels,

which do not use a specific treatment of the aforementioned uncertainty sources, they are

treated as correlated nuisance parameters. More information regarding the experimental-

uncertainty correlation scheme is provided in Ref. [2].

After the total likelihood function has been constructed, the method of extracting the

final results is identical to that described in Section 5.1.2.

7.4 Signal-yield parametrization

The scaling functions, µi,f (~c), shown in equation 7.8, parametrise the signal cross section

times branching fractions as a function of HEL parameters, and are derived as follows.

Within the HEL framework (equation 7.1) the amplitude for each Higgs boson production

and decay process can be described as,

|MHEL|2=
∣

∣

∣
MSM + MBSM

∣

∣

∣

2
= |MSM|2+2Re{MSMM†

BSM} + |MBSM|2, (7.11)

where MSM and MBSM are the matrix elements originating from the SM and BSM parts of

3This includes both the inclusive effects and the migration of events across STXS bin boundaries.
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the Lagrangian, respectively. The total amplitude now contains an SM-BSM interference

term, suppressed by a factor of Λ−2, and a purely-BSM term, suppressed by a factor

Λ−4. In this interpretation, only one BSM vertex is considered per Feynman diagram,

which means MBSM is linear in the HEL Wilson coefficients. Substituting this linearity

condition into equation 7.11, and using the fact σ ∝ |M|2, we arrive at an expression for

the cross section of signal process, i,

σiHEL = σiSM + σiint + σiBSM. (7.12)

This results in a scaling function relative to the SM prediction which is quadratic in the

HEL parameters,

µiprod(~c) =
σiHEL

σiSM

= 1 +
∑

p

Aip cp +
∑

pr

Bi
pr cp cr, (7.13)

where the index i corresponds to the STXS bin. The terms, Aip and Bi
pr, are constant

prefactors which encode the impact of the HEL parameters on each STXS bin. We can

ignore the |MBSM|2 term in the expansion simply by setting the Bi
pr prefactors to zero.

These terms, despite having an energy-scale suppression of the same order as the leading

dimension-8 SM-BSM interference contributions (Λ−4), are kept in this interpretation

since they are the leading purely-BSM terms and they prevent the scaling functions from

going negative.

Applying the same reasoning, the partial Higgs boson decay width to final state f

scales relative to the SM prediction as,

ΓfHEL

ΓfSM

= 1 +
∑

p

Afp cp +
∑

pr

Bf
pr cp cr. (7.14)

It is necessary to also consider the variation in the total Higgs boson decay width, ΓH ,

such that the scaling function of the branching fraction to final state f is expressed as

µfdecay(~c) =
BfHEL

BfSM

=
ΓfHEL/Γ

f
SM

ΓHHEL/Γ
H
SM

=

1 +
∑

p
Afp cp +

∑

p

∑

r
Bf
pr cp cr

1 +
∑

p
AHp cp +

∑

p

∑

r
BH
pr cp cr

. (7.15)

The total scaling function for signal events originating from STXS bin i and decaying

to final state f , is the product of the individual cross section and branching-fraction

scaling functions,

µi,f (~c) = µiprod(~c) · µfdecay(~c). (7.16)
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This works under the narrow Higgs boson width assumption, such that the effects at

production and decay have been factorised.

In summary, the Higgs boson signal scaling functions are uniquely described by the

set of constant prefactors, {Aip, Bi
pr, A

f
p , B

f
pr, AHp , B

H
pr}. These prefactors are derived us-

ing LO MC samples with the reweighting procedure to be described in the following

section. It should be stressed that the SM predictions for the cross sections and branch-

ing fractions in equation 7.8 are computed at the highest available order, however the

EFT parametrisation is derived using LO MC samples. This strategy therefore assumes

that the corrections to the cross sections and branching fractions from HEL operators is

comparable at LO and higher orders [179]. Once defined, the scaling functions are then

applied in the likelihood fit to extract the best-fit values and corresponding confidence

intervals for the considered HEL parameters.

7.4.1 Derivation: Monte Carlo reweighting

The impact of the HEL operators is computed using the HEL UFO model [163] in Mad-

graph [119], where the Higgs boson production and decay processes are generated at LO

in both QCD and QED. The LO Madgraph reweighting functionality [180] is utilised, to

reweight the generated events to different points in the HEL parameter space, according

to,

W~c =
|M~c

HEL|2
|Mnominal

HEL |2 ·Wnominal (7.17)

where M~c
HEL is the matrix element at the point in parameter space, ~c, Mnominal

HEL is the

matrix element at the nominal point, and Wnominal is the corresponding event weight at

that nominal point. Here, the nominal point in parameter space is chosen as the SM, i.e.

~c = (0, 0, ..., 0).

For each operator, Op, two weights are defined by setting cp to two different values

(a,2a), whilst all other HEL parameters are kept at 0. In doing so, simultaneous equations

are constructed, as shown in equation 7.18, where the reweighted and SM values of the

observable, X (σi for production, Γf for decay), can be used to infer the values of Ap and

Bpp,

Xcp=a

Xnominal
= 1 + a ·Ap + a2 ·Bpp

Xcp=2a

Xnominal
= 1 + 2a ·Ap + 4a2 ·Bpp.

(7.18)

An additional weight is required to extract the cross-terms, Bpr, where p 6= r. This is
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defined by setting (cp, cr) = (a, a), and keeping all other HEL parameters at 0, such that

X(cp,cr)=(a,a)

Xnominal
= 1 + a · (Ap +Ar) + a2 · (Bpp +Brr +Bpr). (7.19)

The value of Bpr can then be inferred by using the previously calculated prefactors,

{Ap, Ar, Bpp, Brr}, from equation 7.18. In total, the number of weights required to fully

specify the scaling functions is

Nweights = 1 + 2N +
N(N − 1)

2
, (7.20)

where N is the number of operators. This analysis considers 8 HEL operators and there-

fore requires 45 weights, including the nominal SM weight. The value of a is chosen to be

small (0.01) to ensure the EFT effects do not blow up in the matrix-element calculations,

and therefore do not invoke a large statistical uncertainty in the calculated prefactors4.

No kinematic cuts are applied to the final-state objects in the generated events. All

events are interfaced with Pythia8 for parton showering and hadronisation [127]. A

matching is performed using the MLM algorithm [117] to remove phase-space overlap be-

tween jets specified in the matrix element and those originating from the parton shower.

The generator-option choices used in the event simulation can affect the values of the

prefactors, and therefore the scaling functions. For example, the EFT effects originate

solely from the matrix element (in Madgraph) and not from the parton-showering (in

Pythia8). As a result, the values of the prefactors can depend on the scheme and param-

eters used for the jet-matching. In general, these generator options have a small effect on

the final parametrisation. Nevertheless it is important to specify the options used when

reporting results; a summary of the MC options used in this interpretation is provided in

Appendix G.

7.4.2 Effect at production

Each Higgs boson production mode is generated separately, according to the Madgraph

process definitions listed in Appendix G. The Higgs boson decay is not specified in the

process definition, such that EFT effects only enter in the Higgs boson production inter-

action vertices. The option NP<=1 limits the number of BSM vertices to one per Feyn-

man diagram. After interfacing with Pythia8, the particle-level events are propagated

through the Rivet program [181], using the HiggsTemplateCrossSections routine. This

routine sequentially extracts the simulated-event constituents, forms hadronic jets with

4If the value of a is large, the EFT kinematic phase-space can be sufficiently different to the SM
kinematic phase-space. The reduced overlap in phase-space means that fewer events can be reweighted
to describe the EFT effects, which explains why large values of a induce a large statistical uncertainty in
the EFT parametrisation.
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Section 7.4.1. In all cases, the calculated prefactors were consistent within statistical fluc-

tuations, demonstrating the CMS parametrisation is stable to variations in the extraction

method.

Nevertheless, the effects of the parametrisation differences have been investigated.

This was done by using the HXSWG parametrisation for the STXS stage 1.0 bins when

performing the results extraction. It was found that the constraints on cWW − cB and

cHW improve by roughly 20% and 25% respectively, compared to the results when using

the CMS parametrisation. The constraints on all other HEL parameters were in excellent

agreement.

7.5 Simplified likelihood re-interpretation procedure

Before showing the results extracted using the full likelihood, it is useful to introduce a

simplified approach to re-interpreting cross section measurements. This has been used

as a tool to investigate particular properties of the HEL interpretation, such as the most

important operators for the combination input analyses, and to gain an estimate of their

respective sensitivity. A χ2 function is constructed using measurements from different

input analyses,

χ2(~c) =
∑

a

(Xa −µµµ)TV−1
a (Xa −µµµ), (7.21)

with the following inputs:

• a: index to label the input analysis.

• Xa: a vector of cross section times branching fraction measurements from analysis

a. The elements of the vector are the best-fit values of [σi · Bf ]obs, relative to the

SM prediction: xi,fa = [σi · Bf ]obs/[σ
i · Bf ]SM. For example, to use the H → γγ

minimal-merging results shown in Chapter 6, Xa would be a vector of the best-fit

values shown in the final column of Table 6.2.

• µµµ: a vector of EFT scaling functions, µi,f (~c), where the elements match the cor-

responding measurement in the Xa vector: xi,fa . In this manner, the element-wise

subtraction is minimised for the HEL parameter point in which,

µi,f (~c) = [σi · Bf ]obs/[σ
i · Bf ]SM.

• Va: covariance matrix for the cross section times branching fraction measurements

from analysis, a, with elements: V
(i,f),(j,g)
a = ρ(i,f),(j,g)Σi,fΣj,g. The terms Σi,f and

Σj,g are the symmetrised 68% confidence intervals in the measurements xi,fa and
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xj,ga , respectively. The term ρ(i,f),(j,g) refers to the correlation coefficient between

xi,fa and xj,ga . Note, if the input analysis corresponds to measurements in a single

decay channel then f = g. To use the H → γγ minimal-merging example, the Σi,f

and Σj,g would be symmetrised values of the 68% confidence intervals shown in the

final column of Table 6.2, and ρ(i,f),(j,g) would be taken from the correlation matrix

shown in Figure 6.15.

The χ2 value is minimised with respect to the HEL parameters, ~c. This is done

numerically using the scipy.optimize package [182]. The point in HEL parameter space

which minimises χ2 corresponds to the best-fit point, whilst the points which incur a

change ∆χ2 = 1 and 4, correspond to the ±1σ (∼68%) and ±2σ (∼95%) confidence

intervals. This minimisation is performed for two scenarios. The first scenario, only

considers variations in a single HEL parameter, whilst the other parameters are fixed

to 0. The second scenario allows variations in all parameters simultaneously, performed

by scanning over one parameter and profiling the other parameters in the minimisation.

From a physical perspective, the first approach corresponds to considering BSM effects

in a single EFT operator, whilst the second approach is more general and allows BSM

effects in a number of operators simultaneously.

In summary, the ∆χ2(~c) surface is a simplified approximation of the q(~c) surface, de-

rived from the full-combination likelihood. In this approximation, the likelihoods of the

input analyses are assumed to be Gaussian in nature, such that the uncertainties in the

measurements are symmetric. In addition, it is assumed that the results of different anal-

yses are completely independent i.e. the correlation coefficients between them are 0. This

assumption completely ignores the common sources of systematic uncertainty between

input analyses.

7.5.1 Re-interpreting CMS STXS measurements

The simplified re-interpretation procedure is applied to the full set of analyses listed in

Table 7.2. For both fitting scenarios, the χ2 minimisation is performed when using the

quadratic scaling functions, and when considering only the linear terms in the parametri-

sation (Bpr = 0). A comparison between the two ∆χ2 curves demonstrates the impact of

including the purely-BSM terms, and therefore indicates the sensitivity of the measure-

ment to terms suppressed by a factor Λ−4.

Figures 7.8 and 7.9 show the ∆χ2(cp) functions for each considered HEL parameter.

The black and purple lines represent the fits in which the other parameters are profiled and

fixed to zero, respectively. All results are in agreement with the SM (cp = 0) within the 2σ

confidence intervals. In the plots, solid lines are used to show the results from using the
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full quadratic scaling functions, whilst the dashed lines represent the results from using the

linear terms only. The inclusion of the quadratic terms is observed to have a particularly

large impact on the cHW and cWW − cB constraints. This effect can be inferred from

the difference between the quadratic and linear scaling functions in Figure 7.2, where for

example, the ZH leptonic stage 0 bin (red line) has a steeper dependence for cHW > 0

when the quadratic terms are included. Consequently, the upper constraint on cHW in

Figure 7.8 is tighter compared to the linear-terms-only case. In addition, the cu, cd

and cℓ ∆χ2 curves exhibit a double-minimum structure when the quadratic terms are

included. All in all, these stark differences demonstrate the importance of including the

Λ−4-suppressed terms in the parametrisation8.

The bottom panels of each plot show the pulls of the profiled HEL parameters as

a function of the parameter of interest. These are taken from the fully quadratic fit

(solid black line). The pulls can be used as an indication of the correlation between HEL

parameters. For example, the cHW and cWW − cB exhibit a strong anti-correlation due

to their similar effects on the HWW and HZZ interaction vertices. The largest pulls are

observed for the cd parameter. This is due to the sizeable impact on the total Higgs

boson decay width from cd, which in turn incurs a larger variation in the other profiled

parameters.

Additionally, many of the profiled ∆χ2(cp) functions demonstrate an asymmetry for

positive and negative values of the HEL parameter, even when considering the linear-

terms only. There are two effects here which can cause this behaviour. Firstly, the

total scaling functions are the product of the cross-section and branching-fraction scaling

functions (equation 7.16). Therefore, even when considering only the linear terms (Ap cp)

in µiprod(~c) and µfdecay(~c), the product of the two can introduce non-linear effects. Secondly,

it can be seen that the fits in which the other parameters are fixed to zero (purple lines)

are generally more symmetric about the best-fit point. An additional factor causing the

asymmetry is therefore the correlation between HEL parameters. This is confirmed by the

flattening of the linear-only profiled ∆χ2(cp) functions (black dashed lines) for opposite

sign values of the strongly anti-correlated cHW and cWW − cB parameters. Ultimately, as

the re-interpretation shown here includes many independent measurements which depend

differently on the HEL parameters, it is difficult to pinpoint the exact origins of the

asymmetries. Such a study would require fitting only a subset of the input measurements

to understand which production modes and decay channels create the asymmetry.

8This finding questions the validity of neglecting dimension-8 operators, where the leading interference
terms enter at O(Λ−4). This choice of only including dimension-6 operators effectively introduces some
model-dependence into the interpretation. The definition of a fully-consistent SMEFT up to dimension-8
has recently been achieved [73]. However, going to dimension-8 introduces an additional 44,807 operators
and it is not yet known how we will approach constraining such a high number of independent parameters.
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In summary, the simplified re-interpretation procedure is a useful tool for extracting

the approximate constraints on the parameters of interest, and testing the properties of

the parametrisation, such as the impact of including the Bpr terms. In addition, the

pulls of the profiled parameters can be used to estimate their respective correlations.

It should be stressed that this method is not particular to EFT. It can be used to re-

interpret a wide range of LHC measurements in terms of some other BSM model, as long

as the measurements, Xa, can be expressed as functions, µi,f , of the parameters of the

underlying theory.

7.6 Full likelihood results and discussion

This section presents the results using the full combination likelihood, according to the

procedure detailed in Section 5.1.2. Performing the interpretation in this way, with access

to the full likelihood, is unique to experiments. The theoretical uncertainties in the SM

predictions of the cross sections and branching fractions (~θ th
s ) are directly folded into

the measurement. Uncertainties in the HEL parametrisation, namely the uncertainties

in the Ap and Bpr prefactors arising from missing higher-order corrections and limited

MC-statistics are neglected. Furthermore, the bbH, tH and ggZH processes are fixed to

their SM predictions in the fit, within theoretical uncertainties. This reflects the fact

that there are no dedicated analysis categories targeting such production modes in the

combination; although conservative this ensures there is no gain in constraining-power

from production modes that are not explicitly probed.

Figure 7.10 shows the resulting q(cp) curves. Two likelihood-scans are performed for

each of the seven HEL parameters following the same scenarios used in Section 7.5.1. The

first scenario, represented by the dashed lines, corresponds to considering BSM effects in a

single EFT operator, such that the other HEL parameters are fixed to 0 in the scan. The

second scenario considers BSM effects in all HEL parameters simultaneously, and is shown

by the solid lines. In practice, this is performed by scanning over the parameter of interest

and profiling the other HEL parameters in the minimisation. As expected, the constraints

are tighter for the first scenario, however the act of setting the other HEL parameters to

zero introduces a higher degree of model dependence into the interpretation. In all fits,

the HEL parameters have been scaled by a constant multiplier as the minimiser is more

stable for parameters of order 1.

The best-fit values of the HEL parameters, and the corresponding confidence intervals

are summarised in Figures 7.11 and Table 7.3. The double-minimum in the cu, cd, and cℓ

likelihood scans originates from the degeneracy in the relevant scaling functions, where

two points in the parameter space correspond to the SM prediction. For example, the cd



7.6. Full likelihood results and discussion 185

8− 6− 4− 2− 0 2 4 6 8 10
5

 x 10
G

c

0

2

4

6

8

10

12

14

q

CMS
Preliminary

 (13 TeV)-135.9-137 fb

Observed
 = 0

j
Other c

8− 6− 4− 2− 0 2 4 6
4 x 10

A
c

0

2

4

6

8

10

12

14

q

CMS
Preliminary

 (13 TeV)-135.9-137 fb

Observed
 = 0

j
Other c

10− 5− 0 5 10
2) x 10

B
 c− 

WW
(c

0

2

4

6

8

10

12

14

q

CMS
Preliminary

 (13 TeV)-135.9-137 fb

Observed
 = 0

j
Other c

10− 5− 0 5 10
2 x 10

HW
c

0

2

4

6

8

10

12

14

q

CMS
Preliminary

 (13 TeV)-135.9-137 fb

Observed
 = 0

j
Other c

15− 10− 5− 0 5

 x 10uc

0

2

4

6

8

10

12

14

q

CMS
Preliminary

 (13 TeV)-135.9-137 fb

Observed
 = 0

j
Other c

20− 15− 10− 5− 0 5

 x 10
d

c

0

2

4

6

8

10

12

14

q

CMS
Preliminary

 (13 TeV)-135.9-137 fb

Observed
 = 0

j
Other c

16− 14− 12− 10− 8− 6− 4− 2− 0 2 4

 x 10
l

c

0

2

4

6

8

10

12

14

q

CMS
Preliminary

 (13 TeV)-135.9-137 fb

Observed
 = 0

j
Other c

Figure 7.10: Plots of the q(cp) curves extracted in the HEL interpretation. The solid black
(dashed blue) lines correspond to the fits in which the other HEL parameters are
profiled (fixed to the SM). The horizontal lines at q(cp) = 1 and 4 indicate the 1σ
(∼68%) and 2σ (∼95%) confidence intervals in cp.
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Figure 7.11: Observed best-fit values and confidence intervals for the parameters of interest in
the HEL interpretation. The black circles, black thick lines, and black thin lines
correspond to the best-fit values, the ±1σ (68%) confidence intervals, and the ±2σ
(95%) confidence intervals, respectively, taken from the fits in which the other HEL
parameters are profiled. The corresponding results from the fits in which the other
HEL parameters are fixed to zero are shown by the hollow blue circles, the dark
red bands and the light red bands respectively. The compatibility of the profiled
fit with respect to the SM prediction is approximately pSM = 89%.

constraint is driven by the measurement of the H → bb branching fraction, which has a

scaling function equal to unity for cd = 0 and cd = −4/3. Including EFT variations in

bbH production would help alleviate this degeneracy due to the introduction of a term

∝ cd cG in the bbH scaling function. Nevertheless, as described above, the bbH production

mode is constrained to the SM prediction within theory uncertainties, since there is no

dedicated analysis category targeting this production mode.

It is observed that both the best-fit values and confidence intervals can vary dramat-

ically between the two fitting scenarios. This is especially true for the parameters which

have sizeable correlations e.g. cWW − cB and cHW , and also for cd due to its large im-

pact on the Higgs boson total width. The differences arise since the values of the other

HEL parameters in the profiled fit can counter the impact from varying the parameter

of interest, thus leading to a wider q(cp) curve. In contrast, this is not possible in the fit
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Table 7.3: The best-fit values with 1σ (∼68%) confidence intervals for the parameters of interest
in the HEL interpretation. The results from both fitting scenarios are listed: profiling
the other HEL parameters in the minimisation, and fixing the other HEL parameters
to zero. The expected confidence intervals derived using the Asimov data set are
given in brackets. For the cu, cd and cℓ parameters, the best-fit values and confidence
intervals are stated for the minimum closest to zero in the respective q(cp) curves.

HEL interpretation

Parameter Others profiled Fix others to SM

cG × 105 1.43+3.20
−3.00

(

+3.13
−2.74

)

0.27+1.05
−1.05

(

+1.03
−1.01

)

cA × 104 −1.03+1.53
−1.59

(

+1.59
−1.56

)

−0.78+1.11
−1.16

(

+1.10
−1.11

)

(cWW − cB) × 102 2.16+2.84
−5.35

(

+3.46
−5.00

)

0.62+1.06
−1.22

(

+1.09
−1.23

)

cHW × 102 −1.45+4.72
−3.03

(

+3.93
−3.27

)

0.77+0.84
−1.20

(

+1.04
−1.38

)

cu × 10 0.68+0.82
−0.83

(

+0.83
−0.79

)

0.43+0.69
−0.69

(

+0.68
−0.67

)

cd × 10 0.59+1.03
−1.13

(

+1.08
−1.05

)

−0.01+0.31
−0.28

(

+0.30
−0.28

)

cℓ × 10 −0.57+0.74
−0.73

(

+0.72
−0.77

)

−0.75+0.60
−0.64

(

+0.58
−0.60

)

in which the other parameters are fixed to 0, resulting in narrower curves and therefore

tighter constraints. This effect is less pronounced for the parameters which have smaller

correlations and smaller effects on ΓH : cu, cA and cℓ.

The correlation coefficients between the HEL parameters are displayed in Figure 7.12.

As mentioned above, a large anti-correlation is observed between the pair of HEL pa-

rameters which mostly affect the HWW and HZZ vertices, namely cHW and cWW − cB.

Including more granular measurements of the VH leptonic and qqH STXS bins will help

reduce these correlations, since the cHW and cWW − cB dependence varies for different

kinematic regions of phase space. Moreover, large correlations are observed between cG

and several other parameters. This results from the fact that the parametrisation is

defined at LO. As a result the ggH production mode depends solely on cG, and this de-

pendence is relatively flat across all STXS bins. The cG parameter is therefore constrained

by the total ggH production rate, which cannot be easily distinguished from an overall

increase in the total Higgs boson decay width. The exceptions are cA and cl, which show

a small correlation with cG as they do not contribute significantly towards ΓH . This
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Figure 7.12: Observed correlations between the parameters of interest in the HEL interpretation.
The size of the correlations is indicated by the colour scale.

property also explains the sizeable difference between the fixed and profiled q(cG) curves

in Figure 7.10.

All in all, the results are extremely compatible with the SM prediction. This is clearly

visible in the q(cp) curves, such that all parameters in the profiled fit are in agreement

with the SM prediction (cp = 0) within the 68% confidence intervals. The corresponding

p-value from the profiled fit, with respect to the SM hypothesis, is pSM = 89%.

The uncertainties in the HEL parameters are amongst the most powerful constraints

from Higgs boson measurements, thereby reducing the possible parameter-space for BSM

physics in the Higgs sector. Naively, one can convert the constraints on the dimensionless

HEL parameters to a lower limit on the energy scale of new physics, Λ, by inverting the

relationships defined in Table 7.1. For example, the constraint on cG,

|cG| . 5 × 10−5 @ 68% C.L., (7.22)

roughly corresponds to the following bound on the scale of new physics in the effective

Hgg interaction vertex, assuming the nominal Wilson coefficient, wG, is of order one,

Λ2 =
m2

W

g2
s

∣

∣

∣

wG
cG

∣

∣

∣
⇒ Λ & 11 TeV @ 68% C.L. . (7.23)
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Table 7.4: The expected 1σ (∼68%) confidence intervals for the HEL parameters in the profiled
fit. The equivalent constraints are shown from the ATLAS result documented in
Ref. [183]. The final three rows show parameters which are not included in both the
CMS and ATLAS operator subsets.

Parameter ATLAS result [183] CMS result

cG × 105 +3.8
−2.6

+3.1
−2.7

cA × 104 +2.8
−2.2

+1.6
−1.6

(cWW − cB) × 102 +5.7
−7.4

+3.4
−5.0

cHW × 102 +4.1
−4.3

+3.9
−3.3

cu × 10 +2.4
−2.8

+0.83
−0.79

cd × 10 - +1.1
−1.1

cℓ × 10 - +0.7
−0.8

cHB × 101 +1.4
−1.6 -

Ultimately, the HEL model can be matched to UV-complete BSM theories. In doing so,

the constraints on the HEL parameters shown here can be re-interpreted as constraints

on the BSM couplings and masses of a UV-complete theory. A number of EFT matching

examples are provided in Ref. [76].

7.6.1 Comparison to ATLAS result

Table 7.4 compares the expected constraints9 extracted in this analysis to those from a

previous result by the ATLAS Collaboration [183], which combined measurements from

the H → γγ and H → ZZ → 4ℓ decay channels using 2016 data only (36.1 fb−1). The

improvements with respect to the ATLAS results are explained below for the common

parameters of interest. It is important to keep in mind that this is not a perfect comparison

since the ATLAS result considers a different HEL operator subset, {O′}.

• The constraint on cA improves by approximately 40% due to the inclusion of the

2017 data (41.5 fb−1) on top of the 2016 data (35.9 fb−1) in the H → γγ channel.

The improvement from the increased luminosity is not as large for cG since the

constraint comes predominantly from ggH production which is limited by systematic

uncertainties. Hence, there is a smaller gain from the increase in statistics.

• The constraint on cu improves dramatically (∼70%) due to the inclusion of analyses

which specifically target ttH production in the CMS combination.

9The expected constraints offer the best point of comparison in terms of the sensitivity, as they are
not affected by statistical fluctuations in data.
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• The inclusion of the H → WW and VH, H → bb measurements in the combination,

in addition to the increased statistics in the H → ZZ → 4ℓ channel, leads to an

improvement in the constraint on cWW − cB by approximately 35%. Nevertheless,

the improvement is somewhat hampered by the differences between the CMS and

HXSWG parametrisation, described in Section 7.4.5. For cHW , the parametrisation

differences have a larger effect, resulting in a smaller improvement in the constraint

(∼15%).

• The cd and cℓ parameters were not considered in Ref [183], since their constraints

are driven mainly from the H → bb and H → ττ channels. The cHB parameter is

not considered in the CMS interpretation.

Recently, the ATLAS Collaboration have superseded the result of Ref. [183] with an

EFT interpretation of STXS measurements in the H → bb, H → γγ and H → ZZ → 4ℓ

decay channels, using data taken during the 2016-2018 periods [184]. This corresponds to

a total integrated luminosity of 139 fb−1 in each of the input channels. The interpretation

is performed in the Warsaw basis [46] (see Section 7.7.1), where the SMEFTsim model [79]

is utilised to derive the EFT parametrisation. Due to the difference in EFT bases, it is

difficult to make a direct comparison with the results of the HEL interpretation shown

here. The next CMS Higgs boson combination will include an EFT interpretation in the

Warsaw basis, based on the combination of STXS stage 1.2 measurements in all of the

major Higgs boson decay channels. More detail regarding this future CMS analysis is

provided in Section 7.7.1.

7.6.2 Comparison to the simplified re-interpretation procedure

The differences between the q(cp) curves in Figure 7.10 and the ∆χ2(cp) curves in Fig-

ures 7.8 and 7.9 directly reflect the assumptions of the simplified re-interpretation proce-

dure. Namely, assuming the likelihood surface is Gaussian and therefore the measurement

uncertainties are symmetric, and also treating the input analyses as statistically indepen-

dent. The results from both approaches are summarised in Table 7.5.

Most of the HEL parameters show a reasonable level of agreement between the two

approaches. This is particularly true for the expected sensitivities, given in brackets, and

for (the majority of) the fits in which the other parameters are fixed to zero. For the

profiled fits, the agreement is less good. This is because the profiled fit represents a more

complicated problem, where certain nuances of the likelihood, such as the correlations

between input measurements, become increasingly important. The complexity of the

CMS Higgs boson combination likelihood makes it extremely difficult to pinpoint the
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Table 7.5: The best-fit values and 1σ (∼68%) confidence intervals for the HEL parameters ex-
tracted using the full likelihood results extraction and the simplified re-interpretation
procedure. The expected 1σ confidence intervals are given in brackets.

Parameter
Other profiled Fix others to SM

Full q ∆χ2 Full q ∆χ2

cG × 105 1.43+3.20
−3.00

(

+3.13
−2.74

)

1.44+2.77
−2.31

(

+2.92
−2.41

)

0.27+1.05
−1.05

(

+1.03
−1.01

)

−0.27+0.82
−0.85

(

+0.82
−0.85

)

cA × 104 −1.03+1.53
−1.59

(

+1.59
−1.56

)

0.97+1.31
−1.60

(

+1.49
−1.55

)

−0.78+1.11
−1.16

(

+1.10
−1.11

)

1.08+1.01
−0.97

(

+1.06
−1.01

)

(cWW − cB) × 102 2.16+2.84
−5.35

(

+3.46
−5.00

)

−0.11+2.49
−3.37

(

+2.87
−3.76

)

0.62+1.06
−1.22

(

+1.09
−1.23

)

0.25+0.91
−1.06

(

+0.98
−1.16

)

cHW × 102 −1.45+4.72
−3.03

(

+3.93
−3.27

)

0.54+2.19
−2.24

(

+2.71
−2.67

)

0.77+0.84
−1.20

(

+1.04
−1.38

)

0.55+0.60
−0.71

(

+0.80
−1.09

)

cu × 10 0.68+0.82
−0.83

(

+0.83
−0.79

)

0.64+0.68
−0.74

(

+0.76
−0.76

)

0.43+0.69
−0.69

(

+0.68
−0.67

)

0.50+0.57
−0.60

(

+0.65
−0.70

)

cd × 10 0.59+1.03
−1.13

(

+1.08
−1.05

)

0.52+1.02
−0.64

(

+1.38
−0.81

)

−0.01+0.31
−0.28

(

+0.30
−0.28

)

0.26+0.28
−0.26

(

+0.26
−0.24

)

cℓ × 10 −0.57+0.74
−0.73

(

+0.72
−0.77

)

−0.89+0.78
−0.77

(

+0.73
−0.67

)

−0.75+0.60
−0.64

(

+0.58
−0.60

)

−0.89+0.64
−0.71

(

+0.57
−0.62

)

origins of the differences. This ultimately motivates in-house EFT interpretations, such

as the one presented here, since the experiments have access to the full likelihood function.

It should be stressed that there exist more in-depth methods for performing re-

interpretations. An extension to the simplified re-interpretation procedure used here

is described in Ref. [185], which introduces a new method to deal with asymmetric uncer-

tainties. Furthermore, experiments are beginning to publish simplified or full likelihood

functions to accompany their measurements [186]. Such approaches will systematically

improve the accuracy of the re-interpretations.

7.7 The future of Higgs EFT measurements in CMS

The interest in using SMEFT to parametrise the effects of many candidate BSM theories

has increased substantially in recent years. The HEL interpretation discussed in this

chapter was the first application of a SMEFT to STXS measurements at CMS. Going

forward, the obvious means to tightening the constraints on the parameters of interest

in this approach, is to use more data, thereby decreasing the statistical uncertainties. In

addition, increasing the granularity of the measurements will help disentangle regions of

phase space that depend differently on the EFT parameters. Not only does this result in

tighter constraints and smaller correlations due to the kinematic information available in

the measurements, but it also allows more directions (more operators) in the EFT to be

probed.

The CMS Collaboration will perform a combination of Higgs boson measurements

from all the major decay channels, using the full data set collected in the period 2016-
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2018.10 This corresponds to an integrated luminosity of 137 fb−1 in all input analyses.

In the combination, the signal processes will be defined at the granularity of the STXS

stage 1.2 binning scheme, thus enabling a highly granular EFT interpretation of STXS

measurements, akin to the ATLAS result of Ref. [184]. Of course, this will only be possible

when all of the individual input analyses to the combination have been finalised.

The HEL interpretation discussed in this chapter provides a solid platform on which

to build EFT interpretations of STXS measurements at CMS. Nevertheless, there are a

number of caveats associated with the result. These include the choice of operator basis

in the EFT expansion, the effect of higher-order corrections in the parametrisation, and

the impact of neglecting acceptance effects. This section discusses the implication of these

caveats, and how they may be addressed in future Higgs EFT measurements at CMS.

7.7.1 Warsaw basis: SMEFTsim

The first item to be addressed is the choice of operator basis. Ultimately, the choice

of basis only becomes relevant when the effect of certain operators are set to zero; new

physics will appear equivalently in any complete operator expansion. However, given

the limited available statistics and limited breadth of measurements, it is infeasible to

constrain all EFT operators simultaneously. As a result, some operators must be fixed to

zero, and the choice of basis becomes important.

The interpretation described in this chapter has been performed using a partial im-

plementation of the SILH basis, known as the Higgs Effective Lagrangian [163]. Whilst

the SILH basis benefits from being relatively straightforward to match to UV-complete

models with modified bosonic interactions, and is easily propagated to the impact on LEP

observables, it suffers from the fact that the same operators contribute to both anomalous

triple gauge couplings (aTGC) in EW measurements and Higgs observables [187]. Since

performing this interpretation, the emphasis in the high-energy physics community has

shifted towards the Warsaw basis [46]. The Warsaw basis is more appropriate for BSM

physics with modified fermionic interactions, and has already been used in a number of

Higgs, EW and top-quark measurements11. By adopting a common language in the EFT

interpretations, it becomes possible to combine results from multiple disciplines (Higgs,

EW, top), thus enabling the ultimate consistency test of the SM in which many directions

of the EFT parameter space can be probed simultaneously. Motivated by this notion of

a cross-discipline global combination, future EFT interpretations of STXS measurements

at CMS will be performed in the Warsaw basis.

The SMEFTsim package [79] provides a number of LO implementations of the com-

10Including the H → γγ measurements described in Chapters 4–6.
11Some examples are provided in Refs. [184, 188, 189].
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plete Warsaw basis, up to operators of dimension-6, with different assumptions regarding

the flavour symmetry. The implementation discussed in the following section assumes a

U(3)5 flavour symmetry i.e. unbroken global flavour symmetry present in the SM out-

side the Yukawa sector, and includes the possibility of CP-violating phases. The model

is configured using the theoretically-favoured mW, mZ and GF input-parameter scheme.

Additionally, the Warsaw-basis parameters, ~C (capitalised to help differentiate from the

HEL parameters, ~c), are defined for a nominal energy scale of Λ = 1 TeV. This differs from

the HEL parameters, which absorbed the Λ−2 factor into their definition. Nevertheless,

the Warsaw-basis parameters can be obtained for alternate values of Λ = Λ∗ by scaling

with the factor (Λ∗/1 TeV)2.

7.7.2 Warsaw parametrisation and expected sensitivities

The signal-yield parametrisation has been derived in the Warsaw basis using the same

procedure detailed in Section 7.4.1. All MC-generator options are identical to those

defined in Appendix G, except the HEL UFO model has been exchanged with the SMEFTsim

model. The parametrisation is defined at the granularity of the STXS stage 1.2 binning

scheme to match the input analyses in the future CMS Higgs boson combination.

Again, non-zero effects are considered in only a subset of EFT operators, since it is not

possible to constrain all directions of parameter space using Higgs boson measurements

alone. A larger number of operators, listed in Table 7.6, are included in this parametri-

sation to account for the enhanced sensitivity from the increased integrated luminosity

and more granular measurements. The full set of cross-section and branching-fraction

scaling functions are derived in the Warsaw basis including both the linear and quadratic

terms, and are tabulated in Appendix I. As an example, the scaling terms for the ZH lep-

tonic and ttH stage 1.2 bins are shown as functions of the CHW and |CuG| Warsaw-basis

parameters, respectively, in Figure 7.13.12

The simplified re-interpretation procedure, introduced in Section 7.5, is used to provide

an estimate of the sensitivity to the Warsaw-basis parameters, applying the preliminary

parametrisation of Appendix I. The measurements, Xa, entering the χ2 function are

the current public STXS stage 1.2 measurements performed by the CMS experiment:

the H → γγ analysis described in Chapters 4–6, and the H → ZZ → 4ℓ analysis of

Ref. [190]. The results from the H → ττ , H → bb and H → WW decay channels

are not available at the time of writing this thesis. For STXS bins that are merged in

the measurement, the corresponding scaling function is taken as the weighted sum of

the individual scaling functions, where each bin is weighted according to its relative SM

12It should be stressed that this parametrisation, particularly the chosen operator subset, is not yet
final and is likely to change before the future CMS Higgs boson combination.
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the Higgs boson kinematics, but additional dependencies are observed. For example, by

resolving the top quark loop, we see that ggH gains a dependency on the |CuG| Warsaw-

basis parameter (purple). This plot highlights the importance of including higher-order

contributions in future CMS EFT interpretations, particularly when parametrising the

loop-induced processes.

7.7.4 EFT after the detector

Throughout this chapter, we have seen that EFT effects modify not only inclusive event

rates, but also the event kinematics. This property means that the constraints on EFT

parameters benefit from measuring kinematic distributions, for instance in the STXS

framework or in differential cross section measurements. However, modifications to the

event kinematics can directly impact both the detector efficiency and the analysis accep-

tance, meaning the ǫi,fk factors become dependent on the EFT parameters, ~C. In the

interpretation described in this chapter, these factors are derived using SM MC, and are

assumed to take their SM predicted values. This assumption is particularly relevant in

the STXS framework, where the decay products of the Higgs boson are not restricted to a

fiducial phase space14. As a result, the extrapolation from the experimental phase space

in which the events are measured, to the full kinematic phase space can be large. If the

events in the experimental phase space depend differently on the EFT parameters to the

total phase space, then the SM assumption of the ǫi,fk factors break down and the validity

of the interpretation is questioned.

The impact is especially severe for the four-body H → ZZ → 4ℓ decay channel, where

at least one of the Z bosons must be off-shell. Figure 7.17 shows the truth-level dilepton

invariant-mass distributions, mZ1 (mZ2), for the Z candidate with invariant mass closest

to (furthest from) the nominal Z boson mass, mZ = 91.188 GeV [24]. Events are required

to have a dilepton angular separation of ∆Rℓℓ > 0.05 to avoid divergences in the collinear

limit. The distributions are shown for the SM prediction and when turning on various

contributions from EFT operators in the Warsaw basis. In the corresponding analysis

selection [190], all reconstructed pairs of leptons that form a Z candidate are required to

have an invariant mass greater than 12 GeV, shown by the dashed vertical line in the

mZ2 plot. Clearly, the EFT effects are dramatically reduced in the experimental phase

space (mℓℓ > 12 GeV), compared to the full kinematic distribution, thereby reducing the

sensitivity to the relevant EFT parameters. Figure 7.18 demonstrates the impact on the

H → ZZ partial-width scaling as a function of CHW , CHB and C
(3)
Hℓ , when including the

mℓℓ > 12 GeV requirement at truth-level. Large discrepancies are observed in the scaling

functions for the Warsaw-basis parameters that exhibit a strong kinematic dependence i.e.

14This may change in the future, where discussions regarding a “STXS at decay” scheme are ongoing.
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CHW and CHB, for with and without the selection requirement. This suggests that going

forward it will be crucial to account for these so-called acceptance effects, particularly for

processes which are significantly impacted.

There are two approaches to including the acceptance effects in the signal parametri-

sation. The first, demonstrated in Figure 7.17, is to apply the analysis-like selection cuts

at truth-level and re-derive the relevant scaling functions. This somewhat lightweight

approach is quick, but may oversimplify the problem at hand by not accounting for the

detector efficiencies, nor would it be possible to calculate the impact for higher-level anal-

ysis selection techniques, such as using BDTs or DNNs. The second approach is to include

the EFT effects in the full MC simulation samples used in the individual analyses, and

subsequently propagate these effects through the whole analysis chain i.e. the event recon-

struction and selection. The correct signal-yield parametrisation would then be derived

using only the subset of events which enter the respective analysis region. Although this

approach is the most thorough, generating separate samples for each EFT effect can be

cumbersome and extremely time-consuming. A workaround for this is discussed in the

following section.

7.7.5 Standalone reweighting procedure

The Madgraph matrix-element reweighting functionality [180] used for the signal parametri-

sation derivation in Section 7.4.1, can be exported as a standalone reweighting package.

Subsequently, the reweighting procedure can be applied to existing MC events, provided

all truth-level event information is available to fully specify the per-event matrix-element,

M. In doing so, events in the nominal SM simulation can be reweighted to any point in

the EFT parameter space, such that the corresponding event weights can be propagated

through the analysis framework. The obvious benefit here is that only one simulation

sample, the nominal SM sample, is required per process. An example is provided in Fig-

ure 7.19, which shows the reconstructed pT and η distributions for the leading lepton in

ZH leptonic events, where the nominal SM events have been reweighted to account for

variations in a number of Warsaw-basis parameters. This effectively shows the impact of

EFT after the CMS detector.

The application of this standalone reweighting procedure is still in its preliminary

stages, and there are a number of obstacles to overcome before integrating into a full CMS

analysis. These include the reweighting of higher-order SM events (e.g. NNLO) using a

lower-order reweighting scheme (e.g LO), and generating enough events to sufficiently

populate all regions of phase space, including those regions which are not particularly

favoured in the SM but might be enhanced in the EFT.
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Figure 7.19: The reconstructed pT and η distributions for the leading lepton in ZH leptonic
events. The black points correspond to the SM prediction, whilst the coloured
lines show the distributions when various EFT contributions are introduced. These
events are taken from a nominal SM simulation sample, and are reweighted to differ-
ent points in the EFT parameter space using the standalone reweighting procedure.

7.8 Summary

This section has detailed an EFT interpretation of STXS measurements at CMS. One of

the main benefits in using an EFT framework is that the results are agnostic to a wide

class of potential BSM theories that reduce to the SM in the IR limit. As a result, the

EFT interpretation offers a (almost) model independent framework on which to search

for BSM physics.

Higgs boson production cross sections and branching fractions have been parametrised

as functions of EFT Wilson coefficients, such that deviations from zero in these coeffi-

cients signal new physics. This parametrisation was extracted using the Higgs Effective

Lagrangian (HEL) model, at the granularity of the STXS framework. By doing so, the

kinematic information available in STXS measurements was utilised to further constrain

EFT operators. The parametrisation was applied to the most recent CMS Higgs boson

combination, which combines STXS measurements from all the major Higgs boson decay

channels. All results were found to be consistent with SM expectations, where the corre-

sponding constraints are amongst the most powerful constraints on EFT parameters from

Higgs boson measurements to-date.

The section concluded with a look to the future of Higgs EFT measurements at CMS.

The transition towards the Warsaw basis was discussed, motivated by the possibility of

a global cross-discipline combination. This included a sensitivity estimate in a number

of Warsaw-basis parameters from a combination of STXS stage 1.2 measurements in the

H → γγ and H → ZZ → 4ℓ decay channels. Following this, the systematic improvement
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of the EFT parametrisation by including higher-order corrections was addressed. Finally,

the importance of including the effects of the CMS detector in future EFT analyses was

highlighted.
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Chapter 8

The High-Luminosity LHC

8.1 Introduction

The obvious means for improving precision measurements is to take more data. Run 2

of the LHC finished in 2018, delivering p-p collisions at
√
s = 13 TeV and reaching a

maximum instantaneous luminosity of around 2×1034 cm−2 s−1. After a shutdown period

for upgrades and maintenance, Run 3 is expected to commence in 2022 and finish in 2024.

Here, the LHC machine will operate with an instantaneous luminosity of 2×1034 cm−2 s−1

over the full data-taking period, at
√
s = 13 or 14 TeV. By the end of Run 3, over

L = 300 fb−1 of p-p collision data will have been collected by the CMS experiment.

Since the statistical uncertainty in a measurement scales according to 1/
√

L, simply

operating with the same beam-conditions beyond Run 3 is not particularly interesting; the

machine would have to run for fifteen years to see a factor of two improvement in the pre-

cision. A future operation of the LHC machine, referred to as the High-Luminosity LHC

(HL-LHC) [191], will upgrade the LHC beam and maximise the physics potential. During

this phase, proton bunches will be collided at
√
s = 14 TeV, with a nominal instantaneous

luminosity of 5 × 1034 cm−2 s−1 (2.5 times the Run 3 instantaneous luminosity), rising to

as high as 7.5 × 1034 cm−2 s−1 towards the end of operation. Scheduled to begin in 2027,

this means by the mid-2030s an integrated luminosity of around 3000 fb−1 (3 ab−1) will

be available for physics analysis. Not only will this dramatically reduce the statistical un-

certainty in existing measurements, but it will also open the door for new measurements

and analyses that are not possible with a limited data set. One such example is provided

in Section 8.4, looking at the potential of constraining the Higgs boson self-coupling using

ttH + tH differential measurements.

Unfortunately, the increase in the instantaneous luminosity comes at a price. At the

HL-LHC, the mean pileup-per-bunch-crossing is expected to be as high as 200. This poses

a major challenge both in terms of the higher radiation levels delivered to the LHC exper-
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iments, and the ability to trigger on and reconstruct physics of interest in a high-pileup

environment. As a result, all LHC experiments will undergo major upgrade programmes

to accommodate the HL-LHC conditions. The operation of the CMS detector during the

HL-LHC is referred to as CMS Phase-2. For this operation, the CMS experiment will not

only replace the existing parts of the detector with high levels of radiation damage, but

will improve the functionality of these parts in terms of the radiation-hardness and the

granularity of the readout channels [192]. Amongst the numerous upgrades, two of the

most substantial developments are with respect to the L1T and the endcap calorimeters [3,

193].

The design latency of the CMS Phase-2 L1T will be extended to 12.5 µs. This enables

the use of more granular information from the various subdectors in the trigger decision

including, for the first time, hits in the inner tracker. Advances in Field Programmable

Gate Array (FPGA) technology [194] will also facilitate more complex algorithms at the

L1T stage, including the application of a Particle-Flow-like algorithm to link the various

subdetectors, as well as ML algorithms such as Boosted Decision Trees (BDTs). Further-

more, the combined improvements in the front-end electronics and the data-acquisition

(DAQ) system [195] allow the maximum output event rate of the L1T to be increased from

100 kHz to 500 kHz. All in all, these upgrades are crucial for maintaining an excellent

trigger efficiency in a high-pileup environment.

By the end of Run 3, the CMS endcap calorimeters will be significantly radiation-

damaged, such that their performance will be substantially reduced. For Phase-2, the

ECAL and HCAL endcaps will be completely replaced by a single subdetector, known

as the High-Granularity Calorimeter (HGCAL), which will have both electromagnetic

and hadronic components. The HGCAL will exhibit a fine segmentation in both the

transverse and longitudinal directions, as well as timing capabilities, to enable the precise

reconstruction of both electromagnetic and hadronic showers in four dimensions (three

spatial and one temporal). This is an extremely exciting prospect for studying physics

processes in the forward region, such as reactions initiated by vector-boson fusion (VBF).

8.2 The High Granularity Calorimeter

The design of the HGCAL [193] is driven mainly by the need to be radiation tolerant

and maintain a good energy resolution over the full lifetime of the HL-LHC project, as

well as exhibiting sufficient granularity to perform calorimetry in the forward region;

a schematic of this design is provided in Figure 8.1. It will cover the pseudorapidity

region: 1.5 < |η|< 3, and consist of an electromagnetic compartment (CE-E), followed

by a hadronic compartment (CE-H). The design is comprised mainly of silicon detector
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LHC beampipeIP

Figure 8.1: Longitudinal structure of the HGCAL. The electromagnetic compartment (CE-E)
consists of 28 sampling layers of hexagonal silicon sensors (green), interleaved with
absorber layers. The total depth of the CE-E is 26 radiation lengths (X0) and 1.7
nuclear interaction lengths (λI). The hadronic compartment (CE-H) is formed of
24 sampling layers, with an increased thickness for the rear 12 layers. The active
material in this region is composed of silicon sensors (green) and plastic scintillator
(blue), for the region of the detector with lower levels of radiation. The CE-H extends
the total depth of the HGCAL to 10.7 λI . In front of the CE-E lies the endcap timing
layer (TE, purple) which aids in the mitigation of pileup, and a polythene neutron
moderator (PM) layer to reduce the neutron flux in the CE-E. Figure has been
adapted from that shown in Ref. [193].

technology, which has been shown to withstand high-radiation levels and perform well

in the high particle-flux environment. This is supplemented with plastic scintillator tiles

towards the rear of the detector, where the scintillation light is read out by silicon photo-

multiplier tubes. The active material of the detector is interleaved with layers of lead and

stainless-steel absorber, which increases the effective depth of the calorimeter and thus

provides good containment of the particle showers.

The HGCAL will feature unprecedented transverse and longitudinal segmentation.

Both the silicon sensors and the plastic scintillator tiles will be highly segmented, with a

size of ≈ 0.5 to 1 cm2 and ≈ 4 to 30 cm2, respectively. Coupling this property with the fact
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that the highly-dense material in the HGCAL leads to laterally-compact showers enables

excellent shower separation. Moreover, the fine lateral granularity limits the region used

for the shower-energy measurement and thus minimises the energy contamination from

particles originating in pileup interactions. The longitudinal segmentation of 28 layers in

the CE-E and 24 layers in the CE-H provides a handle on the longitudinal development of

a particle shower. This capability, which is not possible in the current CMS calorimeters,

improves the electromagnetic energy resolution, enables pattern recognition, and helps to

mitigate showers originating from pileup. Finally, the intrinsic timing capabilities of the

silicon sensors mean that each energy deposit can be given a precise time stamp. This

timing information is especially useful for pileup rejection, identification of the interaction

vertex, and for the PF reconstruction.

An extra design requirement of the HGCAL is the ability to contribute to the L1T

decision. As introduced in the previous section, recent advances in FPGA technology in

both the available hardware resources and algorithm implementation tools have enabled

the application of more complex and powerful algorithms at the L1T stage. The following

section is dedicated to an ML algorithm designed to differentiate electrons and photons

from jets in the HGCAL L1T. More detail regarding the foundations of ML algorithms is

provided in Appendix B.

8.3 Electron and photon identification in the HGCAL L1T

The high granularity of the HGCAL enables electromagnetic showers originating from sin-

gle electrons or photons (e/γ) to be resolved, even in the very high-occupancy environment

of the HL-LHC. To successfully reconstruct events containing such objects, it is necessary

to correctly identify e/γ showers at the L1T decision stage. This section investigates the

application of a BDT to distinguish e/γ candidates (signal) from pileup-induced clusters

(background) in the HGCAL L1T. For the studies, dedicated MC-simulation samples are

used which correspond to collisions in the CMS Phase-2 detector with a centre-of-mass

energy of
√
s = 14 TeV and an average of 200 pileup interactions per event.

Despite the increased total latency of the CMS Phase-2 L1T allowing HGCAL infor-

mation to be used, it is not possible to read out all the data with full granularity. To

reduce the data, only alternate layers in the CE-E are used, and neighbouring silicon

sensors (scintillator tiles) are summed into so-called trigger cells with a granularity of ap-

proximately 4 cm2 (16 to 100 cm2). Additionally, a reasonably tight energy threshold is

placed on the trigger cells and no timing information is stored. A clustering algorithm [3]

is applied to the selected trigger cells, which (in a similar fashion to the algorithm de-

scribed in Section 3.4) first seeds the clusters and then builds topological clusters around
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these identified seeds. The resulting 3D clusters form the collection of HGCAL trigger

primitives, on which the L1T decision is based. Even with the data-reduction techniques,

the trigger primitives contain sufficient information regarding the 3D development of the

particle shower to efficiently identify e/γ candidates and reject clusters originating from

pileup.

The XGBoost software package [196] is used for BDT training, where the input

data are simulated HGCAL trigger primitives (3D clusters). Input features are the five

longitudinal and four lateral shower-shape variables listed in Table 8.1. The energy-

weighted RMS features are defined for generic trigger cell co-ordinate, p, as,

Weighted RMS(p) =

√

√

√

√

1

Etot

Ntc
∑

i

Ei(pi − 〈p〉)2 (8.1)

where the sum is over a collection of trigger cells, each with energy Ei, and co-ordinate

pi. The quantity 〈p〉 is the energy-weighted mean of p over the whole collection, whilst

Etot =
∑Ntc

i Ei. Features of this type give an indication of the shower spread in the p

co-ordinate direction.

In the training, signal clusters are identified as those consistent with originating from

a truth-level electron of pT > 20 GeV,1 where the cluster is required to pass a minimum-

pT threshold of 10 GeV. Note, only electron clusters are required for training the e/γ

identifier since both photon and electron showers have almost identical features in the

HGCAL. Background clusters (pileup) are all clusters with pT > 20 GeV that are not

matched to a truth-level electron.

Two separate BDTs are trained in the pseudorapidity regions 1.5 < |η|< 2.7 and

2.7 < |η|< 3.0, to account for the fact that the e/γ shower-shape features evolve rapidly

as a function of η. This improves the overall background rejection with respect to train-

ing a single BDT inclusive in η, particularly in the high |η| region. Figure 8.2 shows

the Max layer (longitudinal) and Weighted RMS(η) (lateral) distributions for signal and

background clusters in each η region. Both features show good discriminating power. The

Max layer distribution demonstrates that most e/γ showers deposit their maximum energy

in the CE-E compartment (first 28 layers, where only alternate layers contribute to the

trigger primitives), whilst clusters originating from pileup jets are more likely to deposit

their maximum energy in the CE-H compartment (back 24 layers). The distributions of

all input features are shown in Appendix J.

1This is done by requiring the reconstructed cluster to be within an angular separation of ∆R < 0.2
with a truth-level electron.
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Table 8.1: Input features to the HGCAL L1T e/γ identification BDT.

Longitudinal shower shape variables

Weighted RMS(z) Energy weighted RMS of trigger cell z co-ordinate, evaluated over the whole
cluster. Measure of the longitudinal spread of the shower.

First layer First layer of the HGCAL with an energy deposit (above the trigger cell
threshold).

Max layer Layer of the HGCAL with maximum cluster energy deposit.

Shower length Total length of the cluster calculated as the difference between the first
layer and the last layer with an energy deposit.

Core shower length Maximum number of consecutive layers with energy deposits in the cluster.

Lateral shower shape variables

Weighted RMS(r) Energy weighted RMS of trigger cell r co-ordinate, evaluated over the whole
cluster. The r co-ordinate is divided by the z co-ordinate in the calculation
to account for the spreading out of the shower as it propagates through the
HGCAL. Measure of the radial spread of the shower.

Mean layer weighted RMS(r) Energy weighted RMS of trigger cell r co-ordinate, evaluated for each layer
separately, and averaged over the whole cluster. Again, the r co-ordinate is
divided by the z co-ordinate to account for the spreading out of the shower.
Measure of the radial spread of the shower.

Weighted RMS(η) Energy weighted RMS of trigger cell η co-ordinate, evaluated over the whole
cluster. Measure of the polar angle spread of the shower.

Weighted RMS(φ) Energy weighted RMS of trigger cell φ co-ordinate, evaluated over the whole
cluster. Measure of the azimuthal spread of the shower.
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Figure 8.2: The Max layer (left) and Weighted RMS(η) (right) distributions for signal and back-
ground clusters, separated into the two pseudorapidity regions.
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Figure 8.3: BDT output-score distributions for signal and background clusters. The BDT
trained in the low |η| region (1.5 < |η|< 2.7) and the BDT trained in the high
|η| region (2.7 < |η|< 3.0) are shown in the left and right plots, respectively. The
outputs show excellent discrimination between signal and background clusters.

8.3.1 Performance

The output-score distributions of the two BDTs are shown for signal and background clus-

ters in Figure 8.3; the scores are effectively a measure of how signal-like (1) or background-

like (-1) the clusters are based on the input shower-shape features, ~x.

The performance of the classifier is evaluated using the area under the receiver op-

erating characteristic (ROC) curve [197]. Each point in the ROC curve corresponds to

the signal efficiency and background rejection evaluated at a given threshold on the BDT

output score. Here, the signal efficiency is defined as the fraction of truth-matched elec-

tron clusters above the BDT output-score threshold, whilst the background rejection is

defined as the fraction of pileup clusters rejected at the same threshold. The ROC curves,

evaluated using an independent test sample, are shown for both BDTs in Figure 8.4. The

performance is shown to be slightly better for the low η region.

Baseline thresholds on the output scores (working points) are chosen for an inclusive

signal efficiency of 97.5% in the 1.5 < |η|< 2.7 region and 90.0% in the 2.7 < |η|< 3.0

region. These correspond to background rejections of 96.7% and 97.3%, respectively. The

tighter working point for high |η| is chosen to combat the increased levels of pileup in this

region. Ultimately, the excellent discriminating power is a result of the highly segmented

design of the HGCAL, which provides a powerful handle on the lateral and longitudinal

development of particle showers.
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Figure 8.4: ROC curves for the e/γ identification BDTs, trained in the low |η| region
(1.5 < |η|< 2.7, green) and the high |η| region (2.7 < |η|< 3.0, blue).

The trigger efficiency of the algorithm is shown as a function of the truth-level electron

pT and |η| in Figure 8.5. This efficiency is defined as the fraction of truth-level electrons

with pT > 30 GeV that:

• have a matching trigger primitive cluster separated by an angle ∆R < 0.2 with

respect to the truth-level electron, where the cluster is required to have a recon-

structed pT > 20 GeV;

• and pass the aforementioned working points on the e/γ identification BDT.

In the plots, the grey lines indicate the fraction of electrons with a matching cluster; this

is practically 100% for all pseudorapidity bins, except the two at the HGCAL edges where

the electron can fall outside of acceptance. The blue lines then indicate the efficiency after

applying the e/γ identification working points. It is shown to increase as a function of

electron pT , rising from 94% at pT = 30 GeV to around 99% for pT = 100 GeV. Also, the

efficiency is shown to decrease with increasing electron |η|, barring the first pseudorapidity

bin. This is especially noticeable in the high-|η| region (2.7 < |η|< 3.0) where a tighter

working point is applied on the BDT output score.

Clusters passing the e/γ identification BDT working point are subsequently pro-

moted to calorimeter-only e/γ candidates. Those in the acceptance region of the tracker

(|η|< 2.4) are combined with track finder trigger primitives to build track-matched ob-

jects for electrons and isolated showers (without a matching track) for photons. The

objects then enter the L1T decision process, where an accept signal is sent to the detector

read-out electronics if the event is deemed to be of interest [3].
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The BDT algorithm described in this section was developed in offline software. In

practice, the L1T operates in real time during data-taking (online) and therefore the

algorithm must be implemented in firmware. Recent advances in FPGA technology have

enabled the implementation of this particular e/γ identification algorithm in firmware,

using the hls4ml library [194]. Crucially, when developing such algorithms it is essential

that the resources needed for running are consistent with the design constraints of the

Phase-2 L1T. Studies looking at more complex algorithms for the e/γ identification, such

as neural networks, have been discussed. To be successful, it must be feasible to implement

these algorithms in firmware, and the resources needed for running must be compatible

with the constraints of the CMS Phase-2 L1T architecture.

8.4 Higgs boson physics at the HL-LHC

The HL-LHC offers a wide and diverse physics programme over the coming decades [198,

199]. In particular, the potential gains from using the HL-LHC data set for Higgs bo-

son physics are striking [4]. For example, the combination of future ATLAS and CMS

measurements with 3 ab−1 of p-p collision data is expected to achieve uncertainties O(1.5–

2.5%) in the Higgs boson couplings to vector bosons, and O(2–4%) in the Higgs boson

couplings to third-generation fermions; where the dominant component of the uncertain-

ties in all cases arises from the theoretical-prediction projections. In comparison, the

current best measurements from the CMS experiment are O(8–11%) and O(10–17%),

respectively [36]. Moreover, the increased data-set will enable more differential mea-

surements, probing increasingly granular regions of the Higgs boson phase space, and

will shed light on rarer Higgs boson interactions including the Higgs boson couplings to
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second-generation fermions and the Higgs boson self-coupling. Altogether, the Higgs bo-

son physics programme at the HL-LHC will go a long way towards elucidating the origins

of electroweak symmetry breaking.

The analysis described in this section extracts the expected sensitivity of differential

pHT cross section measurements for Higgs boson production in association with at least

one top quark, with the Higgs boson decaying to photons (ttH + tH, H → γγ), using

the CMS Phase-2 detector at the HL-LHC [48]. It is important to keep in mind that the

observation of the ttH production mode was only made in 2018, using a combination of

Higgs boson decay modes [30, 33]. The results presented here show that by the mid-2030s,

we will be able to measure this production mode differentially, demonstrating impressive

sensitivity (O(15–40%) uncertainties in different pHT bins) in a single Higgs boson decay

channel. These measurements can be used to indirectly constrain the trilinear Higgs

boson self-coupling (λ3). Variations in κλ = λ3/λ
SM
3 from unity affects the values of the

differential cross sections due to NLO corrections in electroweak theory. The expected

constraints on λ3 from this indirect approach are determined. The analysis uses many of

the same techniques as the H → γγ analysis described in Chapters 4–6.

8.4.1 Top-associated differential pH
T

cross sections

Signal and background events are simulated with
√
s = 14 TeV using a combination of the

MG5 aMC@NLO (version 2.2.2) [119], Powheg (version 2.0) [120–125], and sherpa

(version 2.2.5) [126] generators, interfaced with Pythia8 (version 8.205) [127] for par-

ton showering and hadronisation. The events are subsequently propagated through the

delphes framework [200] to perform a fast simulation of the CMS Phase-2 detector re-

sponse under HL-LHC conditions. This works by parametrising the detector efficiency

and resolution of the various upgraded Phase-2 subdetectors as a function of the different

final-state objects properties (e.g. pT , η), where the exact forms of these parametrisations

have been derived using detailed simulations [192]. The outputs of delphes are then col-

lections of jets, b tagged jets, photons, charged leptons and pmissT for each generated event,

which approximately match the expected performance of the CMS Phase-2 detector. All

samples are normalised to the expected yields at an integrated luminosity of 3 ab−1.

Events are required to contain two photons with |ηγ |< 2.5, excluding the barrel-

endcap transition region (1.44 < |ηγ |< 1.57), with a diphoton invariant mass satisfy-

ing 100 < mγγ < 180 GeV. The leading (sub-leading) photon is also required to have

pγT /mγγ > 1/3 (1/4). Additionally, the two photons are required to have an angular

separation, ∆Rγγ > 0.4, and each photon must satisfy an isolation requirement which

demands the sum of charged particle pT in a cone of radius ∆Rγ = 0.4, centred on the

photon direction, is less than 30% of the photon pγT . For events with multiple photon
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pairs passing this selection, the pair with mγγ closest to the Higgs boson mass are chosen.

Top quarks almost always decay to a W boson and a bottom quark. Therefore, to

isolate events consistent with Higgs boson production in association with top quarks, all

events are required to contain at least one b tagged jet (see Section 4.3.3). Events are

then separated into two orthogonal global categories depending on the decay products

of the W boson: a hadronic global category (W→qq) and a leptonic global category

(W→ ℓν). In the hadronic selection, events are required to contain at least three jets,

clustered using the anti-kT algorithm [68, 69] with a distance parameter of R = 0.4, where

each jet must satisfy pjT > 30 GeV and |ηj |< 4, and be separated by ∆Rj,γ > 0.4 with

respect to both photon candidates. The leptonic selection requires at least two jets, in

addition to at least one isolated muon or electron. The muon or electron must satisfy

pℓT > 20 GeV and |ηℓ|< 2.4, excluding the barrel-endcap transition region for electrons.

Muons are required to pass an isolation criteria, such that the sum of all particles pT in

a cone of radius ∆Rµ = 0.4, centred on the muon direction, is less than 25% of the muon

pµT . For electrons, the invariant mass of pairs formed from the electron and either photon,

meγ , is required to be greater than 5 GeV from the nominal Z boson mass to reduce the

contamination from Z → e+e− decays. Events passing the leptonic selection are excluded

from the hadronic selection to ensure the two categories are orthogonal.

To improve the signal-vs-background discrimination, a BDT is trained independently

for each global category using events passing the aforementioned selection criteria. The

input features are the photon, jet and lepton pT and η values, the photon isolation vari-

ables, the pmissT , the scalar sum of all final state objects pT (mitigating the effects of

pileup), the azimuthal separation between the photon pair and the closest jet/leading

lepton, and the total number of jets, b tagged jets, and leptons in the event. The BDT

output score distributions for the hadronic and leptonic global categories are shown in

Figure 8.6. The plots indicate the important background processes for this study, and

also show the contributions from other Higgs boson production modes: ggH + VH. The

contamination from VBF production is negligible, and is therefore ignored in this analysis.

Table 8.2 shows the bin boundaries for which the differential pHT cross sections are

measured. The hadronic and leptonic global categories are split according to equivalent

boundaries in the reconstructed diphoton transverse momentum, pγγT . Events in each pγγT
bin are required to have BDT output score values greater than fixed thresholds2, shown by

the dashed lines in Figure 8.6. In the hadronic channel, the five bins with pγγT < 350 GeV

are further split into low signal-purity and high signal-purity regions according to a second

threshold on the BDT output score at a value of 0.61. This helps reduce the contamination

from ggH production. In total, this corresponds to 17 analysis categories targeting the

2The position of these thresholds are chosen to maximise the sensitivity to κλ.
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Figure 8.6: The BDT output score distributions for the hadronic (left) and leptonic (right)
categories, after the preselection criteria are applied. The background processes are
shown by the filled histograms, whilst the Higgs boson production modes are shown
by the coloured lines. The dashed vertical lines indicate the positions of the BDT
output score thresholds in the event categorisation.

Table 8.2: Bin boundaries for which the differential pHT cross sections are measured. To tar-
get these bins, the hadronic and leptonic categories are sub-divided by equivalent
boundaries on the reconstructed pγγT .

p
H
T or p

γγ

T bin boundaries [GeV]

0 45 80 120 200 350 ∞

six pHT bins with different requirements on the BDT output scores: 11 for the hadronic

channel and six for the leptonic.

The cross sections are extracted using a simultaneous binned maximum-likelihood fit

to the mγγ distribution in all analysis categories. The signal models are built for each

production mode using a sum of Gaussian functions to fit the mγγ peak. In order to

account for detector resolution effects, a separate model is constructed for events from

each truth-level pHT bin in each reconstruction-level pγγT event category. The background

models are a set of smoothly falling functions to fit the sum of simulated background events

in each event category, where the choice of function is left free to vary in the likelihood fit.

This procedure, known as the discrete profiling method [147], was previously described

in more detail in Section 5.3. The final signal-plus-background models are shown for two

example analysis categories in Figure 8.7. The black points, shown purely for illustration

purposes, represent a possible HL-LHC data set and are extracted by throwing random toy

data from the signal-plus-background model. The diphoton mass resolution corresponds

to what is expected to be achieved during the HL-LHC operation.



8.4. Higgs boson physics at the HL-LHC 217
E

v
e

n
ts

 /
 G

e
V

0

50

100

150

200

250
Pseudo-data

S+B fit

ttH + tH + B

B

σ1 ±

σ2 ±

γγ→ttH + tH, H

BDT > 0.61

 < 200 GeV
γγ

T
 p≤120 

Hadronic 

Simulation Preliminary CMS Phase-2 TeV)  (14
-1

 3 ab

 (GeV)γγm
100 110 120 130 140 150 160 170 180

40−

20−

0

20

40 B subtracted

E
v
e

n
ts

 /
 G

e
V

0

2

4

6

8

10

12

14

16

18

Pseudo-data

S+B fit

ttH + tH + B

B

σ1 ±

σ2 ±

γγ→ttH + tH, H

 > 350 GeV
γγ

T
p

Leptonic
 

Simulation Preliminary CMS Phase-2 TeV)  (14
-1

 3 ab

 (GeV)γγm
100 110 120 130 140 150 160 170 180
5−

0

5

10 B subtracted

Figure 8.7: Best-fit signal-plus-background models for the high purity 120 < pγγT < 200 GeV
hadronic event category (left) and the pγγT > 350 GeV leptonic event category (right).
An illustrative pseudo-data set is thrown from the best-fit models. The one (green)
and two (yellow) standard deviation bands show the uncertainties in the background
component of the fit. The residuals minus the background component are shown in
the lower panels.

A likelihood function is constructed for each analysis category following the procedure

introduced in Section 5.1.1. This uses the corresponding signal and background models,

and an Asimov data set [146]. The parameters of interest, µi,γγ , are defined to scale the

ttH + tH production cross section for each truth-level pHT bin, i. Defining the parameters

in this way enables a likelihood unfolding of the detector resolution effects i.e. the fit

accounts for the migrations between the truth-level pHT and reconstruction-level pγγT bins.

As this study concerns the expected sensitivity, the Asimov data set corresponds to the

SM prediction (all µi,γγ = 1). The product over all per-category likelihoods is used to

construct a profiled likelihood-ratio test-statistic to determine the expected uncertainties

in each µi,γγ ; a procedure described in detail in Section 5.1.2.

Systematic uncertainties affecting the signal-yield estimates are included as nuisance

parameters in the likelihood function. Experimental uncertainties originating from the

reconstruction and identification efficiencies for photons and b jets, as well as the energy

scale and resolution of jets, are modelled as log-normal variations in the signal yields

(see equation 5.14). Theoretical uncertainties which cause the migration of signal events

between event categories are calculated using renormalisation and factorisation scale vari-

ations, whilst keeping the normalisation of each pHT bin constant. Additionally, theoretical

uncertainties which modify the overall rates of ggH and VH production are included, as

these production modes are not explicitly extracted in the fit. Parameters of the back-
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ground model functions are free to vary in the fit, and are therefore constrained directly

from data. This means the uncertainties in the background estimation are statistical in

nature.

The µi,γγ parameters and their uncertainties are converted to fiducial cross sections

times branching fraction, σttH+tH
fid · Bγγ , by correcting for the event selection efficiencies.

The fiducial region is common to both the hadronic and leptonic selections, and is defined

according to the truth-level events as follows:

• Higgs boson rapidity: |YH |< 2.5.

• Two photons from the Higgs boson decay: pγT > 20 GeV and |ηγ |< 2.5.

• At least two jets: pγT > 25 GeV and |ηj |< 4.

• At least one of the jets, satisfying the above criteria, originates from a b quark.

A small fraction of the events passing the full selection (0.7% in the hadronic selection,

and 0.4% in the leptonic selection) are not contained in the fiducial region. Although

these events are included in the construction of the likelihood, they are subtracted when

calculating the fiducial cross sections.

Figure 8.8 shows the expected differential fiducial cross sections times branching frac-

tion, for Higgs boson production in association with at least one top quark, in bins of

pHT . The error bars indicate the combined statistical and systematic uncertainties in the

measurements using 3 ab−1 of HL-LHC data. Analogous likelihood fits are performed

using only the hadronic event categories and only the leptonic event categories, shown by

the red and purple error bars, respectively. In general, the hadronic channel is observed

to provide greater sensitivity. This is a result of the larger absolute signal yield after se-

lection, compared to the leptonic channel. The theoretical uncertainties in the predicted

ttH + tH cross sections, displayed by the yellow boxes in the plot, include the projected

uncertainties in the renormalisation and factorisation scales, PDFs and αs. Additionally,

the boxes include the uncertainty in the shape of the ttH + tH pHT spectrum, estimated

by modifying the renormalisation and factorisation scales up and down by a factor of 2

and factoring out the inclusive effect.

The expected sensitivities are summarised in Table 8.3. Many extensions to the SM

predict modifications to the Higgs boson interaction with the top quark. By measuring the

differential cross sections within uncertainties O(15–40%), and therefore gaining a handle

on the kinematic spectrum of top-associated production, we will be able to tightly con-

strain potential new physics affecting the top-Higgs sector. One such example concerning

anomalous values of the Higgs boson self-coupling, λ3, is provided below.
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the pHT = [350,∞] GeV bin is scaled by the width of the previous bin. Additionally,
the expected cross sections for anomalous values of the Higgs boson self-coupling
(κλ = 10 and κλ = −5) are shown by the horizontal dashed lines.

Table 8.3: Expected uncertainties in the ttH + tH differential pHT fiducial cross sections times
branching fraction for 3 ab−1 of data collected at the HL-LHC. The uncertainty is
decomposed into the statistical and systematic components.

pHT bin
Expected ±1σ uncertainties

Total Stat unc. Syst unc.

[0, 45] +41%
−39%

+41%
−39%

+4%
−2%

[45, 80] +29%
−28%

+29%
−28%

+3%
−2%

[80, 120] +24%
−24%

+24%
−24%

+3%
−2%

[120, 200] +17%
−21%

+16%
−20%

+3%
−3%

[200, 350] +17%
−17%

+16%
−16%

+5%
−5%

[350,∞] +33%
−30%

+30%
−28%

+14%
−13%
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8.4.2 Constraining κλ

Measurements of the trilinear self-interaction of the Higgs boson are of upmost priority

in future physics programmes [4]; they provide constraints on the shape of the Higgs

potential close to the minimum, and will shed light on the dynamics of electroweak-

symmetry breaking, including the order of the electroweak phase transition [21, 22, 25,

26]. In the SM, the trilinear-coupling strength, λSM
3 = λ = m2

H/2v
2, is fixed according to

the Higgs boson mass, mH, and the vacuum expectation value, v. BSM physics, such as

an extended scalar sector, can modify the value of λ3 without affecting mH and v.

The direct approach to constraining λ3 is via searches for di-Higgs production (HH),

which depends on λ3 at LO. A number of HH final states have been explored by ATLAS

and CMS at
√
s = 13 TeV [201, 202]. The current best constraints on λ3 come from the

full Run 2 CMS HH → bbγγ analysis [203], which excludes κλ = λ3/λ
SM
3 values outside

of the range −3.3 < κλ < 8.5 at the 95% confidence level. Despite this impressive result,

HH production is not expected to be observed at 5σ until after the HL-LHC operation [4].

This is due to the small SM cross section (31.1+1.4
−2.0 fb at

√
s = 13 TeV), which suffers from

destructive interference amongst diagrams [204]. Consequently, alternative strategies for

probing λ3 are in high demand.

One such approach is to exploit radiative corrections to inclusive and differential

single-Higgs boson production-rates [205–209]. At NLO in electroweak theory, single-

Higgs boson production includes diagrams with the trilinear self-interaction, such as that

shown in Figure 8.9. The effects of a modified λ3 are sizeable for Higgs boson production

in association with top quarks (ttH and tH) or a vector boson (VH). This is due to the

large mass of the associated particles providing a larger coupling to the virtual Higgs

boson. Moreover, the deformations to the Higgs boson rates are shown to have a kine-

matic dependence on λ3 [206, 209]. As a result, differential cross section measurements

can disentangle the effects of a modified λ3 from other effects such as the presence of an

anomalous top-Higgs coupling. Altogether, these features mean the ttH + tH differen-

tial cross section measurements introduced in the previous section provide an excellent

candidate for indirectly probing λ3.

The effect of anomalous κλ = λ3/λ
SM
3 values on the single-Higgs boson produc-

tion cross sections and decay widths have been predicted [206]. The cross section is

parametrised as a function of κλ according to the following function,

µ(κλ, C1) =
σ

σSM
=

1 + κλC1 + δZH
(1 − (κ2

λ − 1)δZH)(1 + C1 + δZH)
. (8.2)

The δZH = −1.536 × 10−3 component originates from the Higgs boson wave-function

renormalisation and is universal to all production modes. The C1 parameter is defined as
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Figure 8.11: The q(κλ) = −2∆ lnL likelihood curve for the κλ fit. The individual contributions
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by the theoretical uncertainties in the Higgs boson cross section predictions. Ad-
ditionally, the contributions from the hadronic and leptonic global categories have
been separated, shown in red and purple, respectively.

tribute significantly towards the final sensitivity. The constraints are tighter for negative

values of κλ since larger deviations in the ttH + tH differential cross sections are pre-

dicted, compared to positive values. The feature in the region around 5 < κλ < 15 is a

result of the turning points in the ttH scaling functions, which introduce a degeneracy

into the parametrisation. This degeneracy is somewhat alleviated by the contamination

of ggH in the signal model, which has a different scaling behaviour. Ultimately, the scan

shows that with 3 ab−1 of HL-LHC data, we can expect to exclude κλ values outside

of the range −4.1 < κλ < 14.1 at the 95% confidence level using ttH + tH differential

measurements in the H → γγ decay channel.

An additional fit is performed in which an overall normalisation parameter for Higgs

boson signal processes, µH , is profiled. This parameter incorporates other BSM effects,

such as an anomalous top-Higgs coupling, which in general cause an inclusive shift across

the whole pHT spectrum. Figure 8.12 shows the results of a two-dimensional likelihood fit

in the (κλ, µH)-plane, in terms of the 68% and 95% confidence-level contours. It can be

seen that differential cross section measurements still provide sensitivity to κλ, without

exploiting the overall normalisation of the pHT spectrum. In other words, the shape of the

spectrum is used to constrain κλ.

All in all, this analysis indicates that additional sensitivity to the Higgs boson self-

coupling is available through differential cross section measurements of single-Higgs boson
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Figure 8.12: The two-dimensional q(κλ, µH) = −2∆ lnL likelihood surface, where µH is an
inclusive scaling parameter for all Higgs boson production modes. The SM expec-
tation, 68% confidence level contour and 95% confidence level contour are shown
by the black cross, solid line, and dashed line, respectively.

production in association with top quarks. The expected sensitivity represents what

could be achieved with 3 ab−1 of HL-LHC data, in a single Higgs boson decay channel

(H → γγ). It should be acknowledged that this projected constraint on κλ is weaker

than the current best constraint from the CMS HH → bbγγ analysis [203]. Nevertheless,

it is imperative to investigate all methods for probing the Higgs boson self-coupling at

the HL-LHC, as the ultimate sensitivity will be achieved from a combination of similar

indirect analyses targeting the other Higgs boson decay channels and production modes,

and with direct searches for HH production. The potential of these so-called global fits

are studied in detail in Ref. [209], where the addition of single-Higgs measurements are

particularly important for disentangling a modified κλ from deviations in other Higgs

boson couplings.

8.5 Summary

The HL-LHC is a future operation of the LHC machine that will operate with instanta-

neous luminosities exceeding five times the nominal design value. The data-taking phase

of the HL-LHC is scheduled to begin in 2027 and will run for at least a decade, during

which the LHC experiments will collect a huge amount of p-p collision data. This chapter

has provided an insight into the HL-LHC project, particularly focusing on the areas of

research that the author has been involved in. Firstly, the HL-LHC project was motivated
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and the experimental challenges from the increased levels of pileup were described. The

CMS experiment will undergo a series of upgrades to maintain an excellent performance

during the HL-LHC era. The upgrades to the CMS endcap calorimeters and the L1T were

discussed. Section 8.3 introduced a ML algorithm to identify electron and photon showers

from pileup-induced showers in the HGCAL L1T. The remainder of the chapter was ded-

icated to the physics reach of the HL-LHC, in terms of Higgs boson measurements. The

expected sensitivity to differential cross section measurements of Higgs boson production

in association with top quarks was outlined. These measurements were then shown to be

sensitive to the Higgs boson self-coupling via radiative NLO corrections in single Higgs

boson production. Measurements of this type will be complimentary to searches for HH

production when extracting the ultimate constraints on λ3 at the HL-LHC.
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Chapter 9

Conclusions

The SM of particle physics has proved to be an extremely successful theory in describing

the fundamental constituents of matter and their interactions via the strong, weak, and

electromagnetic forces. Nevertheless, there are a number of physical observations that the

SM does not account for including neutrino oscillations, dark matter, and most notably,

gravity. This makes necessary the existence of BSM physics. At high-energy physics

experiments, precision measurements offer an indirect approach to search for BSM physics,

since as-yet-undetected new states can modify the predictions of the SM. In particular,

precision measurements of Higgs boson properties will help to elucidate the origins of

electroweak-symmetry breaking, and perhaps point to an extension of the scalar sector in

the SM. This thesis reports the precision measurements of Higgs boson properties by the

CMS experiment, using LHC Run 2 data.

Chapters 4–6 detailed the measurements of Higgs boson production cross sections and

couplings in the H → γγ decay channel. The results are based on 137 fb−1 of p-p colli-

sion data at
√
s = 13 TeV, and are published in Ref. [1]. Events with two reconstructed

photons consistent with the decay of a Higgs boson were selected, and subsequently cate-

gorised to target different kinematic regions of the STXS framework. This was performed

using a sophisticated chain of ML algorithms in order to maximise the sensitivity. A

statistical inference procedure was applied to extract the Higgs boson properties from

the diphoton invariant mass distribution in each analysis category. This involves the

modelling of signal events as a peak around the Higgs boson mass, background events as

a smoothly falling distribution, and accounting for the associated systematic uncertain-

ties. The results were extracted using a maximum-likelihood fit under different signal

hypotheses, providing measurements of signal-strength modifiers, coupling-modifiers, and

production cross sections in the STXS framework.

All observed measurements were consistent with the SM predictions within uncer-

tainties. The inclusive Higgs boson signal-strength, relative to the SM prediction, was
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measured to be 1.12±0.09. Three measurements were performed within the STXS frame-

work, in which 6, 17, and 27 independent kinematic regions were measured simultaneously.

The latter demonstrates the most granular fit of Higgs boson production cross sections in

a single decay channel to-date. Moreover, many of the kinematic regions were measured

here for the first time, including the splitting of the ttH production mode into five dif-

ferent pHT regions. Ultimately, this divide-and-measure approach of the STXS framework

enhances the sensitivity to BSM physics which affects particular regions of the production

phase-space. One region of interest is ggH production with pHT > 200 GeV, due to the

sizeable enhancement that would arise from potential new physics states appearing in the

ggH loop. The measured ggH cross section with pHT > 200 GeV is compatible with the

SM, with an observed value of 0.9+0.4
−0.3 relative to the SM prediction. Finally, an upper

limit was placed on single-top-associated Higgs boson production for the first time using

H → γγ measurements at CMS. The observed (expected) limit at the 95% confidence

level was found to be 14 (8) times the SM prediction.

Chapter 7 reported the BSM interpretation of STXS measurements using an EFT

approach, which has been made public by the CMS Collaboration in Ref. [2]. This

approach benefits from being agnostic to the specifics of the BSM theory, such that the

short-range UV physics is integrated out and modelled as effective contact interactions

between the SM fields. In the interpretation, STXS measurements were combined across

all major Higgs boson decay channels to provide the ultimate sensitivity and enable

multiple EFT operators to be probed simultaneously. The Higgs Effective Lagrangian

(HEL) was used to parametrise deviations in the Higgs boson cross sections and branching

fractions as functions of the EFT Wilson coefficients. This parametrisation was applied in

a maximum-likelihood fit to extract constraints on seven independent EFT parameters.

All results were found to be compatible with the SM expectation, and the confidence

intervals are amongst the tightest constraints placed on this subset of EFT operators,

thereby reducing the parameter space for potential BSM physics.

The final chapter investigated the physics potential of the HL-LHC programme. It

is quite remarkable to consider the huge advances that have been made in characterising

the Higgs boson and its interactions, all within ten years of the particle’s discovery. A

prime example are the H → γγ results in this thesis, which demonstrate a precision

of around 9% on the inclusive Higgs boson production rate. Nevertheless, for a vast

majority of measurements (e.g. in the STXS framework) the uncertainties are dominated

by a lack of statistics; this means the accumulation of more high-energy collision data is of

paramount importance. At the HL-LHC, we will collect at least ten times the amount of

data expected at the end of Run 3 of the LHC. In doing so, it becomes possible to constrain

BSM physics that introduces per-cent level modifications to the Higgs boson couplings.
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Moreover, the increased data set facilitates new measurements, such as the indirect probe

of the Higgs boson self-coupling via top-associated differential cross section measurements,

as shown in Chapter 8. The results demonstrated that additional sensitivity to the Higgs

boson self-coupling is available in single-Higgs measurements, which will become more

apparent when combining with measurements from other Higgs boson production modes

and decay channels. This analysis was published in a collection of HL-LHC projection

studies in Ref. [4].

In summary, an extensive programme of work has been established at the LHC to

characterise the Higgs boson. This thesis has presented a range of precision measurements

of Higgs boson properties performed by the CMS experiment, where all measurements are

found to be consistent with SM predictions. Despite this, there is increasing evidence from

other areas of particle physics showing fundamental flaws in SM theory. With the Higgs

boson lying at the centre of the SM, it is not unrealistic to assume that new BSM physics

will interfere with the Higgs sector in some way. Looking to the future, it is therefore

critical that we continue to improve the precision of Higgs boson measurements, both in

terms of accumulating more data and using more sophisticated analysis techniques. In

doing so, we will achieve a more fundamental understanding of our universe.
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Appendix B

Machine learning algorithms

Machine learning (ML) algorithms have become a widely used tool in high energy physics.

This is particularly true for the H → γγ analysis described in Chapters 4–6, where ML

algorithms are used for a number of tasks including the photon energy regression and

the event categorisation. Additionally, an ML algorithm is described in Section 8.3 to

discriminate electromagnetic activity from hadronic activity in the HGCAL L1T. Because

of this, it is worth providing an introduction to the foundations of ML in this Appendix.

The field of machine learning concerns developing sophisticated algorithms with the

ability to learn from data, and subsequently apply the learnt information to solve complex

problems. A generic ML problem can be formulated as follows [137]. The data are

expressed as a vector space of dimension m: X = R
m, where each dimension corresponds

to an observable quantity referred to as a feature. An element of the data set, for example

an event in a event classification task or a SC in an energy regression task, corresponds

to a single feature vector, ~x ∈ X. The full data set of N elements is defined by the set of

feature vectors, ~xi, where i = 1, ..., N . The purpose of the ML algorithm is to develop a

model,

f(~x | ~w) → Y, (B.1)

to predict an outcome, Y , based on the feature vector, ~x, given a set of model parameters,

~w. We can identify two main types of ML algorithm based on the form of the predicted

outcome:

• A classification task equates to predicting one of k possible output classes : f(~x | ~w) →
y, where y ∈ {1, ..., k}. The obvious example here is a binary signal-vs-background

event classifier, which aims to predict if an event looks signal-like or background-like

based on a set of kinematic features. Many classification algorithms are introduced
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throughout this thesis, including the HGCAL L1T algorithm introduced in Sec-

tion 8.3.

• A regression task equates to predicting a quantitative outcome, or in other words a

continuous value: f(~x | ~w) → y, where y ∈ R. An example in this thesis is the SC

energy regression described in Section 3.3.3, where the regressor predicts the true

energy of the SC (and its uncertainty) using a combination of shower shape, seed

crystal, and pileup-related features.

There are two stages when developing an ML algorithm. The learning process is

referred to as training the model, where the values of the model parameters, ~w, are

optimised to maximise the performance. Following this, the performance of the model is

evaluated using so-far unseen data; this is referred to as the testing stage.

A loss function, L, is constructed to measure the performance of the model, f , for a

given set of input features, ~x:

L[ f(~x | ~w) ] → R. (B.2)

Supervised learning algorithms refer to the case where the target values, y, are known

for each element of the training data set, ~x. In this case, the loss function is constructed

to minimise the discrepancy between the true and estimated values of the outcome, y.

An additional class of algorithms where the target values are not known are referred

to as unsupervised learning algorithms [138]; these do not feature in this thesis and are

therefore not described further. Learning effectively corresponds to reducing the value of

L by optimising the parameters, ~w. In practice, for most ML algorithms this consists of

some gradient based optimisation, where one descents the gradient of L with respect to

~w in order to find the minimum,

~∇~w L = 0. (B.3)

It is often not viable to evaluate this expression over the entire training dataset, especially

in the case of large statistics with a high number of input features (dimensionality). A

number of powerful optimisation algorithms have been developed to combat this [138,

211, 212]. These typically involve calculating the gradient for small batches of training

data and optimising ~w iteratively, and extending this with the concept of momentum,

where the update to the parameter vector, ~w, depends on the size of the gradient at that

point.

Crucially, it is not sufficient to simply find the configuration of ~w which minimises the

loss for the training data set. In addition, the model is also required to generalise to new

data. Therefore, the performance is evaluated on an independent test set, which is chosen

to be representative of the whole data set. If the performance is significantly degraded
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for the test set, then the model is said to have over-trained and has become specific to

properties of the training set. One approach to controlling the level of over-training is to

introduce regularisation terms into the loss function [138].

A large variety of ML algorithms are used in high energy physics. In this thesis,

the most commonly used is the Boosted Decision Tree (BDT) algorithm [213], which is

described in the remainder of this section. Neural networks are also used for discriminating

between the ttH and tH production modes in the H → γγ event classification (Section

4.4), as well as for identifying jets originating from the decay of b quarks (Section 4.3.3);

further detail concerning neural networks can be found in Refs. [137–139].

BDTs are an example of ensembling, where multiple models are trained (base learners)

and combined in some way to improve the overall performance of the algorithm. The

base learners in this case are Decision Trees (DT) [214], which are built according to the

following procedure:

• The feature space is partitioned into regions according to some selection (cut) on

one or more of the input features. The choice and position of the cut is optimised

according to a measure of purity for classification tasks, or a loss function such as

the mean-squared error for regression tasks.

• This partitioning is repeated in each region, creating further subregions based on a

new, optimised selection cut.

• The procedure terminates when a stopping criterion is reached. This can either

be due to a predefined max depth (maximum number of splittings), or when a

particular value of the splitting quantity (e.g. purity) has been reached. The final

regions of the feature space that are not further split are referred to as leaves. Each

leaf is assigned an output value according to the data points in that region: for

classification, this is the most common output class; for regression, this is the mean

of the data values.

• DTs are regularised by pruning branches which use unimportant features and give

no performance improvement. This help mitigate over-training.

An ensemble of DTs is then constructed using a boosting algorithm [215, 216]. Here,

multiple DTs are trained in succession, where each iteration aims to improve upon the

weaknesses of the previous base learners. The final ensemble (BDT) is defined as a

weighted linear combination of the individual DTs, fj(~x | ~wj), with corresponding selection

cuts, ~wj , according to,

F (~x |~γ, ~w) =

NDT
∑

j

γj · fj(~x | ~wj). (B.4)
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The set of coefficients, ~γ = (γ1, ..., γNDT
), are determined by the boosting algorithm.

Building an ensemble, F , in this way produces a more powerful predictor and helps to

overcome the disadvantages of individual DTs. One important consequence for classifi-

cation tasks is the BDT outputs are no longer restricted to discrete values, but become

continuous variables representing the output class probabilities. For a binary signal-vs-

background classifier, a value close to 1 corresponds to a signal-like event, whereas a value

close to -1 corresponds to a background-like event. Selection criteria on these so-called

output scores are a common feature of the H → γγ analysis in Chapter 4.



Appendix C

The H → γγ event categorisation

This Appendix provides supplementary details regarding the event categorisation in the

H → γγ analysis, described in Section 4.4. First, the input features (~x) which are

used for each ML classifier are listed. Figure C.1 then provides a schematic of the event

categorisation, highlighting the category priority sequence that is implemented.

C.1 ML classifier input features

Table C.1 provides a full list of the input features, ~x, used for the ML classifiers in the

H → γγ analysis. The definitions of the less obvious features are provided below:

• ∆: refers to the difference between two quantities. For example, ∆ηjj , is the differ-

ence in pseudorapidity between the two jets in the dijet system.

• σRV : per-event relative diphoton mass resolution estimate, under the hypothesis

that the mass is reconstructed with the correct primary vertex.

• σWV : per-event relative diphoton mass resolution estimate, under the hypothesis

that the mass is reconstructed with the incorrect primary vertex.

• Cγγ : dijet centrality defined as,

Cγγ = exp

(

− 4

(η1 − η2)2

(

ηγγ − η1 + η2

2

)2
)

, (C.1)

where η1, η2, and ηγγ , are the lead jet, sublead jet and diphoton η, respectively.

This quantity is extremely useful for identifying the VBF-like topology with two

forward jets.
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• cos θ∗: θ∗ is the angle that the diphoton system makes in the diphoton-dijet centre-

of-mass frame, with respect to the direction of motion of the diphoton-dijet system

in the lab frame

• HT : scalar sum of the transverse energy of all reconstructed particles in the event.

• mT : transverse mass, defined as,

mT =
√

2pℓT p
miss
T (1 − cos ∆φℓ,pmiss

T
), (C.2)

where ∆φℓ,pmiss
T

is the azimuthal separation between the lepton and pmissT .

• θH : angle between the two photons in the diphoton rest frame.

• DeepJet and DeepCSV: refer to the algorithm used for the CMS b tagging.

• Pixel seed veto: flag to veto photon objects with corresponding hits in the innermost

tracker layers. Useful for rejecting electrons which can mimic the photon signal.

• Yγγ : rapidity of the diphoton.

• NX : the multiplicity of object,X. For example, Njets, is the number of reconstructed

jets in the event.

• DNN scores in the ttH background rejection BDTs: additional DNNs are trained

with ttH signal events against one source of background only. These discriminants

first entered in the H → γγ analysis of Ref. [129], which specifically targets the ttH

production mode. Three DNNs are trained in total: one for each of the γγ+jets and

tt + γγ backgrounds in the hadronic channel, and one for the tt + γγ background

in the leptonic channel. The performance of these DNNs benefits from the high

number of simulated events on which to train, as well as the fact that both of the

considered backgrounds are well modelled in simulation. Importantly, the DNNs use

a combination of high-level and lower-level input features, where the latter includes

the full four-momentum vectors of the reconstructed objects in the event. Adding

this low-level information directly into the background rejection BDTs does not

improve their performance. However, using a DNN as an intermediate step and

feeding the output score of the DNN into the BDT, allows the low-level information

to be utilised effectively.

• Top tagger BDT score: a ML algorithm developed for the analysis in Ref. [217], is

used to distinguish events with top quarks decaying to three jets, from events that do

not contain top quarks. The algorithm is trained on jet triplets from the simulation
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of tt production events, with input features related to the event kinematics, b tag

scores, and the jet shape. The signal is defined as a jet triplet which is matched at

truth-level to a top quark, and the background is taken as random jet triplets.
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Table C.1: Input features to the ML event classifiers used in the H → γγ analysis. Photons,
jets, b-tagged jets and leptons are labelled as γ, j, bj, and ℓ, respectively, and the
numbers represent the pT -ordered list of the respective objects e.g. γ1 corresponds to
the leading photon. The diphoton (dijet) variables are labelled by γγ (jj). In the final
two classifiers, fwd corresponds to the jet with the highest |η| value, which provides
a useful handle on identifying events originating from tHq production. Definitions of
the less obvious input features are provided in the main text of this Appendix.

Discriminant/Classifier Input features, ~x

ggH BDT

p
γ1/γ2
T /mγγ , ηγ1/γ2, cos ∆φγγ , γ1/γ2 ID BDT scores, σRV , σWV , vertex

probability BDT score, pγγT , Njets, mjj , η
j1/j2/j3, j1/j2/j3 pile-up identification

BDT scores, ∆φγγ,j1/j2/j3, ∆ηγγ,j1/j2/j3

Diphoton BDT
p
γ1/γ2
T /mγγ , ηγ1/γ2, cos ∆φγγ , γ1/γ2 ID BDT scores, σRV , σWV , vertex

probability BDT score

Dijet BDT
p
γ1/γ2
T /mγγ , pγγT /mγγ , cos ∆φγγ , p

j1/j2
T , mjj , ∆φγγ,jj , min(∆Rγ,j), Cγγ , |∆ηjj |,

∆φjj

VH hadronic BDT p
γ1/γ2
T /mγγ , p

j1/j2
T , ηj1/j2, mjj , |∆ηjj |, cos θ∗

VH MET BDT
p
γ1/γ2
T /mγγ , ηγ1/γ2, cos ∆φγγ , max/min γ ID BDT scores, pmiss

T , HT , Njets, p
j1
T ,

max jet b-tag score (deepCSV), ∆φγγ,pmiss
T

, min(∆φpmiss
T

,j), (pγγT − pmiss
T )/pγγT

WH leptonic BDT
p
γ1/γ2
T /mγγ , ηγ1/γ2, cos ∆φγγ , max/min γ ID BDT scores, γ1/γ2 pixel seed veto,

pℓT , ηℓ, ∆Rγ1/γ2,ℓ, ∆θγγ,ℓ, p
miss
T , mT , Njets, p

j1
T , j1/j2 b-tag score (deepCSV)

ZH leptonic BDT
p
γ1/γ2
T /mγγ , ηγ1/γ2, cos ∆φγγ , max/min γ ID BDT scores, γ1/γ2 pixel seed veto,

p
ℓ1/ℓ2
T , ηℓ1/ℓ2, ∆Rγ1/γ2,ℓ1/ℓ2, ∆θγγ,ℓℓ, mℓℓ, Njets, p

j1
T , j1 b-tag score (deepCSV)

ttH hadronic BDT

p
γ1/γ2
T /mγγ , ηγ1/γ2, max/min γ ID BDT scores, γ1/γ2 pixel seed veto, pγγT /mγγ ,

Yγγ , |cos ∆φγγ |, ∆Rγγ , cos θH , p
j1/j2/j3/j4
T , ηj1/j2/j3/j4, j1/j2/j3/j4 b-tag score

(DeepJet), max/min b-tag score, Njets, HT , pmiss
T , DNN scores: ttH vs ttγγ (had)

and ttH vs γγ+jets (had), Top tagger BDT score

ttH leptonic BDT

p
γ1/γ2
T /mγγ , ηγ1/γ2, max/min γ ID BDT scores, γ1/γ2 pixel seed veto, pγγT /mγγ ,

Yγγ , |cos ∆φγγ |, ∆Rγγ , cos θH , p
j1/j2/j3
T , ηj1/j2/j3, j1/j2/j3 b-tag score

(DeepJet), max/min b-tag score, Njets, HT , pmiss
T , pℓT , ηℓ, Nleptons (tight ID),

DNN scores: ttH vs ttγγ (lep)

tHq leptonic BDT

p
γ1/γ2
T /mγγ , ηγ1/γ2, max/min γ ID BDT scores, γ1/γ2 pixel seed veto, Njets,

Nbjets, Njets with |η|< 1, p
j1/j2/j3
T , ηj1/j2/j3, p

bj1/bj2/bj3
T , ηbj1/bj2/bj3, pfwd

T , ηfwd,

∆φγ1/γ2,j1, ∆φγ1/γ2,ℓ, ∆φγ1/γ2,bj1, ∆φγ1/γ2,fwd, pℓT , ηℓ

Top DNN

p
γ1/γ2
T /mγγ , ηγ1/γ2, max/min γ ID BDT scores, γ1/γ2 pixel seed veto, pγγT /mγγ ,

Yγγ , |cos ∆φγγ |, ∆Rγγ , cos θH , p
j1/j2/j3
T , ηj1/j2/j3, j1/j2/j3 b-tag score

(DeepJet), max/min b-tag score, Njets, HT , pmiss
T , pℓT , ηℓ, Nleptons (tight ID),

pfwd
T , ηfwd, ℓ1/ℓ2 charge
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Appendix D

Confusion and ǫ
i,γγ
k matrices:

H → γγ

This Appendix contains the confusion matrix for the full set of analysis categories used in

the H → γγ analysis. This differs from Figure 4.20 as the categories are fully split into

the individual tags. Moreover, the detector efficiency times analysis acceptance terms,

ǫi,γγk , used in the normalisation of the signal models are shown. These terms are derived

separately for the 2016, 2017, and 2018 simulation.
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Appendix E

Observed diphoton-mass

distributions

The observed diphoton invariant-mass distributions in the individual H → γγ analysis

categories are presented in this Appendix. Here, the best-fit signal-plus-background model

corresponds to the per-production mode signal-strength fit.
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Figure E.1: Data points (black) and the best-fit signal-plus-background model for the individ-
ual analysis categories targeting a number of ggH STXS regions. The best-fit model
corresponds to the per-production mode signal strength fit. The solid red line shows
the best-fit signal-plus-background model, whereas the dashed line shows the back-
ground component only. The one standard deviation (green) and two standard
deviation (yellow) bands show the uncertainties in the background component of
the fit. The bottom panels in each plot show the residuals after subtraction of this
background component.
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Figure E.2: Data points (black) and the best-fit signal-plus-background model for the individ-
ual analysis categories targeting a number of ggH STXS regions. The best-fit model
corresponds to the per-production mode signal strength fit. The solid red line shows
the best-fit signal-plus-background model, whereas the dashed line shows the back-
ground component only. The one standard deviation (green) and two standard
deviation (yellow) bands show the uncertainties in the background component of
the fit. The bottom panels in each plot show the residuals after subtraction of this
background component.
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Figure E.3: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the ggH BSM and ggH VBF-like STXS regions. The
best-fit model corresponds to the per-production mode signal strength fit. The solid
red line shows the best-fit signal-plus-background model, whereas the dashed line
shows the background component only. The one standard deviation (green) and
two standard deviation (yellow) bands show the uncertainties in the background
component of the fit. The bottom panels in each plot show the residuals after
subtraction of this background component.
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Figure E.4: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the qqH STXS regions. The best-fit model corresponds
to the per-production mode signal strength fit. The solid red line shows the best-
fit signal-plus-background model, whereas the dashed line shows the background
component only. The one standard deviation (green) and two standard deviation
(yellow) bands show the uncertainties in the background component of the fit. The
bottom panels in each plot show the residuals after subtraction of this background
component.
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Figure E.5: Data points (black) and the best-fit signal-plus-background model for the individ-
ual analysis categories targeting the VH leptonic STXS regions. The best-fit model
corresponds to the per-production mode signal strength fit. The solid red line shows
the best-fit signal-plus-background model, whereas the dashed line shows the back-
ground component only. The one standard deviation (green) and two standard
deviation (yellow) bands show the uncertainties in the background component of
the fit. The bottom panels in each plot show the residuals after subtraction of this
background component.
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Figure E.6: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the ttH STXS regions in the hadronic channel. The
best-fit model corresponds to the per-production mode signal strength fit. The solid
red line shows the best-fit signal-plus-background model, whereas the dashed line
shows the background component only. The one standard deviation (green) and
two standard deviation (yellow) bands show the uncertainties in the background
component of the fit. The bottom panels in each plot show the residuals after
subtraction of this background component.
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Figure E.7: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the ttH STXS regions, in the hadronic and leptonic
channels. The best-fit model corresponds to the per-production mode signal strength
fit. The solid red line shows the best-fit signal-plus-background model, whereas the
dashed line shows the background component only. The one standard deviation
(green) and two standard deviation (yellow) bands show the uncertainties in the
background component of the fit. The bottom panels in each plot show the residuals
after subtraction of this background component.
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Figure E.8: Data points (black) and the best-fit signal-plus-background model for the individual
analysis categories targeting the ttH and tH STXS regions, in the leptonic channel.
The best-fit model corresponds to the per-production mode signal strength fit. The
solid red line shows the best-fit signal-plus-background model, whereas the dashed
line shows the background component only. The one standard deviation (green) and
two standard deviation (yellow) bands show the uncertainties in the background
component of the fit. The bottom panels in each plot show the residuals after
subtraction of this background component.



260



Appendix F

H → γγ: STXS merging schemes

This Appendix tabulates the definition of the maximal and minimal merging schemes,

introduced in Chapter 6. For each parameter of interest, the contributing STXS stage 1.2

bins are listed.
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Table F.1: A summary of the maximal and minimal parameter merging schemes. The STXS
bins that contribute to each parameter are listed. Furthermore, the bins that are
constrained to their respective SM predictions in the fits are listed at the bottom.

Scheme Parameters STXS stage 1.2 bins (total number of bins)

Maximal

(17 parameters)

ggH 0J low pHT ggH 0J low pHT (1)

ggH 0J high pHT ggH 0J high pHT , bbH (2)

ggH 1J low pHT ggH 1J low pHT (1)

ggH 1J med pHT ggH 1J med pHT (1)

ggH 1J high pHT ggH 1J high pHT (1)

ggH ≥ 2J low pHT ggH ≥2J low pHT (1)

ggH ≥ 2J med pHT ggH ≥2J med pHT (1)

ggH ≥ 2J high pHT ggH ≥2J high pHT (1)

ggH BSM

{

ggH BSM 200 < pHT < 300, ggH BSM 300 < pHT < 450

ggH BSM 450 < pHT < 650, ggH BSM pHT > 650

}

(4)

ggH VBF-like

{

ggH VBF-like low mjj low pHjj
T , ggH VBF-like low mjj high pHjj

T

ggH VBF-like high mjj low pHjj
T , ggH VBF-like high mjj high pHjj

T

}

(4)

qqH VBF-like

{

qqH VBF-like low mjj low pHjj
T , qqH VBF-like low mjj high pHjj

T

qqH VBF-like high mjj low pHjj
T , qqH VBF-like high mjj high pHjj

T

}

(4)

qqH VH-like qqH VH-like (1)

qqH BSM qqH BSM (1)

WH lep All WH lep (5)

ZH lep All ZH lep and ggZH lep (10)

ttH All ttH (5)

tH tH = tHq + tHW (1)

Minimal

(27 parameters)

ggH 0J low pHT ggH 0J low pHT (1)

ggH 0J high pHT ggH 0J high pHT , bbH (2)

ggH 1J low pHT ggH 1J low pHT (1)

ggH 1J med pHT ggH 1J med pHT (1)

ggH 1J high pHT ggH 1J high pHT (1)

ggH ≥ 2J low pHT ggH ≥2J low pHT (1)

ggH ≥ 2J med pHT ggH ≥2J med pHT (1)

ggH ≥ 2J high pHT ggH ≥2J high pHT (1)

ggH BSM 200 < pHT < 300 ggH BSM 200 < pHT < 300 (1)

ggH BSM 300 < pHT < 450 ggH BSM 300 < pHT < 450 (1)

ggH BSM pHT > 450 ggH BSM 450 < pHT < 650, ggH BSM pHT > 650 (2)

VBF-like low mjj low pHjj
T ggH + qqH VBF-like low mjj low pHjj

T (2)

VBF-like low mjj high pHjj
T ggH + qqH VBF-like low mjj high pHjj

T (2)

VBF-like high mjj low pHjj
T ggH + qqH VBF-like high mjj low pHjj

T (2)

VBF-like high mjj high pHjj
T ggH + qqH VBF-like high mjj high pHjj

T (2)

qqH VH-like qqH VH-like (1)

qqH BSM qqH BSM (1)

WH lep pVT < 75 WH lep pVT < 75 (1)

WH lep 75 < pVT < 150 WH lep 75 < pVT < 150 (1)

WH lep pVT > 150

{

WH lep 0J 150 < pVT < 250, WH lep ≥1J 150 < pVT < 250

WH lep pVT > 250

}

(3)

ZH lep All ZH lep and ggZH lep (10)

ttH pHT < 60 ttH pHT < 60 (1)

ttH 60 < pHT < 120 ttH 60 < pHT < 120 (1)

ttH 120 < pHT < 200 ttH 120 < pHT < 200 (1)

ttH 200 < pHT < 300 ttH 200 < pHT < 300 (1)

ttH pHT > 300 ttH pHT > 300 (1)

tH tH = tHq + tHW (1)

Constrained to SM prediction qqH 0J, qqH 1J, qqH mjj < 60, qqH 120 < mjj < 350 (4)



Appendix G

EFT parametrisation: MC

generator details

This Appendix describes the technical details in deriving the EFT parametrisations,

namely the options used to configure the MC generators. Firstly, the treatment of mZ in

the HEL interpretation is described. Following this, a crib sheet is provided in Table G.1,

which lists all the relevant details.

G.1 The treatment of mZ in the HEL interpretation

The nominal HEL model is uniquely defined by the input parameters: mW, αEM and GF ,

where mW is the W boson mass, αEM is the electromagnetic coupling constant, and GF is

the Fermi constant. In this input parameter scheme, the Z boson mass, mZ, is dependent

on the HEL parameters, cT , cWW , cB and cA, according to equation G.1,

m2
Z(~c) = m2

Z,SM

[

1 − cT +
8 cA sin4(θW ) + 2 cWW cos2(θW ) + cB sin2(θW )

cos2(θW )

]

, (G.1)

where mZ,SM is the Z boson mass in the SM, and θW is the Weinberg angle. In the

interpretation documented in this thesis, the HEL model has been adapted to remove the

~c dependence of mZ, and instead fix its value to the SM prediction. This reflects the fact

that, although there is no explicit Z boson mass measurement entering the combination, it

is well measured experimentally and therefore it is not physical to consider large variations

in its value. In fact, the chosen operator subset, {O}, does not include OT , and OWW

and OB are fit together in the combination of parameters, cWW − cB, which equation

G.1 does not explicitly depend on. The operator OA is included in the subset, however

the cA dependence is small (∝ sin4(θW )), such that over the allowed range in cA there is

a negligible shift in the mZ value, well within its measured uncertainty. All in all, this

means the treatment of mZ in the interpretation has a negligible effect.
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Table G.1: Crib sheet for the MC generator details used when deriving the EFT parametrisation.

Generator Parton showering Event classification
Perturbative order

(QCD and QED)

MG5 aMC@NLO [119]
(v2.6.5 for HEL)

(v2.6.7 for Warsaw)

Pythia8 [127]
(v8.201 for HEL)

(v8.244 for Warsaw)

Rivet [181]:
HiggsTemplateCrossSections

LO

FeynRules UFO model

SILH basis (HEL) HEL UFO [163] Input parameter scheme: mW, αEM, GF . Model has been adapted
to fix the Z boson mass to the SM prediction.

Warsaw basis SMEFTsim [79] Input parameter scheme: mW, mZ, GF . Assuming U(3)5 flavour
symmetry.

Madgraph process definitions, M

New physics option: NP<=1 (added to every line in process definition)

Production Mode Syntax

ggH
generate p p > h QED=1

add process p p > h j QED=1

add process p p > h j j QED=1

qqH generate p p > h j j QCD=0

WH lep
generate p p > h l+ vl

add process p p > h l- vl∼

ZH lep
generate p p > h l+ l-

add process p p > h vl vl∼

ttH generate p p > h t t∼

tHq
generate p p > h t b∼ j

add process p p > h t∼ b j

tHW
define p = p b b∼

generate p p > h t w-

add process p p > h t∼ w+

bbH generate p p > h b b∼

Decay channel Syntax

H → γγ generate h > a a

H → ZZ → 4ℓ generate h > l+ l- l+ l-

H → WW → ℓνℓν generate h > l+ vl l- vl

H → ττ generate h > ta+ ta-

H → bb generate h > b b∼

For total width, ΓH

H → cc h > c c∼

H → γγ h > g g

+ others, same as in Table 4 of Ref. [218]

Generator, parton shower and classification options

All Madgraph options are set to their default values

Jet matching algorithm MLM Matching parameter: xqcut=30.

Kinematic cuts None A couple of cuts are applied at the classification stage: jets are
required to have pjT > 30 GeV in the Rivet routine. Lepton
pairs are required to have ∆Rℓℓ > 0.05 when deriving the H →

ZZ → 4ℓ parametrisation to avoid divergences in the colinear
limit.

Parton distribution function
lhaid=230000

NNPDF2.3 (LO)
-

Pythia options are same as used for the standard SM simulation in CMS



Appendix H

HEL parametrisation

This Appendix contains the cross section and branching fraction scaling functions used

in the HEL parametrisation. The cross section scaling functions are defined at the gran-

ularity of the STXS stage 0, 1.0 and 1.1 binning schemes (see Appendix A). Only pref-

actors (Ap, Bpr) which are at least 0.1% of the leading prefactor are shown in the tables.

Prefactors calculated with an MC statistical uncertainty > 50% are dropped from the

parametrisation; these are typically the cross terms, Bpr (for p 6= r), for two subleading

operators. The considered operators are those shown in Table 7.1.

Table H.1: Scaling functions for the STXS stage 0 bins in the HEL parametrisation.

STXS bin Scaling function, µiprod

ggH 1 + 8.73 × 103 cG + 1.95 × 107 c2G

qqH 1 + 9.02 cWW + 0.6 cB − 0.797 cHW + 0.474 cA + 171 c2WW + 3.42 c2B + 114 c2HW
+ 23.1 cWW cB + 233 cWW cHW + 6.22 cWW cA + 15.3 cBcHW + 2.02 cBcA + 0.679 cHW cA

WH lep 1 + 42.5 cWW + 19.9 cHW + 912 c2WW + 558 c2HW + 1.3 × 103 cWW cHW

ZH lep 1 + 36.6 cWW + 10.5 cB + 15 cHW + 5.21 cA + 602 c2WW + 51.7 c2B + 321 c2HW
+ 350 cWW cB + 772 cWW cHW + 102 cWW cA + 227 cBcHW + 31.4 cBcA + 29.7 cHW cA

ttH 1 + 2.95 cu + 115 cG + 2.14 c2u + 6.13 c2WW + 1 c2B + 5.87 c2HW + 2.97× 104 c2G + 167 cucG
− 0.31 cWW cB + 11.9 cWW cHW − 0.318 cBcHW
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Table H.2: Scaling functions for the STXS stage 1.0 bins in the HEL parametrisation. Units of
pHT , mjj , p

Hjj
T and pVT in GeV.

STXS bin Scaling function, µiprod

ggH 0J 1 + 8.69 × 103 cG + 1.9 × 107 c2G

ggH 1J pHT < 60 1 + 8.65 × 103 cG + 1.93 × 107 c2G

ggH 1J 60 < pHT < 120 1 + 8.39 × 103 cG + 1.91 × 107 c2G

ggH 1J 120 < pHT < 200 1 + 8.1 × 103 cG + 1.97 × 107 c2G

ggH 1J pHT > 200 1 + 9.88 × 103 cG + 2.01 × 107 c2G

ggH ≥2J pHT < 60 1 + 8.62 × 103 cG + 2 × 107 c2G

ggH ≥2J 60 < pHT < 120 1 + 8.94 × 103 cG + 1.97 × 107 c2G

ggH ≥2J 120 < pHT < 200 1 + 9.29 × 103 cG + 2.01 × 107 c2G

ggH ≥2J pHT > 200 1 + 9.31 × 103 cG + 2.11 × 107 c2G

ggH VBF-like pHjj
T < 25 1 + 8.59 × 103 cG + 2.05 × 107 c2G

ggH VBF-like pHjj
T > 25 1 + 9.28 × 103 cG + 2.24 × 107 c2G

qqH VBF-like pHjj
T < 25 1 + 2.55 cWW + 0.078 cB − 4.58 cHW + 0.158 cA + 8.63 c2WW + 0.117 c2B + 13.2 c2HW

+ 0.834 cWW cB + 2.39 cWW cHW − 0.253 cWW cA + 0.341 cBcHW − 0.711 cHW cA

qqH VBF-like pHjj
T > 25 1 + 1.51 cWW + 0.029 cB − 5.88 cHW + 0.316 cA + 14.2 c2WW + 0.213 c2B + 20.9 c2HW

+ 0.961 cWW cB + 6.94 cWW cHW + 0.363 cWW cA + 0.597 cBcHW + 0.332 cBcA
− 0.9 cHW cA

qqH VH-like 1 + 34.9 cWW + 2.87 cB + 17 cHW + 1.11 cA + 499 c2WW + 9.75 c2B + 235 c2HW
+ 68.1 cWW cB + 619 cWW cHW + 22.7 cWW cA + 38.4 cBcHW + 6.79 cBcA + 7.74 cHW cA

qqH Rest 1 + 9.51 cWW + 0.585 cB − 0.801 cHW + 0.316 cA + 77.9 c2WW + 1.55 c2B
+ 31.9 c2HW + 10.6 cWW cB + 69.4 cWW cHW + 5.04 cWW cA + 4.48 cBcHW + 1.56 cBcA
+ 0.647 cHW cA

qqH pj1T > 200 (BSM) 1 − 4.89 cWW − 0.566 cB − 10 cHW + 1.22 × 103 c2WW + 25.4 c2B + 1.12 × 103 c2HW
+ 166 cWW cB + 2.14 × 103 cWW cHW + 19.8 cWW cA + 146 cBcHW + 6.95 cBcA
− 4.37 cHW cA

WH lep pVT < 150 1 + 33.7 cWW + 11.5 cHW + 312 c2WW + 62.3 c2HW + 230 cWW cHW

WH lep 0J 150 < pVT < 250 1 + 76.3 cWW + 51.1 cHW + 1.56 × 103 c2WW + 841 c2HW + 2.14 × 103 cWW cHW

WH lep ≥1J 150 < pVT < 250 1 + 67.4 cWW + 42.2 cHW + 1.44 × 103 c2WW + 752 c2HW + 1.92 × 103 cWW cHW

WH lep pVT > 250 1 + 183 cWW + 157 cHW + 1.52 × 104 c2WW + 1.32 × 104 c2HW + 2.78 × 104 cWW cHW

ZH lep pVT < 150 1 + 29.6 cWW + 8.35 cB + 8.48 cHW + 5.05 cA + 242 c2WW + 19.9 c2B + 34.8 c2HW
+ 136 cWW cB + 148 cWW cHW + 78.8 cWW cA + 42.2 cBcHW + 24.4 cBcA + 18.2 cHW cA

ZH lep 0J 150 < pVT < 250 1 + 62.2 cWW + 18.1 cB + 37.6 cHW + 6 cA + 1.04 × 103 c2WW + 88 c2B + 482 c2HW
+ 602 cWW cB + 1.29 × 103 cWW cHW + 185 cWW cA + 374 cBcHW + 55.8 cBcA
+ 70.7 cHW cA

ZH lep ≥1J 150 < pVT < 250 1 + 56.9 cWW + 16.5 cB + 32 cHW + 6 cA + 914 c2WW + 78.6 c2B + 422 c2HW + 533 cWW cB
+ 1.11 × 103 cWW cHW + 176 cWW cA + 324 cBcHW + 53.5 cBcA + 61 cHW cA

ZH lep pVT > 250 1 + 151 cWW + 44.7 cB + 125 cHW + 6.32 cA + 9.16×103 c2WW + 811 c2B + 7.68×103 c2HW
+ 37.4 c2A + 5.45× 103 cWW cB + 1.64× 104 cWW cHW + 479 cWW cA + 4.87× 103 cBcHW

+ 144 cBcA + 219 cHW cA

ttH 1 + 2.95 cu + 115 cG + 2.14 c2u + 6.13 c2WW + 1 c2B + 5.87 c2HW + 2.97× 104 c2G + 167 cucG
− 0.31 cWW cB + 11.9 cWW cHW − 0.318 cBcHW
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Table H.3: Scaling functions for the ggH and qqH STXS stage 1.1 bins in the HEL parametri-
sation. Units of pHT , mjj , p

Hjj
T and pVT in GeV.

STXS bin Scaling function, µiprod

ggH BSM pHT > 200) 1 + 9.41 × 103 cG + 2.09 × 107 c2G

ggH 0J pHT < 10 1 + 8.54 × 103 cG + 1.88 × 107 c2G

ggH 0J 10 < pHT < 200 1 + 8.72 × 103 cG + 1.9 × 107 c2G

ggH 1J pHT < 60 1 + 8.65 × 103 cG + 1.93 × 107 c2G

ggH 1J 60 < pHT < 120 1 + 8.39 × 103 cG + 1.91 × 107 c2G

ggH 1J 120 < pHT < 200 1 + 8.1 × 103 cG + 1.97 × 107 c2G

ggH ≥2J pHT < 60 1 + 8.74 × 103 cG + 2.03 × 107 c2G

ggH ≥2J 60 < pHT < 120 1 + 9.02 × 103 cG + 1.98 × 107 c2G

ggH ≥2J 120 < pHT < 200 1 + 9.24 × 103 cG + 2.01 × 107 c2G

ggH ≥2J 350 < mjj < 700, pHjj
T < 25 1 + 7.52 × 103 cG + 1.95 × 107 c2G

ggH ≥2J 350 < mjj < 700, pHjj
T > 25 1 + 9.24 × 103 cG + 2.03 × 107 c2G

ggH ≥2J mjj > 700, pHjj
T < 25 1 + 1.08 × 104 cG + 2.13 × 107 c2G

ggH ≥2J mjj > 700, pHjj
T > 25 1 + 8.34 × 103 cG + 2.28 × 107 c2G

qqH 0J 1 + 12.8 cWW + 0.609 cB + 1.15 cHW + 0.316 cA + 57.5 c2WW + 3.67 c2HW
+ 5.6 cWW cB + 25.8 cWW cHW + 3.62 cWW cA + 1.72 cBcHW + 2.18 cBcA
+ 1.04 cHW cA

qqH 1J 1 + 12.5 cWW + 0.849 cB + 0.464 cHW + 0.474 cA + 110 c2WW + 2.09 c2B
+ 50 c2HW + 14.7 cWW cB + 117 cWW cHW + 6.21 cWW cA + 6.74 cBcHW

+ 1.85 cBcA + 1.18 cHW cA

qqH mjj < 60 1 + 21.9 cWW + 1.58 cB + 7.77 cHW + 0.947 cA + 249 c2WW + 3.54 c2B
+ 108 c2HW + 24.3 cWW cB + 283 cWW cHW + 9.79 cWW cA + 13.8 cBcHW

+ 3.52 cBcA + 2.81 cHW cA

qqH 60 < mjj < 120 (VH-like) 1 + 38 cWW + 3.16 cB + 19.9 cHW + 1.26 cA + 668 c2WW + 13.7 c2B + 376 c2HW
+ 94.9 cWW cB + 919 cWW cHW + 25.3 cWW cA + 62 cBcHW + 7.56 cBcA
+ 8.87 cHW cA

qqH 120 < mjj < 350 1 + 6.29 cWW + 0.335 cB − 2.55 cHW + 0.316 cA + 120 c2WW + 2.53 c2B
+ 86.2 c2HW + 16.9 cWW cB + 160 cWW cHW + 5.32 cWW cA + 10.7 cBcHW

+ 1.75 cBcA

qqH pHT > 200 (BSM) 1 − 16.1 cWW − 1.53 cB − 27.3 cHW + 0.474 cA + 526 c2WW + 10.7 c2B
+ 624 c2HW + 68.1 cWW cB + 1.02 × 103 cWW cHW + 4.15 cWW cA
+ 66.8 cBcHW + 1.8 cBcA − 12.2 cHW cA

qqH 350 < mjj < 700, pHjj
T < 25 1 + 2.09 cWW − 0.012 cB − 4.06 cHW + 0.158 cA + 12.5 c2WW + 0.331 c2B

+ 10.1 c2HW + 1.27 cWW cB + 6.63 cWW cHW + 0.947 cWW cA + 0.772 cBcHW

+ 0.6 cBcA

qqH 350 < mjj < 700, pHjj
T > 25 1 + 2.19 cWW − 0.028 cB − 3.91 cHW + 44.9 c2WW + 0.713 c2B + 27 c2HW

+ 4.35 cWW cB + 22 cWW cHW + 1.96 cWW cA + 2.01 cBcHW + 0.837 cBcA
− 0.505 cHW cA

qqH mjj > 700, pHjj
T < 25 1 + 2.5 cWW + 0.087 cB − 3.7 cHW + 14.4 c2WW + 0.186 c2B + 8.53 c2HW

+ 1.7 cWW cB + 0.42 cWW cHW + 0.33 cBcHW + 0.284 cBcA + 0.158 cHW cA

qqH mjj > 700, pHjj
T > 25 1 + 1.12 cWW + 0.058 cB − 4.47 cHW + 0.316 cA + 17.7 c2WW + 0.414 c2B

+ 10.2 c2HW + 2.08 cWW cB + 12.3 cWW cHW + 1.14 cWW cA + 0.975 cBcHW

+ 0.632 cBcA
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Table H.4: Scaling functions for the VH lep and ttH STXS stage 1.1 bins in the HEL parametri-
sation. Units of pHT , mjj , p

Hjj
T and pVT in GeV.

STXS bin Scaling function, µiprod

WH lep pVT < 75 1 + 28.9 cWW + 7.38 cHW + 219 c2WW + 19.5 c2HW + 114 cWW cHW

WH lep 75 < pVT < 150 1 + 41.4 cWW + 18 cHW + 457 c2WW + 129 c2HW + 412 cWW cHW

WH lep 0J 150 < pVT < 250 1 + 76.3 cWW + 51.1 cHW + 1.56×103 c2WW + 841 c2HW + 2.14×103 cWW cHW

WH lep ≥1J 150 < pVT < 250 1 + 67.4 cWW + 42.2 cHW + 1.44×103 c2WW + 752 c2HW + 1.92×103 cWW cHW

WH lep pVT > 250 1 + 183 cWW + 157 cHW + 1.52 × 104 c2WW + 1.32 × 104 c2HW + 2.78 ×
104 cWW cHW

ZH lep pVT < 75 1 + 25.7 cWW + 7.2 cB + 5.52 cHW + 4.74 cA + 175 c2WW + 14.3 c2B + 10.4 c2HW
+ 97.5 cWW cB + 74.5 cWW cHW + 64.2 cWW cA + 21 cBcHW + 20.1 cBcA
+ 12.8 cHW cA

ZH lep 75 < pVT < 150 1 + 35.5 cWW + 10.1 cB + 13 cHW + 5.37 cA + 345 c2WW + 28.6 c2B + 72.2 c2HW
+ 196 cWW cB + 260 cWW cHW + 101 cWW cA + 74.6 cBcHW + 31 cBcA
+ 26.5 cHW cA

ZH lep 0J 150 < pVT < 250 1 + 62.2 cWW + 18.1 cB + 37.6 cHW + 6 cA + 1.04 × 103 c2WW + 88 c2B
+ 482 c2HW + 602 cWW cB + 1.29 × 103 cWW cHW + 185 cWW cA + 374 cBcHW

+ 55.8 cBcA + 70.7 cHW cA

ZH lep ≥1J 150 < pVT < 250 1 + 56.9 cWW + 16.5 cB + 32 cHW + 6 cA + 914 c2WW + 78.6 c2B + 422 c2HW
+ 533 cWW cB + 1.11×103 cWW cHW + 176 cWW cA + 324 cBcHW + 53.5 cBcA
+ 61 cHW cA

ZH lep pVT > 250 1 + 151 cWW + 44.7 cB + 125 cHW + 6.32 cA + 9.16 × 103 c2WW + 811 c2B
+ 7.68 × 103 c2HW + 37.4 c2A + 5.45 × 103 cWW cB + 1.64 × 104 cWW cHW

+ 479 cWW cA + 4.87 × 103 cBcHW + 144 cBcA + 219 cHW cA

ttH 1 + 2.95 cu + 115 cG + 2.14 c2u + 6.13 c2WW + 1 c2B + 5.87 c2HW + 2.97× 104 c2G
+ 167 cucG − 0.31 cWW cB + 11.9 cWW cHW − 0.318 cBcHW

Table H.5: Scaling functions for the partial and total Higgs boson width in the HEL parametri-
sation.

Decay channel Partial width scaling, Γf/Γf
SM

H → γγ 1 − 916 cA + 2.09 × 105 c2A

H → ZZ → 4ℓ 1 + 10.2 cWW + 2.77 cB + 2.87 cHW + 2.88 cA + 27.8 c2WW + 3.52 c2B + 2.21 c2HW
+ 10 cWW cB + 14.7 cWW cHW + 3.84 cBcHW + 8.26 cBcA

H →WW → 2ℓ2ν 1 + 10.3 cWW + 3.72 cHW + 26.3 c2WW + 3.77 c2HW + 19.2 cWW cHW

H → ττ 1 + 3 cℓ + 2.25 c2ℓ

H → bb 1 + 3 cd + 2.25 c2d

Total width scaling 1 + 0.171 cu + 2.33 cd + 0.112 cℓ + 1.03 cWW + 0.0228 cB + 0.366 cHW + 259 cG
+ 0.128 c2u + 1.74 c2d + 0.084 c2ℓ + 2.63 c2WW + 4.67 c2HW + 5.73 × 105 c2G + 0.11 cWW cB
+ 1.88 cWW cHW + 0.03 cBcHW + 15.8 cHW cA
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Warsaw-basis parametrisation

This Appendix contains the cross section and branching fraction scaling functions used in

the Warsaw-basis parametrisation. The cross section scaling functions are defined at the

granularity of the STXS stage 1.2 binning scheme (see Appendix A). Only prefactors (Ap,

Bpr) which are at least 5% of the leading prefactor are shown in the tables. This is a tighter

threshold than shown for the HEL parametrisation due to the larger number of terms.

In the fits, the full parametrisation without this threshold is used. Prefactors calculated

with an MC statistical uncertainty > 50% are dropped from the parametrisation; these are

typically the cross terms, Bpr (for p 6= r), for two subleading operators. The considered

operators are those shown in Table 7.6. The parametrisation is defined for a nominal new

physics energy scale of Λ = 1 TeV.
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Table I.1: Scaling functions for the ggH STXS stage 1.2 bins in the Warsaw basis. Units of pHT ,

mjj , p
Hjj
T and pVT in GeV.

STXS bin Scaling function, µi
prod

ggH BSM 200 < pHT < 300 1 + 19.1CHG + 164C2
HG

ggH BSM 300 < pHT < 450 1 + 18CHG + 161C2
HG

ggH BSM 450 < pHT < 650 1 + 16.9CHG + 161C2
HG

ggH BSM pHT > 650 1 + 17.7CHG + 172C2
HG

ggH 0J pHT < 10 1 + 34.4CHG + 308C2
HG

ggH 0J 10 < pHT < 200 1 + 35CHG + 313C2
HG

ggH 1J pHT < 60 1 + 32.7CHG + 275C2
HG

ggH 1J 60 < pHT < 120 1 + 30.2CHG + 238C2
HG

ggH 1J 120 < pHT < 200 1 + 29.5CHG + 235C2
HG

ggH ≥2J pHT < 60 1 + 20.9CHG + 132C2
HG

ggH ≥2J 60 < pHT < 120 1 + 21.4CHG + 150C2
HG

ggH ≥2J 120 < pHT < 200 1 + 21.3CHG + 167C2
HG

ggH ≥2J 350 < mjj < 700, p
Hjj
T

< 25 1 + 15.9CHG + 109C2
HG

ggH ≥2J 350 < mjj < 700, p
Hjj
T

> 25 1 + 13.6CHG + 81.6C2
HG

ggH ≥2J mjj > 700, p
Hjj
T

< 25 1 + 16.3CHG + 119C2
HG

ggH ≥2J mjj > 700, p
Hjj
T

> 25 1 + 12.7CHG + 75.3C2
HG
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Table I.2: Scaling functions for the qqH STXS stage 1.2 bins in the Warsaw basis. Units of pHT ,

mjj , p
Hjj
T and pVT in GeV.

STXS bin Scaling function, µi
prod

qqH 0J 1 + 0.121CHBox + 0.239CHW + 0.0393CHWB − 0.364C
(3)
Hℓ

+ 0.34C
(3)
Hq

+ 0.182C
(1)
ℓℓ

+ 0.0603C2
HW

+ 0.0279C2
HB + 0.0147C2

HWB + 0.0331C
(3)
Hℓ

2 + 0.0269C
(1)
Hq

2 + 0.125C
(3)
Hq

2 + 0.0138C2
Hu

+ 0.0128C2
Hd + 0.0083C

(1)
ℓℓ

2 + 0.0146CHBoxCHW − 0.0221CHBoxC
(3)
Hℓ

+ 0.0207CHBoxC
(3)
Hq

+ 0.011CHBoxC
(1)
ℓℓ

+ 0.0205CHWCHB − 0.0435CHWC
(3)
Hℓ

+ 0.157CHWC
(3)
Hq

+ 0.0218CHWC
(1)
ℓℓ

− 0.0314CHBCHWB + 0.0152CHWBC
(3)
Hq

− 0.062C
(3)
Hℓ

C
(3)
Hq

− 0.0331C
(3)
Hℓ

C
(1)
ℓℓ

+ 0.031C
(3)
Hq

C
(1)
ℓℓ

qqH 1J 1 + 0.121CHBox + 0.223CHW + 0.0482CHWB − 0.364C
(3)
Hℓ

+ 0.354C
(3)
Hq

+ 0.0261CHu + 0.182C
(1)
ℓℓ

+ 0.102C2
HW + 0.241C

(1)
Hq

2 + 1.01C
(3)
Hq

2 + 0.084C2
Hu + 0.252CHWC

(3)
Hq

− 0.0646C
(3)
Hℓ

C
(3)
Hq

qqH mjj < 60 1 + 0.121CHBox + 0.355CHW + 0.0577CHWB − 0.364C
(3)
Hℓ

+ 0.778C
(3)
Hq

+ 0.0548CHu + 0.182C
(1)
ℓℓ

+ 0.155C2
HW + 0.179C

(1)
Hq

2 + 0.737C
(3)
Hq

2 + 0.132C2
Hu + 0.0616C2

Hd + 0.0474CHBoxC
(3)
Hq

− 0.0649CHWC
(3)
Hℓ

+ 0.443CHWC
(3)
Hq

+ 0.0425CHWBC
(3)
Hq

− 0.142C
(3)
Hℓ

C
(3)
Hq

− 0.0548C
(1)
Hq

C
(3)
Hq

+ 0.0709C
(3)
Hq

C
(1)
ℓℓ

qqH 60 < mjj < 120 (VH-like) 1 + 0.121CHBox + 0.552CHW + 0.088CHWB − 0.364C
(3)
Hℓ

+ 1.72C
(3)
Hq

+ 0.13CHu + 0.182C
(1)
ℓℓ

+ 0.256C2
HW + 0.667C

(1)
Hq

2 + 2.24C
(3)
Hq

2 + 0.398C2
Hu + 0.245C2

Hd + 0.883CHWC
(3)
Hq

− 0.313C
(3)
Hℓ

C
(3)
Hq

− 0.317C
(1)
Hq

C
(3)
Hq

+ 0.156C
(3)
Hq

C
(1)
ℓℓ

qqH 120 < mjj < 350 1 + 0.121CHBox + 0.0213CHW + 0.0354CHWB − 0.364C
(3)
Hℓ

− 0.0845C
(3)
Hq

+ 0.182C
(1)
ℓℓ

+ 0.118C2
HW + 0.0331C

(3)
Hℓ

2 + 0.121C
(1)
Hq

2 + 0.538C
(3)
Hq

2 + 0.0725C2
Hu + 0.203CHWC

(3)
Hq

− 0.0331C
(3)
Hℓ

C
(1)
ℓℓ

qqH pHT > 200 (BSM) 1 + 0.121CHBox + 0.191CHW − 0.364C
(3)
Hℓ

+ 0.0635C
(1)
Hq

− 1.25C
(3)
Hq

− 0.0838CHu + 0.182C
(1)
ℓℓ

+ 0.503C2
HW + 1.19C

(1)
Hq

2 + 4.48C
(3)
Hq

2 + 0.821C2
Hu + 0.274C2

Hd + 0.464CHWC
(3)
Hq

+ 0.227C
(3)
Hℓ

C
(3)
Hq

− 0.866C
(1)
Hq

C
(3)
Hq

qqH 350 < mjj < 700, p
Hjj
T

< 25 1 + 0.121CHBox − 0.126CHW + 0.0242CHWB − 0.364C
(3)
Hℓ

− 0.361C
(3)
Hq

− 0.0195CHu

+ 0.182C
(1)
ℓℓ

+ 0.0518C2
HW + 0.0122C2

HB + 0.0138C2
HWB + 0.0331C

(3)
Hℓ

2 + 0.0184C
(1)
Hq

2

+ 0.0856C
(3)
Hq

2 + 0.0117C2
Hu + 0.0078C2

Hd + 0.0083C
(1)
ℓℓ

2 − 0.0074CHBoxCHW − 0.022CHBoxC
(3)
Hℓ

− 0.0218CHBoxC
(3)
Hq

+ 0.011CHBoxC
(1)
ℓℓ

+ 0.0073CHWCHB − 0.0179CHWCHWB

+ 0.0227CHWC
(3)
Hℓ

+ 0.0846CHWC
(3)
Hq

− 0.0113CHWC
(1)
ℓℓ

− 0.0137CHBCHWB

+ 0.0105CHWBCHu + 0.0655C
(3)
Hℓ

C
(3)
Hq

− 0.0331C
(3)
Hℓ

C
(1)
ℓℓ

− 0.0045C
(1)
Hq

C
(3)
Hq

+ 0.0046C
(3)
Hq

CHu

− 0.0328C
(3)
Hq

C
(1)
ℓℓ

qqH 350 < mjj < 700, p
Hjj
T

> 25 1 + 0.121CHBox − 0.12CHW + 0.0289CHWB − 0.364C
(3)
Hℓ

− 0.325C
(3)
Hq

+ 0.182C
(1)
ℓℓ

+ 0.0827C2
HW

+ 0.0141C2
HB + 0.0141C2

HWB + 0.033C
(3)
Hℓ

2 + 0.0472C
(1)
Hq

2 + 0.184C
(3)
Hq

2 + 0.0223C2
Hu

+ 0.0151C2
Hd − 0.022CHBoxC

(3)
Hℓ

− 0.0196CHBoxC
(3)
Hq

+ 0.011CHBoxC
(1)
ℓℓ

− 0.0185CHWCHWB

+ 0.0215CHWC
(3)
Hℓ

+ 0.16CHWC
(3)
Hq

− 0.0108CHWC
(1)
ℓℓ

− 0.0127CHBCHWB + 0.0106CHWBCHu

+ 0.059C
(3)
Hℓ

C
(3)
Hq

− 0.033C
(3)
Hℓ

C
(1)
ℓℓ

− 0.0205C
(1)
Hq

C
(3)
Hq

− 0.0295C
(3)
Hq

C
(1)
ℓℓ

qqH mjj > 700, p
Hjj
T

< 25 1 + 0.121CHBox − 0.124CHW + 0.0229CHWB − 0.364C
(3)
Hℓ

− 0.368C
(3)
Hq

− 0.023CHu

+ 0.182C
(1)
ℓℓ

+ 0.0457C2
HW + 0.0125C2

HB + 0.0122C2
HWB + 0.0331C

(3)
Hℓ

2 + 0.0154C
(1)
Hq

2

+ 0.0798C
(3)
Hq

2 + 0.0089C2
Hu + 0.0085C2

Hd + 0.0083C
(1)
ℓℓ

2 − 0.0073CHBoxCHW − 0.022CHBoxC
(3)
Hℓ

− 0.0222CHBoxC
(3)
Hq

+ 0.011CHBoxC
(1)
ℓℓ

+ 0.0074CHWCHB − 0.0177CHWCHWB

+ 0.0224CHWC
(3)
Hℓ

− 0.0065CHWC
(1)
Hq

+ 0.081CHWC
(3)
Hq

− 0.0112CHWC
(1)
ℓℓ

− 0.0134CHBCHWB

+ 0.0047CHWBC
(1)
Hq

− 0.0062CHWBC
(3)
Hq

+ 0.0083CHWBCHu − 0.0044CHWBCHd

+ 0.0668C
(3)
Hℓ

C
(3)
Hq

+ 0.0042C
(3)
Hℓ

CHu − 0.0331C
(3)
Hℓ

C
(1)
ℓℓ

− 0.0082C
(1)
Hq

C
(3)
Hq

− 0.0334C
(3)
Hq

C
(1)
ℓℓ

qqH mjj > 700, p
Hjj
T

> 25 1 + 0.121CHBox − 0.165CHW + 0.0247CHWB − 0.363C
(3)
Hℓ

− 0.427C
(3)
Hq

− 0.026CHu

+ 0.182C
(1)
ℓℓ

+ 0.0737C2
HW + 0.0147C2

HB + 0.0143C2
HWB + 0.033C

(3)
Hℓ

2 + 0.0264C
(1)
Hq

2

+ 0.128C
(3)
Hq

2 + 0.0142C2
Hu + 0.0118C2

Hd + 0.0083C
(1)
ℓℓ

2 − 0.0097CHBoxCHW − 0.022CHBoxC
(3)
Hℓ

− 0.0257CHBoxC
(3)
Hq

+ 0.011CHBoxC
(1)
ℓℓ

+ 0.0077CHWCHB − 0.0214CHWCHWB

+ 0.0298CHWC
(3)
Hℓ

− 0.0114CHWC
(1)
Hq

+ 0.141CHWC
(3)
Hq

− 0.0149CHWC
(1)
ℓℓ

− 0.0139CHBCHWB

+ 0.0079CHWBC
(1)
Hq

− 0.0079CHWBC
(3)
Hq

+ 0.0118CHWBCHu + 0.0774C
(3)
Hℓ

C
(3)
Hq

− 0.033C
(3)
Hℓ

C
(1)
ℓℓ

− 0.0156C
(1)
Hq

C
(3)
Hq

− 0.0387C
(3)
Hq

C
(1)
ℓℓ
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Table I.3: Scaling functions for the VH leptonic STXS stage 1.2 bins in the Warsaw basis. Units
of pHT , mjj , p

Hjj
T and pVT in GeV.

STXS bin Scaling function, µi
prod

WH lep pVT < 75 1 + 0.121CHBox + 0.804CHW − 0.243C
(3)
Hℓ

+ 1.12C
(3)
Hq

+ 0.182C
(1)
ℓℓ

+ 0.192C2
HW

+ 0.36C
(3)
Hq

2 + 0.0488CHBoxCHW + 0.0679CHBoxC
(3)
Hq

− 0.0971CHWC
(3)
Hℓ

+ 0.491CHWC
(3)
Hq

+ 0.0731CHWC
(1)
ℓℓ

− 0.136C
(3)
Hℓ

C
(3)
Hq

+ 0.102C
(3)
Hq

C
(1)
ℓℓ

WH lep 75 < pVT < 150 1 + 0.121CHBox + 0.922CHW − 0.242C
(3)
Hℓ

+ 1.87C
(3)
Hq

+ 0.182C
(1)
ℓℓ

+ 0.324C2
HW + 1.04C

(3)
Hq

2 + 0.0559CHBoxCHW + 0.113CHBoxC
(3)
Hq

− 0.111CHWC
(3)
Hℓ

+ 0.938CHWC
(3)
Hq

+ 0.0838CHWC
(1)
ℓℓ

− 0.226C
(3)
Hℓ

C
(3)
Hq

+ 0.17C
(3)
Hq

C
(1)
ℓℓ

WH lep 0J 150 < pVT < 250 1 + 1.02CHW − 0.242C
(3)
Hℓ

+ 3.96C
(3)
Hq

+ 0.684C2
HW + 4.53C

(3)
Hq

2 + 0.24CHBoxC
(3)
Hq

+ 2.17CHWC
(3)
Hq

− 0.479C
(3)
Hℓ

C
(3)
Hq

+ 0.36C
(3)
Hq

C
(1)
ℓℓ

WH lep ≥1J 150 < pVT < 250 1 + 1.02CHW − 0.242C
(3)
Hℓ

+ 3.5C
(3)
Hq

+ 0.182C
(1)
ℓℓ

+ 0.632C2
HW + 4.01C

(3)
Hq

2

+ 0.212CHBoxC
(3)
Hq

+ 1.96CHWC
(3)
Hq

− 0.424C
(3)
Hℓ

C
(3)
Hq

+ 0.318C
(3)
Hq

C
(1)
ℓℓ

WH lep pVT > 250 1 + 1.07CHW + 10.9C
(3)
Hq

+ 58.2C
(3)
Hq

2 + 6.21CHWC
(3)
Hq

ZH lep pVT < 75 1 + 0.122CHBox + 0.663CHW + 0.0817CHB + 0.297CHWB − 0.0747C
(1)
Hℓ

− 0.241C
(3)
Hℓ

+ 1.13C
(3)
Hq

+ 0.255CHu − 0.101CHd + 0.182C
(1)
ℓℓ

+ 0.142C2
HW + 0.0279C2

HWB

+ 0.394C
(1)
Hq

2 + 0.394C
(3)
Hq

2 + 0.221C2
Hu + 0.172C2

Hd + 0.0407CHBoxCHW

+ 0.0693CHBoxC
(3)
Hq

− 0.0299CHDDCHu + 0.106CHWCHWB − 0.0251CHWC
(1)
Hℓ

− 0.0798CHWC
(3)
Hℓ

− 0.0494CHWC
(1)
Hq

+ 0.456CHWC
(3)
Hq

+ 0.0605CHWC
(1)
ℓℓ

+ 0.0394CHBC
(1)
Hq

+ 0.0914CHBCHu − 0.0357CHBCHd − 0.0338CHWBC
(3)
Hℓ

+ 0.171CHWBC
(3)
Hq

+ 0.0594CHWBCHu − 0.023CHWBCHd + 0.0271CHWBC
(1)
ℓℓ

− 0.0425C
(1)
Hℓ

C
(3)
Hq

− 0.136C
(3)
Hℓ

C
(3)
Hq

− 0.03C
(3)
Hℓ

CHu − 0.0922C
(1)
Hq

C
(3)
Hq

+ 0.103C
(3)
Hq

C
(1)
ℓℓ

+ 0.0229CHuC
(1)
ℓℓ

ZH lep 75 < pVT < 150 1 + 0.122CHBox + 0.768CHW + 0.0912CHB + 0.335CHWB − 0.241C
(3)
Hℓ

+ 1.8C
(3)
Hq

+ 0.425CHu − 0.157CHd + 0.182C
(1)
ℓℓ

+ 0.239C2
HW + 1.05C

(1)
Hq

2 + 1.05C
(3)
Hq

2

+ 0.608C2
Hu + 0.441C2

Hd + 0.111CHBoxC
(3)
Hq

+ 0.16CHWCHWB − 0.0925CHWC
(3)
Hℓ

− 0.114CHWC
(1)
Hq

+ 0.853CHWC
(3)
Hq

+ 0.0703CHWC
(1)
ℓℓ

+ 0.0765CHBC
(1)
Hq

+ 0.182CHBCHu − 0.067CHBCHd + 0.301CHWBC
(3)
Hq

+ 0.126CHWBCHu

− 0.0644C
(1)
Hℓ

C
(3)
Hq

− 0.218C
(3)
Hℓ

C
(3)
Hq

− 0.291C
(1)
Hq

C
(3)
Hq

+ 0.165C
(3)
Hq

C
(1)
ℓℓ

ZH lep 0J 150 < pVT < 250 1 + 0.868CHW + 0.373CHWB − 0.241C
(3)
Hℓ

− 0.232C
(1)
Hq

+ 3.71C
(3)
Hq

+ 0.912CHu − 0.322CHd + 0.513C2
HW + 4.39C

(1)
Hq

2 + 4.39C
(3)
Hq

2 + 2.62C2
Hu

+ 1.8C2
Hd + 0.229CHBoxC

(3)
Hq

+ 0.304CHWCHWB − 0.337CHWC
(1)
Hq

+ 2CHWC
(3)
Hq

+ 0.441CHBCHu + 0.666CHWBC
(3)
Hq

+ 0.317CHWBCHu − 0.449C
(3)
Hℓ

C
(3)
Hq

− 1.51C
(1)
Hq

C
(3)
Hq

+ 0.34C
(3)
Hq

C
(1)
ℓℓ

ZH lep ≥1J 150 < pVT < 250 1 + 0.863CHW + 0.372CHWB − 0.241C
(3)
Hℓ

− 0.293C
(1)
Hq

+ 3.27C
(3)
Hq

+ 0.818CHu

− 0.278CHd + 0.182C
(1)
ℓℓ

+ 0.47C2
HW + 3.81C

(1)
Hq

2 + 3.81C
(3)
Hq

2 + 2.28C2
Hu

+ 1.46C2
Hd + 0.202CHBoxC

(3)
Hq

+ 0.279CHWCHWB − 0.314CHWC
(1)
Hq

+ 1.79CHWC
(3)
Hq

+ 0.42CHBCHu + 0.595CHWBC
(3)
Hq

+ 0.303CHWBCHu − 0.395C
(3)
Hℓ

C
(3)
Hq

− 1.51C
(1)
Hq

C
(3)
Hq

+ 0.299C
(3)
Hq

C
(1)
ℓℓ

ZH lep pVT > 250 1 + 0.883CHW − 1.08C
(1)
Hq

+ 9.57C
(3)
Hq

+ 2.37CHu − 0.835CHd + 45C
(1)
Hq

2 + 45C
(3)
Hq

2

+ 28C2
Hu + 18.6C2

Hd + 5.64CHWC
(3)
Hq

− 23C
(1)
Hq

C
(3)
Hq
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Table I.4: Scaling functions for the ttH, tH and bbH STXS stage 1.2 bins in the Warsaw basis.
Units of pHT , mjj , p

Hjj
T and pVT in GeV.

STXS bin Scaling function, µi
prod

ttH pHT < 60 1 + 0.119CHBox + 0.417CHG − 0.119 |CuH | − 0.737 |CuG| − 0.12C
(3)
Hℓ

+ 0.0599C
(1)
ℓℓ

+ 0.162C2
HG

+ 0.391 |CuG|2 + 0.026CHBoxCHG − 0.0447CHBox|CuG| − 0.0255CHG|CuH | − 0.291CHG|CuG|

− 0.025CHGC
(3)
Hℓ

+ 0.0446 |CuH ||CuG| + 0.0444 |CuG|C
(3)
Hℓ

− 0.0222 |CuG|C
(1)
ℓℓ

ttH 60 < pHT < 120 1 + 0.119CHBox + 0.483CHG − 0.119 |CuH | − 0.803 |CuG| − 0.12C
(3)
Hℓ

+ 0.0598C
(1)
ℓℓ

+ 0.242C2
HG

+ 0.52 |CuG|2 + 0.0303CHBoxCHG − 0.0487CHBox|CuG| − 0.0295CHG|CuH | − 0.397CHG|CuG|

− 0.0288CHGC
(3)
Hℓ

+ 0.0485 |CuH ||CuG| + 0.0483 |CuG|C
(3)
Hℓ

ttH 120 < pHT < 200 1 + 0.118CHBox + 0.594CHG − 0.118 |CuH | − 0.897 |CuG| − 0.119C
(3)
Hℓ

+ 0.0596C
(1)
ℓℓ

+ 0.47C2
HG

+ 0.823 |CuG|2 − 0.0544CHBox|CuG| − 0.651CHG|CuG| + 0.054 |CuH ||CuG| + 0.0538 |CuG|C
(3)
Hℓ

ttH 200 < pHT < 300 1 + 0.117CHBox + 0.719CHG − 0.117 |CuH | − 0.979 |CuG| − 0.119C
(3)
Hℓ

+ 0.0593C
(1)
ℓℓ

+ 1.11C2
HG

+ 1.61 |CuG|2 − 1.25CHG|CuG|

ttH pHT > 300 1 + 0.115CHBox + 0.874CHG − 0.116 |CuH | − 0.991 |CuG| − 0.118C
(3)
Hℓ

+ 0.0589C
(1)
ℓℓ

+ 4.38C2
HG

+ 3.69 |CuG|2 + 0.44C
(1)
Hq

2 + 0.441C
(3)
Hq

2 + 0.278C2
Hu − 2.78CHG|CuG| − 0.372C

(1)
Hq

C
(3)
Hq

tHq 1 + 0.121CHBox − 0.0303CHDD + 0.214CHW − 0.364C
(3)
Hℓ

+ 0.118C
(3)
Hq

+ 0.182C
(1)
ℓℓ

+ 2.72C
(3)
Hq

2

+ 0.281CHWC
(3)
Hq

tHW 1 + 0.12CHBox − 0.03CHDD + 0.48CHG + 0.159CHW − 0.226 |CuG| − 0.241C
(3)
Hℓ

+ 0.358C
(3)
Hq

+ 0.12C
(1)
ℓℓ

+ 0.355C2
HG + 0.0279C2

HW + 0.391 |CuG|2 + 0.194C
(3)
Hq

2 + 0.027CHBoxCHG

+ 0.021CHBoxC
(3)
Hq

+ 0.1CHGCHW − 0.314CHG|CuG| − 0.0561CHGC
(3)
Hℓ

+ 0.262CHGC
(3)
Hq

+ 0.0281CHGC
(1)
ℓℓ

− 0.0723CHW |CuG| + 0.0867CHWC
(3)
Hq

+ 0.0265 |CuG|C
(3)
Hℓ

− 0.205 |CuG|C
(3)
Hq

− 0.0427C
(3)
Hℓ

C
(3)
Hq

+ 0.0213C
(3)
Hq

C
(1)
ℓℓ

bbH 1 + 0.0453CHBox − 0.008CHDD + 8.88CHG + 0.036CHW + 0.0174CHWB − 0.0569C
(3)
Hℓ

+ 0.103C
(3)
Hq

+ 0.0241CHu − 0.008CHd + 0.0284C
(1)
ℓℓ

+ 68.1C2
HG + 0.014C2

HW + 0.216C
(1)
Hq

2

+ 0.224C
(3)
Hq

2 + 0.0646C2
Hu + 0.0285C2

Hd + 0.0233CHGC
(3)
Hℓ

+ 0.066CHWC
(3)
Hq

+ 0.0226CHWBC
(3)
Hq

− 0.0189C
(3)
Hℓ

C
(3)
Hq
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Table I.5: Scaling functions for the partial and total Higgs boson width in the Warsaw basis.
Prefactors (Ap, Bpr) which are at least 1% of the leading prefactor are shown in the
table.

Decay channel Partial width scaling, Γf/Γ
f
SM

H → γγ 1 − 14CHW − 48.8CHB + 26.1CHWB + 49C2
HW + 596C2

HB + 171C2
HWB + 342CHWCHB

− 183CHWCHWB − 638CHBCHWB

H → ZZ → 4ℓ 1 + 0.12CHBox − 0.234CHW − 0.23CHB + 0.244CHWB + 0.126C
(1)
Hℓ

− 0.236C
(3)
Hℓ

− 0.101CHe

+ 0.181C
(1)
ℓℓ

+ 0.0184C2
HDD + 0.883C2

HW + 4.03C2
HB + 1.18C2

HWB + 0.0164C
(3)
Hℓ

2

+ 0.0082C
(1)
ℓℓ

2 − 0.0142CHBoxC
(3)
Hℓ

+ 0.0109CHBoxC
(1)
ℓℓ

+ 0.0711CHDDCHW + 0.741CHWCHB

− 1.76CHWCHWB − 2.86CHBCHWB − 0.0099C
(1)
Hℓ

C
(3)
Hℓ

+ 0.0115C
(1)
Hℓ

C
(1)
ℓℓ

+ 0.0173C
(3)
Hℓ

CHe

− 0.0214C
(3)
Hℓ

C
(1)
ℓℓ

H → WW → 2ℓ2ν 1 + 0.121CHBox − 0.0314CHDD − 0.0889CHW + 0.0028C
(1)
Hℓ

− 0.228C
(3)
Hℓ
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Appendix J

Input feature distributions for the

e/γ identification BDT in the

HGCAL L1T

This Appendix shows the distributions of the nine input features (~x) for the e/γ identifica-

tion BDT algorithm introduced in Section 8.3. The distributions are shown for both signal

(red) and background (black) trigger primitive clusters, for the low |η| (1.5 < |η|< 2.7,

solid) and the high |η| (2.7 < |η|< 3.0, dashed) regions separately.
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Figure J.1: The distributions of the input features to the HGCAL L1T e/γ identification BDT
algorithm. The first five plots represent the five longitudinal shower shape variables,
whilst the final four plots shows the four lateral shower shape variables. The sig-
nal clusters (generator-level matched electron) and background clusters (pileup) are
shown in red and black respectively, and are separated into the two pseudorapidity
regions in which the BDTs are trained.
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