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Abstract

Precision measurements are an important aspect of hadron colliders physics program. This the-
sis describes a method, together with a first application, of how to achieve and use precision
measurements at the LHC. The idea is to use reference processes to control the detector system-
atics and to constrain the theoretical predictions. We chose as reference processes single W and
Z production, selected through their decays into electrons. The study presents results for both
the CDF experiment at the Tevatron (USA), for which a data analysis was performed and the
CMS experiment at the future CERN LHC (Switzerland) for which Monte Carlo simulations
were done.

In the first part, we determine the luminosity of the data collected by the CDF detector
between February 2002 and May 2003, using the pp — W — ev and pp — Z — ee processes.
The obtained total luminosity of 125.5 &+ 0.6 (stat.) & 7.1 (syst.) pb~! is in good agrecment
with the 'traditional’ luminosity measurement of 125.5 £ 7.3 pb~!. Due to the high statistics of
W and Z events at the LHC, a more precise relative luminosity measurement can be performed
by CMS5, reducing the error on the luminosity determination perhaps to about 1%, thus allowing
accurate cross scctions determinations.

In a second step we show, using a full detector simulation, how leptonic W and Z events
can be identified with CMS, concentrating on the electron reconstruction and identification.
Different selection variables for electrons are defined and systematic errors issues are discussed.

Finally, the potential of CMS to perform precision measurements is illustrated using the
leptonic decays of a hypothetical Z’ boson. For the first time we demonstrate how well the Z/
properties can be constrained at the LHC combining well-known variables like the cross scction
times branching ratio, the forward backward charge asymmetry on and off peak. We also show
that the 7 rapidity distribution can be used to constrain the Z’ couplings to the quarks. Z’
bosons from different theoretical models can be discriminated for Z' masses up to 2-2.5 TeV,
assuming an integrated luminosity of 100 fb—1.



Résumé

Les mesures de précision représentent un aspect important du programme de physique des
collisionneurs hadroniques. Ce travail de thésc présente une méthode avec une premicre appli-
cation permettant de faire de telles mesures avec le LHC. L’idéc cst d’utiliser des réactions de
référence pour contrdler aussi bicen les erreurs systématiques liées au détecteur que les prédictions
théoriques. Dans ce cas précis, les réactions de référence choisies sont la production de W et
de Z, ces derniers étant sélectionnés a ’aide de leur désintégration en électrons. Cette étude
présente des résultats pour deux expéricnces : CDF, situé sur 'anncau du Tevatron aux USA,
ot nous avons procédé a une analyse de données et CMS, sis sur le futur LHC du CERN en
Suisse, pour lequel des simulations Monte Carlo ont été effectuées.

Premieérement, nous avons mesuré la luminosité des données collectées par CDF entre février
2002 et mai 2003 en utilisant les réactions suivantes: pp — W — ev et pp — Z — ce. Nous avons
trouvé unc luminosité totale de 125.5 + 0.6 (stat.) £+ 7.1 (syst.) pb~' en accord avec le résultat
obtenu de maniérc traditionelle, soit 125.5 £ 7.3 pb~!. Gréce au nombre important de W et de
Z produits au LHC, il pourrait étre possible de réduire 'incertitude sur la luminosité relative a
moins de 1%, permettant ainsi d’augmenter la précision des mesures de sections efficaces.

Dans un second temps, nous avons étudié la maniére d’identifier les désintégrations lep-
toniques des événements W, Z avec CMS en se concentrant plus spécifiquement sur la recon-
struction des électrons et leur identification. Diverses variables ont été définies pour sélectionner
les électrons ct différentes sources potentielles d’incertitudes systématiques sont discutées.

Finalement pour illustrer le potentiel de CMS pour cffectuer des mesures de précision,
une étude de la détermination des propriétés d’un hypothétique Z’ a été conduite. Apres la
découverte du Z’ cn utilisant sa désintégration en leptons, ses propriétés peuvent étres restreintes
a 'aide des observables suivantes bien connues: la section efficace multipliée par la largeur du
Z', 'asymétrie de charge avant-arriere au sommet et & c6té du pic de masse. Ces observables ont
été combinées pour la premiere fois pour étudier la sensitivité du LHC. Nous avons également
montré que la distribution de rapidité du Z’ peut aussi étre utilisée pour determiner le couplage
du Z’ aux quarks. Il devrait étre possible avec CMS de distinguer les Z/ de différents modeéles
pour des masses inféricures a 2-2.5 TeV avec une luminosité de 100 fb~1.
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Introduction

“I myself, being fairly ignorant of scientific literature, could find more knowledge new to me in an hour’s
time spent at the library than I could find at my workbench in a month or a year. It is not truth I am
searching for, it is new truth. A scientific researcher has to be attracted by those [blank] spots on the map
of human knowledge, and if need be, be willing to give his life for filling them in.” A. Szent-Gyérgyi

It might not be a contradiction to say that Particle Physics, the science studying the basic
components of matter and their interactions, is a young science based on an old idea. Already
three centuries before Jesus Christ the Greck philosopher, Democritus, brought forward the idea
that matter was composed of fundamental unbreakable entities that he called “atoms”. During
the 20" century, the development of particle colliders of ever increasing energy and detectors of
ever improving performances, allowed the exploration of matter at smaller and smaller scales.

The development of Quantum Mechanics at the beginning of the twentieth century, Quantum
Field Theory some decades later and finally the Standard Model of particle physics, formulated
in the sixties, representcd major breakthroughs in our way to understand matter’s building
blocks and their interactions. Using these theories, physicists managed to explain with an
unprecedented success the more and more accuratc experimental observations.

The Standard Model of particle physics makes the following basic statements, as summarized
in Figure 1: all the known matter can be described by 12 fundamental entities, named fermions
(spin 1/2 particles), together with interaction carriers, named vector bosons (spin 1 particles).
These particles can interact via three types of forces!: the electromagnetic interaction (carried
by photons), the strong interaction (carried by gluons) and the weak interaction (carried by
W and Z bosons). The twelve fundamental fermions are sorted using their different behaviors
under these interactions. For example, quarks are dcfined as particles which feel the strong
interaction and leptons as particles which do not. These twelve particles can also be sorted into
three doublet families, each family having the same general behavior under the weak interaction,
the so-called universality. Particles from the first family formn the ordinary matter: up and down
quarks are combined to form protons and neutrons. Atoms are made out of the combination
of protons, neutrons and electrons. The last building block of the first family is the electron
neutrino (ve) which was postulated to get a correct description of the radioactive decays. The
two other families (4, v, c and s quarks, 7, v, t and b quarks) are used to describe high energy
states like the ones which were present at the beginning of the Universe and can now be created
and studied in detail with particle accelerators.

However, at least two fundamental questions remain to be clarified. The first is to discover
the last building block of the Standard Model, the so-called Higgs boson. Its existence was
postulated in the sixties by the Scottish physicist Peter Higgs. His idea consists in assuming the
existence of a scalar field, the Higgs field, which, by coupling to the different particles, will give
them a mass after a spontaneous symmetry breaking 2. Although the Higgs ficld was originally
postulated to explain the exceptionally high mass of the W and Z vector bosons, the same
mechanism can be extended to account for the fermion masses. The interactions of the Higgs

'We exclude here gravity, which is about 10*! times weaker than the clectromagnetic force (for two u quarks
at 107""m) and is up to now not included in that model.

>The Standard Model alone cannot explain the origin of the different masses of the particles as the inclusion
of mass terms in the Standard Model Lagrangian breaks its gauge symmetry.
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with the other particles, its so-called couplings, are calculable within the Standard Model, but its
mass is not directly predicted. However it is possible to constrain the Higgs mass by assuming the
overall validity of the Standard Model and combining experimental observables that are sensitive
to the Higgs mass through electroweak corrections ®. Putting all the electroweak observables
together, the best-fit value of the expected Higgs mass given by the Standard Model is 117 GeV,
the upper limit, with 95% confidence level, being 251 GeV [2]. Moreover, direct search at LEP
excluded a Higgs with a mass smaller than 114.4 GeV with a 95% confidence level [3].

There are many reasons to think that the Standard Model is not the final theory and that
new phenomena should appear at higher encrgies. Taking into account that the Standard Model
is thought to be an effective theory, valid up to a given energy scale (A) and which suffers from
theoretical problems that could be solved by replacing or extending it, the next question would
be to determine up to what energy the Standard Model is valid or alternatively to try and
discover new physics. Some alternative models have been developed and are waiting to be
confirmed or refuted by observations. The most popular extension of the Standard Model is
Supersymmetry which postulates a symmetry between fermions (half integer spin) and bosons
(integer spin). It solves some theoretical problems of the Standard Model and manages to unify
the strong and the electrowcak interactions. Within this theory, the number of particles is
doubled, since for each fermion/boson a corresponding supersymmetric boson/fermion should
exist. However, up to now, no supersymmetric particles have been seen. Another challenge is
to develop a theory which brings gravity and the other interactions into a coherent picture and
which makes measurable predictions.

To scarch for the Higgs or phenomena beyond the Standard Model, a new proton-proton
collider, the LHC, is being built at CERN (Geneva, Switzerland) and is currently expected to
start running in Summer 2007 at energics never reached before. At Fermilab, close to Chicago
(USA), there is a proton-antiproton collider, the Tevatron, which started its second phase of
data taking in 2001. The Tevatron and the LHC have a very similar working environment as
they both collide hadrons. Thus many experimental physics aspects relevant for the LHC can
be studied now at the Tevatron.

For this work, data from CDF, one of the detectors at Tevatron, were analyzed with the
purpose of understanding better physics problems that will be encountered at the LHC. Then,
specific questions related to CMS, one of the two general purpose detectors at LHC, will be
studied, using Monte Carlo simulations.

In the following sections some general statements will be made on the physics at hadron
colliders. ‘I'wo of its aspects will be developed: the discovery of new particles and precision
measurements made to test the predictive power of a theory.

Discovery at hadron colliders

Throughout the history of Particle Physics, hadron colliders have been attributed the role of
“discovery machines” par excellence. Due to the high mass of the proton, compared for instance
to the electromn, it is easier to accelerate and collide protons to reach energies never investigated
before. The W and the Z bosons for instance were discovered at the CERN SppS and the top
quark at the Tevatron, both proton-antiproton colliders. However the price to pay for using
hadrons is a harder event analyze and reconstruction since protons have substructure and are
strong interacting objects.

In order to be detected, a process of interest should have a high enough cross section. The
whole "art’ of the physicist will consist in trying to reduce the backgrounds, keeping at the same
time a large enough signal. Traditionally a discovery is claimed when a deviation of more than

One should be careful with the interpretation of this fit results since the Higgs mass comes in the electroweak
corrections like Inmpy, whereas the top mass, known to an accuracy of 3%, comes in like m?. A 2% variation in
the top mass results in a 13% variation in the Higgs mass limit.
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five standard deviations (o) away from the background is observed, where o = S/vB 4, with
S being the number of signal events and B the number of background events. Exploring new
energies and trying to find new physics will very often resemble to looking for a needle in a
haystack as small interesting signals have to be separated from huge backgrounds. Since no
one knows what to expect at new energy scales, the detector design has to be as general and
flexible as possible. A special interest should be paid to high transverse momentum physics, as
the presence of high transverse energy particles is often the sign of the decay of a heavy particle.

In general, new heavy particles have a very short lifetime and decay before they reach
the detector elements. A new phenomenon will be mostly identified through a deviation in
a kinematic distribution of specific well-known “stable particles” and jets. For instance, a
new particle is often discovered by studying invariant mass distributions. The signatures of a
detectable process can be sorted into two categories. The ’easy’ ones, for which a narrow mass
peak can be reconstructed and the ones for which a mass pcak cannot be reconstructed. The
signal has then to be found in distributions like e.g. the transverse momentum of a particular
particle, the missing energy of the event or specific event topologies. The first typc of signatures
will need a very good energy and momentum determination as the width of the mass peak will
depend mainly on the cnergy resolution, whereas for the sccond type of signatures, a very good
angular determination and an extended detector coverage will be needed. Table 1 shows which
types of measurements could reveal which types of new physics.

To determinc whether a new particle can be discovered, it is not sufficient to consider S/ VB
it is also important to take S/B into account. For signatures where a narrow mass peak can
be reconstructed, a discovery can be made already with a low signal to background ratio, since
the backgrounds are well under control as they can be estimated from the regions away from
the peak. On the contrary for the other type of signatures, a high signal to background ratio
has to be required, since the backgrounds have sometimes to be estimated from a Monte Carlo
simulation and fluctuations due to the uncertainty on this estimation can easily hide a signal.

The Higgs search at the LHC provides a good illustration of these ideas. If the Standard
Model Higgs has a mass of 130 GeV, its decay into two photons would be a channel to look
for. It is expected to be detected as a peak above a large irreducible background. Figure 2
(Top) shows how this peak might look like in CMS. If the Higgs has a mass around 140 GeV, it
could be detected in the following decay chain: H — WW™* — fvfy. For this channel, no Higgs
mass pcak can be reconstructed, a signal could thus be seen in the lepton transverse momentum
spectrum, ags illustrated in Figure 2 (Bottom). It is evident from this plot that in this case, a
precise background normalization is more difficult to achieve.

Precision at hadron colliders

Whereas trying to discover a new particle may look more appealing, precision measurements are
another important aspect of the physics program of hadron colliders.

Precision measurements are fundamental to test the predictive power of the Standard Model
or any competing theory at the new energy scale probed. This will be done for instance by
comparing the cross section of different processes with the theoretical predictions. Moreover,
after having discovered a new particle, it is important to mecasure its properties in order to
constrain the theoretical frame.

Precision measurements are also needed to enable discoveries, in keeping the background un-
der control. More precisely, it is fundamental to get an accurate measurement of the kinematics
and the cross sections of 'well-known’ Standard Model processes which are backgrounds for dis-
covery channels. This is especially important in cases where the Standard Model background

*This formula holds for § and B higher than ~20. Otherwise, o has to be cstimated using the Poisson
statistics. Note that other estimators of the statistical significance can also be used, like for instance the ones
based on likelihood ratios.
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"T'ype of measurement indicates required for

Higgs search top physics,
‘all’ searches (e.g. Z')

isolated high p; ~'s electromagncetic process Higgs search

special Higgs-like

isolated high p, e, pt W 2*) decays

7 and b-quark tagging ‘rare’ processes searches,
Supersymmetry
event with v-like Higgs, Supersymmetry,

large missing p;, Ey . . .
8 & Pey S particles; W, Z decays exotic ’exotica’

QCD, understanding of
backgrounds/efficiencies

jets quarks and gluons

TABLE 1: Ezamples of what a detector should be able to measure in order to explore a new
energy scale [5].

for a given discovery channel has to be estimated from a Monte Carlo simulation.

The cvent reconstruction and identification at hadron colliders is quite complicated. In fact,
the detector will have to isolate from the whole proton-(anti)proton interaction, the products of
the parton-parton interaction to be studied. A way to solve that problem is to get a high number
of collisions, increasing the statistics of the processes. Like that, harder requirements can be put
on the event selection, allowing to use only the well-reconstructed events. A high collision rate
will however require a fast detector response, as well as a good triggering efficiency. Thus, to
reach a good precision, stringent requirements have to be put on the design of the detectors in
order to obtain an excellent energy and momentum resolution, as well as the largest acceptance
possible.

Precision measurements is a general concept. In the following, we shall discuss the case of
cross section measurements and how to constrain the parameters of the Standard Model, giving
examples from the LHC and the Tevatron.

Measuring cross sections

The measurement of the cross sections for different processes allows to test the predictions of
the Standard Model at the energy scale probed. This can also lead to a discovery since an excess
in the cross section could be the sign of a new phenomenon. The cross section depends on the
following variables: the number of signal events after background subtraction, § = N — B, the
cut efliciency, e¢¢y and the luminosity, Lpp:

S

6= ——
Eeff  Lpp

Therefore, three main factors can limit the precision of a cross section measurement:

1. The number of signal events (S)

The statistics will depend on the energy of the colliding particles and on the luminosity
delivered by the accelerator. The error on the number of signal events scales like v/L.

For instance, the top cross section measurement at the Tevatron Run I was mainly limited
by the statistics available [6]. The error was about 25% and all the other uncertainties
could be reduced to about half. In the case of the LHC, running at much higher energy
with a high design luminosity should produce about 107 ¢ which is enormous compared to
the total of 10? events at the Tevatron, thus resulting in a very small statistical error on
the cross section. Figure 3 shows the proton proton cross section energy dependence for
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different processes together with some experimental measurements. Many processes will
be measured with a good statistical accuracy at the LHC.

2. The luminosity (Lpp)

Next is the uncertainty related to the luminosity determination. The luminosity is a vari-
able which depends on the machine parameters. It is usually obtained at hadrons colliders
by measuring the proton-(anti)proton elastic or inelastic cross section using counters close
to the beam line. The error on the luminosity at the Tevatron is currently 5%. The main
reason is the uncertainty on the proton-antiproton total inelastic cross section and the
difficulty in estimating the acceptance of the luminosity detectors. The prospects for the
CMS experiment were assumed to be similar, as stated in the 1994 Technical Proposal.

In the following we discuss a proposal to reduce significantly the error on the luminosity
determination by using single W and single Z production, following a method described
in [8], the so-called parton luminosity. The goal is to bring this error down to 1%. A first
application of this method on real data could already be performed using the Tevatron
Run II data and will be presented in Chapter 2.

An example of a cross section measurement where the limiting factor was the error on the
luminosity, is the W and Z cross section at the Tevatron Run I [9]. There, the signatures
are very clean leading to small systematic uncertainties. The statistical errors are also low
resulting from the relatively high cross section of these processes.

3. The efficiency (ccps) and the background estimate (B)

The last source of error is linked to the cut cfficiency and background estimates. Such
uncertainties become usually important when the signature is difficult to reconstruct. They
are also quite dependent on the detector type, depending, for instance, on the energy and
momentumn resolution. In this case, it is hard to make genceral statements. An increase
in the number of events should have only a limited effect on these systematic errors.
However, what will be possible at LHC is to use refercnce processes like single W and
single Z production to control the efficiencies and the background. In Chapter 3, some
systematic effects will be studied for CMS using a full simulation.

An example of a cross section measurement which was limited by systematics is the dijet
cross section at the Tevatron Run I [10], as it is experimentally difficult to reconstruct jets
and to interpret the signature.

At the LHC the uncertainty on the cross section of many processes should be significantly
reduced for the following reasons: high statistics for many interesting processcs will be reached,
allowing to almost neglect the errors duc to the statistics and to make sufficiently hard cuts
to get the background systematics under control. However this increases the errors on the cut
efficiency. Morcover, the use of reference processes like single W and single Z production to
determine the parton luminosity but also to study some systematics should allow the crrors on
the measured cross sections to be significantly reduced.

Using precision measurements to constrain model parameters

Precision measurcments should allow to test the consistency of a model at a given energy scale
by constraining the different parameters of the model. For instance, there are about 19 free
parameters in the Standard Model (plus another 10 assuming massive neutrini). Apart from that,
alternative theorics predicting new physics have free parameters which have to be extracted from
the data. Precision measurements can also be used to discriminate between the different models
describing a newly discovered particle. For these different questions, precision measurements
of cross sections are well suited. Other potential good observables are particle masses and
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couplings. We give in the following some example on how precisely masses and couplings of
Standard Model particles are expected be measured at the LHC.

o Masses

It will be possible to measure with a certain accuracy the masses of the “heavy particles”
like the Higgs, the top and the W at the LHC. This will allow the Standard Model to be
over-constrained, as these masses are dependent from each other. This type of measure-
ment will need a very good determination of the lepton energy and momentum scale as
well as of the jet scale, since the mass is determined from a mass peak (or a transverse
mass peak). For instance, the Higgs mass could be determined at the LHC with an accu-
racy of AMy /My = 0.1% [11] for almost the whole possible Higgs mass range. The top
mass could be measured with an accuracy of 2 GeV (the present uncertainty lies around-
5 GeV). The uncertainty on the W mass is expected to be reduced down to 25 McV [11].
The last results from LEP and Tevatron claim an error of 40 MeV, respectively 60 MeV
on the W mass [12],[13].

e Couplings

The couplings of a given particle can usually be measured by comparing different processes.
For instance, if the Higgs has a mass between 300 and 600 GeV, the LHC experiments
should be able to constrain the relative Higgs couplings to fermions and bosons. This can
be done by measuring the ratio of the cross section where the Higgs is produced through
weak boson fusion, where it couples to W and Z and the Higgs produced though gluon
fusion, where it couples to the top quark. This measurement could be achieved with a
statistical precision of around 10% [14]. In that case, as ratios are measured, the hope is
to get systematic errors much smaller than the statistical ones.

Another example is the measurement of the couplings of the vector bosons (W, Z and
v) with each other, the so-called triple gauge couplings, which are quite sensitive to new
physics. Although the Standard Model is tested up to a precision of 0.1% or better, the
parameters characterizing the triple gauge couplings are known with a precision of 10%
from LEP and thc Tevatron. One goal of the LHC would be to improve this measurement
by about a factor of 10. A way of determining these couplings is to fit the measured
transverse momentum spectrum of one of the vector bosons, for instance by measuring the
p¢ spectrumn of the Z in pp — ZW — £60v process.

From a precise determination of the different particle couplings, particles masses and cross
sections of typical processes, it is possible to test the predictions of the Standard Model over a
range of energies. Moreover, if a new particle is discovered, the measurement of its couplings,
its mass and other parameters that are characteristic of this particle like its spin, should allow
constraining the different models. An example with an exotic particle, the Z’, will be presented
in Chapter 4.

In the next chapter, the CDF and CMS detectors will be described and compared. Then,
the method using single W and single Z production to measure the luminosity, the so-called
parton luminosity, will be presented and a first application will be carried out on the CDF
data. It will be shown that, in the case of the Tevatron, this method is competitive with the
‘traditional’ luminosity measurement employed up to know by CDF. For the LHC the parton
luminosity looks promising due to the high cxpected statistics of single W and Z production.
This represents a first step toward precision measurement at the LHC.

Then we will show how electroweak processes such as single W production could be recon-
structed with the CMS detector and what selection procedure could be used for the electron
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reconstruction. Moreover, some systematics issues using a full detector simulation will be ana-
lyzed in order to discuss the CMS detector capabilities.

Finally it will be shown that — thanks to precision measurements of specific variables — it
should be possible to identify a hypothetical new gauge boson, the Z°, at the LHC.



Chapter 1

The detectors: CDF and CMS

"The results described in this thesis were obtained by analyzing the data of the CDF detector
and from simulations of the CMS detector. CDF and CMS are multi-purpose detectors built
to analyze hadron collisions from respectively the Tevatron accelerator, colliding protons with
anti-protons at an energy of 1.96 TeV and the LHC accelerator, which will collide protons with
protons at an energy of 14 TeV. First we give a description of those two detectors and then
analyze their common points and differences.

1.1 The CDF detector

The Collider Detector at Fermilab (CDF) is a general purpose detector located in the Tevatron
accelerator at Fermilab. The first collisions were produced and detected in October 1985. From
1992 to 1996, the detector recorded about 110 pb~! of data during the so-called Run I. The
analysis of this data resulted in about 200 publications, the highlight being the discovery of
the top quark in 1994 [15]. This was followed by a major accelerator and detector upgrade
completed in 2001. CDF started a second Run of data taking in April 2001.

1.1.1 The Tevatron accelerator

"The Tevatron is a synchrotron ring of 1 km radius designed to accelerate protons and anti-protons
up to a collision center of mass energy of /s = 1.96 TeV, using super-conductive magnets with
a field of 4.2 T. Figure 1.1 shows a simplified view of the acceleration system.

In this pp collider, protons are produced by ionizing hydrogen. The H™ ions are accelerated
up to an energy of 750 keV by a Cockroft-Walton accelerator followed by a Linac which brings
the particles up to an energy of 400 MeV. The ions are then passed through a thin layer of
graphite to strip the elcctrons. The resulting protons are accelerated in a small 150 m radius
synchrotron (Booster) up to an energy of 8 GeV, divided into bunches and then passed to the
Main Injector.

The anti-protons are produced by the interaction of 120 GeV protons from the Main Injector
and a target of nickel. After being collimated at an energy of 8 GeV they are debunched into
a continuous beam and stochastically cooled down to reduce the encrgy dispersion. The anti-
protons are then accumulated in the accumulation ring. When the number of anti-protons is
sufficiently high they are injected into the recycler ring. The recycler ring is one of the accelerator
improvements in Run II. It allows to store the anti-protons from the accumulator and it also
recycles the anti-protons that did not interact in the Tevatron.

After the first acccleration step, protons and anti-protons are divided into 36 bunches and
accelerated to 980 GeV. The instantaneous luminosity is given by the following formula:

JSBNpNp

2n(0208)

Lint ox

11



12 CHAPTER 1. THI DETECTORS: CDE AND CMS
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F1Gure Lob: The Fermilab accelerator chain.
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I'taure 1,20 The Tevatron collider peak luminosity for Run 1L [14].

where fis the revolution frequency, B is the number of bunches, N, and N, the number of
protons and anti-protons per bunch and (r]f and (.T}f arc the transverse dimensions of the beams
at the collision point. The proportionality factor depends on the longitudinal resolution of the
beam and on his dispersion in the phase space. In Run 1L the number of bunches is increased,
but the number of particles per bunch is roughly the same as in Run 1. The lnminosity at the
end ol 2003 (when the study described here was done) was about £ ~ 3 x 103 em 25 1) as
Figure 1.2 shows. In June 2004, a record luminosity of 1.02 x 10%2em 28 ' has been reached.

Two detectors are build along the Tevatron. CDI and D@. Their physics program is similar.
I the following the CDI detector will be described.

1.1.2 The CDF detector

CDF consists of the following clements: a tracking system to detect tracks of charged particles,
an electromagnetic and hadronic calorimeter to identify and measure the energy of the electrons,
photons and jets: and finally the muon chambers. Figure 1.3 shows a view of the CDF detector.
A detailed desceription of the detector can be found in [17]. In the following, we give a brief
description of the tracking system, the calorimeters, the trigger system and the detectors used
for the luminosity determination as these arce the sub-detectors relevant for our analysis.

The tracking system

The tracking system was fully replaced for Run 1T and is shown on Figure | 4. Charged particle
tracks are reconstructed using the combined informations from silicon-based detectors in the
most inner part and cell-drift chambers in the outer part.

The silicon tracking systen is composed ol 3 different detectors subsystems: Layer(Q0 is a
layer of silicon detectors installed directly on the beam pipe to improve the impact parameter
resolution. Then comes the silicon vertex detector (SVXII), which is composed of five layers of
double-sided silicon sensors with a combination of both 90-degree and small angle stereo layers 10
give d-dimensional information. The expected vertex resolution is o4 <0 30 pan and o, < 60 .
Finally, the Intermediate Silicon Layer (ISL) is a large radins silicon tracker with a total active
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area of about 3.5 m?. It is composed of 296 basic units, called ladders, made of three silicon
sensors bonded together in order to form onc electrical unit. It is located between the silicon
vertex detector and the central outer tracker. It covers a pseudorapidity ' region up to |n| = 2.

The Central Quter Iracker (COT) is the new CDF II central tracking chamber. It is an open
cell drift chamber with a maximum drift time of about 100 ns and thus able to operate at a beam
crossing time of about 132 ns. The COT consists of 96 layers arranged in four axial and four
stereo superlayers. Combining the hits to reconstruct the tracks, the COT reaches an efficiency
close to 100% for high p; isolated tracks. The expected hit resolution, based on the Run I
experience is ¢ < 180 um. It also provides some dE/dx information for particle identification.

Between the COT and the solenoid is the new time of flight detector (TOF). This scintillator
based detector with a 110 ps resolution has the capability to tag charged kaons in the p,; range
from 0.6 to 1.6 GeV.

Around the tracking system stands the superconducting coil. With a current density of
1200 A/m, it provides an axial magnetic ficld of 1.5 T over a useful volume of 2.8 m in diameter
and a length of 3.5 m. The design momentum resolution of the tracking system is §p;/p? = 0.1%
for |n| < 1.0 and of ép,/p} ~ 0.4% 1.0 < || < 2.0.

The calorimeter system

Outside the solenoid, a scintillator-based calorimeter covers the region || < 3.6. As shown in
Fig.1.3 the calorimeter consists of an inner electromagnctic section followed by an outer hadronic
section. Both sections consist of alternatce layers of scintillators and passive material. Lead is
used for the electromagnetic calorimeter and iron for the hadronic one. The calorimeter can
be divided in a central region (detecting particles up to || = 1.1 for an event vertex in the
detector center) and a forward region (detecting particles in the range 1.1 < |n| < 3.6). Good
identification of isolated electron is possible up to a pscudorapidity of || < 2. The central region
is instrumented by the central electro-magnetic calorimeter (CEM) and the central hadronic
calorimeter (CHA). The CHA is then further extended in 7 by the endwall hadron calorimeter
(WHA). The calorimeter system is scgmented in towers along the n and ¢ directions pointing
toward the interaction point. The towcrs are common to the electromagnetic and hadronic
calorimeter. In the central (forward) region, each tower covers a A¢ of 15° (7.5°-15°) and a Ap
of 0.11 (0.09-0.64).

The resolutions obtained in a test beam (single electrons and pions) are 52 = 1\?%’ @ 1% for

the central electromagnetic calorimeter and A—IF = 8—\%‘3@5% for hadrons [17]. In the central region
there are also two position detectors, the central pre-radiator gas chamber (CPR) just before
the electromagnetic calorimeter and the central E-M strip/wire gas chamber (CES) inside it.
The shower maximum chambers contribute to the identification of electrons and photons using
the position measurement to match the “clusters” with the tracks, the transverse shower profile
to separate photons from 7¥s, and the pulse height.

1A commonly used variable in hadron colliders is the rapidity, Y, defined like:

l. E+p.
Y:— nd
3P EFT.

It is defined with respect to a direction, z, usually taken parallel to the beam axis. If p >> m, the rapidity can
be approximated by the pseudorapidity, defined as:

n = - In(tan(f/2))

where # is the angle between the particle momentum and the beam axis.



16 CHAPTER 1. THE DETECTORS: CDF AND CMS

The trigger system

Due to the very high total interaction rate compared to the rclatively small rate of interesting
interactions (as shown in Figure 3, on page 8), it is fundamental to have a very sophisticated
trigger able to extract the most interesting physics events from the large number of collisions.
In Run II, the maximum data to disk recording rate for CDF is 75 Hz, while the collision rate
is 2.5 MHz. The CDF II trigger is organized in three different levels. The Level 1 trigger
(L1) provides fast drift chamber tracks, muon and electron triggers based on signatures in the
muon chambers and calorimeter in combination with drift chamber tracks, and calorimeter
based triggers based on missing transverse energy, photons and jets. This trigger has almost no
dead-time. It possesses a 42 stage pipeline and can make a trigger decision every 132 ns with a
total latency time of 5544 ns. A new on-line processor reconstructs CO'L' tracks (eXtremly Fast
Tracker). The L1 accept rate achieved in 2003 was 20 kHz. The L2 trigger adds information
within about 22 us, to the objects found by the L1 trigger. It does a limited event reconstruction
which is processed in programmable processors and reduces the event rate to about 300 Hz. The
events that pass L2 are processed by a network of parallel processors called farms, which do a
final filtering, reducing the event rate down to 50 Hz.

1.1.3 The proton—anti-proton luminosity measurement at CDF

"The method used by CDF to measure the luminosity is based on the rate of inelastic pp inter-
actions?, using the formula: p - fgo = iy - £ where y is the average number of interactions per
bunch crossing and fg¢ is the rate of bunch crossings in the Tevatron.

The luminosity monitors, the so-called Cerenkov Luminosity Counters (CLC), shown on Fig-
ure 1.5, are designed to measure y within a few percent, since the average number of interactions
per crossing is proportional to the average number of hits in the CLC per bunch crossing. To
detect efficiently inelastic pp events, the luminosity detectors are put at small angles where the
cross section for that process is higher. Two Cerenkov modules were installed in the proton (east)
and anti-proton (west) directions with a rapidity coverage between 3.75 and 4.75. Each module
consists of 48 thin, long, gas-filled, Cerenkov counters. The counters are arranged around the
beam-pipe in three concentric layers, with 16 counters each, and pointing to the center of the
interaction region. They are built with reflective aluminum mylar sheets of 0.1 mm thickness
and have a conical shape. The Cerenkov light is detected with fast photomultiplier tubes. The
counters are mounted inside a thin pressure vessel made of aluminum and filled with isobutane.
A primary particle from pp interaction will cross the full length of the counter and generate
a large PMT signal, while the secondary particle produced in the beam pipe and materials
surrounding the CLC cross the counter at different angles and yield much smaller signals.

The proton-anti-proton luminosity is then determined using the rate of the inelastic pp
events measured with the CLC luminosity monitor R, the CLC geometric acceptance &g, and
the inelastic cross-section oyy,:

[ = RP‘ﬁ
Ecle * Tin
with the systematic errors of 1.8% on R, 4.0% on £4, and 3.8% on oy, respectively. The total
systematic error on the luminosity was estimated to be 5.8% [18].

?The CL.C has zero acceptance for elastic pp events.
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Fraure 1.5: A schematic view of the CLC.

1.2 The CMS detector

The Compact Muons Solenoid (CMS) experiment is a general purpose detector which will be lo-
cated at the Large Hadron Collider (LHC) accelerator at CERN (Geneva). The present schedule
[oresces the {irst proton proton collisions in Summer 2007.

1.2.1 The Large Hadron Collider

The Targe Hadron Collider (LIIC) is a proton-proton collider with a center of mass energy of
14 TeV and a design Tuminosity of £ = 10%" em' s 1. The LHC, which is currently being
constructed in the existing LED tunnel, hag a circumference of 27 k. Figure 1.6 shows a
schematic view of the LHC ring and Table 1 presents some of the LHC paramcters.

The LHC will be connected to the CERN accelerating facilities. The SPS accelerator, bring-
ing protons from an energy of 26 GeV up to an encrgy of 450 GeV owill inject protons into the
LHC ring. Inside the LHC, the protons will then be accelerated to an encrgy of 7 TeV with the
help of sixteen 400 MHz radio-frequency cavities, agsembled in 4 modules.

The design of the LHC is made in such a way that protons will circulate in both directions in
two parallel vacuum tubes embedded in one magnet system (the so-called 2-in-1" magnet ). The
magnetic field to bend the trajectory of the protons is thus quite complicated, since it has (o be
in the opposite direction for cach of the two tubes, as shown in Figure 1.7, There will he 1232
main dipoles and about 400 ¢uadrupoles along the ring to guide the particles and correet their
trajectories. Given the radius of the tuunel and the energy to be reached one can caleulate that
the magnetic ficld to keep the protons inside the ring has to be of about 8.3 'I'. The only way
to obtain such & high magnetic field is to use superconductivity. In order to make the magnet
superconductive, the dipoles will be cooled down 1o 1.9 K with super-fuid Helium, implying a
large cryogenic system inside the LHC tunnel.

Currently the LHC is supposed to start with an instantaneous lnminosity of 105 cm™2 577,
followed by a second phase where the aceclerator will operate with an instantaneous luninosity
of 10%* em~? 57", The LHC should also run o couple of months every vear colliding lead nuclei.
The center-of-mass energy per nucleon pair should bhe of 5.4 TeV. In such high cnergy heavy
nuclei eollisions, a quark-gluon plasma might be formed and its properties will be studied,

Figure 1.6 shows the location of the four detectors which will study collisions at the LHC:
ATLAS (A Toroidal LHC ApparatuS). CMS (Compact Muons Solenoid), ALICE (A Large lon
Collider Experiment) and LHCh. The first two are multi-purpose detectors. Their niain physics
goal will be the Higgs search and the exploration of possible new phenomena at high masses.

ALICE is a dedicated detector, which will analyze the collisions of heavy ions. Finally THCD is
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Ficure 1.6: Schemalic view of the four LHC experiments [11].
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Frcure 1.7 A LHC dipole ("2-in-1" magnet) with its caleulated magnetic field for o 10 1
field [1:].
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also a dedicated detector, which will study CIP violation and other rare phenomena in the decay

of the beauty quark.

1.2.2 The CMS detector

About 2000 scientists from more than 160 institutions and 36 countries arc involved in the CMS
experiment. A detailed description of this detector can be fonnd in [2:]. Figure |~ shows a
schematic view of CMS.

Like CDF, CMS is a multi-purpose detector with a tracking system to detect charged parti-
cles, clectromagnetic and hadronic calorimeters to measure the energy of electrons, photons and
jets: and muon chambers to detect muons. In the following, a short detector deseription will
be given with particular emphasize on the sub-detectors that will be used in this study, i.c. the

clectromagnetic calorimeter.

Superconducting Solenoid
Silicon Tracker

Very-forward - Pixel Detector

Calorimeter

Preshower

Hadronic /
Calorimeter ) /
Electromagnetic e
Calorimeter Muon
Detectors

Corﬁ'pact Muon Solenoid

Fiaure 1.8: Schematic view of the CMS detector at LHC [21].

CMS stands for “Compact Muon Solenoid”, but has nevertheless a diamcier of 15 m and a
length of 21.6 m. Despite its size, the design of CMS is driven by the idea of being as compact
as possible without compromising its physics performances.

The “57 of OMS stawds for solenoid. The magnet return yoke is indeed the main component
of CMS in terms of weight, size and plays a structural role in supporting the other components
of the detector. CMS will have a very high magnetic field together with a large magnet voluime,
as the coil will be placed after the calorimeters. The required magnetic field is about 4 T with
a diameter of roughly 6 m and a length of 13 m. Thus, 2 GJ of energy will be stored in the
magnet. Such a high magnetic ficld will be created by a verv high current (20 kA) circulating in
superconducting strands. The magnet will thus be cooled down to 4.2°K with liquid helinm to

make it superconducting’. The magnetic flux is returned through a 1.5 m thick saturated iron

9The LI superconducting magnets have about the same amount of electrical current cireulating but will
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yoke, which is split into five barrel rings and two end-cap disks housing the muon chambers. Its
solenoid is placed after the calorimeters, thus not degrading the energy resolution.
In the following a description of the differcnt CMS sub-detectors is given.

The tracking system

Placed around the interaction point, CMS will have tracking chambers consisting in silicon
pixels layers and silicon micro-strip layers. They will occupy a cylindrical volume with a length
of about 5.4 m and a diamcter of about 2.4 m. The large volume of the tracker together with the
4 T magnctic ficld allows a significant bending of the track and therefore an accurate momentum
measurement of high energy charged particles,

Three layers of pixel detectors, placed right around the beam line will allow a precise vertex
reconstruction and will provide also the first step in the track reconstruction. The expected
pixel hit resolution is 0.4 ~ 10um and 0., ~ 17um. The silicon micro-strips placed after the
pixel detectors will allow a precise track reconstruction. It consists of four inner barrel layers,
two double-sided outer barrel layers and four single-sided outer barrel layers. The expected
hit resolution for the silicon strip is 0,4 = 10 — 60pm and o, = 500um. Combining these
numbers, the expected CMS tracking resolution ranges from dp;/p? = 0.015% for || < 1.6 up
to 6py/pi = 0.06% for || = 2.5.

The calorimeter system

The electromagnetic calorimeter (ECAL) is installed after the tracking chambers. It is a crystal
calorimeter, consisting in 75’848 lead-tungstate (PbWQy4) crystals. The barrel crystal dimension
is roughly 2.2 cm x 2.2 cm X 23 cm. In the endcaps, the crystal dimension is 2.5 ¢m X 2.5 ¢cm x
22 em. The choice of lead tungstate was motivated by its fast light decay time (100 ns are enough
to collect all the light emitted by the crystal, about 60% of the light should be emitted already
after 15 ns against 300 ns for BGO? crystals) and its good radiation resistance, as the crystals
have to endure very high radiation doses. Lead tungstate has also a short radiation length (the
crystal length represents about 26 radiation lengths) and a small Moliére radius, which means
that the shower should be well contained laterally inside a few crystals. For 35 GeV electrons,
about 50% of the electron cnergy is contained in one crystal and 80% in a 3 x 3 crystal array.
A drawback of the lead tungstate is its relatively low light yield, which is about 14 times less
than BGO crystals. To collect the scintillation light emitted by the crystals, two avalanches
photo-diodes (APD) per crystal in the barrel region and one vacuum photo-triodes (VPD) per
crystal in the end-cap region, will be glued at the end of each crystal®.

The 76’000 crystals of the ECAL are assembled together in a modular structure. The design
of the structure which holds the crystals together, is done in a way to minimize the cracks.
This is the reason why the crystals are tilted in the transverse plane by 3 degrees, leading to a
quite complicated geometry, as shown in Figure 1.9. In 7, the crystals are tilted from 0 degrees
up to 3 degrees in order to allow the electron trajectories to be in most cases parallel to the
crystal axis. The barrcl ECAL is divided into sub-modules, modules and super-modules, as
Figure 1.10 illustrates: a sub-module is composed of 2x5 crystals assembled into a fiberglass
alveolar structure. Forty or fifty sub-modules are then assembled into a module, consisting

need to be cooled down to an cven lower temperature, of 1.9°K. This is because the magnctic field created by
the LIHC magnets is higher than the CMS onc, requiring thus the critical temperature to be lower to keep the
magnet superconducting.

4The crystals used e.g. in the L3 detector.

5The photodetectors have to operate in a rather hostile environment, in a strong magnetic field of 4 T and
under unprecedented radiation levels. No single mass-produced photodetector exists that can handle both these
challenges and therefore two types have to be used: avalanche photodiodes can operate in strong transverse
magnetic fields and will be used in the barrel part of the calorimeter. In the endcaps, the vacuum phototriodes
will be used in order to cope with the higher levels ol radiation. [21]
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FIGURE 1.9: Construction of the crystal ¢-tilt. The plot on the right shows how the super-
modules are put together in the transverse plane. [21]

thus of 400-500 crystals. Finally, four modules are put together to form a super-module. The
design guarantees a maximum distance between crystals faces of 0.4 mm within a sub-module
and 0.6 mm across two sub-modules. A crack of about 6 mm is expected between two super-
modules in ¢ and 6.8 and 7.8 mm between two modules at different 1. There are in total 36
super-modules, subtending an angle of 20 degree. Figure 1.11 shows an artistic view of the
ECAL.

The endcap ECAL is built up of identical 5 x 5 crystals. To ensurc a hermetic design, the
crystals will be oriented toward a point located 1.3 em away from the interaction point. Thus
the crystals are off-pointing to a similar extent as the barrel crystals.

A preshower build in the front of the end-cap calorimeter should allow to reject 7° by measur-
ing the transverse profile of the electromagnetic shower after roughly three interaction lengths.
The preshower is built like a sampling calorimeter with lead as absorber and a layer of silicon
strip sensors for the measurcment of the charged particles created in the shower. The expected
resolution is around 300 um for a 50 GeV 70, corresponding to an angle of 0.1 mrad with respect
to the detector center. For comparison, the opening angle is about 2 mrad, for 50 GeV photons
coming for a #® decay at the interaction point.

The hadronic calorimeter is placed right after the ECAL. It is a sampling calorimeter, made
of copper absorber plates, interleaved with 4 mm thick plastic scintillator tiles. The produced
blue scintillation light is captured and shifted toward green in wavclength shifting fibers and
then transported to photo-diodes. Its purpose is, together with the electromagnetic calorimeter,
to reconstruct jets and missing energy. A calorimeter granularity of An x A¢ has heen chosen
so that highly hoosted dijets from W and Z decays can still be distinguished. In order to get a
good measurement of the missing energy, jets are cxpected to be reconstructed up to a rapidity
of 5

The muon system

"The muons chambers are located in the outermost part of CMS, inside the return yoke of the
CMS magnet. The muon system will have basically three tasks: the muon identification, a
redundant muon momentum measurement and the triggering of physics events. Muons, unlike
the electrons, make essentially no Bremsstrahlung and are expected to give very clean signals.
In the barrel, the muon system will consist of drift tubes and resistive plate chambers (RPC).
In the endcaps, cathode strip chambers will be installed. Together with the information from
the tracking chamber a resolution of about 1%—1.5% for 10 GeV muons and 6%~—17% for 1 TeV
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sub-module (10 crystals)

PbWO, crystal ———
with its APD

module
(400-500 crystals)

supermodule
(1700 crystals)

Figure 1100 Structure of the barrel ECAL, showing the different assembly steps starting from a
sub-module (10 crystals), to form a module (J00-500 crystals) and finally a super-module (1700
crystals).
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FIGURE 1.11: An artistic view of the ECAL, showing its super-module structure and the crystal
tilt inn [21].

muons is predicted.

The trigger system

Another important aspect of the CMS detector is the trigger system. There will be a bunch
crossing every 25 ns together with about 25 multiple interactions at £ ~ x10%* ¢cm™! s~!. The
data flow has to be reduced from about 45 MHz down to about 100 Hz (output rate on disk).

CMS has chosen to reduce this rate in two steps: at the first level, all data arc stored for
3.8 ps (the equivalent of 192 bunch crossings). A maximum event rate of 100 kHz is then
forwarded to the High Level Trigger (HLT). The Level 1 trigger is a very fast hardware trigger,
using coarse information from the calorimeters and the muon RPC’s to determine the basic
event propertics in order to decide if the event should be discarded. The HLT is a software
trigger and is based on about 1000 processors grouped in a so-called farm. The data from the
detector front-end electronics are passed to the processor farm using a high bandwidth switching
network. The data flow through the switch is about one Terabit per second. The functionality
of the CMS HLT is three-fold. First to perform the readout of the front-end electronics after a
Level 1 trigger accept. To execute physics selection algorithms on the events read-out, in order
to accept the ones with the most interesting physics content. Finally to forward these events,
as well as a small sample of rejected events, to the online services that monitor the performance
of CMS. The accepted events are finally archived in mass storage, on tapes.

1.3 LHC versus Tevatron and a comparison between CDF and
CMS.

In this section some differences between CDF (and the Tevatron accelerator) and CMS (and
the LHC accclerator) will be discussed. A summary of typical design variables for the two
experiments are shown in Table 1.2. It is important to keep in mind that CMS will start its first
data-taking about 6 years after the first collision took place in the upgraded CDF detector. In
the mean time, different technologics were developed allowing to achieve performances at CMS
that were not possible 6 years earlier.

o The cross sections
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Tevatron

LHC

Center of mass energy

1.96 TeV

14 TeV

Particles colliding

protons-anti-protons (p — p)

protons-protons (p — p)

Design luminosity

(1—2)-10%cm s "

10%%em ™%~ 1

Multiple interactions per

! ~ 5 ~ 25
CTOSSING (at design luminosity)

CDF CMS

Detector magnetic field 1.5T 4T

Tracking resolution

dpu/pi =0.1%, |n| < 1.0
8pe/p? ~ 0.4% 1.0 < |n| < 2.0

from dp;/pi = 0.0156%, |n| < 1.6
up to ép¢/p: = 0.06%, |n| = 2.5

Tracking chamber radius 1.4m 1.3 m
Tracking chamber total . .
- 3 m 6 m
length
Number of channels in the 40.5 - 101 11 - 105
tracker
Silicone area 1.9 m? 223 m?
ECAL type sampling: lead/scintillator ~ 76'000 PbWOQy, crystals
ECAL resolution % & 1% 2—% & % @ 0.4% *
ECAL granularity (barrel) 0.26 x 0.1 0.0175 x 0.0175

(A¢d x An)

Radiation lengths in front
of the ECAL (for 6 = 90°)

1.8%Xo (tracker) + 1Xp(solenoid)

0.57 Xy (tracker)

Radiation lengths in the

barrel ECAL 19-21 X, 26 X
HCAL resolution ' f% @ 5% 1_2(2%, 5%
Barrel HCAL granularity I 0,09 % 000

(Ag x An)

Trigger reduction rate

2.5 MHz to 75Hz

45MHz to 100Hz

TABLE 1.2: A comparison between CDF, Tevatron and CMS, LHC (for the resolutions, E
and py are given in GeV). The numbers are taken from the technical design reports of the two
experiments: [17] and [21].

*

as given from the 2003 test beam results [22]
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Compared to the Tevatron, the LHC is going to collide protons with a factor seven higher
energy, incrcasing the cross sections for almost all interesting physics processes, as Fig-
ure 1.12 illustrates. For instance, the cross section for single W and single Z production
will increase roughly by a factor ten.

Moreover the LHC luminosity is expected to be a factor 10 to 100 times higher than the
Tevatron.

Jets and backgrounds

Because of the parton momentum distribution in the proton and the different center of
mass energies (1.96 TeV at the Tevatron and 14 TeV at the LHC), the type of partons
interacting at an cnergy of Q% = 10* GeV, will be most probably quarks at the Tevatron
and most probably gluons at the LHC. For instance, at the Tevatron 85% of the top antitop
pairs produced will come from quarks and 15% from gluons, whereas, at the LHC, 10%
of the top antitop pairs produced will come from quarks and 90% from gluons. The jet
production at the LHC is also expected to be higher than at the Tevatron. As an example,
the ratio (clectron/jet) between the inclusive rate of electrons coming from single W and
the inclusive rate of jets with p; > 20 GeV, is 107 at the Tevatron and 10~° at the
LHC. To achieve comparable results at a fixed energy, the particle identification of the
LHC detectors should thus be two orders of magnitude better than those of the Tevatron
experiments [24].

Proton-proton versus proton-antiproton collisions

The Tevatron is colliding protons with anti-protons, whereas the LHC will collide protons
with protons. For single W/Z production, the two quarks will be most of the time valence
quarks at the Tevatron, whereas, for the LHC, one quark will have to come from the sea.
Because of that, the W rapidity distribution will be asymmetric in rapidity, whereas at
the LHC it will be symmetric, as it will be discussed in detail in Chapter 2.

One physics goal of the Tevatron is to use these proton-antiproton collisions to measure
the forward-backward asymmetry of the Z resonance. At the LHC, due to the symmetric
collisions, such a measurement is more problematic. Nevertheless, as it will be shown in
Chapter 4, even here, a forward-backward asymmetry can be measured. This can be done
if a cut on the rapidity of the system is applied.

The detector response and the tracking

A crossing takes place inside CDF every 396 ns. For CMS this time is decreased to 25 ns.
This will require a much faster detector response for CMS.

For instance, unlike CDF having a drift chamber, the CMS tracking volume will consist
only in silicon detectors. Drift chambers, like the CDF one, have a dead time of about
100 ns, which is too slow for the LHC planned crossing time of 25 ns. For comparisorn,
silicon detectors have a dead time of about 15 ns, which is limited by readout electronics.

The track reconstruction

The momentum, p, of a particle with charge ze, moving in a magnetic field is given by the
following formula;
pcos(A) = 0.32BR

where B is the magnetic field in Tesla, R the radius of curvature in meters and X the angle
between the track momentum and the magnetic fixed direction. For a fixed momentum
and a uniform magnetic field, the momentum resolution depends mainly on the projected
length of the track onto the bending plane, L', the measurement error at each point, &,
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FI1GURE 1.12: Calculated cross sections for hard scattering versus the center of mass energy, /s,
all cross sections except o, are calculated using the latest MRST PDF [23]. The discontinuities
in the curves arise from the difference between proton-anti-proton (shown for Vs lower than
4 TeV) and proton-proton cross sections (shown for \/s higher than 4 TeV). ojet(BR > /5/20)
stands for the jet production cross section requiring jets to have a minimum energy scaled with

the center of mass energy of the collision.
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and the number of points measured along the track, N. TF the number ol points exceeds
10, a good approximation ol the error on the momentwn resolution is [29]:

Y ‘:.'." ’ H """" E_)'_
Oﬁ(r‘(w) = - 0

12 B-L?V N+4

The resolution is also affected by multiple scattering effects, which can be approximated
with: )

()1{, (ms) ~ (.05

po T BYTTX,
where Xy, the radiation length, is for instance 9.4 em for silicon and 11000 ¢m for argon
(used in the CDE COT). From this formula, one sees that the crrors are very sensitive to
L'. Lo improve the resolution, evervthing should be done (staying within reasonable costs)
to maximize the length of the track. CMS and CDFE have almost the same chamboer outer
radius but as CMS has a higher magnoetic field. it should have a better track resolution.
For a 10 GeV ocharged particle in the barrel, CDE expects a track momentum resolution
of 19 while in CMS the resolution is 0.15%.

CMS has a tracker wade only out of silicon (its silicon surface is about a factor 100 higher
than the one of CDFE). which will require a strong cooling and an important support.
Thus, there will be a lot of material before the calorimeter, as illustrated on Figure |13 A
conscquence of this is that the track reconstruction for electrons will be more problematic in
CMS. due to the clectron interacting with the tracker material and loosing energy through
Bremsstrahlung. The number of interaction lengths for electrons in the tracking volume
for central rapiditics goes indeed from 1.8% Xy for CDF to 53% X, for CMS. The cffect of
the Bremsstrahlung and its influence on the electron reconstruction will be discussed in

>

more detail in Chapter 3.

1.4 | All Tracker

m Beam Pipe
1.2 | ®= Sensitive

Electronics
Support
g Cooling
Cable

()utsided

Fraure 1.13: The tracker material budgel as o function of the pseudorapidity. [26
4 , I I
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o The calorimeter

CDF has a sampling calorimeter while CMS has a crystal calorimeter. The advantage
of a crystal calorimeter over a sampling calorimeter is a better energy resolution, as the
crystals are at the same time absorbers and scintillators. With a sampling calorimeter, an
optimization of the thickness of sampling and absorbing layers has to be done in order to
maximize the resolution. For 50 GeV electrons, CDF has a resolution of 2.5% (from test
beam data) against 0.65% (from test beam data [27]) for CMS.

The longitudinal shower shape can be better estimated with a sampling calorimeter, as the
shower development can be measured along the different scintillator layers. This allows to
discriminate between the showers created by electrons and the ones generated by pions. In
a crystal calorimeter, only the sum of emitted photons will be measured. However, the fine
granularity of the CMS ECAL alone should allow an excellent electron-pion discrimination
by measuring the lateral size of the shower. Also the presence of the preshower in front of
the calorimeter endcaps should provide a good pion rejection.

e The trigger

CMS5 has to reduce its data from 45 MHz down to 100 Hz. Taking also into account
the multiple interactions (about 25 for CMS and 5 for CDF), this represents roughly a
factor 100 morc incoming data than for CDF for an almost similar outgoing rate! The
architecturc of the trigger is different in the two experiments as CDF has three trigger
levels while CMS will have a hardware Level 1 and a ’high level trigger’, based on CPU
farms.

It is a common feature to hadron machines to have high trigger requirements, as opposed
to lepton colliders where massive trigger reduction is not really needed. In proton collisions
the total interaction cross section is about 100 mb, while the cross section of electrowcak
processes are 6 order of magnitude smaller. In lepton collisions — the lepton do not interact
through the strong interaction — the total interaction cross section is much smaller. For
instance, the ete™ — Z cross section is about 40 nb. LEP I was running with a mean
luminosity of about 103'em=2s~! resulting in an cvent rate of about 0.4 Hz !

Since both CMS and CDF are multi-purposc detectors, they possess a very similar gencral
structure, consisting of a tracking chamber, calorimeters and muons chambers. Compared to
CDF, CMS is expected to have a much better cnergy and momentum resolution. This will
allow to fulfill the broad CMS physics program, given the fact that the event reconstruction and
analyze at the LHC is expected to be much harder, with an enhanced jet production and a very
high collision rate, requiring a fast detector response.
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Chapter 2

Towards a precise luminosity
determination at hadron colliders

2.1 The parton luminosity method

An important type of precision measurements at hadron colliders is the cross section determi-
nation. A good knowledge of different processes cross sections allows to test the predictions
of a given model. Cross scctions are also good observables to study the properties of ’known’
processes that are background for new phenomena searches.

At hadron colliders, one of the limitations on the accuracy of cross section measurement is the
uncertainty on the luminosity determination (expected to be less than 5%) and on the Parton
Distribution Functions (PDF) (around 5% depending on the parton type). In the following,
we will describe and give a first application of a method that should allow to reduce these
uncertainties down to 1%, allowing a more precise cross section determination.

Essentially all measurable cross sections (0,5 — X) and the corresponding signal event
rates Sx = N — B at a hadron collider are related with the pp(pp) luminosity and the cut
efficiency (¢):

Sx=N—B=(TX X[-"pp(pﬁ) X € (2.1)

However, most “interesting” processes do not involve directly the protons and anti-protons
but their basic constituents, the partons. Theoretical cross sections are calculated assuming two
partons interacting and can be expressed for the corresponding proton-(anti)proton interaction
using the parton distribution functions.

The parton distribution functions

The parton distribution functions (PDF) provide the link between the colliding protons and
their interacting constituents, parameterizing the quark and gluon structure of the proton. The
cross section for a given process pp — X for two hadrons with momenta Pi, P can be written
as [28]:

1
ox (P, Ps) = Z/O da1dey fo(@i, 1) fo(@2, 4°) X Gapx (D1, 02, s(1?), Q/1?) (2.2)

a,b

where the sum runs on the involved partons a and b, zy and z5 arc the parton momentum
fractions (2; = Pparton i/ Phadron i) integrated over the whole kinematic range, f, and f, the
corresponding PDF, defined at a factorization scale (u?) and «, is the strong coupling constant.
It has been shown that the total cross section (pp — X)) can be divided into a high momentum
and low momentum part (for a review, see [29]). The high momentum cross section () is

31
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calculated considering the interaction of two partons and is characterized by an energy scale Q2
(which could be for instance the mass of a weak boson). The factorization scale, which is an
arbitrary parameter, can be thought as the scale which separates the high and low momentum
processes. Since the strong coupling constant is small at high energy, the high momentum
process can be calculated using perturbation QCD. The low momentum part is factorized into
the PDF. This can be done since the high momentum cross section is insensitive to the physics
of low-momentum. In particular, &, involving only interacting partons, is independent of the
type of the incoming hadron. Moreover, the PDF are common to all processes involving the
same type of hadrons.

Since the PDF include the low momentum part of the interaction, they are not a per-
turbatively calculable quantity and must be extracted from experimental data. However the
measurable part of the PDF should be independent of the factorization scale, . Requiring this
and setting pu? = Q?, onc gets the DGLAP equations [30]: :

04i(z, Q%) %/ld'y T , z

9log(Q?) o J, vy {Faug, (yraf’)qﬂ(y’Q )+qu'g(y,a.5)!](yaQ )} (2.3)
99z, Q%) _ s [tdy , T, z

()log(Qz) = or Y {quj(!/’ QS)QJ(§7Q ) + Pyy(y, ag)g(y,Q )}

where the Fy,,. are the so-called splitting functions giving the probability that a parton of type
q; is evolving in a parton of type ¢;. The splitting functions have been calculated up to three
loops (NNLO') [31].

The Q? dependence of the PDF can be calculated using the DGLAP equations, but the PDF
are also dependent on z. This dependence is parameterized at some low scale and the DGLAP
equations are used to specify the distributions at the higher scales where data exist. The PDF
parameters can then be determined for instance from deep inelastic scattering data, taking into
account that the PDF are process-independent. Figure 2.1 illustrates the range in & and Q2
which is reached at HERA (electron-proton decp inelastic scattering) and the range which will
be probed with the LHC.

Todays knowledge on the PDF comes from different measurements: from experiments based
on deep inelastic scattering (like SLAC [33], BCDMS [34], NMC [35], E665 [36], H1 [37] or
ZEUS [38]), on the Drell-Yan processes (like E605 [39] or E866 [40]) or measurements of high
E¢ jets (CDF [41], D@ [42]), W rapidity asymmetry (CDF [43]), and vN dimuon (CCFR,
NuTeV [44]).

Different groups used these data to extract the PDF (like MRST [45], CTEQ [46] or Alekhin
[47]). There is some freedom in the way to fit these data, which leads to variations in the
different PDF sets obtained. This depends on the different data put in the fit (the selection of
the data, the treatment of experimental systematic errors) and the difference in the theoretical
treatment (like the choice of the fit tolerance: CTEQ allowed Ax? = 100 and Alekhin Ay? = 1,
the factorization and renormalization scheme and scale, the PDF parametric form, the trcatment
of heavy flavors, etc.).

This leads to uncertainties in the PDF. For instance, the predicted value of the NLO W
cross section at the LHC is 204 + 4 nb with the MRST2002 set, 205 + 8 nb with the CTEQ6 set
and 215 £ 6 nb with the Alekhin02 set [32].

The parton luminosities: constraining the PDF at Hadron Colliders

A way to reduce the uncertainties from the PDF and on the luminosity is to measure directly
the different parton luminosities using the single W and Z production identified through their
leptonic decays. The parton luminosities, Cpartonl,par(-,(_,,.z (QQ, x1,x3), predict the frequency with

"T'he perturbation order at which a process is calculated is usually expressed in the following way: LO means
leading order, NLO, next-to-leading order and NNLO, next-to-next-to-leading order.
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LHC [32].



34 TOWARDS A PRECISE LUMINOSITY DETERMINATION

which two partons of given types and given momenta will interact with each other at a definite
energy scale. They depend obviously on the following physics parameters: the parton types (¢,q
or g), the parton momentum fractions (x; and z3) and also the energy scale of the process (Q?).
The number of signal events can then be expressed in the following way:

A 2
S=N-DB= Oparton, ,parton,—X X Eparl.mll,partonz (1'1)‘7;2, Q ) X & (24)

Taking into account that theoretical estimates for high Q2 processes are based on the inter-
actions of quarks and gluons, parton luminosities appears to be a natural quantity [8]. While
this approach to the luminosity question was described in detail for the LHC, it applics as well
to any hadron collider. The basic ideas are the following;:

e The u(u) and d(d) parton distribution functions can be studied using the following pro-
cesses: ui(dd) — Z — £, ud - Wt — Ty and du — W~ — €7, taking into account
that the W and Z branching fraction to lepton have been measured with high accuracy at
LEP. The quark/antiquark — gluon intcraction could be studied using the gg — v, Z, W-jet
processes.

The heavy quark flavor component has to be also taken into account. About 8% (10%) of
the W/Z produced at the Tevatron (LHC) come from heavy quarks. Figure 2.2 shows the
parton decomposition of the cross section for single W and single Z production.

e In the case of single W/Z production, the product of the quarks momenta fraction is
directly constrained as this process occurs at a determined mass:

§=s w1 T9 (2.5)

where v = My, Mz is the mass of the vector boson and s the center of mass energy (for
LHC: 14 TeV and for Tevatron: 1.96 TeV).

e The crucial observable is the W and Z rapidity (Y). The rapidity distribution depends
directly on the ratio between z, and ws:

Y =1/2 ln(z1/72) (2.6)

Since the (% dependence can be extrapolated to a given scale, §, the parton luminosity
depends then on the vector boson rapidity distribution.

For e.g., single Wt: L 7 (Q%x1,a2) = L,, 4,(Yw) ?. Combining the relations (2.5)
and (2.6) onc finds that the parton zy, zy range for central W production corresponds to
z1 A 0.002 and @2 &~ 0.016 for Y(W)=1 and x; ~ 0.042 and z5 ~ 0.0008 for Y(W)=2 for a
center of mass energy of 14 TeV (at the LHC). The sensitivity of the rapidity distribution
to the PDF is illustrated in Figure 2.3 which shows the resulting W rapidity distribution for
two choices of PDF sets: the MRST “default” and the so-called MRST “conservative”. The
PDF at NLO are sensitive to the value of z,:,, which is the minimal 2 value down for which
the data are included in the PDF fit. The conservative PDF set requires zm, > 0.005,
while no cut is applied for the default set. The comparison of the rapidities predicted
by the two PDF scts give a rough indication of the theoretical uncertainty due to the
parton distributions. A drop of almost 20% in the W cross section calculated with the two
PDF sets is observed, but the central part of the rapidity distribution remains basically
unchanged. The PDF are expected to be less sensitive to the cut on x,,, once NNLO
DGLAP is used.

“Note that in hadronic collisions it is not possible to reconstruct the W rapidity distribution. Ilowever one
can use the pseudorapidity (n = —In(tan8/2)) distribution of the lepton coming from the W decay.
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FIGURE 2.2: Parton decomposition of the W (solid line, top), W~ (dashed line, top) and Z
(bottom) total cross section in pp and pp collisions. Individual contributions are shown as a
percentage of the total leading-order cross section. In pp collisions, the decomposition is the
same for W+ and W=, The two vertical dashed lines shows the values corresponding to the
Tevatron (1.96 1eV) and the LHC (14 TeV). The discontinuities in the curves arise from the
differences between proton-anti-proton and proton-proton interactions [48]
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two different PDF sets. [{9]
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e The single W and Z proccsses provide thus a tool to measure parton-parton (quark and
antiquark) luminosities, which can be used as an input for the theoretical predictions of
related physics processes. Interesting are the pair production of vector bosons and the
Drell-Yan dileptons which depend on ¢¢ luminosities at different values of Q2. Using
the W, Z luminosity normalization procedure, the above examples might eventually be
calculable and measurable with statistical and systematic uncertainties reaching +1% [8].

¢ In addition, systematic uncertainties for processes which are identified with isolated leptons
will become much smaller since the results arc normalized to the production of W and Z
decays. It is thus intcresting to develop a general selection that can be also applied to
different processes. By taking ratios, it will allow to reduce the systematic errors.

It is not the first time that single W and single Z production are used as “standard candle”
processes. Rapidity distributions, cross sections and lepton asymmetries of Drell-Yan lepton
pairs have been used since many years as a tool to constrain the PDF. The parton luminosity
goes however one step further allowing to determine at the same time the luminosity and the
PDF ! Moreover it is well known that the accuracy of many measurements and their theoretical
interpretations can be considerably improved if appropriate ratios can be measured. Many
errors, including the luminosity uncertainty, are irrelevant if one measures the ratio between the
inclusive W and Z cross section.

The full parton luminosity method is adapted to the LHC where the very high W/Z rate will
allow to reduce drastically statistical uncertainties. However, already with the existing CDF
data, the first part of the method can be studied: the signal reconstruction and the counting
of the total number of W and Z events. Knowing the cross section for such processes and the
detector cfficiency, one can get the proton-antiproton luminosity and compare it with the results
from the traditional CDF luminosity measurement?.

%To obtain the parton luminosity, a measurcment of the W and Z rapidity distributions is needed. However
given the statistics of CDF data, such a measurement was not accurate enough to be really interesting.
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2.2 W and Z counting using one year and a half of CDF data

2.2.1 Single W and single Z production at the Tevatron

The theoretical calculation for single W/Z production is known to a good accuracy. The next-
to-next-to-leading order (NNLO) cross sections for single W/Z production at /s =1.96 TeV, in
the narrow width approximation and a “given” Parton Distribution Function, have theoretical
uncertaintics of less than 3% [49] :

onnLo(pp — W —ev) = 2.687 £0.054 (PDF) +0.054 (hard process) nb

onNLo(pp — Z — ee) = 0.251 £0.005 (PDF) +0.005 (hard process) nb  (2.7)

onnio(pp — Z — ee)

- 0.094 +£0.001 (PDF
onnro(pp — W_ — ev) ( )

The first uncertainty, of about 2%, reflects the error on the PDF determination. As explained
in [49], the error on the PDF can be split into a theoretical and an experimental contribution.
The experimental contribution comprises the systematical and statistical errors of the data used
in the global fit performed to determine the PDF. The theoretical contribution includes mainly
the uncertainties coming from the corrections to the standard DGLAP equations. Other sources
of theoretical errors like the choice of input parametrization, heavy target corrections nccessary
to fit to neutrino data, assumptions about the strange quark sca and isospin violation can be
neglected.

The second uncertainty reflects the error on the cross section of the hard process involving
the partons, 64, q,—w/z. As the main issue consists in knowing whether the perturbation serie
converges or not, the uncertainty on 64 4,z is estimated to be 2% which is half of the
variation between the cross section at NLO and NNLO.

It is interesting to note that if the cross section changes by about 30% when going from LO
to NLO and NNLO, the ratio of the Z to W cross sections remains essentially constant (within
1%). One can expect that, for similar processes, many theoretical errors cancel and a more
accurate prediction for their ratio is possible. The theoretical error on the W to Z ratio can
then be estimated to 1% [4Y].

Combining the calculated cross scction, the number of signal events and the selection effi-
ciency, one can measure the luminosity. The W and Z will be selected using their decays into
electrons. First, the samples used for this study are presented and a description of the event
sclection together with the method to count the number of Z and W is explained. Then the
systematics sources are discussed, considering particularly the detector stability over time. The
luminosity is then measured using three different types of samples: Z events where the two
electrons are in the central calorimeter, Z events where one electron is in the central calorimeter
and the other is in the plug calorimeter? and W events with a central electron. Finally some
distributions for the W and Z bosons are studied and differences between PYTHIA and HERWIG

generators are discussed.

2.2.2 Data and Monte Carlo Event samples

The data collected by the CDF detector from February 2002 until May 2003 (run number
138425 to run number 163527) were used for this analysis. The runs are required to satisfy
minimal quality requirement [50]. This corresponds to an integrated luminosity of 125.5 pb~!,
as estimated from the CLC luminosity monitor®. The data were processed using version 4.8.4 of
the CDF reconstruction program. Specific root trees [51], the so-called Standard ntuples, were
written and analyzed [52]. The data were divided in 7 subsets as shown in Table 2.1.

The following trigger conditions were analyzed: ELECTRON_CENTRAL.18, used for the
selection of W and Z cvents, and W_NOTRACK, used to estimate the trigger efficiencies.

“In CDF the forward and backward parts “closing” the detector are called the “plugs” whereas in CMS they
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Dataset | Runs number | CLC luminosity
(good runs)
1 138425 - 147866 11.6 pb~!
2 147869 - 152616 19.2 pb~!
3 152630 - 155116 24.4 pb~!
4 155121 - 156487 18.9 pb~T
5 159603 - 161409 18.4 pb~!
6 161410 - 162631 18.5 pb~!
7 162663 - 163527 14.5 pb~!

TABLE 2.1: CLC luminosity and run numbers for the different datasets

The ELECTRON_CENTRAL_18 trigger requires a central electromagnetic cluster with E; >
18 GeV and the ratio of the cnergy in the hadronic calorimeter to the energy in the electromag-
netic one to be lower than 0.125. A track from the central outer tracker with p; > 9 GeV must
also match the electromagnetic cluster. The W_NOTRACK trigger requircs a central clectro-
magnetic cluster with F; > 25 GeV and missing cnergy higher than 25 GeV. Since the trigger
cfficiency to get a cluster in the clectromagnetic calorimeter is about 1 for high energy electrons,
the two triggers are assumed to be independent and can be combined to measure the trigger
efficiency. During the studied period, the requirements for an event to pass the Level 1 trigger
for ELECTRON_CENTRAL_18 changed two times, leading to small variations in the trigger
efficiency.

In order to have a more workable data sets, “obvious” dijet QCD backgrounds were removed.
This preselection was chosen such that it allowed to keep essentially all detectable Z — ee decays
and essentially all W — ev decays which did not show additional jet activity. This reduction was
achieved by demanding that each event contained at least one reconstructed track, at least one
electromagnetic cluster with a transverse energy of at least 20 GeV and satisfying the so-called

preselection cuts: requiring the cluster to be isolated® with Is;ifEt < 0.25 and a small ratio of

the clectromagnetic over hadronic cnergy: %ﬁf < ().1.
Then, an event was kept if:

o It contains at least two clusters fulfilling the preselection cuts (for Z — ee events).

e It has exactly one electromagnetic cluster fulfilling the preselection cuts and no additional
jet with a minimum p;(jet) of 10 GeV (for W — ev events). Jets are reconstructed using
a clustering algorithm with a conc size of (0.4.

e Harder requirements were then put on events with one electromagnetic cluster fulfilling
the preselection cuts and one or more jets, to reduce the QCD dijets background. Such
events were kept for further analysis if either the angle ¢ in the plane transverse to the
beam between the highest p; jet and the electromagnetic cluster is smaller than 160°, or
if the electron candidate fulfills the following stricter criteria:

— the electromagnetic cluster is isolated (Isolii)Et < 0.05)

— its energy fraction in the electromagnetic calorimeter is large ( %m < 0.025)
— it has a good E/p ratio (0.6 < E/p < 1.6)

arc called “cndcaps”.

5To measure the luminosity, CDI uses Cerenkov counters placed close to the beam line, as explained on
page 16. This sub-detector is called the CLC.

The variable Tso represents the sum of the transverse energy found in a cone with a AR = (An?+A¢*)'/? = 0.4
around the electromagnctic cluster
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FIGURE 2.4: The distributions for the isolation and electromagnetic energy fraction of electron
candidates for a small sample of events which passed the ELECTRON.CENTRAL_18 trigger
and for simulated electrons in the Z Monte Carlo sample. Only a very small fraction of signal
events s removed by the preselection cuts used for the filtering.

From the Monte Carlo simulation for the signal, one finds that only about 20% of all W
events with jets have an angle ¢ between the jet and the electron larger than 160°. About 2/3
of these events are kept with the applied electron criteria. Taking into account that additionally
to that filtering, only the good runs were written to file, the applied criteria reduced the data
by roughly a factor of 10 and 394,756 events were kept.

The Monte Carlo event samples used to simulate the signal and the background are described
in Table 2.2, They were generated using the version 4.9.1 of the CDF reconstruction software.
Signals simulated with PYTHIA werc used for the analysis, but HERWIG signal events were also
studied in order to compare the two generator outputs.

MC set Generator | Number of events
W — evX PYTHIA 200,000
HERWIG 100,000
v, Z —ete”X | PYTHIA 100,000
HERWIG 50,000
W — X PYTHIA 200,000
QCD dijet PYTHIA 2.7-10°

TABLE 2.2: Monte Carlo sets used for the analysis.

The sample of QCD dijets was already

processed in standard ntuples, see [53].

2.2.3 Selection of W — erv and Z — ee events

The obvious goal for the selection criteria of W and Z events is to count signal events above
a small background, keeping the unvertaintics on the cut efficiency small. In contrast to the
Z — ee event selection, with a narrow peak in the two electron mass distribution, the signal for
on-shell W — er events has to be cxtracted from a broad peak, either in the transverse mass
distribution of the electron neutrino system or from the electron p; spectrum. In addition, the
presence of jets increases potential backgrounds, influences the missing transverse energy and
also the transverse mass distribution.

The Z events do not only provide a clean signal, but can also be used to calibrate the energy
scale of the electromagnetic calorimeter and are a useful tool to measure electron selection
efficiencies with respect to the Monte Carlo prediction.

The following electron selection strategy for Z and W events was used:
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o All potential W, Z candidate cvents had to be triggered by the central electron trigger
(ELECTRON_CENTRAL_18). This trigger efficiency could be measured from the number
of signal events which were accepted by trigger conditions independent from the central
outer tracker (W_.NOTRACK).

e Only a few electron identification criteria were required. These are based on the ratio of
electromagnetic over hadronic energy deposit, the electron isolation and the ratio between
the tracking and the calorimeter response (E/p).

e 7 signals are obtained from combinations of different electron reconstruction qualities in
order to estimate potential efficiency differences between the data and the Monte Carlo
simulation.

e W events are selected using events with one electron having a good reconstruction quality.
No jets with a p; > 10 GeV should be in the event. The model dependence of this jet
veto can be controlled using the data and the Z signal in events with or without additional
jets and applying a correction with respect to the expected ratio using the Monte Carlo
simulation. Potential differences between the jet definition in the data and the W Monte
Carlo simulation can be controlled using the Z data. The similarity of their production
mechanism allows to determine a correction factor with respect to the Monte Carlo for
the fraction of events without jets. More details about this correction will be discussed in
section 2.2.7, on page H9.

Selection of good electron candidates

As explained before, the clectron identification combines three requirements: the electron has
to be isolated, it has to deposit almost all its energy in the electromagnetic calorimeter and the
ratio betwcen the energy deposited in the ECAL and the track momentum has to be close to
one, since the track and the cluster come from the same particle. To account for the quality of
the reconstruction, different exclusive classes of electrons are defined, based on combinations of
the following requirements:

I . .
1. IsofEt < (.05

2. %uui < 0.025

3. 0.6 < Fduater « 16
Plrack

In detail, “gold” electrons satisfy all three conditions, “silver” electrons have to fulfill the third
condition and either the first or the second one and “bronze” electrons satisfy only one of the
three conditions.

In addition, the potential electron candidates should fulfill the following requirements of the
kinematic of the event: a transverse energy of at least 25 GeV, a z- vertex position of |z| < 60 cm
and a maximum pseudorapidity |n| < 3.0.

As can be seen in Figure 2.5, data and Monte Carlo are not in perfect agreement and
resolutions are somewhat worse in the data. For instance as shown on Figure 2.6, for the Z
sample with two central electrons, the sample combining a bronze and a golden electron shows
an excess in the data with respect to the Monte Carlo, which is compensated hy a deficit in the
sample combining two silver electrons. The differences between the data and the Monte Carlo
seen here should not result in large discrepancies as the cuts are chosen such that most of the
signal events are still accepted.
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FIGURE 2.5: Distributions for good electron candidates for events with at least two electron
candidates in the data and in the Z — ee MC. All other cuts, besides the one for the variable
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Selection of the Z — ee sample

As the clectrons can be either in the central or in the plug calorimeter, we will divide the
7 sample in two datasets: one where the two electrons arc central (Z central-central) and one
where one electron is in the central calorimeter and one is in the plug (Z central-plug). Z bosons
are identified using the following classification: for the central-central Z selection, electron pairs
were accepted if at least one electron is identified as a golden electron while the second onc has
to be at least a bronze electron. For the central-plug electron pairs, clean Z signals are obtained
if the central electron candidate is identified as a golden or silver electron while for the plug
electron, we demand that it fulfills at least the conditions of a bronze electron. Figures 2.6 and
2.7 show the resulting invariant mass distributions for the different combinations of electron
reconstruction qualities.

Combinations involving bronze clectrons show an excess of events in the data for an invariant
mass between 60 and 70 GeV for the central-central Z sample. This is probably due to a
background contamination, as the cuts for the bronze electrons arc rather loose and a smaller
excess can also be seen in the bronze-gold combination. The main background is dijet events,
where the jets are reconstructed as electron. This process is characterized by a steeply falling
jet transverse energy spectrum, with a cutoff around 50 GeV originating from the cut put on
the electron transverse energy, which is what the plots show.

For the selected candidate events, the mass and width (o) are obtained from a Gaussian fit.
The energy of the central electrons in the data as well as in the Monte Carlo was alrcady well
calibrated. The energy of the plug electrons in the data needed an additional calibration which
was done using the Z peak. The energy of the electrons going in the east plug (positive rapidity)
has to be increased by 8% and for the clectrons going in the west plug (negative rapidity) the
energy has to be increased by 6% so that the position of the Z peak matches in the data and
the Monte Carlo.

However, the Z peak in the Monte Carlo is narrower than in the data. For the central (resp.
plug) electrons, an additional random Gaussian smearing, with a sigma of 2.7% (resp. 5%) of
the electron energy is thus applied to the Monte Carlo so that the width of the simulated Z peak
matches the one in the data.

The fitted mass and o (obtained from the Gaussian fit) after the energy corrections are given
in Table 2.3 for the data and for the Monte Carlo. '

central-central central-plug
Mass [GeV] | o [GeV] | Mass [GeV] | o [GeV]
Data 91.1 4.6 91.3 4.9
Monte Carlo 91.2 4.4 91.2 4.7

TABLE 2.3: Results from a Gaussian fit to the Z peok. The corresponding numbers for the
Monte Carlo, including the additional energy smearing are also given. The statistical errors for
the mass and the o from the fit to the data are about 80 MeV.

Figure 2.8 shows the resulting mass distribution for the data and the Monte Carlo and for
central central and central-plug electron pairs after the calibration described above is applied.

Selection of the W — ev sample

Events with exactly one golden electron candidate found in the central calorimeter and missing
transverse energy larger than 25 GeV are kept as W candidate events. For this analysis, W
signal events are counted only in the case of zero jet events’ and if the electron transverse mass
fulfills 60 GeV < Mt < 90 GeV. The transverse mass distribution is shown in Figure 2.9.

7 Jets are defined using a cone algorithm of 0.4 and requiring pi‘"’ > 10 GeV.
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FIGURE 2.6: Mass distribution for central-central electron pairs in the data (£ =125.5 pb~!) and
the different quality combination of electrons. The mass distributions are shown for gold—gold,
gold—silver, gold-bronze, silver-silver, silver—bronze and the remaining combinations of electron
pair candidates. The first three combinations are used to define the Z signal and to determine
the normalization factor between data and Monte Carlo which is then applied to all the other
combinations.
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FIGURE 2.7: Mass distribution for central-plug electron pairs in the data (£ =125.5 pb~!) and
the different quality combination of electrons. The mass distributions are shown for gold-gold,
gold: silver, gold-bronze, silver-silver, silver-bronze and the remaining possible comnbinations of
electron pair candidates. The Z signal is defined as a combination between a central golden or
silver electron with a bronze, silver or golden plug electron. The normalization factor between
data and Monte Carlo is determined with the sum of those combinations and is then applied to
all the other combinations.
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FIGURE 2.8: Reconstructed Z signal for data (dots with error bars) and Monte Carlo (histogram).
The curve is the result of a Gaussian fit to the data. The Monte Carlo is normalized to the
number of events found within +20 around the fitted Z peak.



2.2. W AND Z COUNTING USING ONE YEAR AND A HALF OF CDF DATA 47

After the electron energy calibration, which was determined with the Z sample, a shift of
about 250-500 MeV between data and Monte Carlo remains. The uncertainty arising from this
miss-calibration is found to give a 1% systematic uncertainty on the final luminosity.
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FIGURE 2.9: Reconstructed W transverse mass distribution for events with golden electrons and
events without jets, in the data (dots with error bars), in the W — ev Monte Carlo (dashed red
line) and in the W — ev Monte Carlo together with the simulated W — v background process
(solid blue line). The pink dotted line shows the W — tv alone

As determined from the Z sample, the electron energy in the Monte Carlo was smeared using
a random Gaussian function, having a ¢ of 2.7% of the electron cnergy.

2.2.4 The effective luminous z—vertex region

In contrast to the luminosity measurement with the CLC, which “sces” interactions essentially
over the entire collision region along the beam line (£100 cm), most measurements are limited to
a smaller z—region. Traditionally, it is required that the event vertex for high p; physics should
be found with a z—vertex coordinate, Zyerter, 160 cm around the center of CDF. The efficiency
loss due to this requirement has thus to be known®.

The fraction of events, which will not be accepted due to the 2yepes vertex position condition,
has been determined from the data using reasonably well reconstructed tracks from the central
outer tracker. Howcever the cfficiencies, especially for the trigger and the tracking, are smaller
for large zyerter pOsitions. To minimize that problem, only events that are “boosted” into the
detector acceptance are used to measure the luminous region as those cvents have a better
acceptance. Such events are selected requiring the p, of the decay particles and the measured
Zyerter DOsItion to have opposite signs. Their zyeree distribution is shown in Figure 2.10. The

8No additional correction needs to be applied if the rates for other studied high p; processes are normalized
to the W and Z counting method as inelliciencies from long tails in the vertex distributions will be identical for
the studied reactions.
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resulting “Gaussian” distribution are 31.4 cm and 27.2 ¢m in the data and the Monte Carlo
respectively. Note also that the mean z-vertex position is not in zyerter = 0 but In Zyerter =
2.1 £0.1 cm in the data and 1.8 & 0.2 cm (resp. 2.2+ 0.1 ¢cm) in the W (resp. Z) Monte
Carlo. This shift has however little effect on the results since the z-vertex distribution has a
large spread.
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FIGURE 2.10: Distribution of the reconstructed z-verter in the data and in the Monte Carlo,
requiring that the cvents are boosted inside the detector (i.e. the sign of the p, component and
the sign of the z-vertex have to be opposite).

Using events which are boosted inside the detector, one finds that 2.9% of the W and Z Monte
Carlo events have a vertex larger than + 60 cm, compared to 5.3% in the data. Given the fact
that the CLC counters are counting essentially the complete luminous region an additional
efficiency correction of 0.98 has to be applied on top of the actual W and Z Monte Carlo vertex
inefficiency:.

2.2.5 Counting resonance W and Z decays

While theoretical cross section estimates are given for on-shell “resonance” production of W and
Z bosons, using the narrow width approximation, the data include also off-shell production and
backgrounds. In comparing data with theory it is thus important that efficiency and background
corrections match as closely as possible the one used for the NNLO calculations. The following
W and Z event counting scheme is used:

e For the Z signal, a straight forward counting method is used. Candidate events are counted
within +2¢ around the Z peak, as determined by a Gaussian fit.

¢ The backgrounds are determined from a side band method, using the number of events
found betwcen 3 — 5o on both sides of the Z peak.
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s The 7Z cut efficiency is calculated for events where the generated mass is on-shell, requiring
91.2 £ 7.5(= 3T'z) GeV and the generated rapidity Y of the Z satisfies |Y| < 2. The
number of accepted events in the Monte Carlo are calculated like in the data, including
the subtraction of “signal” events found in the side band regions. A correction of 1.5%
(resp. 0.6%) for central-central (resp. central-plug) Z is applied to the cut efficiency to
take into account the contamination of the off-shell (vZ*) events, populating more the side
bands than the central region. This correction factor is estimated using the Monte Carlo.

e The counting of the W signal relies on the transverse mass, My, distribution calculated
from the electron neutrino system and requiring 60 GeV < Mp < 90 GeV.

e Backgrounds are separated into off-shell production of W* — ev, which are reconstructed
within the signal region, as well as background from the W — 7v, Z — ¢e and “QCD?”
dijet events.

e The W cut efficiency is calculated, like in the case of the Z, for cvents where the generated
mass is on-shell, requiring 80.4+ 6.4(= 3I'y) GeV and the generated rapidity Y of the W
Y| < 2. The number of accepted events in the Monte Carlo are calculated as in

satisfies
the data.

Estimating the background for the W sample

The sources of background for the W signal were ctimated using Monte Carlo simulations. The
major source of background for W events comes from off-shell W production and is estimated
to be 6.5+ 0.2% of the selected events, using the PYTHIA Monte Carlo sample and keeping only
events where the generated mass is either smaller than 74 GeV or higher than 86.8 GeV (i.e. 3T
around the mean generated mass).

The background coming from the W — 7v was estimated using a sample of 102,000 events
gencrated with PYTHIA and found to be 1.5 £ 0.1% of the selected W signal events.

For the Z — ee background a sample of 100,000 Monte Carlo PYTHIA events was used and
the contamination is found to be 0.47 £ 0.02% of the selected W signal events.

The majority of the QCD dijet events arc removed with the application of the jet veto. To
study this background, a sample of Monte Carlo QCD dijet events containing 2.7 -10° events
was used. As the cross section for these type of events is 50 ub, we cxpect 6 - 10° events for
a luminosity of 125.5 pb~!. The sample we had contains then less than 0.04% of the events
corresponding to a luminosity of 125.5 pb™!. Thus to get around this problem, two different
factorization methods were used.

The first way to approximate the QCD background relics on the ideca that a jet—jet event
fakes a W event if one jet is detected as an electron and the other jet gives missing E;. One
can then measure the probability that a jet is detected as an electron and the probability that
a jet is mis-measured, resulting in missing energy. The combined probability is then found to
be 1071° which represents 0.6 + (.6 events for a luminosity of 125.5 pb~1.

The second way of estimating the QCD background relies on the observation that the p;
spectrum of the jets from QCD dijet events is steeply falling, leading to more background in the
lower p; region. Furthermore, the region of the low missing transverse energy is poorly described
by the Monte Carlo simulation if no QCD dijet background is assumed. A sample in the Monte
Carlo QCD dijet was thus selected containing events where a jet is back to back to the missing
energy vector in the transverse plane (arising from a “not-reconstructed” jet). One can then
determine the shape of the missing transverse energy spectrumn of this sample for different jet
energies. This background gets dangerous when a jet is misidentified as an electron. Assuming
that this happens from time to time and that it enhances the low missing transverse energy
region, one can scale the dijet contribution, so that, when added to the other Monte Carlo
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components, the simulation describes better the lower part of the missing energy spectrum in
the data.

Figure 2.11 shows the data (triangles) together with the Monte Carlo prediction for W — ev,
W — tv, Z — ee (dashed black line) and the Monte Carlo including also the QCD dijet
sample (solid blue line). The missing transverse energy distribution is plotted for different
electron transverse energies (20-25 GeV, 25-30 GeV, 30-35 GeV and 35-45 GeV). For the four
different regions the scaling factors to be applied to the QCD jet sample is (.18, 0.14, 0.08
and 0.0018 respectively. Multiplying this scaling factor with the number of QCD jet events
found in the regions where the counting of W bosons is done (EI™® > 30 GeV and 30 GeV
< Eglectron < 45 GeV), the QCD dijet background is estimated to be 1.3 + 0.9 events per
125.5pb™L.

Both methods show that the QCD background can be neglected with the selection used.

The total background for W events is estimated to be 8.5 + 0.7 % with the following com-
position: 6.5% of the background events are from off-shcll W bosons, 1.5% are from W decays
into 7’s and 0.5% are from Z bosons.

2.2.6 Stability of the detector
Trigger efficiency

The efficiency for ELECTRON_CENTRAL_18 trigger, used to select the W/Z events, has been
estimated from the coincidences between the W_NOTRACK trigger and the ELECTRON.CEN-
TRAL_18 trigger. It is found to vary from 0.92 to 0.97 over the different periods (see Table 2.4,
page H58). Moreover the results for the trigger efficiencies for the Z sample have been cross-
checked using the Z_NO_TRACK trigger.

The trigger efficiency depends on the electron pseudorapidity. Figure 2.12a shows the trig-
ger efficiency as function of the electron rapidity, for golden and silver electrons, for ELEC-
TRON_CENTRAL.18 trigger (black dots) and W_INO_I'RACK trigger (green triangles).

The space bars at the center of the tracking chamber causes inefficiencies for the track
finding around n = 0, leading to an overall lower ELECTRON_CENTRAL_18 trigger efficiency
for small rapidities. Howcever, as the event vertex is quite spread in z, one should consider the
71 dependence of the trigger efficiency for different zyerier position. If the event vertex is shifted
in z, the position of the central detector spacc bars will correspond to a shifted n. Figure 2.12b
shows the trigger efficiency for events for which zyerter < —10 cm. A clear drop at the value
of pseudorapidity corresponding to the position of the bars for such event vertices can be seen.
The presence of events with different zy.;te, positions explains then the “up and down” behavior
of the overall trigger efficiency around n = 0 in Figure 2.12a.

For the W NOTRACK trigger efficicncy (green triangles), no significant n dependence is
observed as this trigger does not have any tracking requirements and is thus only sensitive to
the calorimeter efficiency. In Figure 2.12b one can see a small reduction of the W_.NO_TRACK
trigger efficiency for n = —0.5 which come from the gap between the central and plug calorimeter.

Counting stability over time

To study the stability of the detector the number of Z and W bosons have been counted for each
of the diffcrent periods as defined in Table 2.1 on page 39.

The number of W and Z events per period divided by the CLC luminosity estimate of that
period, including corrections for the variations in the trigger efficiency are shown in Figure 2.13.
The data arc found to be roughly constant within + 5% (a x? test leads to 10.9, 13.1, 14.0
with 6 degrees of freedom for Z events with two central electrons, with one central and one plug
electron and W events respectively).

The same can be done with the ratios between the number of Z events having both electrons
in the central calorimeter, the number of Z events where one electron is in the plug calorimeter
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same but for events where the z position of the vertex is smaller than -10 em (b). Statistical
errors are shoun. Electrons are required to be gold or silver candidates and pass the selection
cuts for a W event.
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FIGURE 2.13: Ratios between the number of W and Z events corrected with the trigger efficiency
and the corresponding CLC luminosity estimates for the seven different data periods as defined
in Table 2.1. The central line shows the average for all the data. The data are found to be
constant within + 5%. Only statistical errors are shown.

and the number of W events. These ratios are found to be also constant within 5%, as it can be
scen in Figure 2.14 (a x? test leads to 16.3, 8.5, 10.6 with 6 degrees of freedom for Z central-
central events, Z central-plug cvents and W cvents respectively) and are consistent with the
statistical errors.

From these results, no significant time-dependent effect can be seen. Even if some points show
a discrepancy (the x? test is not very good), a global trend for the same period is not observed
in the other channels. More statistics would be needed to be able to analyze smaller periods (for
instance each time the trigger table is modified or the running conditions are changed) keeping
at the same time reasonably small statistical errors.

Homogeneity of the calorimeter

To study the homogeneity of the calorimeter, the calorimeter towers where the electron coming
from the W is detected are studicd as a function of 1 and ¢. No hole or significant inefficiency
was found in any of the towers.

The calorimeter towers, grouped in ¢ intervals, are found to be constant for the data and
the Monte Carlo, as it can be seen on Figure 2.15. Fitting a straight line through those points
results in a x2 of 26.8/23 for the data and 46.6/23 for the Monte Carlo.

Figure 2.16a shows the calorimeter towers where the electron coming from a W is dctected,
grouped in 7 intervals, for data and Monte Carlo. 'The Monte Carlo is normalized to the data.
The first and the last tower arc not used to get the normalization factor as they are not well
simulated in the Monte Carlo. The data are corrected with the trigger efficiency, which depends
on 77 (as shown on Figure 2.12, page 52). Quite a big discrepancy is seen between the central
and non-central region description from data and Monte Carlo, as shown in Figure 2.16a. The
origin of this effect was found to originate mainly from a bad reconstruction of the variable
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constant within + 5%. Only statistical errors are shown.

2000
- +  Data (Feb02-Jan03)
1900
- = MC,W-o>ev
1300:—
§ 1700?
§ 1soo~:— - +_ ‘+'
2 o = -4- 1"
s 1500: ++ #: * +' ‘i—}-++ :t'-' d
o HHT
14002— +
13002—
12000:I I Iél I IlllI I Itlil | Iél | l1l0I | I1|2I | I1|4I | I116I I l1I8I I I2]0I I I2|2' | I24

¢ tower number

FIGURE 2.15: Calorimeter towers where the electron coming from a W is detected, grouped in
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%ﬁﬁi in the central towers. The mean %ﬁﬂi is found to be higher for central towers than for the
remaining ones in the data, whereas such an effect is not seen in the Monte Carlo, as illustrated
in Figure 2.17.

This could be explained by the fact that due to the space bars in the center of the calorimeter,
more electromagnetic energy gets lost, resulting in a higher 7 —/l&i value. If the W selection is
done with the cut on this variable relaxed from 0.025 to 0. 05 “as shown on Figure 2.16b, the
distribution is in agreement with the Monte Carlo. However, in this analysis, the value of —M
was left to 0.025 as it allows a cleaner selection. The dlqcrepancy between data and Monte Carlo
is taken into account in the evaluation of the systematic uncertainty.

Finally, the position of the Z peak is found to vary over the different periods from about
1.5% of the mean reconstructed mass for the events where both electrons are central and about
2.5% of the mean reconstructed mass for the events with one electron in the plug.

2.2.7 Luminosity estimation with W and Z bosons
Luminosity determination

The relation between the luminosity £ and the number of signal events Nyjgnq is given by:

L= Nsignal (28)
ONNLO * Ez—event " €|Y|<2 ~ Ecuts * Etrigger

The NNLO theoretical cross section onn o, including the branching ratios to electrons at a
center of mass energy /s = 1.96 TeV is 2.687 nb for inclusive on shell W production and 0.2513
nb for the Z production, as given in Formula (2.7), page 38.

As explained in section 2.2.4, £, _epent 18 a factor that corrects the efficiency of the cut
requiring that Zeyentvertez = £60 cm is lower in the data than in the Monte Carlo. This factor
is found to be (0.98.

£)y|<2 is the efliciency of the cut requiring that the gencrated vector bosons have a rapidity
smaller than 2 and is found to be 0.92 for Z events and 0.89 for W events.

Eeuts 15 defined from the ratio of accepted signal events divided by the number of generated
cvents in the Monte Carlo. The generated events must have a generated Z mass fulfilling:
191.2 GeV — Mgen| < 3T and a Z rapidity of |Yz| < 2. The efficiency is 0.115 for the Z central-
central, (0.198 for the Z central-plug and 0.123 for thec W cvents.

The results for this luminosity estimate with the different signals, central-central and central-
plug Z and for central W arc given in Table 2.4.

The luminosity values obtained using the Z events with two central electrons agree with
the ones obtained using W events and are also in good agreement with the CLC luminosity
estimation.

The luminosity obtained with the Z sample where one electron is in the plug calorimeter and
the other is central are systematically too low by about 15 to 20%. It is interesting to note, as
seen on Figures 2.13, page 53 and 2.14, page 54, that the ratio between the Z sample for a central
and a plug electron and the other samples and the CLC luminosity is constant within 5%. No
obvious experimental explanation was found so far and the 7Z sample where electrons have a
larger rapidity needs to be investigated in more details. It is also possible that the discrepancy
for the high rapidity region comes from inaccuracies in the PDF. Figure 2.3 on page 36 shows
that for Y > 1.5 the errors on the PDF start to be rather important.

Systematics

Systematic errors can be put on each of the factors appearing in Formula (2.8):

® Ngignal: The systematic error on the number of signal events was approximated by study-
ing how the luminosity varies if one changes the definition of the signal and background
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Data, Sample | Signal | e4igger Lps(W,Z) Lps(CLC) Ratio
period type events [pb~Y [pb™Y]

Z cc 317 0.995 123 £ 0.7 11.6 1.06 + 0.06
1 Z cp 433 0.924 104 £ 0.5 11.6 0.90 + 0.04
W0 jet 3293 0.924 11.7 £ 0.2 11.6 1.01 £ 0.02
Z cc 485 0.999 18.7 £ 0.8 19.2 0.97 + 0.04
2 Z cp 775 0.974 17.7 £ 0.6 19.2 0.92 £ 0.03
W-0 jet 5870 0.974 19.7 £ 0.3 19.2 1.03 £ 0.01
Z cc 625 0.998 241 £ 0.9 24.4 0.99 + 0.04
3 Z cp 920 0.957 21.3 £0.7 24.4 0.87 = 0.03
W-0 jet 7164 0.957 24.5 + 0.3 24.4 1.00 £ 0.01
Z cc 539 0.998 20.8 £ 0.9 18.9 1.10 £+ 0.05
4 Z cp 635 0.953 14.8 £+ 0.6 18.9 0.78 £ 0.03
W-0 jet 5382 0.953 18.4 + 0.3 18.9 0.97 £ 0.01
Z cc 494 0.999 19.1 £ 0.9 18.4 1.04 £+ 0.05
5 Z cp 647 0.965 14.9 £ 0.6 18.4 0.81 + 0.03
W-0 jet 5b37 0.965 187+ 0.3 18.4 1.02 £ 0.01
Z cc 437 0.999 16.8 + 0.8 18.5 0.91 £ 0.04
6 Z cp 671 0.962 15.5 £ 0.6 18.5 0.84 £ 0.03
W-0 jet 5286 0.962 18.0 £ 0.2 18.5 0.97 £ 0.01
Z cc 388 0.998 149 £ 0.8 14.5 1.03 £ 0.05
7 Zcp 522 0.960 12.1 £ 0.5 14.5 0.83 £+ 0.04
W-0 jet 4220 0.960 144 £ 0.2 14.5 0.99 + 0.02
Z cc 3285 | 0.998 | 126.3 + 2.2 125.5 1.01 4+ 0.02
TOTAL Z cp 4603 | 0.957 | 106.4 £ 1.6 125.5 0.85 £ 0.01
W-0 jet | 36752 | 0.964 | 125.4 £+ 0.7 125.5 1.00 £ 0.01

TABLE 2.4: The observed number of Z events for central-central (cc) central plug (cp) and
W events (W: without background subtraction) in the data and for the different periods, the
estimated trigger efficiencies and the resulting luminosity with statistical errors. The last column
shows the ratio between the W/Z luminosity (Lys(W,Z)) and the CLC luminosity (Lys (CLC)),

assuming a negligible statistical error on the CLC estimate.
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zones used for the counting. For the W signal, onc finds a variation of 1% in the obtained
luminosity if one varies the cut on the W transverse mass used for the signal definition.
Similar tests were also performed on the Z sample and a variation of 0.5% of the luminosity
was found.

£]y|<2: Depending on the available statistics, the signal can be split into several rapidity
bins. For this measurement, the efficiency corrections of W and Z events are calculated
such that the generated rapidity of W and Z bosons satisfies |Y| < 2. The fraction of
events with larger rapidities is found to be 7.7% for the Z’s and 10.7% for the W’s. This
fraction depends on the assumed PDF knowledge at small and large x.

Using the same PDF, a slightly different rapidity distribution of the W and the Z bosons is
found for the simulation made with PYTHIA and the one made with HERWIG. Figure 2.18
shows the output of PYTHIA and HERWIG for the generated rapidity of the W for all
events and for the selected signal events. After having talked to the authors of PYTHIA
and of HERWIG, no obvious explanation was found.

a) b)
ool Pythia, W — e v, generated Y 1.55_ Pythia/Hetwig, generated Y
[ (R Herwig, W — e v, generated Y i M Pythia/Herwig, reconstructed Y
i Pythia, W — e v, reconstructed Y 181
B000L— | e Herwig, W — e v, reconstructed Y 1al
a: i 1of
© so00)— £ -
g1 gt
Sl
[ ’ 0.6
2000/ __ 3 ) 0.4
L ﬂ i 0.2
Y PRIV - FUWEY NN P N . T o
4 -3 -2 - 0 1 2 3 4 -4

FIGURE 2.18: (a) Distribution of the generated (without any basic kinematic selection) and
reconstructed rapidity distribution for W events in the PYTHIA (solid black and red lines) and
HERWIG simulation (dashed blue and green lines). (b) The ratio between the W rapidity predic-
tion of PYTHIA and HERWIG simulations for all generated events (solid black line) and for the
reconstructed ones (dashed red line).

A systematic error on the final result of £1.5% is attributed to this rapidity extrapolation.

oNNLO: The theoretical error on both cross sections is assumed to be 2.8% as explained
on page 3%,

Ecuts:

The systematic error on the cut efficiency is estimated by varying the values of the cuts
recording the change in the luminosity. We found a 2.2% variation in the luminosity for
the Z sample where both electrons are central, 2.2% variation for the Z sample when one
electron is in the plug and 4.7% for the W sample. The main source of error comes from
the variation of the cut on —EEJifn‘i This distribution shows discrepancies between the Monte
Carlo prediction and the data, as illustrated in Figure 2.17, on page 57.

The efficiency of the jet veto applied in thec W event selection was also studied. The
accuracy of the Monte Carlo prediction can be checked using the Z sample with two
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central electrons. The fraction of Z events without jets to the total number of Z events
is found to be 0.799+0.007 in the data and 0.82740.004 for the PYTHIA Monte Carlo. A
correction factor of 1.035+£0.0125 is then applied in the Monte Carlo efficiency to correct
for the jet veto cut.

® Etrigger: T'he error on the trigger efficiency is estimated using the the statistical crror on
the number of events firing both ELECTRON_CENTRAL_18 trigger and W_.NO_TRACK
trigger and is found to be negligible (between 0.05 and 0.2%).

Combining all these errors, we find a total systematic error of 3.9% for both Z samples and
5.8% for the W sample.
Table 2.5 gives a summary of the list of all studied systematics.

Systematic errors for: | Zce Zcp | W
Nsign.ul 05% 05% 10%
INNLO 2.8% | 2.8% | 2.8%
Elv]<2 1.5% | 1.5% | 1.5%
Ecuts 2.2% | 2.2% | 4.7%
Etrigger 0.05% | 0.2% | 0.2%
| Total | 3.9% | 3.9% | 5.8% |

TABLE 2.5: List of studied systematic errors.

This study of the systematic errors should be carried on in more details in a further analysis.
An important point left aside is the detailed study of the plug calorimeter where currently a
lower luminosity is systematically found in cach data period. The reason could be caused by
inaccuracies in the PDF, but more likely to an inaccurate simulation of the plug calorimeter and
to unknown detector inefficiencics.

2.2.8 Results and interpretation of W and Z production
Kinematics of the W and Z bosons events

In this section, different kinematic distributions are studied. For the signal simulation, a compar-
ison between the predictions of PYTHIA and HERWIG is performed. The transverse momentum
spectrum and rapidity distribution are discussed.

Figures 2.19 and 2.20 show the p; for Z bosons reconstructed with central central and central—
plug electron pairs. The cnergy correction based on the position of the Z peak, as explained
on page 43 is applied on the electrons. For Z bosons with large p; and two central electrons,
one observes 491 events with a transverse momentum higher than 20 GeV against 352 events
expected by the PYTHIA Monte Carlo, which represents an excess of more than 5¢. From the
HERWIG Monte Carlo, however one expects 461 events with a p, higher than 20 GeV, which is
in good agreement.

It is also interesting to consider the low p; part of the spectrum. Looking first at the Z
sample with two central electrons, one sees that HERWIG describes quite well that part of the
spectrum. However, for the Z bosons where one electron is central and the other is in the plug,
both HERWIG and PYTHIA do not describe the data.

The shape of the p; spectrum in Leading Order Monte Carlo generators will be determined
by the initial state radiation (ISR). For soft or collinear partons, the Altarelli-Parisi approach
can be used to simulate the ISR. However, this probabilistic procedure does not cover the whole
parameter space and for the high p; part of the spectrum, the exact matrix elements of the given
process have to be used.



2.2. WAND Z COUNTING USING ONE YEAR AND A HALF OF CDF DATA 61

In the collinear/soft approximation, the following parameters control the evolution of the
ISR: the value of o, the @? scale at which the partons stop showering and the intrinsic transverse
momentum (kr) of the partons in the proton. These parameters were set differently in PYTHIA
and in HERWIG. The hard part of the p; spectrum will depend on how the matrix element
corrections are implemented, which is different in PYTHIA and in HERWIG [54]. This could
explain the discrepancies observed between the two generators.

For low Z momenta, less events arc seen in the data as expected from the simulation. This
might explain the systematically too low measured luminosity using the central-plug sample.
However this 10% effect could not explain alone the 15-20% discrepency observed.

Figure 2.21 shows the rapidity for Z bosons reconstructed with central-central and central—
plug electron pairs. No significant difference is observed between data and the HERWIG and
PYTHIA predictions. As discussed in [8], the measurement of the Z rapidity distribution con-
strains the PDF and the z;, x5 range, which leads directly to the “parton—parton” luminosity.

Figure 2.22 shows the shape of the electron pseudorapidity distribution for the W* events
with zero jets in the data and the PYTHIA and HERWIG Monte Carlo. The data are corrected
with the trigger efficiency. As explained in Section 2.2.6, page 53, in order to get a better shape
description of the data by the Monte Carlo, the cut on EEI*%} is relaxed from 0.025 to 0.05. Duc
to the different momenta distributions in the proton for the u, d, @ and d quarks, to be able
to compare the W with the W~ rapidity distribution, the sign of the rapidity for the W~
distribution needs to be inverted with respect to the W~ rapidity distribution. All four curves
are in reasonable agreement.



62 TOWARDS A PRECISE LUMINOSITY DETERMINATION

Z transverse momentum, central-central

10 B e Data, Z events selected
n ~—MC, Pythia (yZ) > e e
- e e MC, Herwig (yZ) - e e
> 10 &
>
o - 4
2 L=125.5pb
/1] ]
G 10 — :
= =
w F
1 = e e
: L L L | L 1 ] I 1 1 1 I 1 1 L I 1 i L L I E_ A
0 20 40 60 80 100 120 140
p, [GeV]
350
- e Data, Z events selected
300 | —MC, Pythia(yZ) - ee
SRR AR e PN S PP MC, Herwig (YZ) > e e
250 [—
- -
& C
200 — .
0200 L=125.5pb"
m —
§150 —
w
100 |
- |
50 = ="
o:l 1 1 | L 1 L | 1 1 1 ' 1 i 1 I 1 1 L | 1 1 1 l_ 1 1 1 l 1 1 1 l 1 1 1 | i 1 1
0 2 4 6 8 10 12 14 16 18 20
p, [GeV]

FIGURE 2.19: Reconstructed Z transverse momentum for the PYTHIA Monte Carlo (histogram,)
and data (dots with error bars) for central-central events on two different scales. The dotted
line is the expected distribution obtained with the HERWIG Monte Carlo program.
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Z transverse momentum, central-plug
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FIGURE 2.20: Reconstructed Z transverse momentum for the PYTHIA Monte Carlo (histogram)
and data (dots with error bars) for central-plug events on two different scales. The dotted line
15 the expected distribution obtained with the HERWIG Monte Carlo program.
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FIGURE 2.21: Rapuidity distribution for the observed Z signal in the data (dots with error bars)
and the Monte Carlo (histogram) for central-central (a) and central plug (b) events. The dotted
line is the expected distribution obtained with the HERWIG Monte Carlo program.
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Pseudorapidity of lepton from W* and W~ decays

3500 —
C e Data, electron from W *
3000 E_ 4 Data, electron fromW ™ (- 1)
- MC, Pythia: W' W s ev
- |eeas MC, Herwig : W' W > e
2500 - 3 il
8 F
9__2000 —
.m- -
c C
21500
w C
1000 |—
500
O:I[lllllllIII!IlIIIIIIIIIIIIIIlellIIIIIII

2 15 -1 0.5 0 0.5 1 1.5 2
n

FIGURE 2.22: Lepton pseudorapidity distribution of the W — ev events for data (dots with error
bars) and PYTHIA simulated events (histogram). For data both W~ and W contributions are
shown. The dotted line is the expected distribution obtained with the HERWIG Monte Carlo
program. As explained before, the cut on éﬁm 1s relazed in order to allow the Monte Carlo to
fit better the data. The data are also correc ted with the trigger efficiency.
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Luminosity with W and Z and the cross section ratio

The final results for the luminosity are then:

Lps(Zec) = 126.3 + 2.2(stat.) &+ 4.9(syst.) pb™!
Lp5(Zep) = 106.4 £ 1.6(stat.) + 4.1(syst.) pb™!
Lps(W) = 125.440.7(stat.) £ 7.3(syst.) pb~*

The ratio between the Z and W cross section can be also measured. This ratio is determined
using only the samples involving central electrons and it is found to be:

pp— Z — ee X
sured : ————— = (0.094 £ 0. stat. .
Measured oW S 0.094 £ 0.002(stat.) + 0.006(syst.)
Z > ee
Calculated[49] : 22— =" _ 0093 +0.001
pp— W —ev

which is in good agreement with the thcoretical prediction. The systematic error on the
ratio could be even reduced in a further study, as more sources of error could cancel in the ratio,
like for instance the error on the cut efficiency or the crror on the rapidity extrapolation.

2.2.9 Summary: one year and a half of luminosity determination at CDF

No major obstacle was found for the W and Z counting method which was for the first time
applied to the CDF data. This method can be summarized as follows:

e We defined first a way to select clectrons being as simple as possible to allow a good control
on the efficiencies, but sufficiently effective in background suppression.

e Then a W and a Z sample was selected using the kinematic properties of the processes
and the electron identification cuts.

e The Z sample was used to test the quality of the Monte Carlo simulation and to control
the cut efficiencies,

¢ Counting regions for the Z and thec W samples were defined and the number of Z and
W were counted. Knowing the cross section and the efficiency, the luminosity can be
calculated. The next step will be to count the W and the Z in rapidity bins in order to
obtain the parton luminosity.

o The systematic errors were finally determined, like for instance the detector stability over
time, the detector homogeneity and the uncertainty in the electron selection.

In summary, the data collected by CDF between February 2002 and May 2003 were analyzed
in order to get a luminosity estimate. 3285 Z events with two central electrons, 4603 Z events
with one central and one plug electron, and 36752 W events were selected. Combining the
W and Z with central electrons only a luminosity of 125.5 £+ 0.6 (stat.) £ 7.1 (syst.) pb~! is
obtained which is in good agreement with the CLC measurement of 125.5 + 7.3 pb™!, where a
5.8% total uncertainty is assumed [18].

In contrast, the Z sample with a central and a plug electron gives a luminosity estimation
systematically 15 to 20% lower than the one predicted with the other samples. This effect could
be due to an inaccurate description of the plug calorimeter in the simulation but also to a PDF
theoretical error.

The ratio of the Z to W cross section for central electrons only has been measured and is
found to be 0.094 £ 0.002(stat.) = 0.006(syst.), in agreement with the theoretical prediction of
0.093 £+ 0.002.

Before applying this method at the LHC, some questions still need to be answered.
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L=2-108¢m %571
Signal Background Total
W —ev:10Hz | 7F/x° overlap: 5Hz | 33Hz

79 conversions: 10Hz
b/¢c — e: 8Hz
Z —ece: 1 Hz ~ (0| 1Hz

TABLE 2.6: The expected rates of single W and single Z into electrons at the LHC with the CMS
Huigh Level Trigger during the low-luminosity period [21].

o The narrow width approzimation

To take into account the narrow width approximation used for the theoretical predictions,
a cut on the generated W mass was set requiring the generated W events to lie within
3I' around the gencrated mass. The theoretical systematic errors linked to this way of
implementing the narrow width approximation should be studied in more detail in the
future.

o Determining the scale of the process

The precise measurement of the rapidity distribution of the vector boson is fundamental
to obtain the parton distribution, as explaincd on page 34. This rapidity distribution has
to be measured at a given scale, which is, in the case of single W/Z, the mass of the vector
boson. However, when there are jets in the event, the scale is modified. The influence of the
jets on the scale of the process should be studied, also to make sure that the uncertainties
on the jet reconstruction do not limit the accuracy of the method. Moreover, a Z-+jets
sample could be used to confirm the ? evolution of the PDF.

e Combining LO, NLO and NNLO in a correct way

PYTHIA (or HERWIG) are leading order generators. They simulate a transverse momentum
of the generated system using initial and final state radiation. The process simulated is
thus half way between a LO and NLO process. It is then not clear whether it is better to
use the generators with NLO PDF or LO PDF. For the simulation of a specific process, it
would be useful to define when NLO calculations are mandatory and when they are less
important and could be replaced for instance by a reweighting method [55].

2.3 From CDF to CMS

"The techniques applied here to count the W and the Z to measure the luminosity can be applied
in a similar way at CMS. For instance, the idea to use the Z sample in order to control the cut
efficiencies for the W sample is also relevant for CMS.

A very high rate of W and Z should be produced in the proton proton collisions at the LHC:
for a 14 TeV center-of-mass energy, the cross sections for single W and single Z production is
about a factor ten compared to the ones at the Tevatron and moreover the LHC is expected
to deliver 10 to 100 times more luminosity than the Tevatron. Table 2.6 shows the expected
rates of vector bosons and potential background accepted by the CMS high-level trigger. The
number of W and Z decaying into clectrons expected to be triggered each day during the LHC
low-luminosity phase is about 10° and 105. It will therefore be possible to obtain the parton
luminosities by measuring very preciscly the rapidity distribution of the W and the Z bosons.

As shown before, the first step to select W and Z is to learn how to select efficiently electrons®.
The general principles to identify electrons are more or less common to CDF and CMS. However,

“Event if this study concentrated on electrons, it is clear that the signal with muons should also be used.
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differences in the design of the two detectors will have an influence on the variables used by these
two cxperiments to select electrons: CDF and CMS have a different type of electromagnetic
calorimeter. CMS, with its crystal calorimeter, has a much finer granularity than CDF. This
high granularity can be used to make cuts on the transversal shower shape. Another important
difference is the amount of material in the tracker: about 0.57X, for CMS against 0.02X,
for CDF. Electrons in CMS will loose quite a lot of cnergy through Bremsstrahlung in the
tracker, leading to a more difficult momentum determination and a particular shower shape in
the calorimeter,

In the following, the electron selection in CMS will be discussed in detail using a full detector
simulation. Several systematics problems that are specific to that detector will be analyzed.



Chapter 3

Identifying electrons in the CMS
detector

Nowadays a growing cffort is put into the simulation of the detector physics capabilities during
the design and constructing phase of an experiment. Such Monte Carlo simulations should
allow to study the detector reconstruction performance in order to determine which type of
mecasurement might be possible. It should also help to define search strategics and analysis
methods to isolate different types of processes.

For instance, in CMS, Monte Carlo simulations arc fundamental to design an efficient trigger,
able to reduce the event rate from 45 MHz down to 100 Hz. More specifically, for clectrons,
a basic selection has to be applied already on the High Level Trigger in order to remove part
of the high jet background. At low luminosity the expected ratio of electrons (mainly from W
decays), to background (like pions or leptons coming from b and ¢ decays), passing the single
electron trigger, is about 0.5 for electrons having a transverse energy higher than 29 GeV, as
given in the trigger TDR [21]. However, for most measurements, clean electron signals with
much improved signal to background ratios are needed. The ’offline’ electron reconstruction and
selection is thus a second aspect to be studied using a simulation.

In the following the capability of the CMS dctector to identify electrons will be discussed
using a full detector Monte Carlo simulation. After a description of the CMS reconstruction
softwarc chain, selection variables will be presented for electrons at different energies and for
potential backgrounds. We will discuss how these variables could be used to provide an efficient
electron selection which is also as general as possible. If the same electron selection can be applied
in different channels, the errors related to the cut efficiency will cancel, if proper ratios are taken,
reducing the systematic uncertaintics. Ratios are also the basc of the parton luminosity method
described before. This electron selection developed here will be used then to select single W
events. Finally the homogeneity and the electron encrgy resolution of the CMS detector will be
analyzed.

3.1 The CMS reconstruction chain

The simulation of the detector response to a given physics process can be divided into different
steps. First, the kinematics of the physics process to be studied is simulated using a Monte Carlo
generator. Out of all the particles produced in the interaction, the detector can only detect the
stable ones': electromagnetic particles (electrons, photons and muons) and hadrons (charged:
7+, K*, protons and neutral: K9, neutrons). The interactions of these stable particles with
the detector are simulated, determining the different sub-detectors responses. Then, for Monte

L“Gtable particles” for us are the ones having a life time longer than a nanosecond, implying that they do not
have enough time to decay before being detected.

69
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Carlo as well as for data, these signals need to be combined to reconstruct the event. With
sich a simmlation, the capability of the detector to reconstruct a given type of signature can be
estimated and the reconstruction and analysis procedure discussed and optimized.

POOL

SiruHits/sigral

POOL
SimHits/minbias

Fieure 3.1: The CMS sunulalion chain from the production to the user. The wpper part shows
the name of the programs used and the lower part, the type of data storage.

The program chain used to simulate the CMS detector is shown in Figure 3.1 and will be
explained in the following in some detail.

First the CMKIN program [56] simulates the kinematics of the physics process to be studied,
by running an cvent generator like PYTHIA, Isajet or HERWIG and writes a file as output
containing a list of the generated particles types together with their 4-vectors. This file format
has a structure similar to the HEPEVT Tortran common block used in most event. generators.

These stable particles will be propagated through the detector and the interactions with the
different detector elements are simulated with the GEANT program [57]. The study presented
in the following was done during the transition phase between Fortran, GEANT-3, and C++,
GEANT-4. The CMS specific version of GEANT, which uses the detector geometry and materials
as well as the magnetic ficld configuration, is called QSCAR (and CMSIM for the Fortran version).
The output of GEANT is a collection of so-called hits”. A hit is defined every time a particle
crosses a sensitive element of the detector and contains information about the position and time
ol the hit, the energy or charge deposit.

Next, the hits have to be transformed to signals, usually simulating the electronic outputs,
gotting the so-called digis. This step is done with the ORCA (Object Oriented Reconstruction
for CMS Analysis) program [55]. Using these digis, ORCA reconstructs the so-called RecHits,
which arc a translation of the clectronic signal into a usable quantity like for instance an cnergy.
For example in the tromaguetic calorimeter. this means translating a group of ADC counts
in the amount of energy deposited in a crystal. One can add here effects of pile-up and of

minimum bias cvents.

In a sccond step the sub-detectors responses are combined within ORCA to reconstruct the
different clements of the physics process signature, 1.¢. the electrons, photons, muons, taus and
jets. This step is common to the Monte Carlo simulation and to the data. Combining the
RecHils, ORCA will write the so-called RecObjecls as an output.

ORCA and OSCAR are written in C++, where the program building blocks are the so-called
objects. Tt is thus convenient to store the data as objects (for example an electromagnetic cluster
‘object” should be stored together with the information related to it, e.g. which crystals are in
the cluster, its total energy. ete.). Then the programmer can get these objects back together
with the informations associated to them from the data stored in the file. In CMS, POOL [5]

“lor the oxports: the hits written by OSCAR are called SimiMits. Indecd only OSCAR produces directly
Simllits, CMSIM writes zebra files that have to be formatted in Similils using ORCA.
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is used lor this.

For the analysis described in the following, digis were processed running ORCA to reconstruct
the different elements (tracks, clusters, ete.) of a given process. PAX was run together with
ORCA to write root files [51]. PAX [50] is a set of Cd+ classes, that provides convenient tools
to analyze the event to be reconstructed, its base components being 4-vectors with additional
information. The final step of the analysis could be performed on those root files, allowing a

faster processing: with a 2.4 GHz Pentium processor, running on 1000 events with ORCA and
requiring the tracks to be reconstructed takes about 4 hours, whereas running on 1000 cvents
takes a lew scconds on a root file written with PAX. Tn the future. running on cvents with
ORCA should be faster due to the introduction of DSTs containing the high level objects, like
e.g. tracks, already reconstructed.

3.2 Electromagnetic versus hadronic showers

The identification of clectrons rely on the differences between the calorimeter showers initiated
by the clectrons and the showers initiated by hadrons. The different selection variables will
be discussed in the following.  Sowe general characteristics of electromagnetic and hadronic
showers will be discussed first. Table 2.1 shows a simiary of these characteristics and a detailed
description can be found in [61].

High-energy electrons and photons crossing o dense mate-
rial, like for instance a crystal of the CMS calorimeter, will
interact mainly through Bremsstrahlung and pair production.
Secondary clectrons and photons produced in those processcs
will then start to interact again through Bremsstrahlung and
pair production. This cascade of interactions will develop as
a shower in the crystal. TFigure 3.2 shows a simulation of an

clectromaguetic shower in a crystal of the CMS clectromag-
netic calorimeter. The electromagnetic shower shape scales, to S

a good approximation, longitudinally with the radiation length,

X, and laterally with the Moliere radius. These variables are
material dependent’.  The shower maximum is reached at a

¥

. . . CL Moure 3.2 Simulation
depth £, which depends logarithmically on the initial cnergy. . - e .
; ! , : ) > of an eleclromagnetic
After this maximum, the number and encrgy of the secondaries 5, = . - the
fart o d . g dicle | shower in o crystal of the
start to decrease, until the average energy per particle becomes ;1o : :
¢ ‘ ‘ AVELASE CHCTRY PCT partie CMS ECAL (CMS-ECAL,
low enough to stop further multiplication. This critical cnergy, TDR[2!])
2. defined as the energy at which the rate of encrgy logs per ra- o
diation lengths cquals the total energy of the clectron, is about 550 MeV/Z. A 35 GeV clectron

in the CMS calorimeter has about 80% of its cuergy contained in a 3 x 3 crystal array.

A shower initiated by a hadron is dominated by a succession of inelastic interactions and is
thus more complex to describe. The characteristic dimensions of hadronic showers arc deter-
se showers are characterized

mined by the mclear absorption length, A ', At high cuergy. the
by multi-particle production and nuclear physics cffects associated with the excitation of the
absorber nuclei. A fraction of the available energy is converted into excitation or breakup of the

Us are relatively [requent inside showers

miclei, part of which will be undetectable. Moreover
initiated by hadrons, bringing an electromagnetic component to the shower. The average frac-
tion of a hadronic shower converted into s mainly depends on the nature of the first inelastic

interaction. Hadronic showers have a large shower-to-shower fluctuation and are expected to be

“For the PbWO, crystals of the CMS calorimeter, the Moliere radius is 2.19 ¢m and Lhe radiation length,
0.89 cm.
For the PhWO, crysials of the CMS calorimetoer, the nuclear absorption length is about 23.6 ¢m.
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Quantity Flectromaguetic showers Hacdronic showers

9Xy/7 for +'s. . A
X() —~ 8()%\/72 [‘%_(,1“----2] A =2 A/U\‘z-’\m:;,_yru:[rr:; : U) x A

Mean free path

(»?'*' : below critical energy TFast nucleons, pions; medium
£ R )() MeV/Z ionization energy (~ 100 MeV): p, n;
Secondary particles lom only. inclasticity x =1 low-cnergy (~ 10 MeV): p, n,
(all energy used in particle ~; nuclear fragments;
production) inclasticity x ~ (0.5

/"m.aat[XO] ~ 1“<E/5> -,

(v = 1 for e. &~ 0.5 for )

Shower maxiinum

Depth for == 95%
longitudinal L9351 X0] = tina: +0.0874+9.6 | Loos[A] & e, + 4E" 1[GV
containment

Radius for ~ 95%

radial containment

R~ 2pa ~ 144/ 7 [grom™?] R= A

TaBLe 3.1 Average propertics of clectromagnetic and hadronic showers [11]. For a 100 GeV
electron in lead. the shower maximum is ol aboul 8.6 Xo and Lggs = 24.8 Xo and for a 100 GeV
7T the shower mazimum is at about 2.6 Xo and Lg.os = 10.6 X,.

more spread than clectromagnetic showers. In fact, clectromagnetic particles loose their energy
mainly through Bremsstrahling and pair production for which the angle hetween the primary
and secondary particles is small. On the contrary. for hadronic showers, when the hadrons ini-

tiate nuclear interactions, the sccondary particles coming from the decay of a high mass system
will receive transverse energy and thus have a different direction than the primary particle. This
will cause the shower to be broader,

3.3 ORCA rcconstruction of electrons, the EGAMMA software

Within ORCA, EGAMMA is providing tools currently developed 1o reconstruct clectrons and
photons.  Combining the calorimeter and tracking information, it aims at reconstructing the
electron encrgy and position. Details about the EGAMMA package are given in [652].

To reconstruet electrons one first has to look for high cnergy deposits in a single crystal of
the calorimeter, which is called a “seed”. The energy contained in the neighboring crystals will
be added to the sced in order to form “basic-clusters™ Two algorithms are implemented in
EGAMMA to reconstruct these clusters, the wland aud the hybrid algorithm.

For the dsland algorithm. the recoustruction of basic-clusters goes as follows: First of all,
“seed” crystals are defined and ordered in ascending energy. The transverse energy threshold
for a crystal to be used as a seed is per default at 500 MeV {or the barrel and 180 MeV for the
endeaps’. Then, starting with the most energetic seed crystal, the energy of the neighboring
crystals in both directions in ¢ and 7 from the sced position. will be collected until a crystal
without energy or a crystal with more encrgy thaun its neighboring one is found. Double counting
is prevented since all the collected crystals are marked as belonging to a given cluster and cannot
be used any more.

Lhe hybrid algorithm has been developed for clectrons in the barrel, with B, = 10 GeV [132].
Starting from a sced crystal (the cut for a crystal to be a sced is set here at By > 1 GeV),
dominoes of 1 x 3 crystals in 7 x & (or 1 x 5 il the energy in the sced crystal is higher than
I = 1 GeV) are created. each with their central crystal aligned in 7 with the seed crystal. As
Figure 3.1 shows, dominoes are created for each crystal closer than 10 cryvstals from the sced in

"Note that a transverse energy of 1830 MeV at avapidity of 1.7 corresponds Lo a total energy of about 500 MeV.,



3.3. ORCA RECONSTRUCTION OF ELECTRONS, THE EGAMMA SOF1TWARIL 73

b, Av adjacent domino is added to the cluster if its energy is higher than B =100 MeV and a
non-adjacent domino if its cnergy is higher than £ =350 MeV.

create dominoes for 10 crystuls in both directions

A

- 1X3 domino

120
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FiGure 3.4: The position. given in cylindric coordinates (r. z). where the electron emitted a
Bremsstrahlung photon in the tracker. It is a good indicator of the material localion in the
tracker.

The hybrid algorithm. cxploits the fact that in an axial magnetic field, the electromag-
netic shower will be mainly extended in ¢ and remain narrow in 7. Moreover due to the
amount of material before the calorimeter, the electrons can radiate part of their encrgy through
shows the different positions given in cylindric coordinates” (r, z)

Bremsstrahlung. Tigure
at which the electrons emitted a Bremsstrahlung photon. An electron loosing its energy through
Bremsstrahlung will have a shower extended in ¢ due to the photons emitted.

To recover the energy lost in the tracker through Bremsstrahlung. basic-clusters are asso-
clated together to create super-clusters. T'wo basic-clusters are merged if they lie in a narrow
window in n and a wider window in @, more precisely if Aé < 0.8 {or clusters in the barrel (0.4
for clusters in the endeaps) and An < 0.06 for clusters in the barrel (0.14 for clusters in the
endcaps). The energy threshold lor a super-cluster to be kept is set at 4 GeV.

The simulated energy loss of electrons in the tracker material is given by GEANT. The ratio
between the total energy radiated by the clectron through Bremsstrahhing and the reconstructed

G ; - . .
‘'z is taken parallel o the beam pipe direction.
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impact on the clectron reconstruction and identification.

Finally, the shower position is corrected to take into account the non-pointing geometry of
the crystals. The super-cluster energy is corrected in order to get the ratio Eyeas/ Fipue peaking
at 1, using currently a function which depends on the number of crystals in the cluster,

Tracks which will be combined with the super-clusters to distinguish between electrons and
photons, arc reconstructed using a standard algorithi based on a Kalman filter (named “Com-
binatorial track finder”) -

3.4 Datascts and software versions

The list of samuples used for this study is given in Table 1.2, They are divided in two main groups.
The first group is composed of isolated mono energetic particles, called “study samples”. These
samples are useful to concentrate on a particular aspect of the reconstruction without worrying
about effects linked to the kinematics of a given process. The second group of samples consists
of physics processes. These samples give a more realistic simulation of the CMS detector in the
LHC environment. In contrast to the other samples, the If — Z7Z — 2¢2p and the WZ — 3¢
samples are generated including pile-up.

Except for the diphoton sample based on OSCAR/GEANT-4, the simulation of the particle
interaction with the detector elements was based on CMSIM/GEANT-3. Tt has been shown
previously that CMSIM and OSCAR give similar results [6:3].

Digitized information (Digis) were processed running QORCA together with PAX. Due to the
rapid version changes of ORCA, different versions of the softwarc had to be used. However, the
results of the study presented here do not depend on the version used.

Sample } Number of events | ORCA version l Detector simulation
Study samples (mono-energetic, isolaled particles)
Dielectrons, Fy = 35 GeV 99000 752 CMSIM
Diphotons, E; = 3b GeV 97TH0) 7Hh2 OSCAR, no tracker
Single charged pions, Fy = 100 GeV 90000 752 CMSIM
Physics swmples
H — 27" — 4¢.myp = 160 GeV 32000 752 CMSIM
H — 77 = 2021, my = 500 GeV 32000 7.6.1 CMSIM
WZ — 36 (¢ equ,T) 33000 761 CMSIM
pp >y et 34000 7.6.1 CMSIM
Drell-Yan mgi .- > 1300 GeV 6000 722 CMSIM

Tavrr 3.2: Technical details of the samples used, CMSIM means thal the detector simulation
s based on GEANT-3, and OSCAR means that the detector simulation is based on GEANT-4.

The following samples were used to study the detector response for various particles and

with different energies. In particular:

"The “default’ tracks proposcd by the EGAMMA group and optimized for trigger studies uses the same recon-
struction algorithm than the standard one, but with different parameters. Namely, requiring a x* for the track
Lo be smaller than H. whereas the standard value is 30 and requiring the tracks to have at least 3 hits whereas

the standard value is 5 hits.
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Electrons with a transverse cnergy Ep of 35 GeV (Dicleciron sample), with an average
trausverse energy, << Ly =, of 40 GeV (Il — Z7" — 4¢ sample), with < E; > of 100 GeV
(H — ZZ — 2e2p sample) and with < ) = of 650 GeV (Drell-Yan m,+,.- > 1300 GeV
sample).

Photons with o transverse energy Ly of 35 GeV (Diphotons sanple) and an average trans-
verse encrgy, << E; =. ol 65 GV (pp = ~vjet sample). Photons are reconstructed vetoing
a matching track.

Pions with a transverse energy 19 of 100 GeV, having a mean super-cluster transverse
energy of 80 GeV (Single charged plons sample).

Taus decaying to hadrons having a mean super-cluster transverse energy of 26 GeV (W7 —
3E(E e, p,m) sample).

Jets having a mean super-cluster transverse encrgy ol 30 GeV (pp — ~vjet sample).

3

The generated transverse energy distribution of the studied particles is shown in Figure 3.5,
For the jets and the taus, the reconstructed mean cnergy of the super-clusters is smaller than

the generated one as they do not deposit all their energy in the KCAL.

FiGure 3.5;
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The generated transverse energy distribution of the different particles types and

for the different samples studied. requiring n| = 1.4.
3.5 Electron identification strategy

An clectron is characterized by a narrow cluster in the electromagnetic calorimeter together
. (] oy

with a track matching it. A set of selection variables needs to be defined in order to separate

electrons from the “electron-looking background”. Tor this purpose, the properties of the elec-
tromagnetic showers described before are used to define an eflicient clectron selection. Guided
by the techniques already developed in other experiments like CDE or L3 (which also had a crys-
tal calorimeter), general selection variables for an clectron candidate with a transverse energy

higher than 10 GeV can be defined.

o The clusler isolation:

Electrons coming from the decay of heavy particles such as the W (W - ), the top
(I — Wb - fuvb) or Higgs (e.g. H — Z7 — (1{l) decays should be identilied in the
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detector as isolated high transverse cncrgy clusters. Requiring the electrons candidates to
be isolated is particularly efficient to reject the background crated by neutral pions coming
from jets.

o The ratio between the energy deposit in the electromagnetic and hadronic calorimeter:

The energy deposited by an electron is almost fully contained in the electromagnetic
calorimetcr. In contrast, the hadrons will tend to leave most of their energy in the hadronic
calorimeter.

o The shower shape:

As explained bhefore, showers initiated by electromagnetic and hadronic particles have
different shapes. Elcctromagnetic clusters arc expected to be contained to a large extend
in a 3x3 crystals array of the CMS ECAL. In contrast, hadronic clusters are more spread
in all directions. Due to the magnctic field and the clectrons emitting Bremsstrahlung,
the elcctromagnetic clusters will remain narrow in 7 but will be somewhat extended in ¢.

o The ratio between the energy in the electromagnetic calorimeter and the track momentum:

For electrons this ratio is expected to be around 1 within the measurement errors.

o The precise matching in ¢ between tracks and clusters:

Clusters initiated by electrons, have their associated track pointing directly to the energy
weighted cluster center. It will be shown, however, that some care is needed to use this
variable since it is quite sensitive to electron Bremsstrahlung.

3.6 Selection variables

After this qualitative description, a quantitative analysis of the electron selection is presented.
'T'he goal is to define a selection, which is as much as possible independent on the event properties.
However, the cuts proposed for a given physics channel should be further tuned depending on
the background. For instance, to select a Higgs decaying into four electrons, one would obviously
not apply the same cuts on all four electrons, loosening the requirements once one or two “good
quality” electrons are found. The cuts have also to be optimized in order to maximize the signal
to background ratio. However, general selection variables can alrcady be defined, allowing to
get a basis for an efficient clectron selection.

3.6.1 Preselection

First a preselection is applied for the different samples. Only the super-clusters in the barrel
(with |n| < 1.4) and with E; larger than 10 GeV are kept for the study. To compare the
reconstructed electrons with the generated ones, it is required that these super-clusters originate
from the interaction of an electron (or the other particles studied) with the calorimeter. A super-
cluster is said to be matched, if it lies insidc a “large” cone in AR = \/An? + A¢? of 0.15 around
the generated particle. The kinematic properties of the generated particles arc directly taken
from the Montc Carlo generator information.

Sometimes, more than one super-cluster is found within this cone (which happened for
instance in about 2% of the cases for the H — ZZ* — 4e sample). In this case, the one
with the energy closest to that of the generated electron was selected. Figure 3.6 shows the
AR distribution between the generated clectron and all super-clusters in the event for the
H — ZZ* — 4¢ sample (left) and the single electrons sample (right). In contrast to the single
electron sample, the AR distribution for the H — ZZ* — 4e sample shows a tail. Thesc
high values of AR come from ’wrong combinations’ with the other super-clusters present in the
interaction.
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F1GURE 3.6: The smallest AR between a generated electron and all reconstructed super-clusters
in the H — ZZ* — 4e sample (left) and in the single 35 GeV electron sample (right).

For 0.4% of the gencrated electrons, no matching super-clusters were found. Figure 3.7
shows the pseudorapidity distribution of the generated clectrons were no super-clusters were
found for the H — ZZ* — 4e sample. Most of these electrons were ’lost’ in a crack of the
calorimeter. In that case, either no basic-cluster could be reconstructed or a basic-cluster was
reconstructed with too little energy®. The effects of the gaps and a study of the homogeneity of
the electromagnetic calorimeter is discussed in more detail in Section 3.7.
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FIGURE 3.7: Pseudorapidity distribution of the generated electrons for which no matching super-
cluster was found (0.4% of the generated electrons). FElectrons from the H — ZZ* — 4e sample
(my = 150 GeV) were used.

The second part of this presclection consists in requiring that the super-cluster is in spatial
coincidence with a rcconstructed track. The tracks should fulfill loose quality requirements, i.e.
having a transverse momentum of at least 5 GeV and at least 5 hits (using the silicon strip and
pixel tracker information). To associate a super-cluster with a track, the same method as before
is applied. For 94% of the electrons, a matching track was found. Figure 3.8 shows the rapidity
distribution of the super-clusters with and without matching track. As expected, track finding
is less efficient for higher pseudo-rapidities. The matching between tracks and super-clusters
will be investigated in detail in the following and used as a selection variable.

5To be kept, a super-cluster is required to have an energy above 1 GeV,
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FIGURE 3.8: Pseudorapidity distribution of the super-clusters with (a) and without (b) matching
tracks (94% of the electrons have a matching track).

The different clectron selection variables can now be studied starting from these preselected
samples.

3.6.2 The cluster isolation

The isolation can be defined using the tracking or/and the calorimeter. A possible defini-
tion of a calorimeter-based isolation could be to consider the energy in the ECAL, lying in a
conc of defined size around the super-cluster seed. However, as electrons loose encrgy through
Bremsstrahlung they will not be perfectly isolated. It is then impossible to determine whether an
energy deposit in the electron vicinity was caused by photons emitted through Bremsstrahlung
or whether this cnergy deposit was caused by a particle belonging to a hadronic shower.

For this purpose, we chose to characterize the isolation using the tracker only and define
isolation by taking the sum of the transverse momentum of all the tracks which lie inside a cone
of 0.35 in Ar around the super-cluster position divided by the super-cluster transverse energy
measured in the calorimeter:

) 1
1 _ track matched trk
IS Ot'r'k - ESC Z P )
t Arg_50<0.35

The track matching the super-cluster is not taken in the sum, as it is supposed to come from
the electron. In the following this variable will be used.

The efficiency of a cut on the isolation is almost independent on the event type. Figure 3.9a
shows .50y, for Higgs events with four electrons, from H — ZZ* — 4e, myg =150 GeV (solid
line), with two clectrons, from H — ZZ — 2e2u, my; =500 GeV (dashed line) and for photons,
from pp — ~yjet sample (dashed dotted line). As expected, the electrons are less isolated if the
final state topology is more complicated.

Figure 3.9b shows the same variable for jets from pp — ~jet sample (dash-dotted line) and
taus decaying into hadrons, from WZ — 3¢ sample (solid line). As the hadronization process
results normally in multi-particle production, most of the time jets are not isolated. The super-
clusters initiated by jets are then less isolated than the ones from electrons and photons. On
the contrary, the tau decay products will be isolated, since 50% of the taus decay into one
charged hadron (and several n’s) and about 15% decay in three charged particles (and several
7). Thercfore, taus decaying into hadrons arc often called “isolated jets”. For tau jets with
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E; > 50 GeV, about 90% of their energy is contained in a very small region in (1, ¢) space of
radius 0.15 to 0.2, and about 98% in a radius of 0.4, a property used for instance for the tau
sclection by the High Level Trigger. The algorithm looks for isolated high E; hadrons in the
calorimeter (AR = 0.13) surrounded by an isolation region (AR = 0.4) [64].

The isolation cut is found to be almost independent on the electron transverse energy. A
cut requiring IS5 to be less than 0.2 could be applied to select isolated electrons.

3.6.3 The ratio between the energy in the hadronic and electromagnetic
calorimeter

The ratio between the energy reconstructed in the hadronic calorimeter and in the electromag-
netic calorimeter, Epyq/ Ee, is quite different for clectrons and hadrons. Figure 3.10 shows the
Ehad/Eem distribution for: (a) electrons with a mean E; of 40 GeV (solid line), with a mean E
of 100 GeV (dashed line) and for photons (dash-dotted line); and (b) for jets (dash-dotted line),
taus decaying into hadrons (solid line) and single charged pions (dotted line). As expected, the
Ehad/Eem ratio is in general close to zcro for electromagnetic particles. It is higher for hadrons,
which tend to deposit a large fraction of their energy in the HCAL.

This variable is almost independent on the electron cnergy since the distributions for the
electrons with a mean E; of 40 GeV and 100 GeV look similar. Jets and taus decaying into
hadrons show also a similar Epqq/ Eem, distribution, unlike the distribution for 100 GeV charged
pions which looks much flatter. The jet hadronization and the tau decay will produce 7%’
which will increase the energy fraction left in the ECAL. For the 100 GeV charged pions, the
encrgy fraction left in ECAL will depend on where the first interaction starts, leading to a flat
distribution of Ejy/Fem.

A possible cut value would be to require Ejy,q/ Eem smaller than 0.05.

3.6.4 The shower shape

Selection variables based on the shower shape exploit the fact that electromagnetic showers are
more concentric and dense than hadronic ones. The electron cnergy is almost all contained in
a 3x3J crystal array. To characterize the density of the shower, one can compare the energy in
crystal arrays of different size: taking the seed only, Esrrp, the 2-by-2 more energetic crystal
array containing the seed crystal, Fayxo, the 3x3 crystal array centered on the seed, Fsyx3, and
the 5x5 crystal array centered on the seed, Esxs. About 90% of the super-cluster cnergy is
contained in Esyxs, 80% in E3x3 and 75% in Eyxq for 35 GeV electrons.

The ratio E3x3/Es5x5 will be studied first. Figure 3.11 shows the Esx3/Esxs distribution
for: (a) electrons with a mean E; of 40 GeV (solid line), with a mean E, of 100 GeV (dashed
line) and for photons (dash-dotted line); and (b) for jets (dash-dotted line), taus decaying into
hadrons (solid line) and single charged pions (dotted line). The distribution is characterized by
a peak and a long tail.

Figure 3.12a shows that the E3y3/FEs5x5 distribution gets narrower when the energy of the
electron is increased: the solid line shows the distribution for all electrons, the dash-dotted line
for clectron with E; > 50 GeV, the dashed line for electron with E; > 100 GeV and finally the
dotted line for electrons with E; > 200 GeV. These distributions show that showers is denser
at higher electron energies. This obscrvation can be explained considering the Bremsstrahlung
photons emitted by the electrons in the tracker. For lower energies, the electrons are separated
from these Bremsstrahlung photons by the magnetic field making the subsequent showers more
spread. This leads to a lower E3,3/FEsxs5 ratio. At higher cnergies, the electrons have a smaller
curvaturc in the magnetic field and the shower remains dense.

Figure 3.12b shows the efficiency of the cut requiring Esy3/Fsx5 > 0.9, as a function of the
generated electron transverse energy. The efficiency starts to be flat for E; above 150 GeV. It
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is thus preferable to use this sclection variable only for “high-energy” electrons or alternatively
make the cut on this variable energy dependent. This variable is well-suited to select photons.

Other variables exploiting the shower shape were also studied like Foyxy/FEsc and (Esxs —
FE3x3)/EsgED, a variable sensitive to the energy spread in the crystals with ’less energy’. Fig-
ure 3.13 show how these variables look like for the electrons, photons and hadrons. These
variables vary also as a function of the electron energy.

An alternative variable, based on the shower shape and independent of the particle transverse
energy (at lcast for E; ranging between 10 and 300 GeV) is the shower spread in 7, om- It is
defined by making the energy weighted sum of the difference squared between a particular crystal
pseudorapidity and the seed pseudorapidity. The sum is taken over all the crystals in a five by
five array centerced on the seed crystal:

O = Z (ncTYstal - 7]seed) 2. %
5% 5 crystals 5x3
Figure 3.14 shows the oy, distribution (a) for electrons with a mean E, of 40 GeV (solid line),
with a mean E; of 100 GeV (dashed line) and for photons (dash-dotted line); and (b) for jets
(dash-dotted line), taus decaying into hadrons (solid line) and single charged pions (dotted line).
The oy, distributions look very similar for the electron having a mean Ej of 40 and 100 GeV
and for the photons. Also the distributions for the different hadronic samples look similar.

The efficiency of the cut requiring oy, < 0.0001 as a function of the generated electron
transverse energy is shown in Figure 3.15. The efficicncy is found to be almost independent of
the electron transverse energy up to a F; of 300 GeV.

For future studies a similar variable could be defined with the shower spread in ¢. This is
more complicated as the shower spread in ¢ comes not only from the intrinsic shower but also
from Bremsstrahlung. To get a "usable’ variable, o4y could be split in two parts: one where the
sum is made on crystals having a ¢ higher than the ¢ of the seed and the other where the sum
is made on crystals having a ¢ lower than the ¢ of the seed. Knowing the charge of the track,
one can select the one which is on the opposite side of the Bremsstrahlung tail.

3.6.5 The ratio between the energy in the electromagnetic calorimeter and
the track momentum

The next two electron identification variables combine the track and calorimeter information.
A first variable is the ratio between the energy in the electromagnetic calorimeter and the track
momentum, Egc /pirqck. For electrons that ratio is close to unity. On the contrary, e.g. for taus
decaying into hadrons, this ratio is uniformly distributed as the track comes from a #® and the
cluster from a 7° decaying into two photons.

Figure 3.16 shows the Esc/pirack ratio (a) for electrons with a mean E; of 40 GeV (solid
line) and with a mean E; of 100 GeV (dashed line); (b) for jets (dash-dotted line), taus decaying
into hadrons (dotted linc) and single charged pions (dotted line).

'This variable depends on the elcctron energy as shown in Figure 3.16a. The peak for 100 GeV
electrons is a bit broader for the following reasons. When the electron emits Bremsstrahlung
photons, their measured momentum in the tracker tends to be underestimated and the track ps
resolution gets worse at higher energics. On the contrary the super-cluster will tend to contain
also the energy from the Bremsstrahlung photons. This will make the Esc/pirqack ratio higher.

The dotted line on Figure 3.16a shows the clectrons with a mean E; of 100 GeV and an
additional cut requiring the electron not to loose too much energy through Bremsstrahlung,
Eprem/Esc < 0.5°, In this case, the distribution for higher energies electrons gets closer to the
one obtained with 40 GeV electrons (solid linc).

“The simulated electron energy loss in the tracker is given by GEANT. The ratio between the total energy
radiated by the electron through Bremsstrahlung and the reconstructed energy of the super-cluster, Fy, e, /Esc
was used here to study the Bremsstrahlung impact on the electron reconstruction and identification.
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FIGURE 3.11: (a) E3x3/Esxs for electrons with a mean E; of 40 GeV (solid black line, from
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As Figure 3.16 shows, a cut on the lower part of the Ege:/perack distribution (c.8. Esc/Pirack >
0.8) would be efficient against single pions, as they tend to leave only part of their energy in the
ECAL while their full momentum is measured by the tracker. To get rid of the jets (mainly their
aEx0 component), it is also good to cut on the large values, requiring for instance Esc/Pirack < 2-
However, a cut on the higher part of the spectrum will be quite energy dependent. A possibility
is then to redefine the variable in the following way: |1/Esc ~ 1/pirack|, in order to be less sen-
sitive to high energy electrons. This also makes sense as the uncertainty on peyrqer is Gaussian
in 1/perack.

Figure 3.17 shows |1/Esc — 1/ptrack| (a) for electrons with a mean E; of 40 GeV (solid line)
and with a mean E; of 100 GeV (dashed line); (b) for jets (dash-dotted line), taus decaying into
hadrons (dotted line) and single charged pions (dotted line). The distribution looks now similar
for electrons with a mean E; of 40 and of 100 GeV. Figure 3.17b shows that a cut requiring
|1/Esc — 1/ptrack| smaller than 0.02 will be efficient against jets and hadronic tau decays but
less efficient against single pions.

Figure 3.18a shows the evolution of the cut efficiency for 0.9 < Eg¢/pirack < 2 as a function
of the generated electron transverse cnergy. Figure 3.18b shows the same but for |1/Egc —
1/Prrack| < 0.02. The cut on |1/Egc — 1/Pirack| shows a variation of 10% in the efficiency as
compared to the cut on Egc/prrack which varies 40% between 10 and 1000 GeV. As said before,
this efficiency decrcase is mainly due to the requirement Egc/pirack < 2.

A good solution is to cut simultaneously on both variables, requiring |1/Esc—1/ptrack| > 0.02
and Esc/Ptrack > 0.9. That way, the cut efficiency is varying less than 10% between 10 and
50 GeV and is then flat up to Ey = 300 GeV. Morcover, such a cut efficiently removes all
the three backgrounds. However, some care should be taken since these two variables are not
independent.
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3.6.6 The matching between the track and the cluster

A second variable combining the tracking and the calorimeter is the matching in ¢ between the
super-cluster and the propagated track, |¢psc — #b 7|. dsc is the angle of the super-cluster
position (which is obtained from the shower shapc). ¢}, % is the track angle extrapolated from
the vertex to the cluster position, taking only the effect of the magnetic field into account. Quite
tight cuts can be made on this variable since the tracking angular resolution is very accurate in
¢, as Figure 3.19 shows.
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FIGURE 3.19: Difference between the generated ¢ and the ¢ of the track (taken at the vertez),
giving the track resolution in ¢ for electrons having a mean E; of 40 GeV.

Figure 3.20a shows |psc — ¢, 7| for electrons with a mean E; of 40 GeV (solid line) and
with a mean E; of 100 GeV (dashed line). This variable is sensitive to Bremsstrahlung: when
clectrons emit Bremsstrahlung photons, their track will be more curved, leading to a larger
value of |pgc — ¢ |, as illustrated in Figure 3.21. This explains the different distributions
obtained for the two clectron samples in the |pge — @), 7| range between 0.005 and 0.015. If we
require Eppem/Esc < 0.1 for the 40 GeV electrons (dotted line on Figure 3.20a), the distribution
obtained gets close to the one obtained for the 100 GeV electrons for this |¢sc — ¢5r | interval.
For the higher values of |pgc — % |, a difference remains. It was checked that thlb comes from
the track momentum resolution. If the track transverse momentum is not well-mecasured, ¢f,
will also have a big uncertainty. This effect is more important for low cnergy electrons.

Figure 3.20b shows |¢psc — ¢4 | for jets (dash-dotted line), taus decaying into hadrons
(solid line) and single charged pions (dotted line). The single pions have a “bump” around
[¢sc — ¢fr | = 0.01. This comes from the pions that leave only a small part of their energy in
the ECAL creating a mismatch between the track and the cluster. This excess disappears if for
instance, a cut requiring Eg¢/perack > 0.9 is applied.

Comparing Figures 3.20a and b, it turns out that cutting on this variable is very efficient for
background reduction. Figure 3.22 shows how the cfficiency for a cut requiring |psc — ¢b %] <
0.006 evolves with the electron transverse energy. The efficiency becomes flat for transverse
energies above 150 GeV. As expected, high energy clectrons will have a higher efficiency than
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Variable Cut value E; dependence Bremsstrahlung Process
dependence dependence
ISOrpK < 0.2 Small No Yes
Enap/Epm < 0.05 No No No
. >0.9 )
Esxs/Esxs for E, >150GeV Yes Yes No
T < 0.0001 No No No
4 <0.006

track ~ 95¢| for £, >150GeV Yes Yes No
Esc /Perack >0.9 Yes Yes No
|1/Esc — 1/ptrack] < 0.02 small No No

TABLE 3.3: Summary of the proposed electron identification criteria. It is also specified whether
a particular cut depends on the electron Ey, on the Bremsstrahlung and on the process type.

lower energy ones.

3.6.7 Electron identification summary: a selection of W events

Table 3.3 presents a possible set of variables to identify electrons in the barrel. The Table
summarizes, together with the proposed cuts values, whether the variable is dependent on the
event configuration, on the particle transverse energy or on the Bremsstrahlung.

The cfficiency of a cut on ISOyri, Exan/Egrn and oy, are found to have little variation:
less than 10% for electrons with a transverse energy betwcen 10 and 1000 GeV. The energy
dependence of the other variables (Eax3/Esxs, |¢} 5 — ¢sc| and Esc/ptrack) should be taken
into account if used in a selection.

"Three variables are sensitive to the Bremsstrahlung: E3xs/FEsxs, |¢hen,—¢sc| and Esc/Pirack-
They can be used to discriminate between the electrons which emitted Bremsstrahlung or not.

The cut on I507rrk will depend on the process type, since the electrons are less isolated if
the event has more leptons and jets in the final state.

This electron selection can be applied to select W — er events, using the “W calibration
sample”. Only the events having a central cluster (|n| < 1.4) with E; higher than 30 GeV will be
studied and the efficiencies will be calculated with respect to the number of these events. Out
of these events, 94% were found to have a matching track. The list of the cuts applied, together
with their corresponding efficiencics, are summarized in Table 3.4. The electron selection has
an overall efficiency of 74%, which is acceptable but could be raised by tunning the electron
sclection cuts on particular channels.

Apart from these electron identification cuts, some kinematic selection has also to be done.
A possible selection consists in requiring the missing transverse energy (Fr) to be higher than
30 GeV'Y. To remove the background from the QCD dijets events a jet veto has to be applied,
requiring for instance, no jets in the event with an F; higher then 30 Gc¢V. Finally the W’s are
required to have a transverse mass (My) between 60 and 90 GeV. This selection has a total
efficiency of 48%.

The events have also to pass the single electron trigger. In this case, the overall efficiency
goes down from 48% to 41%, as shown in the two last columns of Table 3.4. A large fraction,
about 35% of the untriggered W events are rejected by the cut requiring E/p < 1.5, then 13% of
the rejected events fail the High Level Trigger because no matching ’trigger’-track is found and
finally the rest of events arc mainly rejected due to a bad reconstructed electron, which emitted
Bremsstrahlung. Figure 3.23 shows the Egc/pirqcr distribution for the selected electrons (solid

9The missing transverse energy is built from the sum of all “jets” in the event. A jet is reconstructed using a
cone algorithm with a cone size of 0.5 (called RecJet-Itercone0.5 in ORCA) and is kept if its E; is above 5 GeV,
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Super Cluster

real track

FIGURE 3.21: To define a matching in ¢ between the track and the cluster, the track angle has
to be extrapolated to the cluster position, taking into account the magnetic field. The track angle
at the super-cluster position in the ECAL is called ¢4, . |psc — @b P| is a good variable to
determine whether the electron emitted Bremsstrahlung, since in that case, the cluster tend to
be more extended in ¢ and the track more curved (marked as the “real track” on the Figure),
increasing the difference between the ¢ coordinate of the super-cluster and the track, marked as

Ag¢ on the plot.

Cut Etot  Ecut | Etot Eecut

Triggered

Matching track 094 0941094 094
Single clectron trigger - - 1075 0.80
ISOrrK < 0.2 091 097|073 0.97
Egap/Eegpm < 0.05 0.90 099 | 0.72 0.99
oy < 0.0001 0.78 0.87 | 0.64 0.89
Es¢ /Ptrack > 0.9 0.77 0.99 | 0.63 0.98
I1/Esc: — 1/perack| < 0.02 0.74 0.96 | 0.63 1.00
Kinematic cuts: Er 0.53 0.72 1045 0.71
jet veto (&3t < a0cevy | .50 0.94 | 0.43 0.96

60 > My > 90 GeV | 0.48 0.96 | 0.41 0.95

TABLE 3.4: The selection of W events. The efficiencies are given with respect to the number
of events with a central super-cluster having a transverse energy higher than 30 GeV, for each
cut () and together with the previous cuts (£45¢). In the two last columns the efficiencies are
given for electrons that pass the single electron trigger.
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Single clectron Jets Single pion Tau to hadrons
(35GeV) (100GeV)
Cut £ tot Ecut £ tot Ecut £ tot Eeut € tot Ecut
Matching track 0.94 0.94 0.74 0.74 0.99 0.99 0.79 0.79
ISOrpK < 0.2 0.94 1.00 0.30 0.40 0.98 0.99 0.65 0.83
Egap/Exm < 0.05 0.93 0.99 0.20 0.67 0.10 0.11 0.40 0.62
o < 0.0001 0.82 0.88 0.065 | 0.32 0.039 | 0.37 0.18 0.44
Esc/ptrack > 0.9 0.80 0.98 0.063 0.98 0.01 0.26 0.16 0.88
11/Esc — 1/ptrack| < 0.02 0.76 0.95 0.012 | 0.19 0.009 | 0.87 0.044 | 0.28
[ 107y, — #scl <0006 [ 0.68] 088 [ 0.002] 032] 0.008] 037] 0010] 044 ]
TABLE 3.5: FElectrons selection applied on different samples. The efficiency is calculated with

respect to the number of central super-clusters found in the barrel with a transverse energy higher
than 10 GeV.

black line) and the ones removed by the trigger (red dashed line). Some more detailed study
and optimization might be required for the trigger.

x 10° Selecled electrons
o E
b =
u iR b SR CTELTTELEY Selected eloctrons removed by the trigger
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FIGURE 3.23: The Esc/Dirack distribution for the selected electrons (without the cuts on
Esc/pPtrack and |1/Esc — 1/Ptrack|): (black solid line) all selected electrons (red dashed line)
selected electrons rejected by the trigger.

These electron selection cuts were also applied on the following samples: single electrons,
jets, single charged pions and taus decaying into hadrons. The efficiencies are summarized in
Table 3.5. The efficiencics were calculated with respect to the number of central super-clusters
with a transverse encrgy higher than 10 GeV. Note that for instance only half of the single pions
have such an associated super-cluster.

The electron selection cuts presented for the W sample, reduces significantly the three dif-
ferent backgrounds (QCD jets, hadronic taus and single charged pions), keeping a rcasonable
efficiency for the electrons. An additional cut on |[¢f ", — ¢gc| can be added if a high purity
electron sample is required.
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3.7 Homogeneity

The CMS electromagnetic calorimeter is designed to minimize the cracks. However, separations
between the modules and the super-modules still have an influence on the electron reconstruction.
In the following we will try to determine regions in the central barrel where the reconstruction
is optimal, the so-called “fiducial regions”.

To determine the regions where the electron reconstruction is more difficult, we will select the
electrons having only 90% of their energy reconstructed, requiring Egc/Egen < 0.9. Figure 3.24
shows the 7 distribution of such electrons for the 40 GeV (a) and the 100 GeV (b) electron
samples. These poorly reconstructed electrons represent 4% of the 40 GeV electrons and 1.2%
of the 100 GeV electrons.

The 'peaks’ around 7 = 0, 0.45, 0.8 and 1.15 arise from the energy lost in the cracks present
at the separations between the ECAL modules. The peaks are at the same position than the
ones observed on Figure 3.7, page 77 (showing the generated electron where no matching super-
cluster was found). These ’small’ inefficiencies are morc important for the 40 GeV clectrons than
for the 100 GeV electrons. This comes from the fact that for high energy electrons the amount
of energy lost in a crack represents a smaller part of the whole electron energy (assuming that
the energy lost in the crack does not depend too much on the initial clectron energy).

Around the peaks and for the lower energy electrons, there is also a small 'continuum’
of poorly reconstructed elcctrons which increases with n. For the high energy electrons, this
‘continuum’ is almost absent. The cause of this effect is the Bremsstrahlung. For the low energy
electrons the probability that some Bremsstrahlung photons are not clustered together with the
electron is higher. It will then be more probable to find electrons with less than 90% of their
energy reconstructed. More of these badly reconstructed electrons are found for higher rapidities
as the electron is crossing more material, increasing its probability to emit Bremsstrahlung.

In Figure 3.24, regions in 1 are defined (vertical dashed line) where the electron is inside a
crack (if n| < 0.04 or 0.41 < |n| < 0.47 or 0.76 < || < 0.83 or 1.1 < || < 1.18).

Having identified the cracks in 7, one can look for the cracks in ¢. In the design of the
CMS ECAL, there is a separation between two super-modules each 20 degrees in the transverse
plane. Since the same structure is repeated every 20 degrees and to get more statistics, the
super-modules can be folded on cach other, by dividing ¢ (in degrees) by 20, keeping the rest of
this division. This variable is called ¢moq 20. Figure 3.25 shows ¢moq 20 against the mean ratio
between the super-cluster encrgy and the generated electron energy for the selected electrons.
The ratio is lower where there is the super-module separation since some energy gets lost in
the crack, but this effect is small. The separation between two super-modules corresponds to a
value of ¢yoq 20 between 9 and 11 degrecs. In the following two different domains were defined:
a domain inside the crack, where 9 < ¢p0q 90 < 11 and a domain away from the crack where
cither dmod 20 < 8 Or dmod 20 > 12.

A fiducial volume in ¢ and n can be defined in the following way:

s Fiducial volume:
0.04 < |n| < 0.41 or 0.47 < |p| < 0.76 or 0.83 < |n| < 1.1 or 1.18 < |n| < 1.4.
¢ mod 20 < 8 or ¢ mod 20 > 12

e Non-fiducial volume:
7] < 0.04 or 0.41 < || < 0.47 or 0.76 < |n| < 0.83 or 1.1 < |y| < 1.18.
9< ¢ mod20 <11

For the 40 GeV clectrons, 2.2% of the electrons are found to be outside the fiducial volume
and 2.5% for the 100 GeV electrons.
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FIGURE 3.24: The fraction of the electrons having less than 90% of their energy reconstructed
as a function of the super-cluster pseudorapidity. (a) for electrons with a mean E; of 40 GeV,
from the H — ZZ* — 4e sample, (b) for electrons with a mean E; of 100 GeV, from the
H — ZZ — 2e2p sample. The electrons are selected as explained on page 92.
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FIGURE 3.25: The mean ratio between the super-cluster energy and the electron energy as a
function of ¢moeq20. The drop comes from the super-module separation every 20 degrees in ¢.
Electrons from the W sample were used.

3.8 Energy resolution

The energy resolution is determined from the distribution of the ratio between the super-cluster
energy and the gencrated energy. Figure 3.26 shows the ESC/E9" distribution for electrons
coming from the W — ev decays (without restriction on the fiducial volume). The distribution
is not really Gaussian and has large tails due to electrons emitting Bremsstrahlung. Nevertheless
one would like to define a resolution. Three quantities to quantify the quality of the electron
reconstruction can be defined:

o The peak resolution, opeqk, which is the variance of a Gaussian fit of the E°C/E9" dis-
tribution, fitted between 0.98 and 1.05.

e The overall resolution, og;, which is the variance of a Gaussian fit of the ES¢/E9en
distribution, making a blind Gaussian fit between 0.7 and 1.15. As the fit interval is
broader, it does not fit the distribution, it is however sensitive to tails.

e The RMS of the E5¢ JE9¢™ distribution.

The values for the two different resolutions and the RMS are given in Figure 3.26, together
with the fit curves used to obtain the peak (solid line) and the overall (dashed line) resolution.

Figure 3.27 shows a comparison of the electron resolution inside and outside of the fiducial
region in the ECAL: Figure 3.27a shows the E%Y/E9™ when the electron is inside (black solid
linc) and outside of the fiducial volume in 7 (red dashed line). Figure 3.27b shows the same but
for the electrons inside (black solid line) and outside (red dashed line) of the fiducial volume
in ¢. Figure 3.27c shows the ESC/E9" distribution together with the two resolutions and the
RMS for fiducial electrons and Figure 3.27d shows it for electrons outside of the fiducial volume.
As the number of electrons outside of the fiducial volume represent only about 2% of the total



100 CHAPTER 3. IDENTIFYING ELECTRONS IN THE CMS DETECTOR

0.1
| Selected electrons from W . ev
0.08—
£ - .
& B mean™ : 0.999 P 0.013
X o.06—
0
w B It
5 L mean®™ :0.996 o3 :0.018
% L
< 0.04—
Z =
Soay
- L
| mean: 0.989 RMS: 0.036
0.02—
B “ - :-.
- .... p
M Mla-'f||llllll

Co
-~

075 08 085 09 0.95 1 1.05 1.1 1.15
ESCIEQBI'I

FIGURE 3.26: ESC/E9" for the selected electrons from the W without restriction on the fiducial
volume. The three different resolutions are given: the peak resolution, the overall resolution and
the RMS. The solid line shows the fit result for the peak resolution and the dashed line, the fit
result for the overall resolution.

Pcak Resolution Overall Resolution | RMS | fraction of
Mean Opeak Mean Tall electrons
Fiducial 1.001 0.013 0.998 0.017 0.034 98.1%

No fiducial 0.983 0.017 0.977 0.025 0.048 1.9%

TABLE 3.6: Comparison of the resolutions for electrons from W decays inside and outside of the
fiducial volume. The last column gives the fraction of electrons inside and outside the fiducial
volume.

number of electrons, the effect of the cracks on the clectron resolution is important but only for
a small numbecr of electrons.

The two different resolutions and the RMS inside and outside of the fiducial volume are given
in Table 3.6. As expected, o4y is about 30% broader when the electrons are outside of the fiducial
volume, opeqr, is 25% broader. The mcan of the fit for the electron outside of the fiducial volume
is also shifted to a smaller value of ESY/E9%", revealing that some energy gets lost in the cracks.

The electron energy resolution depends also on the energy of the electron. The energy
resolution of a crystal is usually parameterized in the following way:

o a o b ®
e =0
E VE FE

where the first term accounts for the statistical fluctuations in the development of the shower,
the second term accounts for the electronic noise and the noisc entering the crystals, coming for
instance from the pile-up, and the last term is the constant term which mainly originates from
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the calibration uncertainty. The events were generated with the GEANT simulation assuming
a = 225%, b = 0.04 GeV and ¢ = 0.5%. In the following we would like to get the cffective
overall electron resolution including geometrical effects and clectron reconstruction.

The Figure 3.28 shows the energy dependence of & for the electrons having a mean E; of
40 GeV (a) and 100 GeV (b). For comparison, the resolution for 35 GeV photons was added
on the first plot. The clectrons were selected using the selection criteria described on page 92.

Several functions and fit-regions were tried. Here, a fit using the following function: \/% +c
was applied on the two curves. The idea is to get a good description of the high energy region
and there the b/ F term can be neglected. The results are very sensitive on the fit region chosen.
A fit region betwecn 30 and 100 GeV for the 40 GeV electrons and between 30 and 200 GeV
for the 100 GeV electrons was chosen such that the “high energy” region was well described.
An “effective” constant term of about 1% is found for both electron energy ranges. For the
photons a constant term of 0.8% is found. This termn takes into account the effects of the crystal
geometry and the clustering mcthod used to reconstruct the electrons. This factor is dominant
for electrons with an cnergy higher than 100 GeV.

The Bremsstrahlung is deteriorating the resolution. Figure 3.29 shows £ as a function of
the pseudorapidity for the 35 GeV dielectrons (black squares) and the 35 GeV diphotons (red
circles). The resolution for the electrons is becoming worse as the pscudorapidity increases,
which is mainly due to the fact that at high 7, clectrons cross more material and thus the
cffect of the Bremsstrahlung becomes more important. If specific cuts against Bremsstrahlung
are added to the electron selection, the energy resolution gets closer to the photon one (blue
triangles). The cuts applied to minimize the Bremsstrahlung were the following: E/p < 1.4,
lbse 7P| < 0.003 and FE3y3/Esxs > 0.9. The cfficiency for these cuts is about 60%.

- %ir

3.9 Summary

Clean electrons are expected to be efficiently selected in the CMS detector using the following
variables: the track isolation, Eneq/Egm, Esx3/Esxs, O, Esc/Pirack and |psc ~ ¢4 F|. The
energy and Bremsstrahlung dependence of these variables were discussed.

Furthermorc a fiducial volume for the ECAL barrel was defined, taking into account the
cracks between the modules and super-modules. There are ouly about 2-3% electrons outside of
the fiducial volume. These clectrons are found to have a slightly worse energy resolution.

Finally the electron energy resolution and its energy dependence were studied. An “effective”
constant term of about 1% for electrons and 0.8% for photons was found. This difference comes
mainly from Bremsstrahlung.
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Higgs)
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FIGURE 3.29: The energy resolution, o/E as a function of the electron pseudorapidity. The
electrons and photons are selected in the way described on page 92. The red dots show the
resolution for photons, the black squares for electrons and the blue triangles for electrons where
three cuts against electron emitting Bremsstrahlung were added: E/p < 1.4, |psc—¢h 7P| < 0.003
and ngg/E5x5 > 0.9.



Chapter 4

Identifying a Z’ at the LHC

Although the Standard Model of the electroweak and strong interactions describes nearly all
experimental data available today, it is widely believed that it is not the ultimate theory. Many
theories have been devcloped to cxtend or replace to Standard Model at higher energies. As-
suming that the LHC discovers new phenomena, one would like to constrain the parameters
associated to this new physics as much as possible.

In the following we will concentrate on the Z/, a new gauge boson predicted by different the-
ories. We will scc what kind of observables could be used at the LHC in order to discriminate
between the different models.

A possibility to extend the Standard Model is achieved through Grand Unified Theories
(GUT) which unify the different interaction couplings at high energies, by embedding the Stan-
dard Model gauge group SU(3) x SU(2) x U(1) into a higher order group like SU(5), SO(10) or
Eg [65]. Many of these GUT models predict the existence of new neutral gauge bosons, which
might be light cnough to be accessible in future collider experiments; for reviews see [66]. New
vector bosons appear also in models of dynamical symmetry breaking [67]. Recently, “little
Higgs” models have been proposed to solve the hierarchy problem of the Standard Model [68]:
they also have large gauge group structures and thercfore predict many new gauge bosons with
masses in the TeV range.

The search for these Z' particles in the Drell-Yan process pp — Z' — £1¢~, with £ =
e, i [69] is an important aspect of the experimental physics program of future high-energy
colliders. Present limits from direct production at the Tevatron and virtual effects at LEP,
through interference or mixing with the Z boson, imply that new Z’' bosons are rather heavy and
mix very little with the Z boson. Depending on the considered theoretical models, Z' masses of
the order of 500 to 800 GeV and Z-Z' mixing angles at the level of a few per-mile are excluded*
[72]. A Z’ boson, if lighter than about 1 TeV, could be discovered at Run II of the Tevatron [73].
Detailed theoretical [73] and experimental [74, 75, 11] analyzes have shown that the discovery
potential of the LHC experiments is about 5 TeV.

After the discovery of a Z’ boson, some information about its couplings needs to be obtained
in order to constrain the theoretical frame. For this purpose, the forward-backward charge
asymmetry for leptons A%y has been advocated as being a powerful tool [76]; the most direct
method to actually measure A%, at the LHC has been described in [77]. In addition to the
information from the total Z’ cross section, it has been argued that the measurement of ratios of
Z' cross sections in different rapidity bins might provide some information about the Z’ couplings
to up and down quarks [78].

'In contrast, some experimental data on atomic parity violation and deep inclastic neutrino-nucleon scattering,
although controversial and of small statistical significance [see Ref. [70] for instance], can be explained by the
presence of a Z' boson [71].
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While numerous theoretical and experimentally motivated Z’ studies had already been per-
formed, the combination of all sensitive LHC variables had not been done before the study
presented here. We will perform the studies using the PYTHIA program [79] and a fast LHC
detector simulation®. First, following the method proposed in [77], the forward-backward charge
asymmetries, on and off the Z’ resonance peak, arc analyzed together with the cross section in
order to differentiate hetween the different models®. Then, we show that a direct fit of the rapid-
ity distribution provides additional information which could be used to disentangle between Z’
bosons from various models through their different couplings to up-type and down-type quarks.

The following section defines the theoretical framework in which the analysis is performed.
Then, the relevant observables that can be measured at the LHC are defined, namely the dilep-
ton cross section times the Z’ total width, the on-peak and off-pcak forward-backward charge
asymmetries and the rapidity distribution. In section 4.3, we analyzc the resolving power of
these observables and finally discuss some detector effects.

4.1 The Z' models considered

To simplify the discussion, we will focus here on two effective theories of well motivated models
that lead to an extra gauge boson:

1) An effective SU(2), x U(1)y x U(1)y’ model, which originates from the breaking of the
exceptional group Eg, general cnough to include many interesting possibilities. Indeed, in the
breaking of this group down to the Standard Model symmetry, two additional neutral gauge
bosons could appear. For simplicity we assume that only the lightest Z’ can be produced at the
LHC. It is defined as

Z' =17 cos B + Zy,sin 3 (4.1)

and can be parametrized in terms of the hypercharges of the two groups U(1),, and U(1), which
are involved in the breaking chain:

Eg — SO(10) x U(1)y — SU(5) x U(1), x U(1)y — SUB)e x SU(2)L x U(1)y x U(1)y-

The particular models that will be studied in the following correspond to the values 8 = 0
and (3 = /2 and are, respectively, pure Z}, and Z;, bosons, and the valuc 8 = arctan(—+/5/3)
that is the Z’; boson originating from the dircct breaking of Eg to a rank-5 group in Superstring
inspired models.

2) Left-right (LR) models, based on the symmetry group SU(2)g x SU(2)1, x U(1)g_1,, where
B and L are the baryon and lepton numbers. Even though we investigate only the Z’ in this
paper, it should be recalled that new charged vector bosons, potentially observable at the LHC,
also appear in these models. The most gencral neutral boson will couple to a linear combination
of the right-handed and B—L currents:

J‘LLR = aLRJé‘H — (1/201LR)Jg_L with arp = \/(Lévgfz/sévgi) -1 (4.2)
where g,=¢/sw and gg are the SU(2)1, and SU(2)g coupling constants with s%, = 1 — ¢f, =
sin @y, The parameter oz is restricted to lie in the range \/ﬁ/_3 < arr S V2: the upper
bound corresponds to a LR-symmetric model with gr = g;, and which will be studied in the
following as Z), p, while the lower bound corresponds to the Z; model discussed in the first model,
since SO(10) can lead to both SU(5) x U(1) and SU(2)g x SU(2)y, x U(1) breaking patterns.

*Fast simulation means that we just simulated the acceptance of the detector, no resolution effects were
simulated.

%Recently, the off-peak forward-backward asymmetry has also been used in [80] to study Kaluza-Klcin excita-
tions of gauge bosons.
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For a complete comparison, we will also discuss the case of a scquential boson Zg,;, which
has the same fermion couplings as the Standard Model Z boson, although it is not a theoretically
viable theory. We will also take the case of a Z' boson, denoted by Z;, with vanishing axial and
vectorial couplings to u quarks and which, in E models, corresponds to the choice cos 3 = \/—)_

The left- and right-handed couplings of the Z' boson to fermions, defined as:

e _ € L= o 1+7% 7
QZ’J'Z#—JZJ;VM [TQL + 5 YR (4.3)

arc given in Table 4.1 for the first-generation fermions in the two scenarios. Given the experi-
mental results, one knows that the mixing between the Z and Z' bosons is very small [72] and
will be neglected in our discussion.

fz’ fZ’ ' fz! fZ’
f 91" £ | B 91" LR IR
Jcos 3 V10sin 38 1
Ve 2\/_ + 12 O 2&1‘1( 0
e 3cos B + \/_Osmﬁ cosfl v10sin 3 1 1 _ argr
2\/_ 2\/6 12 Q(XLR Z(XLR 2
u _cosf + \/_55111,6 cosfB _ v/10sin 3 1 1 + QLR
2\/_ 2\/6 12 GDtLR GQLR 2
d |l _coss + Nsmﬁ _3cosf _ VT0sing 1 __ 1 __ orp
- 276 12 2v6 12 barp bargr 2

TABLE 4.1: Left- and right-handed couplings of the Z' boson to the Standard Model fermions
with the notation of the first generation in the Eg (left panels) and LR (right panels) models.

The Z' partial decay width into a massless fermion-antifermion pair is:

a My, N ’
Of, = N [(017) + (9k)?] (44)
w

with N, the color factor and the electromagnetic coupling constant to be evaluated at the scale
Mz:. In the absence of any exotic decay channel, the branching fractions for decays into the
first-generation leptons and quarks are shown in Figure 4.1 for Eg and LR models as functions
of cos 3 and arg, respectively. As can be seen, the decay fractions into €4~ pairs are rather
small, varying between 6.6% and 3.4% for Eg models and 6.6% and 2.3% for LR models; in the
latter case the decay branching fraction is largest for the symmetric case g;, = gr and smallest
for apg ~ /2. The Z' total decay width, normalized to My, is also shown in Figure 4.1: it is
largest when cos 3 = £1 in Fg models and apr =~ v/2 in LR ones. The Z’ bosons studied here
are thus narrow resonances, as their total decay width does not exceed 2% of their masses”.

In the limit of negligible fermion masses, the differential cross section for the subprocess
qq — £1¢~, with respect to 6* defined as the angle between the initial quark ¢ and the final

lepton £ in the Z' rest frame, is given by

° 1 ra?
dcos 6* 9 25

where § = M, is the center of mass energy of the subprocess and the charges Q) and Q3 are
given by [81]

(99 — 42,2/ = £747) = 5= [(1 + c0s* %) Q1 + 2 cos 6" Q3] (45)

Qi3 = [1QLLl? +1Qrs> £1Qul* £ |QLr|?] /4 (4.6)

In terms of the left- and right-handed couplings of the Z’ boson defined previously, and of those

of the Z boson [g{Z = I{L - Qs g{zz = —Qs¥;] and the photon [gfy = gk’ = Qy] with

4Nole however that non-standard decays, such as decays into supersymmetric particles and/or decays into
exotic fermions, arc possible; if kinetically allowed, they can increase the total decay width and hence decrease
the Z' — ¢7¢~ branching ratios.
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FIGURE 4.1: The branching ratios of the decays Z' — ff in Eg models as a function of cos 3
(left) and in LR models as a function of arr (right). The total Z' decay widths, normalized to
10/My;, are also shown.

Q7 the electric charge and I‘f_{ ;, the left-handed weak isospin, the helicity amplitudes (;; with
i,4 = L, R for a given initial ¢qq state read

9Z 47, A 9Z' ¢7! .

q gty 995 s 9i 95 8

=% 9 t 3 53 M2+ iT'» M 2 2 2 T (4.7)
swey § — Mz +il'zMg ¢y 8 — My + iUz My

I'o obtain the total hadronic cross section® and forward-backward asymmetries, we must sum
over the contributing quarks and fold with the parton luminositics.

A few points are worth recalling concerning the forward-backward asymmetry in Eg mod-
els [76):

1. Since the up-type quarks have no axial couplings to the Z’ boson, Q% = 0, they do not
contribute to A%y on the Z' peak.

2. The asymmetry completely vanishes for three 3 values: 3 = arctan(—+/3/5) and 3 = £7/2
(corresponding to a Z;z]), where the left- and right-handed Z’ couplings of both d-quarks
and charged leptons are equal.

3. There is always an off-peak asymmetry that is generated by the Z boson and + couplings
and its interferences with the Z/.

4.2 Observables sensitive to Z' properties

The LHC discovery potential for a Z’ detected as a mass peak above a small background in the
reaction pp — Z' — ¢*4~, with £ = ¢, , is well known. The required luminosity to discover a
Z' basically depends only on its cross section times branching ratio, and therefore on its mass
and couplings to quarks and leptons.

Ounce a Z' boson is observed at the LHC, it is straightforward to measure its mass, its total
width and cross section. Furthermore, forward-backward charge asyminetrics on and off the Z/
resonance provide additional information about its couplings and interference effects with the Z
boson and the photon. In addition one can include the analysis of the Z’ rapidity distribution,

®A K-factor of the order of Kpy ~ 1.4 [82] for the production cross section can be also included.
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which is sensitive to the Z’ couplings to u@ and dd quarks. Such future measurements can be
performed as follows at the LHC:

o The total decay width of the 7'

It is obtained from a fit to the invariant mass distribution of the reconstructed dilepton
system using a non-relativistic Breit-Wigner function:
ay
2 2
[(Meg - sz)2 + a1

with ay = F%,M%,.

The Z' cross section times leptonic branching ratio
It is calculated from the number of reconstructed dilepton events lying for example within
43I around the observed peak®.

The leptonic forward-backward charge asymmetry

A’fm is defined from the lepton angular distribution with respect to the quark direction in
the Z' center-of-mass frame, as:

&%g—(ﬁ x g(l + cos? 8%) + Al cos 0" (4.8)
Abg can then be determined with an unbinned maximum likelihood fit to the cos8* dis-
tribution. A‘fQB cannot be measured directly in a proton-proton collider, as the original
quark direction is not known. However, it can be extracted from the kinematics of the
dilepton system, as it was shown in detail in [77]. The method is based on the different
momentumn fraction (x;) spectra of the quarks and antiquarks in the proton, which allows
to approximate the quark direction with the boost direction of the ¢ system with respect
to the beam axis (the z axis). Consequently, the probability to assign the correct quark
direction increases for larger rapidities of the dilepton system.

Figure 4.2a shows the cos 8* distribution for the Standard Drell-Yan pairs, when the angle
is calculated between the lepton and (1) the quark direction (black solid line), (2) the
direction of the boost of the dilepton system (blue dotted line) and (3) with a random
direction (red dashed line). Compared to the angle between the lepton and a random
direction, the cos@* distribution where the angle is taken between the lepton and the
boost of the dilepton system shows an asymmetry. It is however smaller than the real one
where cos 0% is taken between the quark and the lepton. Figure 4.2b shows the rapidity of
the dilepton system for the Standard Model Drell-Yan for all accepted events (red dashed
curve) and for the events where the initial quark direction is in the same direction than
the boost of the dilepton system (blue dotted line). At high rapidities almost all Z’ are
produced in such a way that the quark direction is parallel to the boost direction. A purer,
though smaller, signal sample can thus be obtained by introducing a rapidity cut. For the
following studies we will require |Yz| > 0.8.

Figure 4.3a shows A%B, assuming that the quark direction is known, as a function of the
dilepton mass for a Z;( and a Zg,, boson, assuming a mass Mz = 1.5 TeV. A%R varies
strongly with the dilepton mass and is very different in the two models. Figure 4.3b shows
the measurable asymmetry in different dilepton rapidity intervals for a 1.5 TeV Z'X together
with the theoretical prediction.

5As noted previously, both the total width and the cross section times the leptonic branching ratio can be
altered if exotic decays of the Z' boson are present. However, this dependence disappears in the product, and it
is this quantity that should be used in discriminating models independently of the decays.
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FIGURE 4.2: (a) The cos6* distribution for the Standard Drell-Yan pairs, when the angle is
calculated between the lepton and: the quark direction (black solid line), the direction of the
boost of the dilepton system (blue dotted line) and with a random direction (red dashed line).
(b) The rapidity of the dilepton system for the Standard Model Drell-Yan for all accepted events
(red dashed line) and for the events where the initial quark direction is in the same direction
than the boost of the dilepton system (blue dotted line).
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FIGURE 4.3: A% g as a function of the dilepton mass: (a) the predicted asymmetry for a Z), (red
dashed line) and a Z',, (green dotted) together with the Standard Model prediction (black solid
line) and (b) the measurable asymmetry in different dilepton rapidity intervals for o 1.5 TeV Z;(
(broken lines) and for the theoretical prediction (black line). '
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e The 7' rapidity distribution.

This rapidity distribution allows us to obtain the fraction of Z’ bosons produced from
u@ and dd initial statcs. The shape of the rapidity spectrum for a given flavor of initial
quarks depends only on the parton distribution functions and the Z’ mass. Assuming that
the W* and Z boson rapidity distributions have been measured in detail, as discussed
in Chapter 2, relative parton distribution functions for v and d quarks, as well as for
the corresponding sea quarks and antiquarks are known well cnough. Thus, the shape of
the rapidity spectra can be calculated scparately for u@ and dd, as well as for sea quark
antiquark annihilation and extrapolated to the mass region of interest. Using the shape of
these distributions, a fit can be performed to the Z’ rapidity distribution, which allows to
obtain the corresponding fractions of the Z’ boson produced from ui, dd as well as for sea
quark-antiquark annihilation’, which is directly dependent on the Z’ coupling strenght to
u and d quarks. '

In the present analysis, PYTHIA events of the type pp — ~v*,Z,Z' — ee/uu were simulated
at a center-of-mass energy of 14 TeV, and for the Z' models discussed in section 4.1. The
CTEQSL parton distribution function was used [83]. The Z’ masses were varied from 1 TeV up
to 5 TeV. These events were analyzed, using simple acceptance cuts following the design criteria
of ATLAS and CMS. Following the results from previous studies and the expected excellent
detector resolutions, the obtained values are known to be rather insensitive to measurcment
errors, especially for the ete™ final states. We therefore do not include any resolution for the
current study. In detail, the following basic event selection criteria were used:

e The transversc momenta of the leptons, pgq, should be at least 20 GeV.
o The pseudorapidity |n| of each lepton should be smaller than 2.5.

e The leptons should be isolated, requiring that the lepton carries at least 95% of the total
transverse energy found in a conc of size of 0.5 around the lepton.

e There should be exactly two isolated leptons with opposite charge in each event.

e The two leptons should be back to back in the plane transverse to the beam direction, so
that the opening angle between them is larger than 160°.

Figure 4.4 shows the expected number of events for masses intervals of 500 GeV for a lumi-
nosity of 100 fb~!. The Standard Model background (Drell-Yan lepton pair production) relative
to the signal cross section is found to be essentially negligible for the considered Z' models. We
thus reconfirm the known Z’ boson LHC discovery potential, to reach masses up to about 5 TeV
for a luminosity of 100 fb=1 [73].

Figure 4.5a shows the invariant mass distribution for the dilepton system, as expected for
different models with My fixed to 1.5 TeV and for the Standard Model using a luminosity of
100 fb~L. For all Z’ models, huge peaks, corresponding to 3000-6000 signal cvents, are found
above a small background. The cross sections for Z' bosons in the various models are also
strongly varying.

The forward-backward charge asymmetries expected as a function of the dilepton mass and
for the different Z' models, are shown in Figure 4.5b. In order to get an impression of how
an experimental signal with statistical fluctuations would look like, the measurable forward-
backward asymmetry in the Z;] case has been gencrated with the number of events corresponding

"Tollowing this procedure, it would be imaginable even to measure also the forward-backward charge asym-
metries separately for u and d quarks. Charge asymmetries for different 7' rapidity intervals would have to be
measured and, with the knowledge of the corresponding ué and dd fractions from the entire rapidity distribution,
the corresponding v and d asymmetries could eventually be disentangled. However, an estimate of the potential
sensitivity indicates that an interesting statistical sensitivity would require a luminosity of at least 1000 fb~!.
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FIGURE 4.4: The LHC discovery reach: the number of events fulfilling the selection cuts for a
luminosity of 100 fo=1, for the different Z' models and in the Standard Model case.

to 100 fb~!, as shown in Figure 4.5b. We find that additional and complementary information
is also obtained from Aﬁ‘u measured in the interference region (off-peak). To quantify the study
for a Z’' mass of 1.5 TcV, “on-peak events” are counted if the dilepton mass is found in the
interval 1.45 TeV < My < 1.55 TeV. The “interference region” is defined accordingly and
satisfy 1 TeV < My, < 1.45 TeV.

Finally, the rapidity distribution is analyzed. Figure 41.6a shows the normalized distributions
for a Z' with a mass of 1.5 TeV produced from u# (green solid line), dd (red dashed linc)
and sea-antisea quark annihilation (blue dashed-dotted line), which depends only on the parton
distribution functions. Especially the Z’ rapidity distribution from w4 annihilation appears to be
significantly different from the other two distributions. Figure 4.6b shows the expected rapidity
distribution for the Zj model. A particular Z’ rapidity distribution is fitted using a linear
combination of the three pure quark-antiquark rapidity distributions shown in Figure 4.6b. The
fit output gives the ui, dd and sea quarks fraction in the sample. This will thus reveal how the
Z' couples to different quark flavors in a particular model.

In order to demonstrate the analysis power of this method, we also show the rapidity distri-
bution in the case of the Z;/} boson, which has equal couplings to up-type and down-type quarks.
As can be qualitatively expected from the distributions shown in Figure 4.6a, the used fitting
procedure provides very accurate results for the known generated fraction R,g of ui/all. Some
correlations between dd and the sea-antisea Z’' production limits the accuracy of the measure-
ment for the dd fractions. For example, for the Z;, model, the gencrated event fractions from
ui, dd and sea-antisea quarkq are 0.71, 0.26 and 0. 03 respectively. The corresponding numbers
from the fit and 100 fb™! are 0.71£0.07, 0.2940.08 and 0.01+0.02.

Table 4.2 shows the value of the cross section times the total decay width, the forward-
backward charge asymmetry for the on-peak and interference regions as defined above, and the
ratio of Z' events produced from wu# annihilation as obtained from the fit to the Z’ rapidity
distribution.
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FIGURE 4.5: The dilepton invariant mass spectrum (a) and A%g (b) as a function of My
for four Z' models. For the forward-backward charge asymmetry, the rapidity of the dilepton
system is required to be larger than 0.8. A simulation of the statistical errors, including random
fluctuations of the Z;7 model and with errors corresponding to a luminosity of 100 fo~! has been

included in (b).
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| Model || off x T [b-GeV] Ag-peak AT peak | Ry
z, | 87 + 5 0.04 + 003]053 + 004060 + 007
7, | 630 + 20 [ -003 + 003|045 + 004071 + 007
Z, 2050 £ 40 ||-023 + 002]026 + 005][022 + 0.05
Zin || 3630 + 80 015 + 0.02]006 + 006045 + 0.05
Zirr || 8000 £ 140 0.07 + 002]0I18 = 003005 + 004
Z, [1520 £ 40 || -050 + 002]026 + 005000 + 001

TABLE 4.2: The values of the four basic observables, the signal cross section, multiplied by the
total width, the forward-backward charge asymmetry on- and off-peak, and the ratio R,z for
- wvarious Z' models and with a 7' mass of 1.5 TeV. The quoted statistical errors are those that
can be expected for a luminosity of 100 fb~'.

4.3 Distinction between models and parameter determination

Let us now discuss how well the different Z’' models can be distinguished experimentally using
the observables defined before: af{ -T, Aﬁ‘B on- and off-peak, as well as R,z as obtained from
the rapidity distribution. As a working hypothesis, a luminosity of 100 fb~! and a Z’ mass of
1.5 TeV will be assumed in the following.

A precise knowledge of the cross section times the total width allows a first good distinction
to be made between some models, as shown in the upper two plots of Figure 4.7. It is not
obvious how accurately absolute cross sections can be measured and interpreted at the LHC.
However, following the procedure outlined in [8], comparable reactions, in this case Z' and
Z boson production, should be counted with respect to each other. The use of such ratio
measurements should allow us to minimize systcmatic uncertainties, and an accuracy of +1%
might be achievable [8]. As can be scen from the other plots in Figure 4.7, the additional
variables show a different sensitivity for the different couplings.

For example, very similar cross sections are expected for the Eg Z' models with cos 3 ~ £1
and for left-right models with app < 1.3. However, these two different models show a very
different behavior for on- and especially off-peak asymmetries and for the couplings to up-
type and down-type quarks. Obviously, the maximum sensitivity can be obtained by using
all observables together. Having said this, one also needs to point out that some ambiguities
between the different models remain, even after a complete analysis of 100 fb=! of data.

Assuming that a particular model has been selected, one would like to know how well the
parameter(s), such as cosf3 or arp, can be constrained. In the case of the Ey model for in-
stance, one finds that cos # cannot always be determined unambiguously. Very similar results
can be expected for different observables but using very different values for cos 3. Again, the
combination of the various measurements helps to reduce some ambiguities.

If the Z' mass is incrcased, the number of events decreases drastically and the differences
between the models start to become covered within the statistical fluctuations. For the assumed
luminosity of 100 fb™!, we could still distinguish a Z;c from a Z) ,, over a large parameter range;
the Afp measurements provide some statistical significance up to My = 2 2.5 TeV. On the
contrary, a Z, could be differentiated from a Zip only up to a Z’ mass of at most 2 TeV as, in
that case, the dependence of A%y is almost identical in the two models.
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4.4 Where a full detector simulation might be important

For the study described above, PYTHIA was used together with kinematics cuts to reproduce
the detector acceptance. One could wonder whether there might be additional detector effects
that could alter these results or if only some minor changes are expected. As the experimental
signature is very clean with a low background, experimental effects are expected to result in
only minor modification of the sensitivity.

The lepton selection

The electron selection described in Chapter 3 has to be adapted to very high energy
electrons. For instance, the energy leakage in the HCAL will force us to release the cut
ot Epyq/Eem. However the electron selection can be done in a looser way as only small
background is expected. :

The identification of high energy muons should also be studied.

The mass peak reconstruction

The accuracy of the mass peak reconstruction will depend mainly on the energy resolution
(for electrons it is dominated by the constant term). Since the muon energy resolution
is low at such high energies it might be required to measurc the Z’ width using only the
electrons. For electrons, problems related to saturation cffects should be correctly taken
into account. In a study done for Randall-Sundrum excitations of gravitons at an energy if
1.5 TeV (an experimental signature that looks like a Z' except for the spin 2 nature of the
graviton), the variable E3x3— Eayo (the difference between the energy in a 3 times 3 crystal
array centered on the seed crystal and the energy in the most energetic 2 times 2 crystal
array containing the seed crystal) was advocated to correct the energy saturation [84].

The detector acceptance and A%B

As the detector acceptance is expected to be charge symmetric, it should not have any
influence on the measurement of the forward-backward asymmetry. Figure 4.8 shows the
effect of the detector acceptance with the fast simulation done with PYTHIA on the cos §*
distribution for a 1.5 TeV Z;.
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FIGURE 4.8: The cos8* distribution for a 1.5 TeV Z;( for all generated events (black dotted
line) and for accepted events within PYTHIA (red solid line).
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A potential problem for the determination of ALy could be the charge measurement, as at
those high momenta the track curvature is very small. However, following the CMS tracker
'TDR. [21], the charge mis-assignment probability for tracks of p; = 1 TeV is about 10~*
in the barrel region and increases up to 0.5% at the largest pseudorapidity, as Figure 4.9
shows.
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FIGURE 4.9: Charge misidentification probability for high p, tracks as a function of pseudora-
pidity [21].

e The rapidity distribution and the cross section

A variation in the PDF can influence quite a lot the Z’ rapidity distribution. However as
the quark PDF are known to a sufficient accuracy and could be constrained using a Drell-
Yan or single Z samples, this should not have a significant effect on the determination of
the Z' rapidity distribution.

Figure 4.10a shows the expected rapidity distribution for a 1.5 TeV Z;ﬁ using two different
sets of PDF, MRST99(c-g) and CTEQ5SL. The difference between the two distributions are
less than 10%. A way to reduce even further this uncertainty is to use Drell-Yan processes
to constrain the PDF. Figure 4.10b shows how the rapidity distribution of Drell-Yan lepton
pairs would look like at high mass for the two PDF sets. T'he rapidity distribution of Drell-
Yan pairs can be accurately measured at a smaller energy scale and extrapolated at an
energy of 1.5 TeV using the DGLAP evolution. One can see on Figure 4.10¢ that when
the ratio between the Z;z, and Drell-Yan rapidity distribution is taken, the dependence on
the PDF practically disappears.
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The same procedure can be used to measurc the cross section for the Z’ to a good accuracy.
This could be done by normalizing it using a single Z sample.

This work concentrated mainly on electrons. CMS discovery capacitics for a Z’ decaying into
two muons have been studied with a full detector simulation [75]. Figure 4.11 shows the CMS
discovery potential for this channel. So far no study on the forward-backward asymmetry using
a full detector simulation has been carried out.
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FIGURE 4.11: CMS discovery potential for Z!' decaying into two muons [75].

In summary, a realistic simulation of the study of the properties of Z’' bosons originating from
various theoretical models has been performed for the LHC. We have shown that, in addition
to the Z' production cross section times total decay width, the measurement of the forward-
backward lepton charge asymmetry, both on the Z’ peak and in the interference region, provide
complementary information. We have also shown that a fit of the rapidity distribution can
provide a sensitivity to the Z’ couplings to up-type and down-type quarks. The combination of
all these observables would allow us to discriminate between Z’' bosons of different models or
classes of models for masses up to 2-2.5 TeV, if a luminosity of 100 fb~! is collected.



Conclusion

The CMS experiment is currently expected to start in 2007 with goals as different as searching
for the Higgs boson, supersymmetric particles or try to measure accurately the mass of the top
quark. To reach the goals of such a broad physics program it will be fundamental to obtain pre-
cision measurements. A way to improve the mcasurcment accuracy is to usc reference processes
that are theoretically well-known and experimentally well-measured in order to understand de-
tector systematics and to tune theoretical models. For this purpose, single W and Z production
processes are very well suited, since their leptonic decays provide very clean signatures. These
processes can be used to measure the luminosity with high precision, constraining at the same
time the parton distribution functions, a procedure called the parton luminosity. This will allow,
for instance, to obtain more precisc cross sections measurcments.

This thesis gives examples on how to detect and measure precisely single W/Z production,
concentrating on their decays into electrons, for two high energy experiments, CDF, a run-
ning experiment located at the Tevatron proton-antiproton collider (running at a center-of-mass
cnergy of 1.96 TceV) and CMS, an experiment located on the LHC proton-proton accelerator
(running at a center-of-mass energy of 14 TeV) which should start data taking in 2007.

First the pp — W — ev and pp — Z — ee processes were selected from the CDF data col-
lected between February 2002 and May 2003. The total luminosity was measured combining the
calculated cross section, the number of signal events and the sclection cfficiency. The accuracy
obtained was comparable to the measurement done with the ’traditional’ luminosity counters.
With higher statistics it would be possible to determine the parton luminosity by measuring the
number of single W/Z events in different rapidity intervals. This should be possible with CMS,
where a high rate of W and Z will be produced. Applying this method at the LHC, should
reduce the uncertainty on the luminosity from 5% down to 1-2%.

In a second step, the reconstruction of such processes was studied for CMS, concentrating on
the electron selection and using a full detector simulation. One particularity of CMS, compared
to CDF, is its crystal electromagnetic calorimeter with a very fine granularity providing an
excellent energy resolution. A CMS specific problem is the large amount of material in the
front of the calorimeter, causing clectrons to cmit Bremsstrahlung. We showed that electrons
are expected to be cfficiently selected in the CMS detector using the following variables: the
track isolation, Ered/FErm, E3x3/Esxs, 0m, Esc/Pwack and |¢pgc — ‘t’,;'.'°7)|. This will allow to
measure processes like single W/Z production with a very good accuracy. Some systematics
effects like the energy and Bremsstrahlung dependence of these variables were discussed. The
detector homogeneity and the expected energy resolution from the simulation was also studied.

Finally, to illustrate the capability of CMS to do precision measurements, the ability to
determine the propertics of Z’ bosons with CMS were studied using a fast simulation. Various
models inspired from grand unified theories or Superstring theories predict the existence of a
new high mass neutral vector boson, the Z'. After the discovery of such a particle, the next step
would be to determine which model could describe the measured properties. We have shown
that, in addition to the Z’' production cross section (which is expected to be precisely measured
by comparing it to the single Z cross section) and its total decay width, the measurcment of the
forward-backward lepton charge asymmetry, both on the Z’ peak and in the interference region,
provide complementary information. We have also shown that a fit of the rapidity distribution
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can provide a sensitivity to the Z’ couplings to up-type and down-type quarks. The combination
of all these observables would allow to discriminate between Z' bosons of different models or
classes of models for masses up to 2-2.5 TeV, if a luminosity of 100 fb~! is collected by CMS.
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