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Abstract: In this paper, the final stage of the Petrov classification is carried out. As it is known, the
Killing vector fields specify infinitesimal transformations of the group of motions of space V. In the
case where the group of motions G3 acts in a simply transitive way in the homogeneous space Vj, the
geometry of the non-isotropic hypersurface is determined by the geometry of the transitivity space
V3 of the group G3. In this case, the metric tensor of the space V3 can be given by a nonholonomic
reper consisting of three independent vectors ¢ ,, which define the generators of the group G3 of
finite transformations in the space V3. The representation of the metric tensor of V; spaces by means
of vector fields E‘z‘ﬂ) has a great physical meaning and makes it possible to substantially simplify
the equations of mathematical physics in such spaces. Therefore, the Petrov classification should
be complemented by the classification of vector fields ¢ | connected to Killing vector fields. For
homogeneous spaces, this problem has been largely solved. A complete solution of this problem is
presented in the present paper, where I refine the Petrov classification for homogeneous spaces in
which the group Gs3, which belongs to type VIII according to the Petrov classification, acts simply
transitively. In addition, this paper provides the complete classification of vector fields Z’E‘u> for space
V4 in which the group Gj3 acts simply transitivity on isotropic hypersurfaces.

Keywords: algebra of symmetry operators; linear partial differential equations

1. Introduction

Space-time manifolds V; admitting groups of motions occupy a special place in the
theory of gravitation, since the vector Killing fields defining generators of these groups
serve to construct the conserved physical quantities connected with the properties of the
gravitational field. Therefore, these fields play an important role in describing the geometry
of curved spacetime and physical phenomena occurring within it.

A large number of papers have been devoted to this role of the Killing vector fields
(see, for example, [1-4]). The question of group motions in Riemannian spaces was first
considered in the works of Bianchi [5,6], Fubini and Rimini [7,8] back in the late 19th and
early 20th centuries.

These spaces are of particular interest in cosmology, which, as a modern science,
in fact, began to develop after the appearance of works [9,10], in which special cases of
homogeneous spaces were used for the first time. These spaces are still the foundation of
cosmological models, including in alternative theories of gravitation (see [11,12]), as well
as in the early stages of the Universe’s development.

The classification of space-time manifolds with groups of motions is based on the
theory of continuous groups of transformations (see [13,14]).

A complete classification of four-dimensional pseudo-Riemannian spaces founded
on the canonical real structures of the motion groups acting in the spaces was realized by
A.Z. Petrov in [15-17]. Petrov constructed non-equivalent sets of operators for all groups of
motions of four-dimensional pseudo-Riemannian spaces, integrated the Killing equations
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and found the metrics of all these spaces. When classifying isotropic spaces, Petrov used
the approaches described in the papers by Kruchkovich [18,19].

The obtained results of this classification have found application in the theory of gravi-
tation, first of all, when considering the problem of exact solutions of the field gravitational
equations (see [17,20,21]). In more recent works, various aspects of using spaces with
groups of motions were considered. Thus, the authors of [22-24] studied the intersections
of homogeneous and Stackel spaces, as well as physical processes in homogeneous spaces.
In [25,26], the problems of constructing integrals of motion for classical and quantum scalar
charged particles moving in spaces with groups of motions and in admissible electromag-
netic fields were considered. The classification of the exact solutions of Maxwell equations
in homogeneous spaces in the presence of admissible electromagnetic fields was carried out
in [27-29]. A special direction of application of homogeneous spaces is the construction of
the theory of noncommutative integration of the equations of motion of charged quantum
particles in external fields [30-33].

In this paper, the final stage of the Petrov classification is carried out. As it is known,
the Killing vector fields specify infinitesimal transformations of the group of motions of
space Vy. In the case where the group of motions G3 acts in a simply transitive way in the
homogeneous space Vj, the geometry of the non-isotropic hypersurface is determined by
the geometry of the transitivity space V3 of the group Gs. In this case, the metric tensor
of the space V3 can be given by a nonholonomic reper consisting of three independent

vectors E’(Xu), which define the generators of the group Gj3 of finite transformations in

the space V3. The representation of the metric tensor of V, spaces by means of vector
fields K‘E‘a) has a great physical meaning and makes it possible to substantially simplify
the equations of mathematical physics in such spaces. Therefore, the Petrov classification
should be complemented by the classification of vector fields E‘E‘a) connected to Killing vector
fields. For homogeneous spaces, this problem has been largely solved (see, e.g., [34-36]).
A complete solution of this problem is presented in the present paper, where I refine the
Petrov classification for homogeneous spaces in which the group Gz, which belongs to type
V1II according to the Petrov classification, acts simply transitively. In addition, this paper

provides the complete classification of vector fields E‘E‘a) for spaces Vj in which the group

G3 acts simply transitively on isotropic hypersurfaces.

2. Homogeneous Petrov Spaces

Consider a Riemannian space Vj with signature (—1,1,1,1), on the hypersurface V3 of
which the motion groups G3(N) act simply transitively (N corresponds to the number of
the group Gj in the Bianchi classification). In the case of a null hypersurface of transitivity
V3 (N), the space V,(N) will be called a null homogeneous Petrov space of type N. If the
hypersurface of transitivity V3(N) is non-zero, then V4 (N) will be called a homogeneous
non-isotropic Petrov space of type N.

The geometry of a homogeneous Petrov space is connected with the geometry of the
three-dimensional space of transitivity V3(N) of the group G3(N). For a non-null homoge-
neous Petrov space, this connection is direct, since in this case a hypersurface of transitivity
V3(N) is in fact the space V3(N). For a null Petrov space, this connection is less obvious,
but also exists, since the Killing vector fields of the space V, (N) are generally a linear
combination of the Killing vector fields of the space V3(N) with coefficients depending on
the wave variable u.

The contravariant components of the metric tensor in a non-null semi-geodesic coordi-
nate system can be represented in the following form:

g (uh)

gl = (e£1). (1)

m O OO
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The admissible transformations of the coordinates u, which do not violate the form of (1),
are of the following form:
a* =a*(uf), @ =il )

It follows from the Killing equations that
— 0 _
S0 =0 & =0 ©)
The following index designations are used here and hereafter:
if,r,¢+1,2,3,0. & B,v+1,23 abc+123

Zero indices number the fourth row and column. Greek letters denote the coordinate
indices of the semi-geodetic coordinate system u'. The small Latin letters a, b, and ¢ denote
the indices of the nonholonomic coordinate system associated with the group G3(N).

The classification of null homogeneous Petrov spaces was carried out in the isotropic
semi-geodesic coordinate system (see [15], p. 158). In this coordinate system, the contravari-
ant components of the metric tensor g/ have the form

g (u') A(u”, ub)

ul,
g = 0 @)
A uf) 0 0 0

There and further, the indices denoted by p, g change within <1, 2. In the present paper,
the canonical form of the isotropic semi-geodesic coordinate system, in which

A=1, ®)
is used:
g (u') 1
g7 = 8 )
1 0 0 0

It follows from the Killing equations that in the canonical coordinate system the components
of the Killing vector fields of the group G3(N) satisfy the following conditions (see [17]):

Clayn = &l =0 @

The admissible coordinate transformations {ui }, which do not violate the conditions (6),
(7), are of the following form:

i = @o(u?), ' =ul/pop+ ¢! (uo, ub), uf = g@f (uo,u‘?) (8)

The homogeneous space V3(N) has two equivalent definitions. According to the first one,
V3(N) is the space of transitivity for the group G3(N), whose operators are constructed
with Killing vector fields é“(xﬂ):

Xo = C‘E‘u)pa, )
According to the second definition, in the homogeneous space V3(N) the group G3(N) of
non-infinitesimal shifts acts. The group operators have the form

Yg - E?‘ﬂ)p“' (10)

According to the first definition, two infinitely close points of space V3(N) can be combined
using the motion group of space G3(N). According to the second definition, this can
be done for any two points of the space. As is known (see, for example, [34]) p. 483),
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the metric tensor of the homogeneous space V3(N) is expressed through the vector fields
é‘z‘ﬂ) as follows:

o = g?u>efa);7ﬂb_ (11)

o,B,v+1,2,3,ab,.c,+1,2,3; 77”b = const (in the case where 17“b is considered part of the
metric tensor g/, 7? are functions of the variable u°). The sets of operators X,, Y; obey the
same structure equations:

[Xa, Xp] = CopXe, (12)

[Ya, Yp] = Cop Yo (13)

Hence, the sets of vector fields {5‘("“)} and {E’E‘a)} are equivalent to each other with respect
to coordinate transformations. Therefore, both fields can be simultaneously considered as
Killing vector fields and as nonholonomic reper vector fields (see (11)) in the same space
V3(N) but in different coordinate systems connected by admissible transformations of the
form (2) or (8). In one coordinate system, these fields are connected by relations (see [34],
p. 484):

o« _ (b) o Y o _ (b) o Y
@.6 =% St)atia) = Sarp = b Liv)nbiay (14)
where - )
S Sy = s Ly = - (15)

These considerations apply to non-null homogeneous Petrov spaces. In the case of null
Petrov spaces, they cannot be used directly because the covariant metric tensor of the space
V3(N) is not the metric tensor of the isotropic hypersurface of the space V,". Therefore,
the proof of the (4) relations based on the above second definition of homogeneous space
for null spaces is inapplicable. Nevertheless, the representation of (11), where the vector
fields Z‘Z‘u) 8 satisfy the system of Equation (14), holds for null homogeneous Petrov spaces

as well. It’ can be shown that if
det|Z8] # 0 = 7528 = oF, (16)

vector fields satisfy a system of equations of the form (14), then ( are Killing vector fields
for a space with metric tensor (11). Indeed, substituting the expressions

o _ (b) o
Clarp = f(bm% (17)

and (11) into the Killing equations, we obtain the identity. As Equation (17) has three
independent solutions, the vector fields ?ﬂ)/ 8 (also as ¢5) form the group Gs.

The classification has been carried out by Petrov in three stages.

1. Selection of a semi-geodesic coordinate system.

2. Solving structural Equation (4). In the second stage, all sets of Killing vector
fields that are non-equivalent with respect to admissible transformations of variables have
been listed. In this way, the choice of semi-geodesic coordinate systems in which the
solutions of the systems of structural equations can be represented in elementary functions
is also realized.

3. Solving the Killing equations. In the third step, using the solutions found in the
second step, the Killing equations have been integrated:

el = geh, +8P1es, (18)
and the metric tensors of all the appropriate homogeneous Petrov spaces have been found.

Representation of the metric tensor of homogeneous space in the form (11) has a deep
physical meaning, and it is demanded when solving problems of mathematical physics in
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the theory of gravitation. Therefore, in this paper, the classification of homogeneous Petrov
spaces has been supplemented by the fourth stage.

4. Solving the systems of Equation (14). In the fourth stage, all non-equivalent
solutions of the systems of Equation (14) have been found. When the components of the
Killing vector fields do not depend on the wave variable #”, the components of the metric
¢*P are found directly from the (16) relations without directly using the Killing equations.
Let us consider the peculiarities of the implementation of this step in the presence of
such dependence.

Each of the groups G3(II), G3(III), G3(V) has several independent sets of group
operators. One of these sets contains a linear combination of group operators of the
following form (see [17]):

Xy =Xy +0o)Xi, Xi=p2, Xeo=(GlyPa)o =0, [Xa,Xp] = CGXe-

Using the solutions of the system of Equation (15), one can find the contravariant compo-
nents (7) of the metric tensor g*F of the space V; admitting Killing vector fields C‘E‘a). Then

the contravariant components of the metric tensor g”‘ﬁ can be represented as
P = g + lyAg™P. (19)

The function Ag*# is found from the Killing equations:
S =8y + 3G,

Here and hereafter,
EO = 50/0.

3. The Diagonalization of Group Vectors

When making the classification of homogeneous Petrov spaces, one can restrict oneself
to the null case only, since the group of admissible coordinate transformations (8) is a
subgroup of the group of admissible coordinate transformations (2). Therefore, all sets of
the group operators G3(N), which act in the space V,(N), form equivalence classes with
respect to the transformation group (2) for the set of operators of the same group, which acts
in the space V4(N). One feature must be borne in mind when constructing the metric tensor
¢*P according to the formula (11). In the non-null space V(N ), the number of independent
functions 7’ (1%) cannot be reduced by admissible transformations of form (2).

The first step of the classification is to choose a coordinate system, in which one of the
Killing fields has to be represented in the form

¢ty = ot AL (u®,uP). (20)

Using admissible coordinate transformations (2), it can always be made for any vector.
Moreover, it is possible to make the function A equal to unity. However, using admissible
transformations (8) this can be carried out only for the vector that is already in this shape.
Indeed, under the transformation (8), the operator X, is transformed as follows:

X, = (Au 4 B,d) + Rucp}?,)ﬁl n (Bacp% + Ruq>?2)§2 + (Bud% + Rad>,33)§3. (21)
The following notations are used here and hereafter:
Xo=Aqp1 +Bap2 +Rops i1' =u' + @', ¥ =P

The letters %, A, B,;, and R, denote functions depending on the variables 1% and uP.
Functions ¢*, a,4, b,, 1, depend on 19 and one of the variables u”. Since the Jacobian of the
transformation (8) does not equal to zero, it is possible to represent X; in the form (20)
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only if B; = R; = 0. In this case, any of the remaining operators, for example, Xy, can be
diagonalized using admissible transformations (8). Indeed, without restriction of generality,
let us require that in a new coordinate system {ii} the operator X; has the form

X2 = p2.
For this purpose, the following condition must be fulfilled:

Ay +By® + Ry®L =0
By®% + Ry®Y = 1 (22)
By®3 + Ry =0

The system (22) reduces to the form of the Cauchy-Kovalevskaya system and is consistent.
Thus, operator X, can be presented in the following form:

Xz = p2. (23)

The first option is received.
1. First version:

Xp =a(u’,ud)p1, Xa=p2, Xz = Azp; + Bspa + Raps.

Obviously, this version is valid only for solvable groups. Hereinafter, operators X;, X, are
chosen as operators of the abelian subgroups of the groups Gs(I) — G3(VII). Therefore,
from A, = 0 it follows that Aj = a7 (1, u3).

If |By| + |Ry| # 0, from (22) it follows that X; can be presented in the form

X1 = pa. (24)

The admissible coordinate transformations that do not violate the condition (24) are as follows:

v = ®o, = (;;10 + <p1 (uo, u3), uf = ¢? (uo, u3). (25)

Operator X, commutes with operator X;. Therefore, after the admissible transformations
(25) it takes the following form:

Xy = (ﬂz + rZ(P??))Pl + (bz + rZ(P,23)P2 +129%p3- (26)

Obviously, only the following options are possible:
1. 1) 75 0= Xz = p3;
2. rn=0=X, = amp1 + bzpz (Clz/z = b2,2 = 0)

In the last case, one can use the transformations (25) to simplify operator X3. Thus,
these options together with versions for unsolvable groups have to be considered separately
when making the classification.

2. Second version:

X1 =p2, Xo=p3 Xz=Aszp;+Bspr+Rsps. (27)
3. Third version:
X1 =1p2, Xo=arp1+bypz, Xz =Asp;+Bspr+Rsps. (28)

When solving structural equations, admissible transformations (25) can be used to simplify
the form of the operator Xs.
For insoluble groups G3(VIII), G3(IX) there is following version:
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4. Fourth version:
X1 =p2, Xp =App1+Bpp2 + Rpps. (29)

In this case, the admissible transformations have the form (25). They can be used to simplify
the form for one of the operators X,.
This paper is constructed as follows.

1. Since the method used in this paper for classifying non-equivalent sets of motion group
operators differs somewhat from the method used in [17] (in particular, admissible
coordinate transformations of the form (28) are used), some details of the computations
in solving the structural equations are given below. Some of the results obtained have
a simpler form than those given in Petrov’s book. In addition, I managed to complete
the Petrov classification with two new homogeneous non-isotropic spaces of type
Va(VII).

2. For each non-equivalent set of group operators constructed using Killing vector fields,

the classification of the reper vectors E‘E‘a) is given.

3. Using formulas (11) and (19), the components of the contravariant metric tensor are
constructed for each non-equivalent set of group operators.
4. In the final section, all non-equivalent sets of the group operators X, and Y, are listed.

4. Solvable Groups
4.1. GroupGs(I)

Since three mutually commuting vector fields can always be diagonalized, even by
using coordinate transformations of the form (8) [14], the metric tensor of an isotropic space
of type I according to the Bianchi classification can be transformed to the following form

(67 = %)
7 (u0)

S O -

gl =
1 0 00

where 7*f = ua/g(uo). It contains 6 independent functions of #°. The number of these
functions can be reduced by an admissible transformation of variables:

u* = u* + " (uo) (30)

As a result, the functions a1, can be inverted to zero and the metric tensor has the form

0 0 0 1
i 0 apxp a3 0
l] pr—

0 ax3 asz O G

1 0 0 O

4.2. GroupGs(II)

The structural equations have the following form:

X1X2] =0, [X2,X3] =Xy, [X1X3] =0. (32)

Let us consider all versions presented above.
First version. The operators X, are of the following form:

X1 =mp1, Xo=7p2 X3= Aspi+ Bsp2+ Rzps (33)
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From the third equation of system (32), it follows that a; = 1. Using admissible transforma-
tion (25), one can find solution of the second equation from the system (32) in the form

X;=p1, Xo=p2 Xz=u’p;+ps (34)

Let us construct the matrices:

1 00 1 00 , 0 00
agy=10 1 o) &’={0 10| &a, =200 0] @
w2 0 1 —u2 0 1 1 0 1

Then, the set of Equation (15) takes the form

z}m = %,,s =0, %3 = e%a). (36)
From (36), it follows that
05, = 8 (6 +1557) + 0302 + 853 (37)

From (37), one can obtain the matrix g*f = Z‘(Xu)ffb)n”b :

a1 + ulan ay a3 (38)

a11 + 2a13u° + ﬂ33M§ a1p +ulays g3+ ulazs
af _
&= 3
a3 + u’ass a3 as3

The number of independent functions in the metric tensor (38) can be reduced to three by
admissible coordinate transformations.
Second version. The operators X, are of the following form:

X1 =p2, Xo=p3, X3z=A3zp;+Bpr+Rps.
From structure Equation (32), it follows that
Xi=ps, Xpo=ps, Xzs=Xs+2lps, Xz=p1+u'ps 39)
One can find the vectors /5 using the following operators:
X1=p2, Xa=ps, Xs=p1+up,

Let us construct the matrices:

1 w0 o 1 —u® 0 " 010
a 3
C?u): 0 1 0], & =(0 1 0], & ’E‘b)’,y:&y 0 0 0]. (40)
0 0 1 0 0 1 0 00
Then, the set of Equation (14) takes the following form:
« g1 _ B3 1 _ g2
Cwr = baps = Uap =0 twz =t 1)
From (41), it follows that
) = 818k + 0 (53 + ulsg’) + 6263 (42)

Let us find the matrix

1
p an ajp +u a3 a3
g‘xﬁ = E‘Z‘H)q”bé(h) = | app+ a13u1 an + 2u1a23u1 -+ u%agg ar3 + u1a33
a3 a3 + ulass as3
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From the Killing equations, we obtain
G = Lo (2(6405 + 0§0F) + w1 (6765 + 57) )
Finally, we obtain the following;:
a1 a1y + M1a13 + éoulz a13 + Zfoul
gaﬁ =G + ga/S = \lap+ 1113u1_+ Eoulz ax + u1a23 + u%{lg,g a3 + u1a33 . (43)
a13 + 20u’ ay + ulazs as3

Using the admissible transformations of coordinates, one can show that ¢*# contains four
independent functions of 1.

4.3. GroupGs(11I)

Let us write the structural equations in the following form:
X1 Xo] = [X1X3] =0, [XoX3] = Xo. (44)
First version. The operators X, are of the following form:
X1 =a3p1, Xz =p2, X3=Asp1+Bsp2+Rsps.

From the equations of the system (44), it follows thata; =1, A3 =0, B3 = u?,R3 = 1. Thus,
in this case, the set of group operators has the following form:

X; =p1, Xa=p2 Xs=ps;+u’pa (45)

Using the following matrices,

1 0 0 @ 1 0 0 © 0 00
— a) _ )
C’Z‘ﬂ) =| 0 12 0], ¢a'=10 12 0], &g ‘:((Xb),w_(sv 0 0 0|,

0 u 1 0 —u 1 010

one can find the system of Equation (15) in the following form:
— 342
The solution of system (46) is
(8 = 8165 + 6367 exp(—u3) + 655; (47)

Using (47), one can obtain the matrix g*f:
5w an aypexp (—u) a13
g = Lyl = appexp (—u3) azzexp(—ZM:) agzexp (—u3) (48)
ais az3exp (—H ) as3
Second version. The operators X, have the following form:
X1 =p2, X2=p3, Xz=Asp1+Bspz2+Raps.

From the equations of the system (44), after performing an admissible transformation, it
follows that
A3 = 1, B3 = fo (1/[0), R3 =1.
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Therefore, the set of group operators in this case is of the following form:
Xs =Xs+AXs, Xi=p2, Xo=p3, Xg=p1+u’ps AXz=lopy (49)

Using the operators X;, one can find the vector fields ‘%) and the matrix ¢*f = K‘E‘a)fl(gb)n”b .To
achieve this, the following matrices must be used:

01 0 0 —ud 1 00 0
go=oo0o 1| &’=({1 0 o, &, ={00 0|
1 0 u 0 1 0 00 &

The solution of system (14),

w

_ 1,3
(a)p = 93084

a)’

can be written as follows:
Uy = 0105 + 0507 + expu'636; (50)
Therefore, the matrix g"‘ﬁ has the following form:
a1 aip apzexp u'
g = ( aio an apexpul ) (51)
apexpul apexpul azexp2u!
Let us represent the metric tensor §*f as
¥ = ¢*f - G*P
From the the Killing equations, it follows that

G = fou' (6365 + 8367)

Then, .
- a1 ain Eoul + a3 exp u’
gl] = arn azy a3 exp u3 (52)
lou' +expuayz  arexpu’ az3 exp 2u3
Third version. The operators X, are of the form X; = py,Xp = ap1 + bopo,

X3 = azpj + bzpa + p3. After admissible transformations, the functions ag, b3 are con-
verted to zero. From the equation [X;X3] = Xy, it follows that

Xy = p1exp —u’
Then, the set of group operators has the following form:
X1 =p2 Xpg=prexp—1, Xz=ps. (53)

Using the matrices

exp(—u®) 0 0
&) = 0 10
01



Symmetry 2024, 16, 1385

11 of 25
let us construct the system of Equation (14):
1 _ B3 g _
fan =t Lo =0 (54)
and find the vector fields E’E‘a):
Uy = 01 (03 — u'83) + 85(67 + 6367). (55)
The matrix of tensor ¢g*f = E‘E‘a)él(zb)n“b has the following form:
2 1 1
a1y — 2upay3 + Uy aypp — U axy a1z — Ax3u
g = a1y —u'ay a2 a3 (56)
a3 — ula33 a3 ass
4.4. GroupG3(I1V)
The structural equations have the following form:
XiXo] =0, [XiXs] =Xq,  [XoX3] = X5 +Xa. (57)
First version. The group operators have the following form:
X1 =mp1, Xo=p2, Xs=asp1+bsps+rsps. (58)

From the second equation of the system (57), it follows that X; = piexp(—u3). Let us sub-
stitute this in the last equation of the system (57) and perform an admissible transformation
of coordinates. As a result, we obtain the following;:

X1 = plexp(—u3), Xo =p2, Xz=p3+ u? (plexp<—u3> +p2) (59)

The matrices & ‘E‘a), (:,&“), Cf,y have the following form:

exp(—u®) 0 0
Sy = 0 Lo & =

/
)
L o€
SN :w
|
= — O
o
o O O = O O

Using them, let us obtain the set of Equation (15):
1 _ 43 2 _ 2 1 _ 2 3 3
fon =~y tws =y lws = Lo, Ko =0
The solution can be written in the following form:
(5 = 55 (81— '8} + 1062 ) + expu3a? + 6357, (60)

; v ot — pu pB b .
Let us find matrix g E(a)f(b)iy :
a11 +2(ulap — utays) + <a33u12 +apu® — 2u1a23> gt? g1s
(a12 — ulans + uay ) expud apexp2u® g= | (61)
a13 — ulazs + ulax apexpu’ a3

g =
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Second version. The operators X, have the following form:
X1=p2, Xo=p3, Xs=Asp1+Bsp2+Rsps.
From structural Equation (57), it follows that
Xi=ps Xo=ps Xs=p1+ @ +u’)p+1’ps. (62)
To obtain Equation (15), we use the following matrices:

1 (u®+u®) ud 1 —(w?+ud) —ud 0 ((5% + 5;’7) 53
&= o 1 o, é&9=1o 1 o | &, =10 0 0|,
0 0 0 1 0 0 0

Equations (15) have the following form:

2 3 3
0 by +8y o

fop=|0 0 0 | = Ly =010+ (3(5 +u'eq) +565) expu’ (63)
0 0 0
: ; _ B ab.
Let us find matrix g*f = E‘E‘a)f(b)ﬂ‘z :
ai (0112 + ﬂ131/l1) exp ul a3 exp ul
glxﬁ = (Lllz + a13u1) exp ul (a22 + 2{/1231/[1 + LZ33M12) exp 2ul (Ll23 + LZ33) exp 2u3 (64)
a3 exp u' (a3 + a33) exp 2u! az3 exp 2u!

Third version. The operators X, have the following form:

X1 =1p2, Xo=arp1+bypz, Xz =Asp1+B3psr+ Rsp3

Let us substitute this in equation [X1X3] = X; + X;. As a result, we obtain the following:
Bs = u?,R3 = 1. From the last equation of system (57), it follows that

X1 =p2, Xo=prexp(—u®) —pu®, Xz =rps+pau’ (65)
Using the following matrices,

exp(—u®) —uz 0 W expu® ulexpu® 0
g?a) = 0 1 0, &' = 0 1 0],
0 ur 1 0 —u? 1

—5:;’ exp(—us) —5:9; 0
C‘Z‘a)’“r = 0 0 0].
0 & 0

one can obtain the system of Equation (14):
1 _ 3 2 _ 3 3 2 _ 2 a 1
tor ==L Loa=—Lpep(v®) Gos=Gy a=0 fs=0,

The solution has the following form:

=3 (53 + ul(sg’) + 6% (52 + éiul) expu® — 8353, (66)



Symmetry 2024, 16, 1385 13 of 25

Let us find the matrix of the metric tensor g*#:

2 2
; ayy — 2uparz + ut 01332 a1y — ' (az3 + a23) +2M1 sz ay3 —ulas
ap _
87 = a1 —ul(ass +az3)+ u'"az a3, — 2utazs + u'azs axy —u'azs | (67)
a3 — ulaz; a3 — ulaz; a33
4.5. GroupGs3(V)
The structural equations have the form

XiX2] =0, [X1X3] =X1, [XoX3] = Xa. (68)

First version. From structural Equation (68), it follows immediately that
X1 = prexpuz, Xp =pa, Xz = —p3+u’ps

This version is equivalent to Petrov’s result ([17], (f. 25.24), p. 163) (after variable transfor-
mation: #! = u'expus). On the other hand, it is a partial case of the third variant, which is
considered below. Therefore, it should be excluded from the classification.

Second version.(O’k) X; = p2, X2 = p3. From the structural equations, it follows (after

using the admissible transformations of variables) that
X3 =p1+ u2p2 + u3p3.

Using the following matrices,

01 0 —u?2 —ud 1 0 0 O
gl(kﬂ) = 0 O 1 7 ggﬂ) = 1 O 0 7 ‘:?a)/y = 0 O 0 7
1 u? 0 1 0 0 62 42

one can obtain the system of Equation (14):

Uaya =0 L), o =0l L= 0t

o

The solutions have the following form:
Uy = 8407 +expu' (6367 + 6367)

Let us find components of the matrix g*# = ¢¢ 0f

(a)~(b)
a1 aip exp l/tl aiz exp l/tl
g = | apexpul apexp2u' apexp2ul |, (69)
a3 exp ul exp 2ul as3 exp 2u!
Third version X = py, Xo = asp1 + bopz. From structural Equation (68), it follows that
Xy = plexpu3 +lp2, Xs=p3+ uzpz.

Using the following matrices,

expu> 0 0 . exp(—u®) 0 0
g?a) = 0 1 0}, oza = 0 1 0],
0 w1 0 u? 1
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(a) —

exp(—u)

o

& 0 0
Sl =(0 0 0f,
0 6 0

one can obtain the system of Equation (14):
1 _ 43 2 _ 2 @
b=l twa=tay fw2=0

K%W =0, (3=0, (,=0 02, =0.

The solution can be represented in the following form:
o =8 (5; + ulag) + 6262 exp u® + 6263 (70)

Then, the components of matrix g*f = 6‘2"1)6*(1)17“5 will be as follows:

2
ary +2ulags +azul”  (ap +ulags)expud  apz +ulass
g = (a1o + ulaqz) exp u’ ay exp 2u® apexpu® |- (71)
a13 + u'az; ay3 exp u’ a33
The tensor §*# can be represented as follows (Killing equations have been used):

P = ¢"F 4 o oul ((55‘(55 + (51’3(55‘) exp u°

4.6. GroupGs(VI)
The structural equations have the following form:

[X1X2] =0, [X2X3] = qXQ, [X1X3] = Xl- (72)

First version. X; = pyexp(—u3), X, = p,. From the structural equation, it follows that
X1 = p1exp(—u3), Xo=p2, Xzg=p3+ quzpz. (73)

The set corresponds to the Petrov set ([17], (f. 25.24), p. 163, when substituting ' =
u' exp u®). Let us find the vectors K‘E‘H) using the following matrices:

0 0 expu? 0 0 —exp(—u?)63 0 0
1 0|, é9=1[ o 1 0], g, = 0 0 0.
qu? 1 0 —qu? 1 0 q%2 0

The equations of (14) take the form

1 _ 3 2 _ 2 _ 3 _ _
bon =~y lws=90) lw2=0 Lna=0 Lo =0

The solution can be written through the operators Y, = E‘E‘H) Pa in the following form:
Y] =p1, Yo = prexp (qu3>, Ys =p3—ulp; = oy = O%oL + 0562 + expulois?  (74)
= () = 016, + 0507 + expu’ 5557,
Let us provide the elements of the matrix g*/:
a1y + 2ulays + ul’azs  (ap + ulys) expqud  as + ulass

1_
g = | (arp + ulans) exp qu® ay exp 2qu’ a3 exp qu
a13 + M1€I33 a3 exp qu3 az3
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Second version. X; = py, Xy = p3. From the structural equations we immediately obtain
X3 = p1 + ulp2 + qups.

Let us find the vector fields é‘z‘a). Using the following matrices,

1 u? qud o 1 —uy —qul 0 & g6
o= o o |, &”=(o 1 0o |, &,.,=[00 o]
0 1 0 0 1 0 0 O

one can obtain Equation (14) in the following form:

=

O =

1 o _ _ 2 _ 2 3 _ 3
Uy = Uaz) = Uaz) =0 Lgny = b L) = %, (75)

a,)
Let us find solution of system (75):

Y1 =p1, Y= poexpul, Yz = psexp(qul) = (76)
E%ﬂ) =4}, K%ﬂ) = 82expul, K?a) = dlexpqu’

Matrix g"‘ﬁ = K‘E‘a)ﬂl(sh)iy“ﬁ has the following form:

an alzexpul a13equu1
¢f = | apexpul apexp2u’ apexp(q + 1)u! (77)
apzexpqut  apexp(q +1)ul azzexp2qu’

Third version. The operators X, have the following form:
X1 =p2, Xp=amp1+bps, Xz=Asp1+Bsps+ Rspa.

From the structural equations, it follows that

Azpp1 + B3 op2 + R3ops = po.

Hence,
Az =a3, Bs :u2+b3, Rz =r3.

Since r3 # 0, the function r3 can be be turned to (—1). Then, the functions a3, b3 are
reversed to zero by admissible coordinate transformations. The operator X3 will take
the form X3 = —p3 + u? p2- Let us substitute X; and X3 into the last structural equation.
The result is as follows:

bapa 4+ az3p1 + baz = q(azpr + bap2)

Hence, a, = agexp(qu®),by = boexp((q + 1)u®). By using the admissible coordinate
transformation, one can turn ag, by to unity. Finally, the set has the following form:

X1 =pa, Xo=prexp(qu’) +prexp((q+1)u’), Xz = —ps+u°p. (78)

The set differs from Petrov’s set ([17], (f. 25.32), p. 165) by the transformation of the
coordinate u®.
Using the following matrices,

exp(u®q) exp(g+1)u® 0 w exp(—qu3) —expu® 0
gﬂ( — O 1 O , gﬂé = O 1 O ’
(@)
0 u? -1 0 Uy -1
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’ ( éf’yqex;(?)(u%) (5:;(11 + 1)exg(u3(q +1)) 8 )
(a)y =
2
0 o 0
we obtain the system of Equation (14) in the following form:
lapa =1y Laa =@+ Dy, G,
K%’a) = 2 = const, K%a),z = f%a),s =0.
The solution can be written in the following form:
Y1 =p1, Yo =poexpt’, Y3 =p3+ul(pa(1l—q)expu®—gp;) = (79)
Uy = 0% (8 — qutad) + expu®s5 (62 + ul(1 — q)83) + 6563
Using vectors E‘E‘u), let us find elements of the matrix g*# = E‘E‘a)él(gb);y”‘ﬁ =
2 2
apn —2qulays + q?ulazs  expus(ary — ul(a3(q — 1) +qaxs) — q(q — 1%141 az) g
g? exp 21’ (az + 2(q — 1)agsu’ + (9 — 1)%u'"ag3) §” (80)
a13 — qu'azs expu’(ax + (9 — 1)u'as;) az3.
4.7. GroupGz(VII)
The structural equations have the following form:
[X1X2] =0 [X1X3] = X2 [X2X3] = 2cos lXXz — X1 . (81)

Here, I denote g = 2 cosa = const.

First version. Obviously, the first variant cannot be realized, since the first two equations of
the structure imply X; = p;. In this case, X; commutes with X,,, which is impossible.
Second version. X; = pa, X2 = p3, X3 = Ap1 + Bpy + Rps. From structural Equation (81), it

follows that
X1 = p2, Xz = p3, X3 =pm —+ us.(Zcos ap3 — pz) + M2p3

Let us find the vector fields K‘z‘ o) Using the following matrices,

1 —ud 2ulcosa+ u? 1 u® —(u?+2uscosn)
=10 1 0 =10 0
0 0

1
0 1 0 1

0 0 0

0 —& 62+263cosa
0 0 0

one can obtain the system of Equation (14) in the following form:

%,l =0, e%ﬂ),l = 7%, %,l = e%a) + 203 cosa, hyy =3 =0.

Let us represent the solutions in the form Y, = £ p,:

Y1 =p1, Ya2= (pasinp—pssin(p+a))expqg, Y3 = (p2cosp+pscos(p+a))expq=

K’E‘ﬂ) = 056} + exp g (05 (62 sinp + 62 cos p) + 05 (62 sin(p + a) + 85 cos(p + a))),

1 1

where g = u' cosa,p = u @

matrix g*f = E‘E‘u)ﬁfh)qﬂb:

(82)

(83)

(84)
(85)

sina. Using ¢ (@) from (85), one can find the elements of the



Symmetry 2024, 16, 1385

17 of 25
gH = a11,8'2 = expg(arpsinp + ajzcosp), ¢! = —expg(a sin(p + &) + a3 cos(p + a))
¢B = —exp2g ((”22;7”3” cosa + (”33;7”22) cos(2p + ) + a3 sin(2p + rx))
g2 = exp 2q<azzéﬂ33 + (%3;122) €082p + a3 8in 2;9), (86)
% = —exp 2q(“2242'“33 + (u33;a22) cos2(p +a) +axsin2(p + zx))

Third version. The operators X, have the following form:

X1 =p2, Xo=ap1+bapo, X3 = Ap1 +Bpa + Rps

From equation, after performing admissible transformations [X;X3] = Xj, it follows that
X3 = p3 + u’p;. Let us substitute it into the equation [XpX3] = 2cosaX; — X;. As aresult,
we obtain a condition on the functions a;, by:

ay3 = ay(bp —2cosw), byz = (by —cos oz)2 +sin’a.

From here, it follows that

:M, b2:C0506+Sin0651np.
cos p cosp
Here, p = u3sinw, qg= 13 cos . Thus, the set of operators X, is reduced to the following

form:

exp—q cos(p — zx).

Xy = X3 = 2%, X, =
1= P2, 3 =Pp3+uXy 2 =P1 cosp 2 cosp

(87)

Let us find the vector fields K’E‘a) using the following matrices:

0 COS(,lg_,X) 0 @ —exp(—q)cos(p —a) cospexp(—q) O
C?‘a) - eXp(l(])) Co?p ) 0 ’ CIX = 1 0 0 ,
ex| cos(p—a —
u cc}))sz U2 co;;p 0 Uz 1
0 0 0 0 0 0
+ in2
&, =0 0 0 0 |gg3| -SRI s
, expq  cos(p—a) 0 —u expgcos(pta)  upsin®a 0
corp cosp 2 cosZp cosZ p

The system of Equation (14) has the following form:

cos(p +«) B sin?

_sinfaexp(=q) 5 4o
cosp (@ ()l cos p @

Uoya = e =0 Lyy=0 (88
1 _ &Xpq 2 _ p cos(p—ua)
e = cosp’ fwa = cosp

The solution can be represented in the following form:

sinp

v 3 OXPY
Yi=p, Y2 plslnoccoserpzsm (o)

cosp’

Y3 = p3 + Ml(Yz — p1cC€Os D(). (89)

ty = 01 (65 + exp (8] +u83)) + 65 cos(p — a) (67 + 63u”) + 5557, (90)

Here are the components of the tensor ¢*f = f’z‘a)éfb)iy”b :
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2
11 cos” (p+a 1 12 2 cos(p+u 1
g =an+ 7%(5’;;7 ) (ﬂzz +2u a3 +u ﬂ33) - 7“,(5;7 Hap +ulars)
4
70 sin*faexp(2 1 12 _
&= Tp;(q) (022 +2u a3 +u ﬂ33), §» = a3 o)
2
12 _ sin“aex 1 cos(p+a 1 12
8§ = 7cosppq (ﬂlz tutaz — C(+p) (6122 +2utay +u ﬂ33)>
13 _ _cos(p+a) 1 23 _ sinwexpg 1
g - 1113 COSp (a23 + u 1133), g - cosp (a23 + u ﬂ33)

5. Unsolvable Groups
For unsolvable groups G3(V1II), G3(IX), there is only the fourth version:

Xl = pz.

For group G3(IX), it does not matter which of the operators X, have to be diagonalized.
In the case of group G3(VIII), following Petrov, we choose the operator Xj as the diagonal-
ized operator. For both groups, the sets of Killing vector fields are the same for isotropic
and non-isotropic Petrov spaces, so in the case of group G3(IX) acting on an isotropic
Petrov space, the same local coordinate system {u?} is chosen as for the non-isotropic
case (Petrov [17] (f. 25.5) p. 157). As to the case of group G3(VIII) acting on an isotropic
Petrov space, this cannot be carried out because two spaces were omitted when classifying
non-isotropic Petrov spaces of type V3(V1II) (see Petrov [17] (f. 25.4) p. 157). Therefore, we
accept the coordinate systems used by Petrov when classifying the spaces of type V,; (VIII)
([17], formulas (25.35)—(25.37) p. 166).

5.1. GroupGs(VIII)

The structural equations are of the following form:
XiXo] = X1, XoXq] =X5,  [X1X3] = 2X,. (92)

As already noted, the case C‘E‘Z) = App; must be omitted, since from the structural equations
it follows that A, = 1 = X; commutes with operators Xj, X3, which is impossible. From
the structural equations of (92), it follows that

X1 = Xy exp(—u?), Xp = Xpexp(u?),

where Xl =a1p1+ b p2 +r1p3, )?3 =azp1 + bgpz + r3ps, X1/3 = X3,3 = 0. Without loss of
generality, one can assume r{ # 0. Using the admissible transformations of variables, it is
possible to reduce the operators X, to the following form:

X1=7ps3 exp(—uz), Xo=p2, X3= (p1 —2ulpy + (u32 - s)) expu® (e=0,£1). (93)

These operators of group Gz(VIII) for the case of null Petrov spaces were found by
Petrov in [17] (p. 165). It is impossible to turn the parameter ¢ to zero, even by coordinate
transformations of the general form (2). Since the types of solutions of the Killing equations
and equations (14) depend essentially on the values of the parameter ¢, the relations (93)
represent three non-equivalent sets of operators X;, each of which corresponds to a non-
equivalent set of operators of the group G3(VIII), which acts in the non-isotropic Petrov
space V4(VIII). Thus, the list of non-null homogeneous Petrov spaces of type Vi (VIII)
(see [17], f. 25.5) should be supplemented. Using the following matrices,
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0 1 0
Sy = 0 v !
a
—expu® (u22 + eexp 2u3) 2u?

7

eexp u® — u?’ exp(—u3) 2u?exp(—u®) —exp(—u)
Y = 1 0 0
x T 7
—u? 1 0

0 0 0 0 0 0
=010 1 0 |+8 0 0 0|,
0 2u® 2 —expu® 2eexp2u® 0

one can obtain the system of Equation (14) in the following form:

E%a),l = E?W E%a),l = —286?[{) exp u’, f?a)/l = —Zéiz) exp(—uS), (94)
Ogs=ls =0 Gos=Lay Lya=0 (95)

From the set of Equation (94), it follows that
E%a) = fluh), E%a) = f2(ul) expu’, E?ﬂ> = f2(ub). (96)
Let us substitute (96) to (95). As a result, we obtain the following;:
fioy = Floy S =200 Sy =20 ©7)

The dot denotes the derivative of u'. Depending on the values of the parameter ¢, one can
obtain following solutions of the set of Equation (97):

Le=0= f, = -Cflo= Cul? + C2u? +Ca, fly = 2Cou' +C; (Cf = const).
Hence the operators Y; can be represented as follows:

Yi=p1 Yo=p3+ ulpl, Y; = ulzpl + 2u1p3 — p2exp W = (98)

o
f(a

Matrix g*f = K?‘a)ﬁ(ﬁb)ly”b has the following form:

)= O3(8) + w52 + u6}) — exp(u®)8302 + 6% (2u' 62 + 53 (99)

2 3 4
gt = (tlu + 2ulays + ul®(azs + 2a12) + 2ul” g3 + apu’ )

2
g12 _ —expu3<a12+a23u1 + apul ), gzz

33 23 _

= apy exp 213 (100)

— 33 + 4ulans + 4ul 0y, g —expu3(ags + 2ulay)
2 3
13 = a3 + ul(asz +2a12) + 3u“ays + 2axu!

k4

2. e = +1. Let us introduce the functions st(u1), ct(u'), which, depending on the value of
the parameter ¢, have the following form:

| oxp(ven) —exp(—E) 1 explyu) + exp(-yiu)
2/e ’ 2

Then, solutions of Equations (95)—(97) can be represented in the following form:

st(u)

Elx

() = 01 (03 +st(2u')o; + ect(2u")57) + 205 (535t (2u') + edget(2u')) expu® + 265 (ct(2u') 6] +st(2u')é7).  (101)

The components of the matrix g*f are as follows:
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g

0q 0g 0g 09 0Q 0Oq

sinu

cos u3
o

= 0
(o) i
cos u
cos u3

W= g+ (”‘”Eﬂ} + ct(4ut) (W#) + eapzst(4ul) + 2(a1pst(2ul) + earzet(2u'))

12 _ |(en—ean) 4 ct(4ul) (7”33?”22> + 2eapsst(4ul) + 2a1pst(2ul) + 2a13ct(2u1)} exp u3

22 = 2exp 2u®[(azs — ean) + (a33 + ean)ctdul + 2eansst(4ut)] (102)
33 — 2[(6122 —eazs) + (am + £ﬂ33)Ct(4M1) + 2a23st(4u1)]

13 = 2appct(2ul) + 2a13st(2ul) + (ax + eazs)st (4ul) + 2apsct(4ul)

23 = [2(apy + eass)st(4ul) + 4earsct(4u')] exp u?

The difference between the null space case and the non-null space case is that in the case of
the space V5 (VIII) the function 11 can be converted to zero (as is actually done in formulas
(25.35)—(25.37) on p. 166 in [17]). In the case of non-null space, this cannot be carried out.

5.2. GroupGs(IX)

The structural equations have the following form:
X1Xo] = X3, [XoX3] =Xp, [XsX1] =Xz . (103)

A vector C‘E‘l) will be chosen to diagonalize. Obviously, the first variant leads to degeneracy
of the set. Therefore, without restriction of generality, one can assume X; = p,. From the
first and third equations of the structure of (103), it follows that

Xop=X3, X3p=-Xo=Xom+X,=0 (104)

The solution can be presented in the following form: X, = X, sinu? + X3 cosu?, X3 =
X, cos u? — X3 sin u?, where the operators X, have the following form:

Xp = app1 +bypa + rpp3 (105)

Without loss of generality, one can believe that r3 = 1. Then, by admissible transformations
of variables that conserve the form of the operator Xj, the functions a3, b3 can be converted
to zero. Thus, the operators X'p have the following form:

X3 =ps, Xo=apy+bapy+r2ps. (106)

From the second equation of system (103), it follows that

X1 = p2, X2 = pP3COS Uy + sin u? (Pl + P2 sin Ll3), X3 = X2,2 . (107)

CoS U3

This form corresponds to Petrov [17] (£f. (25.6), p. 157). Let us find the solution of the system
of Equation (14). To do this, we use the following matrices:

sin uz% cos u? sinu?cosu® —sinu® cosu?cosu’
0 S A 1 0 ) (108)
cos 28N gin 42 cos u? 0 — sin u?
cosu
0 0 —cosu? sinid 1 g
(b) 2 3 cos U cos U
Cﬁ é?b)” B % ! 1 2inu3 ) * 57 0
cosud  cosud 0 0 0 0
The system of Equation (14) will take the following form:
1 E%ﬂ) 2 2 sinud 3
E(a),B = cosiB e(a),B = g(z;) cosu3 ()3 0 (109)
1 _ 43 sinud 2 _ 3 _ 392
tn =eosd bon = Lawpa = — 08wl
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11
g =
12 _

2 _
33 _

0q 0q 09q

13 _
23 _

oQ

oqQ

The system (109) has a solution:

sin u3 .3 1
Yi=p1, Y2= (p2 +pisinu®) +pzcosu’, Yz=Yr1 =

cos u3

/4

3
sin u ) 0 .
(82sinu' + 67 cosu®)) + c052 (62 sinu® + 63 cos ul )+

® _50& (51
1 “+cosu3

(a) — w3
+6%(02 cosu! — &3 sinul).

The components of the matrix g*/ are as follows:

3 . 3 — .
a11 — 2888 (agp sinu! 4 agz cos u') 4 (SRU5)2 (4702 4 (9802 )) cos 2ul + aps sin 2u?)
1_ cos 3

oo (a2sin ul + ay3cosu s (%502 4 88502 0052yl + Ay sin2ul))
Sin% — (28502 4 88502 0052yt + Ay sin 2ul)

s].nlu3 (23102 1502 0052yl — gy sin2ul)

ap cos ul — ajzsinul — %(% sin2u! + a3 cos 2u')

ot 4 02705 005 2u! — ap3 sin 2u!

(110)

6. List of Obtained Results

In this section, all non-equivalent sets of operators of groups G3(N) acting simply
transitively in homogeneous Petrov spaces V4(N) and V, (N) are given. The generators of
infinitesimal transformations are given by Killing vector fields: X, = Cépi. The generators
of non-infinitesimal transformations are given by the vector fields of the reper: Y, = ¢ip;.
All sets of operators X,, except for those acting in Petrov spaces V,(VIII), are equivalent
to those in Petrov’s book [17] (formulas (25.1)—(25.6) and (25.24)—(25.38)). In contrast to
Petrov’s book, all solutions for spaces V, (VIII) are given in the canonical semi-geodesic
coordinate system (6). The contravariant components of the metric tensor of the spaces
are given in Sections 5 and 6. All sets of operators of each group that are non-equivalent
with respect to the admissible coordinate transformations of the form (8) are equivalent
with respect to admissible coordinate transformations of the form (2). The exception is the
group G3(N). Each of the three sets of operators of the group G3(VIII) is non-equivalent
to the other two sets with respect to both coordinate transformations (2) and (8).

1. Group Gs(II)
First version

Xi1=p1, Xo=p2, Xz= u2p1 + ps- (111)
Yy =p1;, Ya=u’p1+ps Ys=ps. (112)
Second version
X1 =p2, Xo=ps Xs=p1+u’p2, X3=Xz+L(u)ps. (113)
Yi=p1, Ya=p2 Ys=p1+u’ps. (114)
2. Group G3(III)
First version
Xi=p1, Xa=p2, Xz=ps+u’py, (115)
Yi=p1, Yo=prexpu’, Ys=ps. (116)
Second version
X;i=p2, Xo=ps Xs=p1+u’ps, Xs=Xz+Lu)ps (117)
Yi=p1, Ya=pz Ys=psexpu'. (118)

Third version
X1 =p2 Xpg=prexp—u’, Xz=ps. (119)
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Yi=p1;, Ya=p2 Ys=ps—u'p:. (120)
3. Group G3(IV)
First version
X1 = PleXP(_”B)' Xa =p2, X3 =ps+u’(prexp(—u3) + p2) (121)
Y) =p1, Yo=piu’+prexpus, Ys=p;—piu’, (122)
Second version
Xi=p2 Xe=ps Xs=pi+ @ +ud)p2+u’ps. (123)
Y1 =p1, Y2 =paexp ul, Y;= (ps + plul) exp ul, (124)
Third version
Xl = p2, Xz = p1exp (—Ll3) - p21/l3, X3 =p3 + p2u2. (125)
Y1 = paexp ud, Y, = P, Ys=p3+ ut (p1 +p2exp u?), (126)
4. Group G3(V)
First version
Xi=p2, Xo=ps Xs=p1+u’py+u’ps (127)
Y| =p1, Y2=p2exp ul, Y, = paexp ul, (128)
Second version
X; =p2, Xo=piexpus, Xz=—ps+u’py, Xo=Xo+ opa. (129)
Y =p1, Yo=poexp us, Yo =p2+ ulpl. (130)
5. Group G3(VI)
First version
X1 = plexp(—u?’), Xo=p2, Xz=p3+ qung. (131)
Yl = pl, Yz = pzexp(qu3), Y3 = p3 — M1p1. (132)
Second version
X1 =pa, Xo=ps, Xs=pi+ulps+qups. (133)
Yi=p, Yo= pzexpul, Y; = pg,exp(qul). (134)

Third version
X1 =p2, Xo=prexp(—qu’) +prexp((1—q)u’), Xz=ps+u’py. (135

Y1 =p1, Yo =paexpu®, Yz =psz+u'(p2(l—q)expu’ —qpy). (136)

Group G3(VII)
First version

Xi=pa, Xo=ps, Xs=p1+u(2cosaps—p2)+u’ps. (137)
Y1 =p1, Yo= (pasinp —pssin(p+a))expq, Y3 = (pacosp— pzcos(p+a))expq (138)
(p =u?sina, q=—ucosa).

Second version

exp—q cos(p —a) (139)
cos p cosp

X1 =p2, Xs=p3+u’Xa, Xo=p1
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. sin . ex
Yi=py Yo=p smszOSZ +p2 smz(zx)?gz, Y3 = p3 +ul (Yo — pycosa).  (140)
Group G3(VIII)
2

Xi=psexp(—12), Xa=p2 Xa=(pr—20ps+ (1" —¢))expu? (e =0,+1). (141)

First version ¢ = 0
Yi=p Vo= Lo, Y5 = ul’py +2ulps — 3 142
1=p1 Ya=ps+up, Ys=u p1+2ups—prexpu’. (142)

Second version ¢2 = 1
Yy =p1, Yo =pist(2ul) + 2expulst(2ul)py +2ct(2ul)ps, Yz = €Yoy, (143)
where the following functions are introduced:

exp(vEu) —exp(—Er) 1 exp(VEu) +exp(—yEu)
2./e ' 2 '

st(u) =

Group G3(IX)

Xi = p2, Xo = pscosu® + S (py 4 prsinud), Xz =Xoz - (144)
sin u® 3 1
lepl, YZI (szrplsmu )+p3COSM , Y3:Y2’1.

cos u3

7. Conclusions

In the theory of gravitation, a special place is occupied by Riemannian manifolds,
on the spacelike hypersurfaces of which three-parameter groups of motions act simply
transitively. These manifolds, which are usually called homogeneous spaces of type N by
Bianchi, generalize the homogeneous isotropic model of the Universe (see [34]). They are
models of a homogeneous but non-isotropic Universe and may be of interest, for example,
in the early stages of the Universe’s life. Obviously, the traditional models of the Universe
are special cases of these spaces. Homogeneous Petrov spaces, the classification of which
is completed in the present paper, generalize these homogeneous spaces in the following
way. First, in homogeneous Petrov spaces, non-null hypersurfaces of transitivity can be
time-like. Second, these hypersurfaces can be isotropic. Homogeneous Petrov spaces with
null hypersurfaces of transitivity can serve as models of plane-wave metrics (examples of
the study of such spaces can be found in [22-24]). The geometry of homogeneous Petrov
spaces in both cases is determined by the geometry of transitivity spaces V3(N) (in the null
case under the condition that the Killing vector fields are independent of u).

Note that homogeneous Petrov spaces belong to the type of spaces admitting three
Killing fields (vector or tensor). Besides them, such a feature is also possessed by Stackel
spaces (see, for example, [21] and the bibliography therein). For spaces of this type there
are methods of exact integration of the equations of motion of test bodies. Gravitational
equations in these spaces can be reduced to systems of ordinary differential equations.
The classification carried out in this paper facilitates the transition to these systems. Thus,
the classification of all Riemannian spaces with Lorentz signature admitting a triple of
Killing fields is completed (see also [35,36]).
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