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Abstract: The ATLAS experiment is one of the two general-purpose detectors
at the Large Hadron Collider (LHC) at the European Organisation for Nuclear
Research (CERN) in Switzerland. ATLAS is designed for precision measurements
of particle properties, the search of the Higgs boson and new physics beyond the
Standard Model. The experiment got worldwide attention in 2012, when after
the collaborative efforts with the CMS experiment the Higgs boson discovery
was announced. After the discovery, the precision measurements of its properties
became one of the main objectives of the LHC physics programme, since a potential
observation of deviations from the Standard Model predictions might lead to the
discovery of new physics.

In this thesis, the measurements of the Higgs boson production cross-sections in
the H — 77 decay channel are presented. Based on the proton-proton collision
data collected at the centre-of-mass energy of 13 TeV in years 2015 and 2016, the
signal over the expected background from the other Standard Model processes
is established with the observed significance of 4.40. Combined with the data
collected at 7 and 8 TeV, the observed signal significance amounts to 6.4, which
constitutes a single experiment observation of the H — 77 decays by ATLAS. All
presented results are found to be consistent with the Standard Model predictions.
In addition to the analysis, we introduce the topic of time calibration of the Tile
Calorimeter and its subsequent time stability monitoring during the data taking
in years 2015 and 2016.
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Introduction

The Large Hadron Collider (LHC) [1] is a proton-proton (pp) accelerator built in
the European Organisation for Nuclear Research (CERN). It is designed to collide
two proton beams at the centre-of-mass energy (1/s) of 14 TeV at the luminosity of
103* em~2s7!. ATLAS (A Toroidal LHC Apparatus)[2] is one of the multipurpose
detectors built at the LHC designed to study the widest possible range of physics
processes.

The Standard Model (SM) of particle physics [3, 4, 5] describes all currently
known fundamental particles — fermions and bosons, and their interactions. It has
successfully passed many experimental tests such as the prediction of intermediate
vector bosons W and Z existence. Moreover, it predicts the existence of the Higgs
boson, whose direct observation was the last missing piece of the SM for long
decades. The Higgs boson is a scalar particle emerging the SM as a leftover of
the Brout-Englert-Higgs mechanism (BEH mechanism), which generates masses
of the fundamental particles in the SM by utilising the electroweak symmetry
breaking mechanism.

In 2012, the ATLAS and CMS [6] collaborations discovered a particle with a
mass of approximately 125 GeV consistent with the SM Higgs boson. The excess
of events with a signal significance greater than 50 was observed in the decays to
vy, WW* and ZZ* |7, 8.

The Higgs boson coupling to fermions has been established with the observation
of the H — 77 decay mode, which was discovered combining ATLAS and CMS
results obtained by analysis data collected in years 2011 and 2012 [9, 10, 11].
The Higgs boson couplings to other fermions such as top and bottom quarks [12,
13, 14, 15] have been observed as well. However, only upper limits exist on its
coupling to muons [16, 17] and thus H — 77 has been the only leptonic decay
mode accessible with the currently available datasets.

The Higgs boson properties, such as its coupling strengths, spin and charge-
parity (CP) quantum numbers were predominantly studied in the bosonic decay
modes [18, 19, 20, 21] and have not shown any significant deviations from the SM
expectations.

The main part of this work describes the author’s contribution to the mea-
surements of the Higgs boson production cross-section in its decays to a pair of
tau leptons. The data used for these measurements were collected by the ATLAS
detector in pp collisions at /s = 13TeV in years 2015 and 2016. Combining
the results presented in this thesis with Run 1 results led to the single experi-
ment discovery of the Higgs boson decays to a pair of tau leptons at the ATLAS
experiment [22].

Furthermore, we introduce in detail the hadronic Tile Calorimeter (TileCal) [23]
of the ATLAS experiment and its time calibration. The TileCal provides essential
input to the measurement of jet energies and to the missing transverse energy
reconstruction. The amount of energy deposited by the incident particle in
the corresponding calorimeter cell is proportional to the maximum height of
the analogue pulse in one channel. The electrical signal for each channel is
reconstructed from seven consecutive digital samples taken every 25 ns. The goal
of the time calibration is to reconstruct the signal pulse in such a manner that the



maximum of the signal peak corresponds to the central sample. This correction
is necessary due to the fluctuations in particle travel time, channel-to-channel
differences in the signal propagation time and uncertainties in the electronics
read-out. The incorrect time calibration and consequently the incorrect signal
reconstruction may lead to the inaccurate energy reconstruction. Moreover, the
correct channel time is necessary for the object selection and time-of-flight analyses
searching for hypothetical long-lived particles entering the calorimeter. Usually,
the time calibration is performed each year before the start of the data taking.
During the data taking, sudden changes in time settings might occur for some
channels. It is, therefore, necessary to monitor the time stability during the data
taking and if needed, to provide the corrections to the time constants saved in
the database.

The thesis is structured as follows: Chapter 1 introduces the theoretical
foundations of the analysis and briefly summarises the Higgs boson searches and
measurements of its properties. Chapter 2 describes the ATLAS detector at the
LHC. Chapter 3 describes in more detail the hadronic Tile Calorimeter of the
ATLAS detector and its time calibration. In Chapter 4, we present the strategies
used in high-energy physics for developing a statistical model of data. Chapter 5
gives an overview of the measurement of the Higgs boson production cross-section
in its decays to a pair of tau leptons with the ATLAS detector.



1. The Higgs boson of the
Standard Model

The SM of particle physics [3, 4, 5] is a theory which describes all currently known
fundamental particles — fermions and bosons, and their interactions. An overview
of these particles together with their masses, spin and electric charge quantum
numbers is shown in Figure 1.1.

The SM predicts the existence of one scalar boson (spin 0) — the Higgs boson.
All other fundamental bosons in the SM are vector fields (spin 1) and they mediate
the fundamental interactions. Massive W and Z bosons mediate the weak force,
while a massless photon v and gluons g mediate the electromagnetic and strong
interaction, respectively.

In general, the SM is based on the local SU(3). x SU(2), x U(1)y gauge
symmetry, where ¢ denotes colour, L weak isospin and Y weak hypercharge. The
non-Abelian SU(3). gauge symmetry drives the strong interaction between quarks
and gluons, while the SU(2), x U(1)y gauge symmetry rules the electroweak
interaction. The gauge theories predict the intermediate vector bosons to be
massless, while the SU(2), symmetry forbids massive chiral fermions. However,
it is well known from experiments that the intermediate vector bosons W and
Z have non-zero masses. These can be introduced in the SM via the BEH
mechanism [24, 25, 26, 27, 28] by introducing an SU(2) doublet scalar field @,
the BEH field. It can be written as

P — @Z) , (1.1)

where the two complex components ¢ and ¢° are equivalent to four real fields.
Due to its non-vanishing vacuum expectation value v = v/2(®), it reduces the
electroweak gauge symmetry to the electromagnetic gauge symmetry U(1)gy.
Hence, the ground state of the theory is invariant only under the strong SU(3).
and the electromagnetic U(1) gy gauge symmetries and thus leaving gluons and
photon massless. Three degrees of freedom of ® are absorbed in the mass terms of
the Z and W bosons, while the remaining degree of freedom results in a physical
state — the Higgs boson. The Higgs boson mass is a free parameter within the
theory. Additionally, in the theory with massive W and Z bosons, the Higgs
boson ensures the unitarity of tree-level scattering amplitudes at high energies.
The Higgs boson couplings to all fundamental particles are proportional to
the particles” masses. For the intermediate vector bosons W and Z, their masses

are predicted to be
1
my = 50\/92—|—g/2 (1.2)

1

where g and ¢’ are the SU(2);, and U(1)y gauge coupling constants, respectively.
The BEH mechanism can be utilised to generate masses of fermions as well. An
interaction between the BEH field and fermion fields is driven through the Yukawa

and
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Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
| Il ]
mass  =2.2 Mev/c2 =1.28 GeV/c? =173.1 GeV/cz 0 =125.09 GeV/c2
charge 34 % % 0 0
spin | % u % C % t 1 y 0 H
up charm top gluon higgs
=4.7 MeV/c2 =96 MeV/c2 =4.18 GeV/c2 0
-4 =4 =4 0
. @Il @I @I @
down strange bottom photon

=0.511 MeV/c2 =105.66 MeV/c2 =1.7768 GeV/c2 =91.19 GeV/c2
-1 -1 -1 0
ko] e e I-I- e T 1 b

electron muon tau Z boson

~

<2.2 eV/c2 <1.7 MeV/c2 <15.5 MeV/c2 =80.39 GeV/c2
0 0 0 +1
. Ve . VH . o L W

electron muon tau

neutrino neutrino neutrino W boson

—

Figure 1.1: The fields of the Standard Model with their respective masses, spin
and electric charge quantum numbers. Fermions are arranged in three families,
each containing a pair of quarks (violet) and a pair of leptons (green) with the
same quantum numbers, but different masses. Bosons (red) include the vector
bosons, which mediate the fundamental interactions, and the scalar Higgs boson
(yellow). The massless photon mediates the electromagnetic force between all
electrically charged particles. The eight massless gluons mediate the strong
interaction between quarks and gluons. The massive W and Z bosons mediate the
weak interaction. The massive scalar Higgs boson couples to all massive particles.
For electrically neutral neutrinos, it is not yet known whether they are different
from their anti-particles [29].

interaction. The coupling constant for the Yukawa interaction is proportional to

the fermion mass m

f
= ——. 1.4
grra v (1.4)

1.1 Higgs boson production

The main Higgs boson production processes at the LHC are: gluon—gluon fusion
(ggF), vector boson fusion (VBF), the associated production of a Higgs boson with
a vector boson (VH, where V' is W or Z boson) and the associated production
of a Higgs boson with a top-antitop or bottom-antibottom quark pair (ttH
or bbH). Examples of leading-order Feynman diagrams of these processes are
shown in Figure 1.2. In this section we assume the Higgs boson mass to be
my = 125 GeV [30].



(d)

Figure 1.2: Examples of leading-order Feynman diagrams of the Higgs boson
production modes: (a) gluon—gluon fusion, (b) vector boson fusion, (c) the
associated production of a Higgs boson with a vector boson (VH, where V' is W or
Z boson) and (d) the associated production of a Higgs boson with a top-antitop
or bottom-antibottom quark pair (¢£H or bbH) [32].

The corresponding production cross-sections ¢ in pp collisions at the centre-
of-mass energy /s = 13 TeV are shown as the function of the Higgs boson mass
my [31] in the left plot in Figure 1.3. The production cross-section values listed in
Table 1.1 taken from [31] correspond to those used in the measurement presented
in Section 5.

The dominant Higgs boson production mode at the LHC is the ggF, with the
main contribution from the top quark loop, since the Higgs boson coupling to
fermions is proportional to the fermion mass. The cross-section depends on the
parton distribution function (PDF) of a gluon in a proton and on the quantum
chromodynamics (QCD) radiative corrections.

In the second highest production cross-section mode, VBF, each of the two
initial quarks radiates one vector boson. The two vector bosons annihilate and
produce the Higgs boson, while the two radiated quarks subsequently hadronise
and form two jets, which are emitted predominantly to the forward region of
the detector. Even though its production cross-section is an order of magnitude
smaller than for ggF, VBF is very important Higgs boson production mechanism,
due to its typical final state topology with the two jets.

To test the SM predictions, it is necessary to explore all accessible production
mode processes. The Yukawa couplings of the Higgs boson to fermions determines
the ggF, while VBF depends on the coupling to the weak vector bosons. Similarly,
the ttH production allows for the direct measurement of the top quark Yukawa
coupling.
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Figure 1.3: Left: The SM Higgs boson production cross-sections near
my = 125GeV in pp collisions at /s = 13TeV. Theoretical uncertainties are
indicated as bands [31]. Right: Branching ratios for the main decays of the
SM Higgs boson near my = 125 GeV. Theoretical uncertainties are indicated as
bands [31].

Table 1.1: The SM Higgs boson production cross-sections for my = 125 GeV in
proton-proton collisions at /s = 13 TeV [31].

process ‘ ggF VBF WH ZH ttH total
cross-section [pb] ‘ 44.1fﬂ§; 3.783;‘3 1.373;‘3 O.88Jj§;‘j O.51f?§’% 50.6

1.2 Higgs boson decay modes

The Higgs boson coupling to the final-state particles determines the branching
ratios B of the Higgs boson decays, which is shown as a function of my in the
right plot in Figure 1.3. The values of B and corresponding relative uncertainties
for the Higgs boson with my = 125 GeV are shown in Table 1.2.

The Higgs boson with a mass of 125 GeV most frequently decays into a bottom-
antibottom quark pair, since b quarks are the heaviest particles which can be
produced on-shell. However, due to the large QCD background, this decay mode
is very difficult to analyse. On the other hand, the H — 77 decay mode, which
has the second highest B among the Higgs boson decays to fermions, provides
good discrimination between the signal and background processes. Decays into a
pair of ¢ quarks are very difficult to distinguish from the QCD background, which
in combination with the low B of this decay makes its observation impossible
using the currently available datasets. Although H — uu provides a very clean
signature in the detector due to the high di-muon invariant mass resolution, the
decay suffers from extremely small B and thus its experimental measurement is
very challenging.

The Higgs boson decays into two weak vector bosons are suppressed, since



Table 1.2: Branching ratios and relative uncertainties for a SM Higgs boson with
mpy = 125 GeV [33].

Decay channel Branching ratio Rel. uncertainty [%]

H — vy 2.27 x 1073 +5.0/ — 4.9
H— 77 2.62 x 1072 +4.3/ — 4.1
H— WW* 2.14 x 10~ +4.3/ — 4.2
H =717 6.27 x 1072 +5.7) — 5.7
H — bb 5.84 x 107! +3.2/ —3.3
H — Zy 1.53 x 1073 +9.0/ — 8.9
H — 2.18 x 1074 +6.0/ — 5.9

only one of two bosons can be produced on-shell. This means that the accessible
decays are H — WW* H — ZZ* and H — vyy. The H — ~v decays occur
only in the second order perturbation theory through W boson or top quark
loop, thus resulting in a very small B. However, H — 77 decay has a very clear
signature and high di-photon invariant mass resolution. The decay to a pair of
gluons is impossible to study on hadron colliders due to the presence of large QCD
background.

To suppress large contribution from higher order QCD processes to the pro-
duction cross-section, in many Higgs boson analyses (including the one presented
in Section 5), we consider only the events with at least one additional jet. In such
cases, the Higgs boson recoils against the jet(s) and obtains significant momentum,
which helps to identify the events with the Higgs boson.

1.3 Higgs boson discovery and measurements of
its properties

One of the main motivations for the construction of the LHC was the search
for the Higgs boson in pp collisions. The collider commenced its operation in
November 2009 and the first period of physics data taking lasted until spring
2013. Data samples collected during this period at /s = 7 and 8 TeV correspond
to integrated luminosities of about 5fb~! and 20 fb™!, respectively. The resulting
dataset is generally referred to as Run 1. The LHC was shut down in February
2013 for its two-year upgrade called Long Shutdown 1 (LS1). The LHC restarted
again in April 2015 and data taking continued at /s = 13TeV until the end
of 2018. This period of data taking is referred to as Run 2 and collected data
correspond to an integrated luminosity of about 150 fb~1.

The Higgs boson searches at the LHC used Run 1 dataset, which covered the
mass range up to about 1TeV [34]. The Higgs boson was discovered in 2012 by
the ATLAS and CMS experiments in decays to vy, WW* and ZZ* [7, 8]. Data
used for this discovery correspond to an integrated luminosity of about 11fb~!
of Run 1 dataset collected by each experiment. This discovery has later been

9
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Figure 1.4: The summary of the Higgs boson mass measurements from the
individual and combined analyses. It shows the results obtained by analysing
36.1fb~! of Run 2 dataset recorded by the ATLAS experiment [36], in comparison
with the combined Run 1 measurement by the ATLAS and CMS [30] collaborations.
The statistical-only (horizontal yellow-shaded bands) and total (black error bars)
uncertainties are indicated. The (red) vertical line and corresponding (grey) shaded
column indicate the central value and the total uncertainty of the combined ATLAS
Run 142 measurement, respectively.

confirmed in di-boson final states by analysing full Run 1 dataset, resulting in
increased precision of the measurement.

The observation of the H — 77 decay mode established the Higgs boson
coupling to fermions with a signal significance of 5.5 standard deviations o by
combining the results from the ATLAS and CMS experiments results [9, 10, 11]
using Run 1 dataset. Moreover, the CMS collaboration used 35.9fb~! of Run 2
dataset and reached the signal significance of 4.90 and 5.90 by combining these
results with Run 1 measurement [35]. Recently, we have observed the Higgs-boson
coupling to other fermions such as top quarks [12, 13] and bottom quarks [14, 15].
On the other hand, on the Higgs boson coupling to muons [16, 17| only upper
limits exist and the H — 77 decay mode has been the only accessible leptonic
decay mode.

The properties of the new particle such as mass, spin and CP quantum numbers
as well as the production modes and decay rates have been predominantly measured
in di-boson decays [18, 19, 20, 21] and are in agreement with the SM predictions
for the Higgs boson.

Below, we present measurements conducted by the ATLAS experiment, how-
ever, one should note that the results from the ATLAS and CMS experiments’
measurements are in agreement.

The Higgs boson mass measurement is performed using H — vy and H —
Z 7" — 40 final states due to the high mass resolution. By combining these two

10



channels, the mass is measured to be my = 124.97 £+ 0.24 GeV [36] by using both,
the Run 1 and 36.1fb~! of Run 2 datasets. The results are shown in Figure 1.4.

Combined measurements of the Higgs boson production cross-sections, B and
couplings are summarised in Figure 1.5 [37]. These results combine the Higgs
boson decays into vy, ZZ*, WW*, 77, up and bb using up to 79.8fb~" of Run 2
dataset.

ATLAS Preliminary Observed +1o
Stat. uncertainty
Vs=13TeV, 36.1-79.8 b Syst. uncertainty ==
my =125.09 GeV, |yH| <25 SM prediction
124 kaf4
V4 I-t‘ﬁ-i
ggF ww ‘IEEH
7T ——
comb.| %EI 777777777777777777777777777777777777777
Yy ‘I—Eﬂ
2z | I = i
VBF ww I—EE—I‘
(22 (|
comb.| ;-EEH ___________________________________
Yy |—E‘-E—|
2z I = i
VH bb I—‘EE-|
comb.| pRs— % 77777777777777777777777777777777777777777
Yy |—‘EE—|
vv ITEEH
ttH+tH == === =
b | b——
comp.| ==

-1-050 05 1 15 2 25 3 35 4

o x B normalized to SM value

Figure 1.5: Measured o x B for ggF, VBF, VH and tt H+tH production mechanism
in each relevant decay mode, normalised to their SM predictions [37]. The values
were obtained from a simultaneous fit to all decay channels. The cross-section
for the VH and ttH for H — 77 process is fixed to its SM prediction. Combined
results for each production mode are also shown, assuming SM values for B into
each decay mode. The black error bars, blue boxes and yellow boxes show the
total, systematic, and statistical uncertainties in the measurements, respectively.
The grey bands show the theory uncertainties in the predictions.
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2. The Large Hadron Collider
and the ATLAS experiment

2.1 Large Hadron Collider

The LHC [1] is a circular accelerator with the circumference of approximately
27km lying beneath the French-Swiss border. Its goal is to study particle physics
processes at energies and luminosities that have not been reached before. The
LHC is constructed to collide two proton beams at the centre-of-mass energy of
14 TeV and the luminosity of 10** ecm=2s~!. In order to reach the energy of 7 TeV
per beam, superconducting magnets capable to generate a magnetic field of 8.3 T
are needed to bend the beams in a ring of a given circumference. By design,
proton beams in the LHC are composed of 2808 bunches spaced by 25ns with
each bunch containing 1.15 x 10! protons. As the result of high instantaneous
luminosity, several pp interactions occur in the same bunch crossing (event). This
effect is called pileup.

Around the LHC ring, proton beams intersect at four interaction points (IPs)
where four detectors are installed: ALICE [38], ATLAS [2], CMS [6] and LHCD [39].
ATLAS and CMS are multipurpose detectors designed to test the SM and search
for new physics at TeV scale. ALICE specialises in heavy ion physics and LHCb
focuses on B-meson physics.

2.2 ATLAS detector

The purpose of the ATLAS detector is to reconstruct and identify all products
emerging from the collisions at the LHC. Since different kinds of particles interact
with detector materials in different ways, the particles can be distinguished based
on the signal they leave in various detector components. Although, some particles
such as neutrinos do not leave any signature, their presence in the detector can
be established by computing the missing transverse energy FERs.

Figure 2.1 shows a schematic view of the ATLAS detector. Its sub-detectors
can be divided into three categories: tracking detectors, which are closest to the
beam pipe, followed by the calorimeters and the muon system, which covers the
outermost part of the detector. The measurement of the particles” momenta is
based on the curvature of the reconstructed tracks, thus the tracking detectors
are embedded in a 2T strong solenoidal magnetic field. Cylindrical parts in the
central region of the detector form the so-called barrel with end-caps placed at
each end of the barrel-shaped detector. The main requirements on the detector
design are:

e Efficient reconstruction of the interaction vertices.

e High reconstruction efficiency of particle tracks and good momentum resolu-
tion.

e Precise electromagnetic and hadronic energy measurements in the calorime-
ters for the reconstruction and identification of photons, electrons, muons,
hadronic tau decays, jets and L3,
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Figure 2.1: A schematic overview of the ATLAS detector [2].

e High granularity and solid angle coverage.

The ATLAS uses a right-handed coordinate system [2] with the origin at the
nominal IP. The z-axis runs along the beam pipe, the y-axis points upwards to
the Earth’s surface and the z-axis points from the IP to the centre of the LHC
ring. The xy plane, referred to as the transverse plane, is often described in terms
of R — ¢ coordinates. The azimuthal angle ¢ is measured from the z-axis around
the beam pipe, while the radial dimension R measures the distance from the beam
pipe. The polar angle # is defined as the angle from the positive z-axis. However,
instead of the polar angle, we frequently use the pseudorapidity 7 defined as

n = —Intan(0/2). (2.1)
The pseudorapidity equals to the Lorentz invariant rapidity y in the limit of
massless particles
1 E
y:—hl( +pz>, (2.2)

where F is the energy of a particle and p, its momentum component along the
beam axis. Transverse momentum and energy are defined as pr = psinf and
Er = E'sin6, respectively. The angular separations between the particle tracks

are measured by the distance AR = \/(A¢)2 + (An)? in the n — ¢ plane.

2.2.1 Inner detector

The inner detector (ID) system [41] consists of three sub-detectors exploiting
different techniques of particle detection: a silicon pixel detector including the
Insertable B-Layer (IBL) detector, the semiconductor tracker (SCT) and the
transition radiation tracker (TRT). These are used to reconstruct the charged
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Figure 2.2: A sketch of the ATLAS inner detector showing all its components,
including the Insertable B-Layer (IBL) detector. The distances to the interaction
point are also shown [40].

particles’ tracks, measure the position of the initial pp interaction, the primary
vertex, or secondary vertices, and identify electrons. The ID system layout is
shown in Figure 2.2.

In the barrel region, the pixel and SCT detector layers form concentric cylinders
around the beam axis, while the TRT straws are parallel to the beam line. In the
end-cap regions, all tracking elements are mounted on discs perpendicular to the
beam axis.

The ATLAS Pixel Detector is composed of three layers of silicon pixel detectors
and provides the highest granularity of the three sub-detectors. It uses silicon
sensors with a nominal size of 50 pm x 400 pm and its expected resolution is
10pm (R — ¢) x 1151m (z).

During the LS1, the IBL has been added to the pixel detector as an additional
layer, in order to reduce the distance from the IP to the first tracking layer.
It consists of silicon pixel modules, which surround the beam pipe at a mean
radius of 33mm. The expected hit resolution with conventional clustering is
~8um (R — ¢) x 40pm (z) [42].

The SCT is a silicon microstrip detector with multiple layers, each consisting
of two sets of strips glued together at the 40mrad angle!, thus allowing for a
two-dimensional measurement. Four layers are used in the SCT barrel region and
provide a spatial resolution of 17um (R — ¢) x 580 um (z). Nine disks with one
set of strips running radially are placed in the end-cap region. The SCT is able to
distinguish tracks if they are separated by more than 200 pm.

1One set of strips in each layer is parallel to the direction of the beam.
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Figure 2.3: The calorimetry system of the ATLAS detector [43].

Both silicon detectors cover the pseudorapidity region up to |n| < 2.5 and
they are complemented by 4 mm diameter straw tubes of the TRT, which provide
track measurement in R — ¢ up to |n| < 2.0. The straw tubes are filled with a
Xe-based gas mixture and have an unique ability to identify electrons by detecting
the transition radiation photons. The TRT measures typically 36 hits per track
with a hit position accuracy of 130 pm per straw.

A track is usually considered to be of good quality if it crosses three pixel
layers and eight strip layers. The designed resolution of the tracking system is

T 0.05%pr @ 1%, (2.3)
pr

with pr in GeV.

2.2.2 Calorimetry system

The calorimetry system, shown in Figure 2.3, embodies different types of sampling
calorimeters covering the total pseudorapidity range || < 4.9. Its goal is to
measure the energy and direction of the particles emerging from the collision. The
fine granularity of the electromagnetic calorimeter [44, 45] in the region matched to
the ID is necessary for electron and photon measurements. The coarser granularity
of hadronic calorimeters [23, 44, 46] is sufficient for jet reconstruction and ERss
measurement.

One of the key features of calorimeters is their depth, which determines their
ability to absorb electromagnetic and hadronic showers. The total depth of
electromagnetic calorimeters is at least 22 radiation lengths X in the central
region and 24 X in the forward region.

The total thickness of electromagnetic and hadronic calorimeters combined
amounts to approximately 10 interaction lengths. Sufficient thickness of the
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calorimeter together with the high |n|-coverage ensures a precise E2' measure-
ment. This is important in many measurements of the SM particles properties,
including the measurement presented in Chapter 5.

The designed resolution of the calorimeters is (with E in GeV) [2, 45, 23]:

e Electromagnetic calorimeter (|n| < 3.2): & = IOZ’ ® 0.7%.

e Hadronic calorimeter (jets):

— Barrel and end-cap (|n| < 3.2): & = E% @ 3%.
— Forward region (3.1 < |n| <4.9): & = L\/OE% ® 10%.

Electromagnetic calorimeters

An electromagnetic calorimeter is a lead-LAr sampling calorimeter consisting of
kapton electrodes interleaved with lead absorber plates. The electrodes have an
accordion-shape and thus provide complete ¢ symmetry without any azimuthal
cracks. In the region of || < 2.5, which is the most important for precision
measurements, the calorimeter consists of three longitudinal segments.

The first layer allows for accurate positioning measurement because of its fine
segmentation. The second layer collects the largest fraction of an electromagnetic
shower. Usually, only the tail of the shower can reach the third layer, therefore its
coarser segmentation is sufficient.

Electrons and photons lose energy as they enter the calorimeter. In order to
measure the energy losses and correct for them, a presampler, which consists of
an active 1.1 cm (0.5 cm) thick LAr layer in the barrel (end-cap) region, is placed
in the region |n| < 1.8.

Hadronic calorimeters

The ATLAS detector accommodates three hadronic calorimeters: the TileCal [23],
Hadronic End-cap Calorimeter (HEC) [44] and Forward Calorimeter (FCal) [46].
The TileCal, which uses scintillating tiles and steel absorber plates and covers
the pseudorapidity range |n| < 1.7, is described in detail in Chapter 3. The
HEC is a LAr sampling calorimeter with copper-plate absorber that covers the
pseudorapidity range from 1.5 < |n| < 3.2. The FCal covers the region of |n| < 4.9
and it uses LAr as the active medium. It is divided into three modules in each end-
cap. The first one uses copper as an absorber and is optimised for electromagnetic
measurements, while the other two modules use tungsten to measure mainly the
deposition of hadronic energy.

2.2.3 Muon system

The muon system [47] uses the arrangement of toroidal magnets and gaseous
detectors to identify muons and measure their momenta. It covers the region of
In| < 2.7 and consists of 8 superconducting toroidal coils in the central region as
well as in each end-cap region. In addition, the muon system includes the trigger
chambers that provide fast signals.

In the barrel region, the spectrometer chambers form three cylindrical layers
around the beam axis, shown in Figure 2.4. In the transition and end-cap regions,
the chambers are installed in three planes perpendicular to the beam axis.
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Figure 2.4: A schematic view of the muon spectrometer in the zy projection [47].

Two different types of muon chambers are used for the position measurement:
the Monitored Drift Tube chambers (MDTs) and the Cathode Strip Chambers
(CSCs). The MDTs provide a precision measurement of the muon tracks and they
are used in most of the detector regions within |n| < 2.7. The CSCs with higher
granularity are used in the forward regions (2.0 < |n| < 2.7).

The fast muon chambers are used for triggering and deliver the signal within
15-25 ns after the passage of the particle. For this purpose, the Resistive Plate
Chambers (RPCs) are used in the barrel region while in the forward region
the trigger information is provided by the Thin Gap Chambers (TGCs). The
TGCs also measure the muon coordinate in the direction orthogonal to the
precision-tracking chambers. The expected resolution of the muon spectrometer

at pr = 1TeV is
o

T —10%. (2.4)
pr

2.2.4 Trigger system

In general, the trigger system is an essential component of any collider experiment,
since it decides whether or not to keep an event from a given bunch-crossing
interaction for later study. The ATLAS trigger system is responsible for selecting
events of interest at the recording rate of approximately 1kHz up to 40 MHz of
collisions.

Between the LHC’s Run 1 and Run 2 operations, the trigger needed an upgrade
due to the increased centre-of-mass energy, higher luminosity and increased pileup
expected in Run 2. Otherwise, if the trigger thresholds sufficient for the physics
programme of Run 1 were used during Run 2, the trigger rates would have exceeded
the maximum allowed rates. The Trigger and Data Acquisition (TDAQ) system
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used during Run 1 is described in detail in Reference [48], while here we briefly
present the TDAQ system used in Run 2 [49].

The TDAQ system consists of the hardware-based first-level trigger (L1) and
the software-based high-level trigger (HLT). The L1 trigger decision is formed by
the Central Trigger Processor, which receives inputs from the L1 calorimeter, the
L1Muon triggers and several other subsystems such as the Minimum Bias Trigger
Scintillators (MBTS). After the L1 trigger acceptance, the events are buffered
in the read-out system (ROS) and processed by the HLT. After the events are
accepted by the HLT, they are transferred to a local storage at the experimental
site and exported to the Tier-0 facility at CERN computing centre for offline
reconstruction.
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3. The Tile Calorimeter

The TileCal provides the crucial input for the measurement of jet energies and for
the reconstruction of the missing transverse momentum. It is built from plastic
scintillator tiles regularly spaced between low-carbon steel absorber plates, which
surround the electromagnetic calorimeter. Usually, the thickness of the scintillator
is 3mm and the periodic structure is repeated every 18 mm along the beam axis
as shown in Figure 3.1. Detailed description of the TileCal is provided in the
dedicated Technical Design Report [23]; the construction, optical instrumentation
and installation into the ATLAS detector are described in References [50, 51].

The calorimeter is divided into three parts: the central (long) barrel (LB)
covering the region of |n| < 1.0, 5.8 m long and two extended barrels (EBs) in the
region 0.8 < |n| < 1.7, each 2.6 m long. Full azimuthal coverage around the beam
axis is achieved with 64 modules, each covering A¢ = 0.1 radians. Each module
is segmented radially and in pseudorapidity.

3.1 Readout system

A particle traversing the detector generates light in the scintillators, which is
collected on both sides of the tile and further transported to the photomultiplier
tubes (PMTs) by wavelength shifting (WLS) fibres [51], see Figure 3.1. The
read-out cell geometry is given by a group of WLS fibres from individual tiles
coupled to PMTs, shown in Figure 3.2. Usually, a cell is read out by two PMTs,
with each corresponding to a single channel. The cell energy is then reconstructed
as the sum of energies measured by two channels. The radial segmentation divides
the module into three parts, called layers. These layers comprise of cells with
different dimensions. In the first two layers from the beam line, called A and BC
(or just layer B in the EB), the dimensions of the cells are An x A¢ = 0.1 x 0.1.
In the outermost D layer the segmentation is Anp x A¢ = 0.2 x 0.1.

For the reconstruction of the detected electrical signal, first, the signal from
each PMT is shaped so that all pulses have the same width (full width at the
half maximum, FWHM, is 50ns). Thus the amount of energy deposited by a
traversing particle in the cell is proportional to the height (amplitude) of the
analogue pulse in the corresponding channel. Afterwards, the shaped signal is
amplified in two separate gains, the high and the low gain, with the gain ratio
of 64:1. Signals from both gains are sampled and digitised every 25ns by 10-bit
ADCs [52] resulting in a pulse represented by seven samples. By default, the high
gain signal is used; however, if one of the seven samples saturates the ADC, then
the low gain signal is sent. The sampled data are then temporarily stored in a
pipeline memory waiting for the L1 trigger decision. After the positive trigger
decision, all samples from one gain of each channel are read out and sent via
optical fibres to the back-end electronics, located outside of the experimental hall.

The PMTs and front-end electronics are housed in the outermost part of
each module, see Figure 3.1. Thus they can be fully extracted while leaving the
remaining parts of the module in place.

A set of the so-called ITC cells is located between the LB and EB, namely D4,
C10 and E-cells, which cover the pseudorapidity region of 0.8 < |n| < 1.6. The
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Figure 3.3: Left: Reference pulse shapes for high gain and low gain, shown in
arbitrary units [53]. Right: An example of the reconstructed signal pulse with the
non-zero time phase TIME (in the text labelled as 7).

gap (E1-E2) and crack (E3-E4) cells consist of one special scintillator and are
read out by a single PMT. To trigger on events from colliding particles 16 MBTS
are used.

3.2 Signal reconstruction

The signal pulse amplitude, time and pedestal for each channel are reconstructed
using the Optimal Filtering (OF) technique [54]. The OF algorithm weights the
measured samples in accordance with the reference pulse shape, which is shown
in the left plot in Figure 3.3. The signal amplitude A and the time phase 7 are
calculated from the ADC count of each sample S; obtained at the time ¢;

7

7
i=1 ]

where a; and b; are the weights derived to minimise the resolution of the amplitude
and time.

Let us consider particles originating from collisions at the IP and traversing
the detector at the speed of light. Then, the expected time of the reconstructed
pulse peak is calibrated in such a way that the pulse peaks at the central sample.
By definition, the central sample is at 0 ns. The value of 7 represents the time
phase in ns between the central sample (expected pulse peak) and the time of the
actual reconstructed signal peak. An example of the reconstructed signal pulse
with a non-zero time phase is shown in the right plot in Figure 3.3.

3.3 Channel time calibration and monitoring

To ensure the correct reconstruction of a signal pulse, we perform a channel time
calibration [55], which is necessary because of the fluctuations in particle travel
time, channel-to-channel differences in signal propagation time and uncertainties
in the electronics read-out. Moreover, it is also essential for object selection and
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Figure 3.4: Left: An example of channel reconstructed time in jet events in
2011 data, with the channel energy between 2 and 4 GeV. Right: Mean cell
reconstructed time (average of the times in the two channels associated with a
given cell) as a function of the cell energy measured with jet events. The mean
cell time decreases with the increase of cell energy because the energy fraction of
the slow hadronic component of hadronic showers is reduced [55].

for time-of-flight analyses searching for hypothetical long-lived particles entering
the calorimeter. An incorrect time calibration and consequently incorrect signal
reconstruction may lead to an inaccurate energy reconstruction.

Each year, after the winter LHC shutdown and before the actual physics data
taking, we perform the time calibration. We also monitor the time stability during
the data taking, since for some channels, a sudden change in time settings might
occur.

3.3.1 Time calibration

At this point, let us consider a situation before the time calibration. If we consider
only a single reconstructed signal pulse of a single channel, the reconstructed time
corresponds to the time phase 7 of the reconstructed pulse peak. For several signal
pulses, the reconstructed time in one channel follows Gaussian distribution with
the mean corresponding to the time calibration constant, shown in the left plot in
Figure 3.4. During the signal reconstruction, the time calibration constant is used
as a correction in such a way that after the calibration, the mean channel time
peaks at zero. Time calibration constants are saved in a database and applied as
a correction in the offline data reconstruction.

The time calibration consists of two steps carried out in a sequence. First,
the channel time calibration is performed with a laser system, which sends laser
light directly to each PMT. This accounts for time delays caused by the different
physical location of electronics. Then in the second step, we use collision data
for the time calibration, considering in one event only channels belonging to the
reconstructed jet.

The right plot in Figure 3.4 shows the dependence of the reconstructed time on
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Figure 3.5: Left: An example of timing jumps detected using the laser (full red
circles) and physics (open black circles) events before (left) and after (right) the
correction. The small offset of about 2 ns in collision data is caused by the energy
dependence of the reconstructed time in jet events. In these plots, events with
arbitrary energies are accepted to accumulate enough statistics [55].

the energy deposited by a jet in a cell. A small fraction of events at the high-time
tail of the distribution is mostly caused by the slow hadronic component of the
shower development [56, 57] and these events are more evident for low energy bins.
Symmetric high and low-time tails are caused by the out-of-time pileup. In order
to avoid these tails, while still having a reasonable amount of data, we require the
channel energy between 2 and 4 GeV for the time calibration. An example in the
left plot in Figure 3.4 satisfies this condition.

The first step might be improved by using beam-splash events from a single
LHC beam [53], during which a proton beam interacts with a closed collimator
placed approximately 140 m before the nominal IP. However, we did not use
beam-splash events for the time calibration in the years 2015 and 2016.

3.3.2 Time stability monitoring

The time stability monitoring during the data taking is necessary, because of a
problem called ‘timing jump’ The timing jump happens when a set of six channels
corresponding to one digitizer suddenly loses the time calibration settings and the
reconstructed time phase of affected channels is not close to zero anymore. This
always happens for all six channels of one digitizer and their observed time shift
magnitude is always the same. An example of a timing jump is shown in the left
plot in Figure 3.5. Althought the cause of the timing jumps was traced back to
the TTCRx chip in the digitizer board, we are not able to prevent them.

Timing jumps might occur during the run (usually after a module reconfigura-
tion) as well as at the beginning of the run. Sometimes, they recover themselves
during the run and thus last only for several luminosity blocks (LBs), but they
might be present during the whole run as well.

During the data taking, we monitor the time stability using both laser and
collision events. Laser events are recorded in the empty bunch crossings and are
later checked by the software for each channel and LB. Since the reconstructed
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time phase is expected to be close to zero, the monitoring algorithm looks for the
shifts greater than 3 ns.

To verify timing jumps detected by the laser, or to identify them in the case
when the laser is not operational, we use reconstructed jets from collision data.
An example of the same timing jump, which shows a good agreement between
laser events and jet collision data is shown in Figure 3.6.

Once a case is classified as a timing jump, the values of timing shifts for
each channel and LB are saved in a database and are subsequently applied as a
correction in the offline data reconstruction. The right plot in Figure 3.5 shows
an example of a timing jump after the correction using laser and jet events. The
same physics run with jet collision data before and after the time correction is
applied, is shown in the left and right plot in Figure 3.7, respectively.

The correction to time constants can be applied during the so-called ‘calibration
loop’ before the data are processed for the physics analyses. However, if we do
not correct a time constant during the calibration loop, we provide the correct
time constants for the data reprocessing at the end of each year.

In the years 2015 and 2016, I participated in the TileCal time calibration
expert team, which is responsible for the time calibration and the time stability
monitoring. In particular, we prepared the time calibration constants each year
before the data taking and verified them. Furthermore, we monitored the time
stability during the data taking and corrected the time calibration constants in
case timing jumps were present. We also prepared the time calibration constant
for the data reprocessing at the end of each year. These constants included the
corrections for timing jumps which were not corrected during the calibration loop.
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Figure 3.6: The reconstructed time in Tile Calorimeter channels is monitored
during the physics runs with the laser calibration system (top) and with jet
collision data (bottom). The sudden shifts are simultaneously detected by both
monitoring systems. The plots show an example of a timing shift by ~ 10 ns in a
group of six channels of the LBC42 module. These results are available during
the calibration loop and allow for time constants correction before the data are
processed for physics analyses [58].
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Figure 3.7: The reconstructed time in Tile Calorimeter channels is monitored
during the physics runs with jet collision data. The plot shows the reconstructed
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4. Statistical data analysis
in high energy physics

4.1 Review of probability

First, we define probability in terms of set theory as formulated by Kolmogorov [59,
60]. Let us consider a set S called sample space, which contains subsets A, B C S.
We can define the probability P as a real-valued function with the following
properties:

1. For every subset A C S, P(A) > 0.
2. The probability assigned to the sample space is one, P(S) = 1.
3. f AN B =10, then P(AU B) = P(A) + P(B).

If we consider the subsets A, B C S, such that P(B) # 0, we can define the
conditional probability of A given B as

Pl = 5 (@
Since AN B is the same as BN A we can write
P(AN B) = P(A|B)P(B) = P(B|A)P(A), (4.2)
from which follows
P(A|B) = w (4.3)

Equation (4.3) is called Bayes’ theorem, which relates two conditional probabilities
P(A|B) and P(B|A).

4.1.1 Interpretation of probability

Any function that satisfies the aforementioned axioms can represent the probability.
However, one must specify the interpretation of probability values and the elements
of the sample space. In data analyses, two interpretations of probability are mainly
used: relative frequency and subjective probability.

Probability as a relative frequency

In particle physics, probability is most commonly interpreted as a limiting relative
frequency. In this interpretation, the elements of a sample space S represent the
possible outcomes of a repeatable measurement. We can define a subset A C S,
such that P(A) represents the fraction of times the outcome occurs in the subset
A assuming that we repeat the measurement n times under the same conditions

P(A) = lim # outcome is in A‘

n—oo n

(4.4)
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Using the probability in repeatable measurements leads to so-called frequentist
approach to statistics. Nevertheless, we can never determine experimentally the
probabilities based on such a model with perfect precision, as it is not possible to
repeat the measurement infinite number of times. The aim of classical statistics is
to estimate the probabilities by using a finite amount of experimental data and to
study their agreement with predictions based on a particular model.

Subjective probability

We can define the subjective probability by interpreting the elements of a sample
space S as hypotheses or propositions, i.e. statements which are either true or
false. Then, the probability is interpreted as a measure of degree of belief in a
given theory or hypothesis

P(A) = degree of belief that the hypothesis A is true. (4.5)

In addition, we require the sample space to contain only the hypotheses which
are mutually exclusive, i.e. only one of them is true. Use of subjective probability
leads to Bayesian statistics.

If we consider the subset A C S, from Equation (4.3) to be the hypothesis
that a certain theory is true and the subset B C S, to be the hypothesis that
the experiment will yield a particular result (outcome of the experiment = data),
then Bayes’ theorem gets the following form

P(theory|data) o< P(data|theory)P(theory), (4.6)

where P(data|theory) is the probability to measure the data actually obtained,
given the theory (in the frequentist approach it is called the likelihood). P(theory)
is the prior probability that a theory is true and it reflects the experimenter’s
degree of belief before carrying out the measurement. However, Bayesian statistics
provides no fundamental rule for obtaining the prior probability, which in general,
is subjective and may depend on previous measurements or theories. Once we
specify the prior probability, we can get a posterior probability.

4.2 Statistics for particle physics

In this section, we present the strategies used in high-energy physics for developing
a statistical model of data. The text is based on the following References [61, 62,
63, 64, 65, 66].

4.2.1 Probability densities and the likelihood function

Let us imagine a search for the Higgs boson, where we consider a contribution from
a single channel labelled c. Different channels do not correspond to underlying
physics processes, but rather to the disjoint regions of data defined by associated
event selection criteria. Each channel may provide the number of selected events
n., as well as some other measured quantity (observable) z., e.g. the invariant
mass of the Higgs boson candidate. One should bear in mind that the observable x
is frequentist in nature, thus by repeating an experiment many times, we measure
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different values of z, which give rise to a probability density function (pdf) of f(x)
for which holds

/f(x)dx = 1.

A parametric family of pdfs, f(z|«), is often considered and in the following is
referred to as the probability model. Parameters a usually represent parameters
of a physics theory or a property of detector’s response. These parameters are not
frequentist in nature and thus any probability statement associated with them is
Bayesian. However, we are usually interested only in one or a few parameters from
the whole set called parameters of interest (POls), while the remaining parameters
are called nuisance parameters (NPs). Note that we must account for the NPs in
the probability model, even though we have no particular interest in them.

The function f(z) describes the probability density of the observable = for a
single event. A more general case is to consider the dataset with many events
D = {x1,...,2,}. Assuming that the individual events x; follow the same
underlying distribution, the probability density for the dataset D can be written
as a product of probability densities for each event. Additionally, if we know the
total number of expected events, we should include the overall Poisson probability
for observing n events given v events expected

n

f(D|v, a) = Pois(n|v) H fze|a), (4.7)

e=1

where the bold f is used to distinguish the probability density function for the
dataset D from an individual event probability density function f(x), and e is the
index running over events. The expected number of events may be parametrised
as well, and these parameters can modify the expected rate and shape of the
distribution, thus we write v — v(a).

Further, we can define a likelihood function L(«a) equivalent to f(z|a) or
f(D|a) with fixed x or D, respectively. We should remember that the likelihood
function cannot be interpreted as a probability density for «, since it is not
normalised.

To summarise, the probability density function refers to a value of f as a
function of x given a fixed value of o, while the likelihood function refers to a
value of f as a function of a given a fixed value of x and the probability model
refers to the whole structure of f(z|a).

So far, we have considered the probability model for the Higgs boson search
with only one channel. However, usually we have to combine several analysis
channels in order to obtain statistically significant results. The combined (or
simultaneous) model, which simultaneously describes several channels, can be
constructed as

fim(Dsimle) = J[  |Pois(ne|ve(a)) ﬁlfc(:cce]oz) , (4.8)

cEchannels

where e is the index running over events, n, is the number of events in the c*®
channel, and . is the value of the et event in the ¢ channel.

A sketch of a typical particle physics probability model and dataset structure
is shown in Figure 4.1.
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Figure 4.1: A schematic diagram of the logical structure of a typical particle
physics probability model and dataset structure. The solid black line corresponds
to the case when the set A has many subsets B. The solid red line corresponds
to the case when the set B has a single subset C. The dashed line indicates that
subsets D are optional [65].

4.2.2 Auxiliary measurements

To estimate or reduce the effect of systematic uncertainties, auxiliary measurements
or control regions can be used. The control region and signal region are not
fundamentally different, they can be considered just as two different channels in
Equation (4.8).

We demonstrate the use of control region on an example of a simple counting
experiment with an unknown signal vg and background vg contributions. The
expected number of events in the signal region is ngg and we can write down
the model as Pois(ngr|vs + vp), where we consider the unknown background
contribution in the signal region to be an NP.

To get an estimate of the background contributions, we often use a control
region or a control sample. It is chosen in such a way that it is populated by the
same background processes as the signal region; however, it does not contain signal
events. If we have a control region with ncg events, we can write Pois(ncr|7vB),
where 7 is a factor which extrapolates the background contribution from the signal
region to the control region. Hence, the simultaneous probability model which
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describes both regions is

fsim(nsr, ncr|vs, vp) = Pois(nsr|vs + vg) - Pois(ner|Tvp).

This statistical model can be treated in the frequentist formalism. This means
that if we repeat the experiment many times, both ncgr and estimate of vg will
vary. If we consider only the control region, we would get an estimate vg = ncr/7
with an uncertainty of \/ncr/7. Auxiliary measurements or control regions can
be utilised to statistically describe the uncertainty on the NP vg — we say that
they ‘constrain’ the NPs.

Modelling of constraint terms

Usually, the statistical model does not include a detailed probability model for
auxiliary measurements. More often, it includes an estimate, a ‘central value’, or
the best guess for a parameter and its uncertainty for background and systematic
uncertainties. A parameter «, has an estimate a,, which is included in the
likelihood function as the constraint term f(a,|a,).

One should keep in mind that not all considered uncertainties come from
auxiliary measurements. In particular, some theoretical uncertainties such as
those associated with the choice of renormalisation and factorisation scales in
theoretical calculations, are not statistical in nature and they always rely on a
prior. In a Bayesian setting, we can include a prior on the parameters associated
with theoretical uncertainties without any problems, but in a frequentist setting,
we should not incorporate constraint terms on theoretical uncertainties that lack
the frequentist interpretation. However, one can undo the Bayesian reasoning into
an objective pdf or likelihood function and a prior, and write a model which can
be used in the frequentist context

T(apla,) o< Llay)n(ay) = f(aplap)n(ay), (4.9)

where 7(a,a,) is a Bayesian pdf with a prior m(ay,) based on some estimate a,.
The prior 7(a,) is actually a posterior from some previous measurement and 7o)
is some more fundamental prior.

We can include the constraint terms explicitly in the model and get the total
probability model

Fiot(Dsim, Glar) = H Pois(n.|v.(a)) ﬁlfc(%em) : H folapley),  (4.10)

cEchannels peC

where e is the index running over events, n, is the number of events in the ¢
channel, and z.. is the value of the e event in the ¢ channel, C is a set of
parameters with constraint terms and G = {a,} are the global observables (with
p e C).

4.2.3 Parameter estimation

Very often, scientists want to estimate parameters of some model. To make an
estimate of the true value of the parameter «, we use an estimator &(D), which is
a function of data. The maximum likelihood estimator (MLE) is commonly used
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by experimental particle physicists. It is defined as the value & that maximises
the likelihood function L(«). Similarly, & maximises In L(«) and thus minimises
—In L(«a), also referred to as the negative-log likelihood (NLL). In physics jargon,
we ‘fit’ the likelihood function and the maximum likelihood estimate corresponds
to ‘the best fit value’

Usually, we have a multi-parameter likelihood function L(u, @), where y is the
POI, e.g. the signal strength and 0 are the NPs. The MLEs, i and é, are the
values of the parameters 1 and @ which maximise the likelihood function. If all
parameters are let free-floating during the fit, i and 0 are called unconditional
maximum likelihood estimates.

However, we might fix some of the parameters and ask about the estimate of
the remaining NPs. A very common case is that we want to obtain the estimates
of NPs forAa fixed value of . Then, we get the conditional maximum likelihood

estimates O(p) of @, which maximise the likelihood function for a fixed p. This
procedure of choosing the specific values of the NPs for a given value of p, Dy

and G is often called ‘profiling’ and @(,u) is ‘the profiled value of 0"

4.2.4 Example: Fitting a straight line

This example is taken from [62] and it demonstrates how including a single NP
with or without a prior measurement affects the fit results.

Let us consider independent data values y;, © = 1,...,n, each made at a given
value z; of a control variable z, as shown in Figure 4.2 (a). We assume that the
measured values follow a Gaussian distribution with standard deviations o; and
mean values p;. The data can be described by a function

u(m;ﬁg,el) = 90+01(E, (411)

and we are interested in determining the value of the parameter 6y, which makes
it our POL. In order to achieve a good description of data, we have to include the
slope parameter #; in the fit model, even though we are not particularly interested
in its value. If we do not know the value of the parameter 6;, it is considered to
be an NP of the model.

The probability density function for the i** measurement vy is

i, 0) = \/%g-eXp [_ (yi — g{(j:;i,e))gl | )

For independent measurements, the likelihood function is then given by a product
of pdfs for each measurement

n

L) =TT f(vs, 0). (4.13)

i=1

In the frequentist approach, estimators 0 of the NPs correspond to the values that
maximise the likelihood function. In this example, it is equivalent to minimising
the quantity

o) =3 (e = 1wl O o1 by + 0, (4.14)

2
i—1 0;

7
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Figure 4.2: An example of (a) fitting a straight line to data; (b) x? as a function
of the parameter 6, illustrating the method to determine the estimator 6, and its
standard deviation o ; contour of x*(#) = x7,;, + 1 centred about the estimated

(Ao, 61) (c) with no prior measurement of 6, (d) including the prior measurement
of 01.

where C' represents parameter-independent terms. As we can see, for independent
Gaussian measurements, the MLE for parameters coincide with those of the
method of least squares. Figure 4.2 (b) shows x? as a function of the parameter
0o-

We consider three different scenarios for the parameter 6;:

1. We know exactly its value, then we hold it fixed.

2. We do not know its value and we have to treat the parameter it as an
additional parameter in the fit.

3. We have its prior measurement.

In the first scenario, illustrated in Figures 4.2 (a),(b), we assume that we
know the exact value of the slope parameter 6, so it is not used to maximise the
likelihood, but held fixed. Standard deviations of estimators are the statistical
errors of the measured values. Methods for obtaining the standard deviations of

35



estimators are described in Reference [61]. For a single fitted parameter, the rule
is to move the parameter away from the estimated value 6, until x? increases by
one unit (equivalently In L decreases from its maximum by 1/2).

In the second scenario, illustrated in Figure 4.2 (c), we do not know the value
of the parameter #; and we are not particularly interested in its value so we treat
it as an NP in the fit. By minimising x?(@), we obtain the estimators 0 = (é@, él)
However, compared to the case with fixed parameter 6, the statistical errors
cannot be obtained simply by moving the parameter away from its estimated value
0, until x? increases by one unit, we need to find the standard deviations from
the tangent lines (or hyperlines for higher-dimensional problems) to the contour
defined by x*(0) = x2,, + 1.

The third scenario, shown in Figure 4.2 (d), corresponds to the case with a
prior measurement of #;. Let us consider a measurement t; that follows a Gaussian
distribution with the centre at 6; and the standard deviation o, as an example.
If the measurements of #; and y; are independent, we obtain a full likelihood
function by multiplying a term in Equation (4.14) by a Gaussian term

X2(0) = Xf: (v - A;(;E“Q))Q + (91;;)2. (4.15)

The tilt of the contour in Figure 4.2 (c¢) demonstrates the correlation between
the estimators éo and él. We can find an estimate for the inverse of the covariance
matrix V;; = cov[V;, V;] from the second derivative of the log-likelihood evaluated
at its maximum P1nL

Vot = _ae-ge- R (4.16)
iOY5 lg=¢
More information about the extraction of the full covariance matrix from the
contour can be found in Reference [61]. We should note that the correlation
between the estimators for the POI and the NP results in inflating the standard
deviations of both parameters. For this reason, we aim to keep fit parameters
uncorrelated in the physics analysis.

By comparing the values 0, in Figure 4.2 (b) and in Figure 4.2 (c), we see
that the uncertainty is smaller in the case when the exact value of #; is known
compared to the one obtained in the scenario, where #; is considered to be an NP.
This means that by inclusion of an additional NP we improve the model’s ability
to describe the data; however, it comes at the price of increased statistical errors.

The black contour in Figure 4.2 (d) corresponds to the third scenario, while the
grey contour to the second one. The black contour of x? = x2,. + 1 is squeezed
in the 0, direction with respect to the grey contour due to the measurement on
f;. For the same reason, a decrease in uncertainty of 6, is also apparent. This
example demonstrates that well chosen constraints of the NPs can improve the
statistical accuracy of the POI measurement.

4.2.5 Building a probability model

Very often, histograms are used to estimate a pdf based on a sample of events
generated by Monte Carlo (MC) simulations. Yet, it is important to remember the
limitations of using histograms as an estimate for a distribution f(x), particularly,
their discontinuity and dependence on the location of bin boundaries.
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In general, in order to build a statistical model of selected data, we need to
include all expected signal and background processes contributions, data-driven
background measurements and all systematic uncertainties.

For the sake of simplicity, we will consider a single POI' — the signal strength
defined as pp = oy, /o3, where o5M,__ stands for the SM prediction. Thus,
i = 0 corresponds to the background-only model and p = 1 to the signal as
predicted by the SM. Additionally, the model incorporates NPs @ related to
statistical and systematic uncertainties and to the normalisation of background
processes contributions measured in control regions.

For given values of global observables G, parameters e = (i, @) and a dataset
Dsim, we derive an associated likelihood function over p and € from the combined
model over all channels including all constraint terms in Equation (4.10)

L(Mve;psirmg) = ftot(Dsim7g|,U, 0) (417)

The set of parameters @ can be written as @ = {a,, ¢, 7}, with p € C as defined
in Equation 4.10, to demonstrate that it includes three sets of NPs:

e parameters related to systematic uncertainties S = {a,},
e normalisation factors N = {¢,} which are determined directly from the fit,

e statistical uncertainties I' = {~,} of the expected number of events in each
histogram bin.

Then we can write the final statistical model as

L(p, apy Gy p) = H H Pois(nep|ve) - G(Lo|A, Ar) - H folapl0p), (4.18)

cEchannels bebins peS,N

where Pois(ng|ve) is the Poisson probability of observing n., events in the bin
b of the channel ¢ given the expected number of events v,. One should bear
in mind that the expected number of events v (1, o, ¢p,7,) might depend on
the fit parameters, as will be discussed in more detail later. In comparison with
Equation (4.10), we do not consider each event separately, but rather the bin
contents b of binned invariant mass distribution in the channel c¢. Additionally,
we include the term G(Lg|\, Ay), which corresponds to the Gaussian probability
of measuring the integrated luminosity L, given the true integrated luminosity A
and the measurement uncertainty Ay. The pdf f,(a,|0,) determines the constraint
on the NPs «,, and 7,. The constraint on the parameter o, is based either on
auxiliary measurements or theoretical calculations.

The choice of the pdf for the NPs depends on the type of the correspond-
ing associated uncertainty. Following the recommendations of the LHC Higgs
Combination Group, we use three different classes of pdfs to distinguish between
the experimental and theoretical systematic uncertainties and the statistical
uncertainties.

Experimental systematic uncertainties are modelled with Gaussian distribu-
tions

1 (a, — )2]
G(ay|o,, 0,) = ———=exp | ——2—2 |, 4.19
(P| p P) \/ﬂ p[ 20_12) ( )

'In the H — 77 analysis, we have provided fits with two and three POIs as well, more details
in Section 5.6.
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where a, corresponds to the nominal value and o, to the uncertainty of the NP
obtained from an auxiliary measurement. These values are usually applied during
the nominal event reconstruction, while «, is the true value of the NP relative to
the nominal value a,,.

Theoretical systematic uncertainties usually assume only positive values (e.g.
of the cross-section), thus they are modelled with log-normal distribution

1 1 In(a,/a,)?
P k)= ——— — " 4.2
Ly (aplap, k) o In k) ap exp [ 2(Ink,)? |’ (4.20)

which is related to the Gaussian function through k, = exp(o,).

Statistical uncertainties are modelled by gamma distributions, which are the
continuous generalisation of the Poisson distribution. The corresponding Poisson
distribution is given by

(Tpf}/p)np e_TP'YP

Pois(n,|7p7,) = ol
!

, (4.21)
where the number of expected events is composed of the nominal event yield 7,
and the relative parameter ,.

For statistical description of the observed data, we use the maximum likelihood
estimator, defined as a set of parameter values (f, é) that maximise the likelihood
function L(u,0) = L(u, ap, ¢p,vp). This maximisation is performed with the
Minuit programme [67] which minimises the value of —1In L(u, 0).

Incorporating fit parameters into a model

During the statistical model preparation, we need to estimate the expected number
of events. For this purpose, we might use either simulations or a data-driven
approach. Usually, analyses utilise multiple of these approaches.

As mentioned earlier, the total number of events 1., depends on the parameters
0 and it can be expressed as

Viot = A X 0 X € X A, (4.22)
where
e )\ is the time-integrated luminosity, which is an accelerator property
e o is the cross-section predicted by a theory
e ¢ is the efficiency, which is the property of a detector
e A is the acceptance, which is the property of event selection criteria

To estimate the efficiency and acceptance we use MC simulations and usually
generate a large sample of events.

The parameters 0 in Equation (4.17) can be related to the parameters that
either appear in the Lagrangian of the theory, or originate from the MC simula-
tions. In the case of the latter, we obtain the parameters for the parton shower,
hadronisation, and detector simulation components. To model these parameters,
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Figure 4.3: Examples of the input variations (solid lines) in distributions of the
invariant mass of a pair of tau leptons mMM¢ for one component of the jet energy
resolution (JER) uncertainty (left) and the tau energy scale (TES) uncertainty
(right) in the H — 77 cross-section measurement.

we generate MC samples for several choices of 8; and then use some interpolation
strategy to get a continuous parametrisation.

The changes in the distribution rates and shapes caused by parameters 6
result in systematic uncertainties and appear in the fit model as NPs. The impact
of different sources of systematic uncertainties is expressed in terms of relative
changes of the expected event yields and varying shapes of the discriminate variable.
Usually, we have some nominal values for these parameters 8° and then vary each
parameter ‘upwards’ and ‘downwards’ by G;t. These variations are obtained by
varying a given experimental or theoretical quantity by adding or subtracting one
standard deviation (+1¢) around the nominal value. The nominal value, as well as
the corresponding uncertainties, are usually obtained from auxiliary measurements.
Figure 4.3 shows the examples of the input variations (solid lines) in distributions
of the invariant mass of a pair of tau leptons mMM® for one component of the
jet energy resolution (JER) uncertainty (left) and the 7j,,q.vis energy scale (TES)
uncertainty (right) in the H — 77 cross-section measurement. The solid lines
correspond to the output variations which are directly used by the fit. To obtain
the output variations we use a specific treatment described in Section 5.6.

The statistical model built in this section was used for the H — 77 cross-section
measurement. The details are described in Section 5.6.

4.2.6 Discovery as hypothesis testing

In particle physics experiments, we often search for processes that have been
predicted by the theory, but not yet observed. We can quantify the statistical
significance of an observed signal by means of a p-value or its equivalent Gaussian
significance, both defined below. It is also useful to characterise the sensitivity of
an experiment by reporting the expected significance, which could be obtained for
several signal hypotheses. To estimate the expected significance, we use an Asimov
dataset, which is described in more detail later. In this section, we outline the
procedure used to search for the H — 77 decay in the context of the frequentist
statistical test.

For the purpose of discovery, one defines a null hypothesis H, also called the
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Figure 4.4: An illustration of the critical region of a statistical test. Probability
densities f(t|Hy) and f(t|H;) for the test statistic ¢ under the assumption of
hypotheses Hy and H, respectively. Hj is rejected if ¢ is observed in the critical
region, here defined as t > t., [61].

background-only hypothesis, that describes only the known processes, which are
here considered as background contributions. The hypothesis Hj is tested against
an alternative hypothesis Hy, which includes both background contributions and
the sought after signal.

We can formulate a statement about the compatibility between the observed
data and tested hypotheses in terms of a decision to accept or reject the null
hypothesis by defining a critical region (or its complementary acceptance region)
for a test statistic. We demonstrate this on an example shown in Figure 4.4,
in which we use a test statistic (z) and pdfs for both hypotheses, f(t|Hy) and
f(t|Hy). If the value of the observed ¢ falls within the critical region, here defined
as t > tqu, we reject the hypothesis Hy; otherwise, it is accepted. The critical
region is chosen in such a way that the probability for ¢ to be observed there,
under an assumption of Hy, is no more than some value a? called the size of the
test, defined as

a= 7 F(¢[Hy)dt, (4.23)

teut

which is a constant specified before the test is performed, usually set to a small
value such as 5%.

However, many of the possible subsets of the data space generally satisfy the
aforementioned criterion, and it is not clear which region should be chosen as
the critical region. That is why we consider also an alternative hypothesis H;.
In particular, we want to chose the critical region in such a way that it has the
highest possible probability to find the data there if H; is true, while having only
a fixed probability « assuming Hj.

Value of a corresponds to the probability that the null hypothesis will be
rejected when it is true (a so-called Type-I error). On the other hand, S denotes

2Note, « is the conventional notation for the size of the test, and has nothing to do with the
model parameters used in previous subsections.

40



Sft|H)
G(x)

obs

p-value

\ |

t *T* X

Figure 4.5: Left: An illustration of the p-value obtained from an observed
value of the test statistic ¢. Right: The standard normal distribution
G(z) = (1/y/27 exp(—2?/2)) showing the relation between the significance Z and
the p-value [62].

p-value

the probability to accept the null hypothesis when the alternative hypothesis is
true (a so-called Type-II error). Then, the power’ of the hypothesis test is defined
as 1 — [ and it corresponds to the probability to reject the null hypothesis if in
fact the alternative hypothesis is true. Usually, one looks for a test statistic which
maximises the power of the test for a fixed test size.

Furthermore, we can quantify the level of agreement between the observed
data and a given hypothesis Hy, by computing the aforementioned p-value, defined
as

p= / F(¢|Ho)dt. (4.24)
Lobs

In this definition we consider the hypothesis Hy; however, the p-value can be
calculated for any given hypothesis H.

The p-value corresponds to the probability, under the assumption of a hypoth-
esis Hy, to find data in some region of equal or greater incompatibility with the
predictions of Hy. The left plot in Figure 4.5 shows the definition of the p-value
obtained from an observed value of the test statistic ¢.

In other words, to claim a discovery of some new phenomenon, we aim to
demonstrate that what we observe is very unlikely under the assumption of H
and the probability to observe data even less compatible with Hj is very small.
The critical region for a test of Hy of size a can be specified using the p-value as
the set of data values that would have p < a.

The p-value can be converted into an equivalent significance Z, defined such
that a Gaussian distributed variable found Z standard deviations above?® its mean
has an upper-tail probability equal to p-value [63] (defined in Equation 4.24).
The standard normal distribution in the right plot in Figure 4.5 demonstrates
the relation between the significance Z and the p-value. The significance can be
written as

7 =011 -p), (4.25)

where @ is the cumulative standard Gaussian distribution (zero mean, unit
variance), and ®~1 is its inverse function, the quantile of the standard Gaussian.

3Some authors define this relation using a two-sided fluctuation of a Gaussian distributed
variable with 50 significance corresponding to p = 5.7 x 1077.
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To claim a discovery of a new phenomenon, the significance of at least Z =5 is
often used by the particle physics community as the appropriate level to reject the
background-only hypothesis. This value corresponds to the p-value of 2.9 x 107 for
the background-only hypothesis. To exclude the signal hypothesis, the threshold
p = 0.05 (corresponding to 95% confidence level) is used, which corresponds to
Z = 1.64.

The commonly used procedure to establish the discovery in particle physics
is based on the frequentist significance test using a likelihood ratio as the test
statistic. It was proposed as the optimal test statistic by Neyman and Pearson [6§]
since it provides the highest power for a given size of the test a. However, this is
only true in the case of two simple hypotheses (probability models without any
parameters). The likelihood ratio is defined as

r - Llih) (4.26)

f(z|Ho)’
and it is referred to as the Neyman-Pearson lemma.
Unfortunately, there is no equivalent to the Neyman-Pearson lemma for models

with several free parameters. Nevertheless, its natural generalisation is based on
the profile likelihood ratio [63], defined as

A(p) = 2 E) (4.27)

where L(j,0) is defined in Equation (4.17). We use two different likelihood esti-

A

mators to profile the NPs. Namely, L(f, @), which is the unconditional maximum
likelihood estimator that corresponds to the best fit result, and L(u, @(u)), which
is the conditional maximum likelihood estimator that provides an estimate of the
NPs for a given value of . In the H — 77 cross-section measurement, we follow
the recommendations from the LHC Higgs Combination Working Group, and
therefore we use the profile likelihood ratio as the test statistic.

In the large sample limit, the profile likelihood ratio is independent of the NPs,
since they are absorbed (profiled) in the likelihood fit. As the result, A(x) depends
only on the POI, the observed number of events and the auxiliary measurements.
The profile likelihood ratio provides almost as powerful hypothesis testing as
the optimal test statistic, the likelihood ratio. However, the disadvantage of the
likelihood ratio is its dependance on the NPs.

Although in reality, the signal strength is always non-negative, in order to
account for downward background fluctuations, one can allow for negative values
in the fit by modifying A(u)

( f( ) for o > 0
—= 1% 5
L(f,0

L0 for 1 <0
L(0,6(0)) ’

(4.28)

where [1 is an effective estimator which is allowed to take on negative values. More-
over, the definition in Equation (4.28) allows to model /i as a Gaussian distributed
variable and thus enables to determine the distributions of the considered test
statistics. Then the corresponding test statistic is

t, = —2In \(p). (4.29)
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In the special case of discovery of a positive signal, we use the notation gy = .
As long as our signal models fit the description above, we can define the statistics
qo for the discovery of a positive signal (used to test p = 0) as
—2In A(0 for 1 > 0,
qo = ©) . (4.30)
0 for 1 <0,

where \(0) is the profile likelihood ratio for p = 0 as defined in Equation (4.27).
With this definition, we can see that the data show lack of agreement with H
hypothesis only if i > 0. In this way higher values of ¢y correspond to increasing
disagreement between data and Hy hypothesis. If the data fluctuate such that we
find fewer events than were predicted by the background processes alone, then
jt < 0and gy =0. A value of i much below zero shows a discrepancy between the
data and a hypothesis as well; however, it does not show that the data contain
signal events, but rather points to some systematic error.

To quantify the level of disagreement between the data and H, using the
observed value of gy, we compute the p-value as

o0

po = / f(q0]0)dqo, (4.31)

40,0bs

where f(qo|0) denotes the pdf of the statistic ¢o under the assumption of the
background-only hypothesis H.

To calculate the p-value one needs to know the distribution of the test statistic
for the same p as the one being tested. Using sufficiently large data samples these
distributions reach an asymptotic form related to the x? distribution, with the
number of degrees of freedom being equal to the number of POIs. The asymptotic
formulae are based on theorems due to Wilks [69] and Wald [70] and are described
in more detail in Reference [63].

A big advantage of using profile likelihood ratio is that the asymptotic distri-
bution does not depend on NPs and it is not necessary to choose their specific
values to calculate the p-value. It means that if we reject 1 = 0 hypothesis, it
remains rejected irrespective of the values of NPs. However, we know that in a
real analyses the data samples are of finite size and thus the p-values for the POIs
depend on the NPs to some extent. To confirm the Adependence of the obtained

results on the NPs, we can use their profiled values 0 for the value of 1, which is
actually tested. If the profiled values of the NPs are equal to their true values,
then the p-value for p is correct and also the confidence interval covers the true
value. However, if the true values of # are not equal to the profiled values, then
the p-value and the confidence intervals might be wrong.
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5. H — 77 cross-section
measurements

The measurement of the Higgs boson coupling to a pair of tau leptons is crucial
in assessing the mechanism for fermion mass generation in the SM. A discovery of
this coupling was established by combining ATLAS and CMS results, which used
part of Run 1 dataset [9, 10, 11]. The combined result showed 5.50 excess above
the background-only hypothesis and thus confirmed the existence of the H — 77
decay mode. Recently, H — 77 decay was discovered by the CMS experiment
combining the whole Run 1 dataset and 35.9fb™! of Run 2 dataset [35]. This
chapter outlines the measurement that verified this coupling with the ATLAS
experiment.

We present cross-section measurements of the Higgs bosons decaying to a
pair of tau leptons [22] using data collected at /s = 13TeV by the ATLAS
experiment, corresponding to an integrated luminosity of 36.1fb~!. We consider
all combinations of leptonic (7 — fvv)! and hadronic (7 — hadrons v) tau lepton
decays, which result in three analysis channels. These channels are referred to
as leptonic TiepTiep, semi-leptonic TiepThaa and hadronic ThaqThaa. Furthermore, we
define two analysis categories, namely VBF and boosted, in such a way that
they are mainly sensitive to Higgs bosons produced via VBF and ggF production
modes, respectively. To obtain the final results, we perform a maximum-likelihood
fit on data using the distributions of reconstructed di-tau mass m., in signal
regions (SRs). Simultaneously, the event yields from the control regions (CRs)
constrain the normalisations of major background components estimated from the
simulations. The mass of the Higgs boson is assumed to be 125 GeV [71].

In this analysis I had a role of a fit expert. I have scrutinised the fit model and
using the Asimov dataset and low mass fit, implemented systematic uncertainties
into the model and provided the final results using the measured data.

5.1 Data and simulation samples

The samples used for this measurement consist of 3.2fb~! and 32.9fb~! of pp
collision data recorded by the ATLAS detector in 2015 and 2016, respectively. To
record analysed data, ATLAS used a combination of triggers, in particular the
trigger for single light leptons, two light leptons and two hadronically decaying
tau leptons. MC generators utilised to simulate signal and background processes
are summarised in Table 5.1.

Considered signal contributions include the following Higgs boson production
processes: ggF, VBF, VH and ttH, since the contributions from other Higgs boson
production modes such as the associated production with a bottom-antibottom
quark pair or with a single top quark are negligible.

Considered background processes are the electroweak (EW) production of
W/Z bosons from VBF, the W/Z boson production with associated jets, the
di-boson production processes, the generation of top-antitop quark pair ¢ and the

'The symbol ¢ denotes electrons and muons, also referred to as ‘light leptons’.

45



Table 5.1: Monte Carlo generators used to simulate all signal and background
processes, including the corresponding PDF set and the model of underlying event.
hadronisation and parton shower (UEPS). Furthermore, the order of the total
cross-section calculation is listed. The total cross-section for VBF is calculated at
approximately next-to-next-to-leading order (NNLO) QCD.

Process Monte Carlo generator PDF UEPS Cross-section order

ggF Pownec-Box v2 PDF4ALHC15 NNLO Pvrhia 8212 N°LO QCD + NLO EW
VBF PowHEG-Box v2 PDF4LHC15 NLO PyTHIA 8212 ~NNLO QCD + NLO EW
VH PowHEG-Box v2 PDF4LHC15 NLO PyTHia 8212 NNLO QCD + NLO EW
ttH MG5_aMC@NLO v2.2.2 NNPDF30LO PyrHia 8.212 NLO QCD + NLO EW

W /Z +jets SHERPA 2.2.1 NNPDF30NNLO SHERPA 2.2.1 NNLO

VV/Vy* SHERPA 2.2.1 NNPDF30NNLO SHERPA 2.2.1 NLO

tt PowHEG-Box v2 CT10 PyTHia 6.428 NNLO4NNLL

Wt PowHEG-Box vl CT10F4 PYTHIA 6.428 NLO

single-top quark production Wt. The Higgs boson decays to a pair of W bosons
are considered as a background in the 7iep7iep channel.

For all simulated signal and background samples, we performed a full simulation
of the ATLAS detector response [72] using the GEANT4 program [73].

5.2 Object reconstruction and identification

A tau lepton with a mass of 1776.82 + 0.16 MeV [33] decays into lighter leptons
or hadrons and at least one neutrino. Thus for this measurement, it is necessary
to reconstruct electrons, muons, jets, visible decays products of hadronic tau
lepton decays Tyaq.vis and missing transverse energy E%iss. We use additional jets
in order to classify events into the VBF and boosted categories, and to suppress
contributions from the background processes.

Leptonic tau lepton decays are reconstructed as electrons and muons, while
hadronic tau lepton decays consist of a mixture of charged and neutral hadrons
and one neutrino, and we can only reconstruct their visible decay products. In
general, we are able to distinguish the jets originating from tau leptons (tau-jets)
from the jets initiated by quarks or gluons (QCD jets). Usually, a tau-jet originates
from one or three charged hadrons and none, one or two neutral pions emitted
close to the direction of the tau lepton. On the other hand, a QCD jet has on
average higher multiplicity of hadrons than a tau-jet and it is emitted in a wider
cone around the jet axis.

In this measurement, object reconstruction and identification is the following.
First, the physics objects which traverse the detector are reconstructed with the
criteria summarised below. After the object reconstruction, we apply the so-called
overlap removal (ORL) procedure between the objects whose AR = \/A¢? + An?
is smaller than a certain threshold. The ORL removes ambiguities in the case that
the same object is reconstructed by several algorithms. Since the three analysis
channels have different event topologies and background contributions, after the
ORL, we apply additional criteria for each analysis channel to select signal events
and suppress background events.

For the reconstruction of muon candidates, the inner detector track has to
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match the track reconstructed in the muon spectrometer [74]. Furthermore, we
require muon candidates to have pr > 10 GeV and |n| < 2.5, and to pass the ‘loose’
muon identification requirements of the Reference [74]. The trigger efficiency
for single muon candidates selected in the analysis is nearly 80% (70%) in the
barrel region and 90% in the end-cap regions in the 2016 (2015) dataset [75]. We
ignore the muon candidates if the angular distance between the muon and a jet is
AR < 0.4. However, we ignore the jet instead of the muon, if the muon track is
associated with the jet or AR < 0.2 and at the same time the jet has either less
than twice pr of the muon candidate or less than three tracks.

For the reconstruction of electron candidates, we require the energy deposits in
the electromagnetic calorimeter to match the charged-particle tracks measured in
the inner detector. Furthermore, the electron candidates have to have pr > 15 GeV
and |n| < 2.47 (to be in the fiducial volume of the inner detector), and to pass
the ‘loose’ likelihood-based identification selection of the References [76, 77]. We
ignore the events from the transition region between the barrel and the end-cap
calorimeters corresponding to 1.37 < |n| < 1.52. For single electrons considered in
the analysis, the trigger efficiency varies between 90% and 95% [75]. The ORL
requires to ignore the electron candidates which share the reconstructed track
with a muon candidate or if the angular distance between the electron candidates
and a jet is within 0.2 < AR < 0.4.

Jets are reconstructed from topological clusters of energy deposits in the
calorimeter. We use the anti-k; algorithm [78, 79] with the radius parameter
value R = 0.4. Only jets with pr > 20GeV and |n| < 4.9 are considered in the
analysis. To reject jets from pileup in the central region (|n| < 2.4) we use Jet
Vertex Tagger (JVT) algorithm [80], applied to jets with pr < 50 GeV. To reject
jets from pileup in the forward region, forward JVT [81] algorithm is applied to
jets with pp < 50 GeV and |n| > 2.5. Jets within AR = 0.2 of an electron or
hadronically decaying tau candidate are removed.

The reconstruction of 7,.q.vis Starts with a reconstructed jet which has pp >
10GeV and |n| < 2.5. To distinguish Thaq.vis from the jets initiated by light-
quarks or gluons, we apply an identification algorithm which uses multivariate
techniques and requires 7y,.q.vis candidates to pass ‘loose’ identification criterion
of the Reference [82]. Furthermore, Ty,q.vis candidates must have pr > 20 GeV,
the absolute electric charge equal to one, and one or three associated tracks. The
trigger efficiency is 95% for 1-prong tau leptons and 85% for 3-prong tau leptons
selected in the analysis [83]. We remove Tjaq.vis which are within AR = 0.2 of an
electron or muon candidate.

Furthermore, in the TiepTiep and TiepThaa SRS, we consider only events with
electron or muon candidates passing their respective ‘medium’ identification
criteria. The reconstruction and identification efficiency for muons with the
‘medium’ identification requirement has been measured in Z — pp events [74].
The measured efficiency is above 98% across the full phase space, except for the
region of |n| < 0.1, where it amounts to about 70%. The efficiency for electrons
with the ‘medium’ identification requirement has been measured in Z — ee
events and varies between 80% and 90% in the pr range of 10 GeV to 80 GeV.
Furthermore, both electrons and muons have to meet the ‘gradient’ isolation
criterion. It requires the cone around the track not to contain additional high-pr
tracks and the cone around the calorimeter clusters of the object not to contain
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significant energy deposits (after correcting for pileup) [74, 77].

The Thaa-vis candidates are required to pass different identification criteria in
the TiepThad and ThadThad SRs. In the TiepThaa channel, Tyaq.vis candidates have to
pass the ‘medium’ identification requirement, which corresponds to the efficiency
of 55% for a real 1-prong and 40% for a real 3-prong Thaq.vis [82]. Moreover, if
an electron candidate and a 1-prong T,.4.vis candidate are selected, we apply a
dedicated multivariate algorithm to reject the electrons misidentified as maq.vis
and thus suppress Z — ee events. In the 7,,qThag channel, we require T.4.vis to
pass the ‘tight’ identification criterion, which results in the efficiency of 45% for a
real 1-prong Thadvis and 30% for a real 3-prong Thad.vis [82]-

The Higgs boson candidate is reconstructed from the T.q.vis and the E2S,
Its pr is calculated as the vector sum of the tau visible decay products pr and
the B, The latter is assumed to originate from the final state neutrinos and
it is defined as the magnitude of the missing transverse momentum vector. This
vector is calculated as the negative vectorial sum of pr of the fully calibrated
and reconstructed physics objects [84]. We use two approaches to compute the
invariant mass of a pair of tau leptons m.., in particular the missing-mass calculator
(MMC) [85] and the collinear approximation [86]. The m,, calculated using the
MMC is labelled as mMMC and the one obtained from the collinear approximation

as m<!. These methods are discussed in more detail in Appendix A.

5.3 Event selection and categorisation

We reject events which contain reconstructed jets associated with energy deposited
in the calorimeter that might arise from hardware problems, beam-halo events or
cosmic-ray showers. Furthermore, we require the presence of one reconstructed
primary vertex, which is defined as the vertex with the highest sum of the
transverse momenta squared of all associated tracks, and we require presence of
at least two associated tracks with pr > 0.5 GeV. These requirements reject the
non-collision events originating from cosmic rays or beam-halo events.

5.3.1 Event selection

We use several triggers to select electron, muon and 7y.q.vis candidates, with
additional requirements applied to their transverse momentum, summarised in
Table 5.2.

We require all considered events to have at least one jet j; with pjT1 > 40 GeV.
Then, the two tau leptons originating from the Higgs boson decay recoil against
one or more high-pr jets, while the background processes are usually produced
nearly at rest. Hence, the background processes tend to have softer di-tau
transverse momenta p7’ then the Higgs boson candidate, what makes the selection
of interesting events easier.

The event selection of the three analysis channels is summarised in Table 5.3.
In order to reject the events without neutrinos we select only the events with
ERmiss > 20 GeV. To suppress the background contribution from Z — ¢¢ processes,
the tighter requirement on E2 and on the invariant mass of two light leptons
myy is applied in the final state with two same-flavour (SF) leptons. In the TiepThad
channel, we reject the events with leptonic W decays by requiring low transverse

48



Table 5.2: The summary of the triggers used to select events for the three
analysis channels during 2015 and 2016 data taking and the corresponding pr
requirements applied in the analysis. For the electron+muon trigger, the first
number corresponds to the electron pr requirement, the second to the muon pr
requirement. For the 7,,q7haq channel, at least one high-pr jet in addition to the
tWO Thad-vis candidates is required for the 2016 dataset.

Analysis Trigger Analysis pr requirement [GeV |
channel 2015 2016
& Single electron 25 27
TlepTlep € Tlep Thad Single muon 21 27
Dielectron 15 /15 18 / 18
TiepTiep Dimuon 19 / 10 24 /10
Electron+muon 18 / 15 18 / 15
Thad Thad Di'Thad-vis 40 / 30 40 / 30

Table 5.3: The summary of the event selection requirements for the three analysis
channels that are applied in addition to the respective lepton pr requirements
listed in Table 5.2. ER™ ™9 s an alternative E2® calculated only from the
physics objects without the soft-track term. The transverse mass mr is calculated
from EM5 and the momentum of the selected light lepton. The visible momentum
fractions z; and x5 of the respective tau lepton and the collinear di-tau mass me!
are calculated in the collinear approximation [86].

Tlep Tlep Tlep Thad Thad Thad
ee/pp | ep
Nigese =2, Nkoe =0 Nigose =1, Nlowe =1 Nl =0, N =2
e/ : Medium, gradient iso. e/u : Medium, gradient iso.
Thad-vis: Medium Thad-vis: Light
Opposite charge Opposite charge Opposite charge
mf}” >my — 25GeV mrp < 70 GeV
30 < mygy <75 GeV 30 < myp < 100 GeV
Emiss > 55 GeV Emiss > 20 GeV Emiss > 20 GeV Emiss > 20 GeV
E¥iss7 hard > 55 GeV
AR, <2.0 AR, <25 0.8 < AR, <25
|An--| < 1.5 |Anq-| < 1.5 |Anq-| < 1.5
0.1<z1<1.0 0.l<z; <14 0.l<z <14
0.1<x2<1.0 0l<ao <12 0l<ao<14
P> 40 GeV P> 40 GeV PR > T70GeV, ] < 3.2
Nb—jets =0 Nb»jets =0
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mass mr, calculated from the momentum of the selected light lepton and ERss,
Moreover, in the TiepTiep and TiepThaa channels we use b-tagging information to
suppress background events originating from top quark decays.

To suppress events from Z — (¢ background and to ensure the orthogonal-
ity between our measurement and the measurement with a similar final state
H — WW* — (vlv [87], we introduce the requirement of m&! > my — 25 GeV
in the 7iep7iep channel.

To suppress events with EI not compatible with the H — 77 decays, we
apply requirements on z;, which stands for the fraction of the i*" tau lepton
(ordered in descending pr) momentum carried by each visible decay product. It is
defined as

vis
D;

vis miss ’

s

Z;

where py® and pi™* are the visible and missing momenta, respectively, calculated
in the collinear approximation [86]. Since non-resonant background events might
occur in all analysis channels, we apply the requirements on the angular distance
AR, between the visible decay products of the two selected tau lepton decays

and their pseudorapidity difference |An,,|.

5.3.2 Signal and control regions

We define two analysis categories VBF and boosted, in order to get signal-sensitive
event topologies. The definition of these categories is summarised in Table 5.4. The
two categories are referred to as ‘inclusive’ categories and they fill two independent
phase spaces without an overlap.

The VBF category targets the events with the Higgs boson produced by VBF
production mode; however, it also includes contributions from the ggF production
mode, which amounts up to 30% of the total expected Higgs boson signal. The
VBF category requires the presence of a second high-pr jet (pgﬁ > 30GeV) and
the invariant mass of the two jets to be m;; > 400 GeV. Furthermore, these jets
are required to lie in opposite hemispheres of the detector, thus we select the jets
with large pseudorapidity separation An;; > 3 and the light leptons with n-values
lying between the n-values of the two jets.

The boosted category is predominantly sensitive to the events with the Higgs
bosons produced through ggF production mode. The presence of additional
jets results in a harder pr spectrum of the Higgs boson signal compared to the
Z — 77 events. All events which fail the VBF selection and have p7” greater than
100 GeV end up in the boosted category. The contributions from the VBF and
VH production processes in the boosted category is 10 — 20% of the expected
signal. We ignore events which do not fall into the VBF or boosted categories.

To improve the sensitivity of the measurement, we further split inclusive VBF
and boosted categories into 13 exclusive SRs with different signal to background
ratios. These regions are selected by applying the requirements on pi7, AR, and
m;; which are summarised in Table 5.4.

The CRs are defined as the regions of the phase space, in which a specific
background process is dominant. Therefore, they are used to adjust the simulated
prediction of a background contribution to match the observed data. The CRs
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Table 5.4: The definition of the VBF and boosted analysis categories and their
respective signal regions. The selection criteria, which are applied in addition
to those described in Table 5.3, are listed for each analysis channel. The VBF
high-p’” signal region is only defined for the 7j,,47haqa channel, resulting in seven
VBF signal regions and six boosted signal regions. All signal regions are exclusive
and their yields add up to those of the corresponding VBF and boosted inclusive
regions.

Signal Region ‘ Inclusive ‘ TlepTlep ‘ TlepThad ‘ Thad Thad
. 5 pT > 140 GeV
High-p77 P > 30 GeV — AR.. <15
—  |An,l>3 -
g Tight mj; > 400GeV | myj > 800 GeV | my; > 500 GeV Not VBF high-p7
> Njy *Mjy <0 P > 100GeV | my; > (1550 — 250 - |Anj;|) GeV
Central leptons .
. . Not VBF high-pT"
Loose Not VBF tight and not VBF tight
o] N pT > 140 GeV
g High-py Not VBF AR.. <15
g ———— pY >100GeV
M Low-p7™ Not boosted high-p7”

Table 5.5: The definition of the six control regions (CRs) used to constrain the
Z — (¢ and top backgrounds to the event yield in data in the TiepTiep and TiepThad
channels. SF denotes a selection of same-flavour light leptons.

Region Selection

TiepTiep VBEF Z — ¢ CR TiepTiep VBEF incl. selection, 80 < my < 100 GeV, SF
TiepTiep DOOsted Z — L0 CR TiepTiep boosted incl. selection, 80 < my, < 100 GeV, SF

TiepTiep VBE top CR TiepTiep YBF incl. selection, inverted b-jet veto

TiepTiep DOOsted top CR TiepTiep POOsted incl. selection, inverted b-jet veto

TiepThad VBF top CR TiepThad VBF incl. selection, inverted b-jet veto, mt > 40 GeV
TiepThad DOOsted top CR TiepThad bOOsted incl. selection, inverted b-jet veto, my > 40 GeV

follow almost identical selection criteria as the SRs, but usually, one or several
SRs criteria are inverted. The definition of the CRs is summarised in Table 5.5.

In the TiepTep channel, we introduce two Z — ¢¢ CRs by applying the same
selection as for the SF events in the SRs; however, we require 80 < my < 100 GeV.
The resulting CRs are 90% pure in Z — ¢ events.

Since a top quark decays to a W boson and a bottom quark, its background is
characterised by the presence of b-jets. We define the top quark CRs by inverting
the b-jet veto requirement in both inclusive categories for the TiepTiep and TiepThad
channels. In the 7ie,7iep channel, the purity of the top CR is about 80%, while in
the TiepThaa channel it amounts to 70% and 60% in the VBF and boosted category,
respectively.

In the T.qThaa channel, the Z — £¢ and top quark processes have negligible
contributions, and thus we do not define corresponding CRs.
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Figure 5.1: The expected signal and background composition in 6 control regions
(CRs) and 13 signal regions (SRs) used in the analysis.

5.4 Background estimation

The expected signal and background compositions in all SRs and CRs are sum-
marised in Figure 5.1. Various final-state topologies of the three analysis channels
have different background compositions, thus we need to use different strategies
for their background estimation. We use both data-driven methods and MC
simulations to derive the expected number of background events and kinematic
distributions in each SR.

5.4.1 Z — 77 background

The dominant background component in all analysis channels is the Drell-Yan
process pp — Z/~v* — 7. Its contribution varies between 50% and 90% of the
total background depending on the SR. Our ability to distinguish between the
Drell-Yan and the H — 77 signal processes is limited by the mMM¢ resolution.
We use MC simulations to model the Z — 77 background, in particular,
the SHERPA generator. This is different from the search for H — 77 decays in
Run 1 [9], which used the embedding technique [88]. We verify the modelling
of this important background by using Z — 77 validation regions (VRs). They
consist of Z — ¢¢ events as their kinematics is similar to the Z — 77 background
in the respective SRs. More details about the Z — 77 VRs can be found in

Appendix B.
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5.4.2 7 — ¢l background

Z — Ll events form a significant background for the TiepTiep and TiepThaa channels,
in which mismeasured E2¥ can bias the reconstructed mMMC of light-lepton pairs
towards values similar to those expected for the signal. In the 7ipThaa channel,
this background contributes mainly through 7 — ee events, where an electron
is misidentified as Thaqavis candidate [82]. To suppress these events we use the
dedicated electron veto algorithm which selects 1-prong T.q.vis candidates and
this background results in negligible contribution. Therefore, we consider Z — ¢/
CRs only in the Tiep7iep channel, with a significant contribution of Z — ¢¢ events

in the final state with two SF leptons.

5.4.3 Top quark background

In the top quark decays t — Wb, followed by the W — fv decay, the prompt light
leptons are produced with associated ER. Thus the events originating from both
the top-antitop quark pairs and a single top quark production, form a significant
background in the TiepTiep and TiepThad channels, labelled as ‘top background’ For
its estimation, we use MC simulations. To select the events including the top
quark, we apply the same selection criteria as for the SR; however, we invert the
b-jet veto requirement to get at least one b-tagged jet and in the 7jephaq channel,
we additionally require mr > 40 GeV.

5.4.4 Background from misidentified tau leptons

Contributions from light leptons and hadronic jets might be misidentified as
prompt, light leptons or 7,.q.vis- In particular, light leptons can be misidentified
as Thad-vis, labelled as ‘fake-¢’, while hadronic jets can be misidentified as T,aq.vis,
electrons or muons, labelled as ‘fake-7j,.q.vis ~ Collectively, we label these processes
as ‘misidentified taus’ or ‘fakes’. We estimate fakes using data-driven techniques,
applying specific methods in each analysis channel and they contribute up to a
half of the total background depending on the SR.

To estimate the fake background in the TiepTiep and ThadThad channels, we use
fake templates, while in the TjepThaa channel we use the fake-factor method. Since
the fake estimation is difficult in this measurement, we provide just its simplified
explanation based on Reference [22], in which more detailed information can be
found.

In the 7iepTiep channel, the main sources of the fake-¢ background are multijets,
W bosons in associated production with jets, and semileptonically decaying tt
events. All these background sources are treated together. We define fake-¢
regions in data by requiring the light lepton with the second-highest pr to fail
the ‘gradient’ isolation criterion, referred to as ‘inverted’ isolation. We create
fake-¢ templates from these samples by subtracting the simulated Z — ¢¢ and
top backgrounds, which produce real light leptons. The normalisation of each
template is then scaled by the factor which corrects for the inverted-isolation
requirement.

The dominant contribution to the uncertainties in the fake-¢ background in
the TiepTiep channel arises from the non-closure uncertainty and the uncertainty in
the heavy-flavor content. Minor contributions come from the uncertainty in the
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fractional composition of the fake-¢ background in top quark decays, W boson
production and multijet events.

In the Ty,qThaq channel, the multijet background is modelled using the template,
built from the data which passed the SR selections, but we require the 7,,q-vis
candidates to have two tracks and to fail the opposite-charge requirement (nOC
region). Then, simulated events with the true tau leptons from other SM processes
are subtracted from the template. Afterwards, the template is reweighted using
the scale factors which are derived by comparing the template from an nOC
selection with a region obtained by requiring the 7y,4.vis pair to have the opposite
charge and the second-highest-pr Thaq.vis to fail the ‘tight’, but pass the ‘medium’
identification requirements. In the 7,,q7aq channel, the normalisation of the fake
background is constrained in the fit by data in the mMMC distribution in the SRs

-
and the corresponding normalisation factor (NF) is correlated across all Thaq7had

SRs.

The dominant contribution to the uncertainties in the fake-7,,4..is background
in the T,,qThaq channel arises from the statistical uncertainties in scale factors.
Minor contributions originate from the uncertainty in the extrapolation from the
nOC region and the uncertainty from the subtraction of simulated backgrounds.

In the TiepThaa channel, fake-7y,,4.vis background is composed mostly of multijet
events and W boson production associated with jets. The fake-factor method
utilises a fake-factor, which is defined as the ratio of the number of events where the
highest-pr jet is identified as a ‘medium’ 7,,4.is candidate to the number of events
with the highest-pr jet that passes a ‘very loose’ Ty.q.vis identification, but fails
the ‘medium’ one (anti-ID regions). Fake-factors depend on the track multiplicity,
pr of the Taqvis candidate and on the type of parton initiating the jet. For this
reason, they are calculated separately in quark-jet-dominated ‘WW-enhanced” and
gluon-jet-dominated ‘multijet-enhanced’ regions. The W-enhanced regions are
defined by inverting the mt < 70 GeV requirement and the multijet-enhanced
regions are defined by inverting the light lepton isolation, relative to the inclusive
boosted and VBF selections. To obtain the fake-7,,q4.vis background estimate for
the SRs, these fake-factors are weighted by the factor which corresponds to the
ratio between the number of events in multijet-enhanced region and W-enhanced
region. The weighted fake-factors are then applied to events in the corresponding
SRs.

The dominant contribution to the uncertainties in the fake-7j,,q.vis background
in the TiepThaa channel originates from the statistical uncertainty in the individual
fake-factors. Minor contributions arise from uncertainties in the fractional size
of the multijet contribution to the fake-7y,,q4.vis background and the statistical
uncertainty in the anti-ID regions.

5.5 Systematic uncertainties

Before the fit to obtain final results is performed, we need to introduce systematic
uncertainties, which affect our measurement. They can be grouped into three
main categories: theoretical uncertainties in signal, theoretical uncertainties in
background, and experimental uncertainties.

The theoretical uncertainties are related to the cross-section predictions and
the event modelling with MC generators. The experimental uncertainties are
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related to the simulation of the detector response and to the measurement of
background contributions from CRs. A non-negligible source of the systematic
uncertainty in this measurement is the MC statistical uncertainty, as the simulated
samples are of limited size. In general, the systematic uncertainties affect both
the expected signal yields and the shape of mMMC distributions in the SRs as

well as the expected background yields the CRs. All systematic uncertainties are
included in the fit model described in the section 5.6.

5.5.1 Theoretical uncertainties in signal

In the fit model, the uncertainty is based on the variation of the number of events

predicted per bin in the final mMMC distribution

Nhin = Otot X L X A X frin, (5.1)

where oy is the total cross-section, £ is the luminosity, A is the acceptance of the
total sample in a SR, fi;, is the fraction of events in a certain bin in the resulting
distribution.

The theoretical uncertainties for signal processes are evaluated separately for
their impact on the total cross-section, on the acceptance in different SRs and
on the shape of the mMMC distribution in each SR. The uncertainty of the total
cross-section is treated as uncorrelated to shape and acceptance uncertainties,
while shape and acceptance uncertainties from a given source are treated as
correlated.

The most important theoretical uncertainties of the SM predictions arise from
three sources:

e QCD scale uncertainties due to the missing higher orders in perturbation
theory.

e Experimental input parameters uncertainties such as PDFs and the value of
the strong interaction coupling constant asg.

e Non-perturbative parts of the calculation (underlying event and hadronisa-
tion).

We follow the recommendations provided by the LHC Higgs Cross-Section
Working Group (LHCHXSWG) [31] to estimate uncertainties in the Higgs boson
production cross-sections, in particular, QCD scale uncertainties, PDF and ag
uncertainties.

For the VBF and VH production cross-sections, the QCD scale uncertainties
are estimated by varying the renormalisation pr and factorisation pup scales by
the factor of two around the nominal value.

For ggF production, a trivial variation of the factorisation and renormalisation
scales is not sufficient. This approach underestimates the final uncertainties due
to the accidental cancellations. Therefore, QCD scale uncertainties for ggF need
a specific treatment. Following the LHCHXSWG recommendations, we introduce
9 sources of uncertainties related to the truncation of the perturbative series.
Four sources account for uncertainties in the jet multiplicities due to the missing
higher-order corrections:
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e 2 sources account for the yield uncertainty due to the factorisation and
renormalisation scale variations.

e 2 sources account for the migration uncertainties of (0 <» 1) and (1 > at
least 2) jets in the event.

Three sources parameterise the modelling uncertainty in the p4:

e 2 sources account for the migration uncertainty between the intermediate
and high-pr regions of events with at least one jet.

e 1 uncertainty accounts for the top quark mass in the loop corrections, where
the difference between the leading order (LO) and next-to-leading order
(NLO) predictions is taken as an uncertainty due to missing higher-order
corrections.

Two uncertainty sources account for the acceptance uncertainty of the ggF pro-
duction in the VBF phase space (using an extension of the Stewart—Tackmann
method [89, 90]):

e Selecting exactly two jets.

e Selecting at least three jets.

The dominant uncertainties arise from the modelling of the p4 distribution in
all SRs, scale variations in the boosted SRs and acceptance uncertainties in the
VBF SRs.

The PDF uncertainties are estimated using 30 eigenvector variations and two
ag variations [91]. We estimate the uncertainties related to the simulation of the
underlying event, hadronisation and parton shower (UEPS) by comparing the
acceptance from two models. In particular, we use the default UEPS model from
PyTHIA and an alternative UEPS model from HERWIG. An uncertainty of the
branching ratio of the H — 77 decay is 1% [92] and it affects the signal rates. All
theoretical uncertainties are correlated across SRs.

5.5.2 Theoretical uncertainties in backgrounds

Except for the Z — 77 background, we do not consider theoretical uncertainties
of other simulated background processes, as their impact is small compared to
the uncertainties of the Z — 77 and fake background.

For the Z — 77 background, we consider the uncertainties from the missing
higher-order QCD corrections, the PDF parametrisation, parton-shower modelling
and underlying-event modelling. Z — 77 overall normalisation is correlated across
the three analysis channels and constrained separately in the VBF and boosted
SRs, more details in Section 5.6.

We consider the variations related to the aforementioned uncertainties in
the event migration within an analysis channel (‘loose’ <+ ‘tight’), in the mMMC
shape and in the relative acceptance changes between the three analysis channels.
All these uncertainties are uncorrelated between the VBF and boosted SRs.
Additionally, we treat uncertainties arising from the missing higher-order QCD
corrections and the PDF parametrisation as uncorrelated between the three
analysis channels. The largest contribution arises from the uncertainties related
to the jet-to-parton matching uncertainty (CKKW matching uncertainties) [93].
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The parton-shower and underlying-event modelling uncertainties are evaluated
by the SHERPA generator. The impact of these and other modelling uncertainties
such, as LO/NLO precision comparison for leading jets on the Z — 77 background,
is studied in an alternative sample. This sample is simulated using MADGRAPH
generator [94] at the leading order interfaced to the PyTHIA UEPS model.

5.5.3 Experimental uncertainties

Particle candidate reconstruction includes several stages of calibration which result
in a number of sources of experimental systematic uncertainties. We estimate
these uncertainties following the recommendations provided by the combined
performance groups.

The dominant experimental uncertainties in this measurement are related to the
jet and Thaq.vis Teconstruction, while the impact of the electron- and muon-related
uncertainties [74, 95, 75] is small.

Luminosity and pileup uncertainties

The uncertainty of the measured integrated luminosity [96, 97] is determined by
dedicated luminosity detectors adjacent to the ATLAS detector. This uncertainty
affects the number of predicted signal and background events, except for the
processes which are normalised to data. In this measurement, we combine 2015
and 2016 datasets with /s = 13 TeV, so we need to consider the uncertainty due
to the pileup reweighting process as well.

Energy scale and resolution uncertainties

In general, the measurement and correction of the energy and momentum scales
for reconstructed particles provides a source of uncertainty.

To obtain the jet energy scale (JES) and its uncertainty we combine the
information from test-beam data, LHC collision data and simulation [98]. We
factorise the uncertainties from the JES measurements into eight components.
Additionally, we consider the uncertainties related to jet flavour, pileup corrections,
n-dependence and high-pt jets.

The JER [99] uncertainty is particularly important for this measurement.
The low resolution of jets leads to the large smearing of E¥*5 which is further
propagated to the mMMC distribution. In order to improve the ability of our fit
model to describe the data, we parametrise JER into 11 uncorrelated components
rather than a single uncertainty.

The uncertainties of the TES [82] are determined by fitting the Z boson mass
in Z — 77 events, which are reconstructed using the Tpaqvis- FOr Thag.vis With
pr > 50GeV, we also consider the uncertainties based on the modelling of the
calorimeter response to single particles [100]. The uncertainties of electron [101]
and muon [74] energy scales are considered as well.

Systematic uncertainties of the energy scales of all objects influence the recon-
structed FX* and we need to recalculate the ES after applying each variation.
We take into account the scale uncertainty of E2 caused by the energy in the
calorimeter cells not associated with physics objects [84]. The ER resolution
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uncertainty is derived from the energy resolution uncertainties of each of the Fss
terms and the modelling of the pileup and its impact on the soft term.

Efficiency uncertainties

Efficiency uncertainties incorporate the uncertainties in efficiencies for triggering,
object reconstruction and identification. We correct simulated events for differences
in efficiencies between the data and the simulationm and propagate the associated
uncertainties through the analysis.

The main contribution arises from the uncertainties of the 7,,4.vis identification
and reconstruction efficiency [102], the trigger efficiency and the uncertainty of
the rate at which an electron is misidentified as Thaq.vis [82]. The uncertainties for
identification and reconstruction for electrons [101] and muons [74] are considered
as well; however, their impact is rather small. We also consider uncertainties in
the efficiency to pass the JVT and forward JVT requirements [103, 81]. Efficien-
cies of the flavour tagging uncertainties are measured in dedicated calibration
analyses [104] and result in uncorrelated components.

5.6 Statistical model and fit procedure

After the optimisation of the signal event selection, estimation of the background
contributions and systematic uncertainties, we want to look at the final fit results.
However, first we have to build a model for statistical hypothesis testing. The
overview of the statistical analysis techniques used in the high-energy physics
was provided in Section 4. In this section, we describe some specifications of the
statistical model and the fit procedure used in H — 77 cross-section measurement.

The statistical model is built with the HistFactory software package in the
RooFit/RooStat framework [105]. It is determined by the probability density
functions of the binned mMM¢ distributions expected in each event category. The

mMMC g chosen as it provides a good discrimination power between the signal

T
and the background processes and it is sensitive to the Higgs boson mass as well.
The histograms of the expected mMMC distributions are composed of the
individual contributions from the ggF, VBF, VH and ttH signal processes and
the Z — 77, fake and other remaining background processes. These individual
contributions are called samples.

The fit model encodes the three analysis channels and two categories as well
as the correlations between signal and background processes and systematic
uncertainties. It incorporates more than 200 NPs related to the statistical and
systematic uncertainties and to the normalisation of the background contributions
measured in the CRs. The maximum-likelihood fit on data is performed using the
mMMC distributions in 13 SRs and the event yields in 6 CRs, in order to extract
POI which probe the H — 77 production.

The fit with a single POI measures either the total cross-section of the H — 77
production or its signal strength. In this case, we measure the contribution from the
four Higgs boson production processes, with their relative contributions assumed
to be as predicted by the SM. The total cross-section of the H — 77 production
processes is defined as oy, = oy x B(H — 77), where B(H — 77) is the

H — 77 branching fraction. Signal strength is defined as py_,r = opg_rr/ a%l\i”,
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where cr?}\iﬂ stands for the SM prediction. The value ppy_,,, = 0 corresponds to

the absence of signal, whereas the value pgy_,,» = 1 corresponds to the signal as
predicted by the SM.

In the cross-section measurement with two POIs, we measure separately the
ggF and VBF production modes and the VH and ttH production cross-sections
are set to their SM predicted values.

For the small contribution from the H — WW* decays in our measurement,
we assume the SM predictions for the production cross-section and branching
ratio.

The CRs are employed to constrain normalisations of the major background
contributions. For this purpose, we use single-bin histograms containing the
number of events in the corresponding CRs. In the case of simulated background
components, the NFs compare the background normalisation with values deter-
mined from their theoretical cross-sections. The background normalisations are
considered either free-floating with constraints given by the corresponding CRs or
fixed to their MC predictions.

The Z — 771 background is correlated across the three analysis channels
resulting in two NFSs, one per inclusive category. The Z — 77 normalisation is
constrained by data in the mMMC distribution of the SRs. The absolute event
yields of the Z — ¢¢ CRs constrain the normalisation of simulated Z — ¢¢ events
in the 7iepTiep channel using two NFs in the fit (one per inclusive category). The
normalisation of the simulated top background is constrained by the absolute
event yields in the respective CRs in the 7iepTiep and 7iepThaa channels, using in
total four NFs in the fit. Furthermore, we introduce one NF for the data-driven
fake-Thad-vis background in the 7,,q7haq channel, which scales the event yield of the
template of events that fail the opposite-charge requirement (see Section 5.4.4).

After applying all selection criteria many of the samples have low statistics,
which may cause issues in dealing with the shape component of the NPs. For
example, in the case of small systematic variations, the corresponding upward
(+10) and downward (—10) systematic variations or varied mMM¢ shapes might
be dominated by statistical noise. Inserting such noise into the fit could cause
instabilities and allow for incorrect and unintentional variation of the NPs. For
this reason, we developed methods to systematically prune and smooth the
shape component of the systematic uncertainties in order to suppress the noisy
components without accidentally removing genuine and significant shape variations,
all happening before they enter the fit.

To simplify the fit model and ensure its stability, we apply several criteria to
reduce the number of NPs (for each shape systematic considered), which do not
impact the likelihood model:

o Symmetrisation: The histograms entering the fit might contain bins with
both the upward and downward systematic variations lying in the same
direction (up or down) with respect to the nominal value. This effect might
cause incorrect behaviour of the fit. Thus, the larger of the two variations
(with respect to the nominal) is mirrored about the nominal in order to
produce a symmetric variation (in that particular bin). An example of the
input variation on which the symmetrisation is applied is shown in the left
plot in Figure 5.2.
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Figure 5.2: Examples of the systematic uncertainties where the symmetrization
(left) and smoothing (right) procedure is applied. The solid (dashed) lines corre-
spond to the input (output) variations in the invariant mass of a pair of tau leptons
mMMC distribution for one component of tau energy scale (TES) uncertainty in
ttH (left) and WH (right) sample in the boosted signal region of the TiepThad
channel.

e Smoothing: We use smoothing procedure [106] to remove the occasional
large local fluctuations in the mMMC distributions. It is performed on the
ratio between the variation and the nominal as this minimises the artefacts
which can be created by the smoothing. An example of the input variation
on which the smoothing is applied is shown in the right plot in Figure 5.2.

Similarly, we define four pruning criteria:

e Querall normalisation: We consider the NPs affecting the normalisation
only if the total integral of either the upward or the downward variation
differs from the integral of the nominal histogram by more than 0.5%.

o Statistical uncertainty: The shape variation of a nominal histogram with the
large statistical uncertainty tends to make falsely large shape variation due
to the statistical fluctuation (especially bin-to-bin migration). Therefore,
we prune away the shape systematics if the statistical uncertainty of the
integral (total yield) is greater than 0.1.

o \? test: We perform a y? test between the upward and the downward
variations with respect to the nominal. This test is done separately for
each potential shape systematic NP and for each sample. The statistical
uncertainty considered in this calculation is only the largest of the nominal
or varied one, rather than both (since they are typically very strongly
correlated). We keep the shape component of the NP if the result of
the reduced y? test is greater than 0.1, for at least one of the upward or
downward fluctuated shapes. Otherwise, the shape variation is considered as
non-significant for the given background sample, and the shape component
of the NP is not used in the fit. However, the corresponding normalisation
component of a given NP is still considered.

o Significance testing: For the shape systematic of background processes we
further consider whether the variation has a significant effect in at least one
bin. We define a variation significance as S; = |u; — d;| /ot with u; (d;)
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Figure 5.3: Examples of the systematic uncertainties which are pruned away and
thus not included in the fit. The solid (dashed) lines correspond to the input
(output) variations in the invariant mass of a pair of tau leptons mMM¢ distribution

for one component of jet energy scale (JES) uncertainty in WH (left) and Top
(right) sample in the boosted signal region of the TjepThaa channel.

being the upward (downward) variation in the bin i and o!" is the statistical

uncertainty on the nominal value. If no bin has S; > 0.1, we remove the
shape component of the NP.

We optimised the pruning thresholds mentioned above in such a way that they
do not prune genuine variations. The examples of the systematic uncertainties
which are pruned away and thus not included in the fit are shown in in Figure 5.3.
We checked the signal significance by scanning each threshold and made sure
that the significance does not artificially increase due to the pruning procedure
removing the real shape systematics. If the variation is negative then the value of
the variation is set to a tiny positive value (1079).

The full fit model is summarised in Figure 5.4. It should be noted that we use
both 2015 and 2016 data, and common merged histograms are used for these two
datasets.

The fit model cross checks, the final fit results, the uncertainty breakdowns
and postfit figures, are obtained with the WSMaker script collection [107].

Initially, the fit is tested against an Asimov dataset [63], which is built from the
sum of the expected signal and background contributions in place of the observed
data and therefore the estimators for all NPs are equal to their true values. This
dataset is used to assess the stability of the fit model and it provides an expected
sensitivity of the measurement as well. The input variations of some NPs might
be overestimated and if the observed data have power to constrain them, we
observe smaller 10 band than the one expected in the negative-log likelihood
distribution from the fit to an Asimov dataset. We have performed several fit
tests using the Asimov dataset to scrutinise the constrained NPs. Furthermore,
to study the behaviour of the fit model in real data before looking at the region
where we expect the Higgs boson’s signal, we have provided a fit of the mMM¢
distribution restricting its range below 100 GeV in all SRs (low mass fit). The fit
model scrutiny using the aforementioned approaches is described in Section 5.8.

Following the validation of the fit to Asimov data and the fit in the low mass
region, the fit to the real data is performed and the obtained results are presented
in the next section.
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5.7 Results

The aim of the analysis presented in this thesis is to measure the signal strength
and the production cross-section of the Higgs boson in H — 77 decay channel.
Furthemore, we determine total cross-sections in the H — 77 decay channel
separately for the VBF and ggF production.

For all measurements we consider the same set of the systematic uncertain-
ties; however, for the cross-section measurements we do not include theoretical
uncertainties related to the measured signal cross-sections.

Theoretical uncertainties are kept correlated as described in Section 5.5. The
experimental uncertainties are fully correlated and the background modelling
uncertainties uncorrelated across the two categories, with the exception of the
NFs as described in Section 5.4.

In figures in this section, the analsysis channels TiepTiep, TiepThad a0d ThadThad
are labelled as ‘1I’, ‘lh” and ‘hh’, respectively.

5.7.1 Observed and expected significance

The analysis selection as well as the binning of the mMMC distribution in the SRs
were optimised using the Asimov dataset to provide the best expected significance.

The observed (expected) significance of the signal excess relative to the
background-only hypothesis computed from the likelihood fit is 4.4 (4.1) standard
deviations, compatible with a SM Higgs boson with a mass of 125GeV. The
expected significances are obtained from the fit to an Asimov dataset, which was
created during the fit by the fitting program.

Table 5.6: The observed and expected signal significance obtained from the
combined fit with the three analysis channels and the two categories is labelled
as ‘Combination’ The combination of all VBF (boosted) signal regions across all
channels is indicated by ‘VBF’ (‘Boosted’). Obtained results from the individual
fit in each channel and category are shown as well.

Fitted region Observed significance [o0] Expected significance [o]
Combination 4.40 4.14
VBF 2.57 2.75
Boosted 3.21 2.85
Tiep Tlep 2.20 1.20
Tep Thad 2.44 2.63
ThadThad 2.21 288
TiepTiep VBF 1.29 0.83
Thad Thad VBF 139 178
TiepTlep BST 1.48 0.68
TepThad BST 1.91 1.86
Thad Thad BST 125 183
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Figure 5.5: The measured values for py .. (left) and og_,,, (right) when only the
data of individual channels (top) or individual categories (bottom) are used. The
result from the combined fit is shown as well. The total £1¢ uncertainty in the
measurement is indicated by the black error bars, with the individual contribution
from the statistical uncertainty in blue. The theory uncertainty in the predicted
signal strength (cross-section) is shown by the yellow band.

Table 5.6 shows the expected and observed signal significances for the combined
fit and fits per individual channels and categories.

Combination with Run 1 dataset

We combine the aforementioned result with the result of the search for H — 77
decay using Run 1 dataset [9]. The observed (expected) significance amounts
to 6.4 (5.4) standard deviations. In this combination, all NPs are treated as
uncorrelated between the two analyses as they used different techniques for the
dominant Z — 77 background estimation. In particular, in the measurement
presented in this thesis Z — 77 is estimated from MC simulation, while in the
Run 1 analysis [9], the embedding technique [88] was used.

5.7.2 Measured signal strength and cross-section

As mentioned earlier, we consider four Higgs boson production processes: VBF,
ggF, VH and ttH, whose relative contributions are assumed as predicted by the
SM. The signal strength calculated by the fit is evaluated to be

fi—re = 1097017 (stat.) 752 (syst.) T01¢ (theory syst.).
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Table 5.7: Summary of different sources of uncertainty on the signal strength
-+ and cross-section oy _,,, measurement in terms of absolute values. The
uncertainties are grouped to individual categories according to their origin. ‘All
but normalisations’ correspond to the fit in which all experimental and theoretical
uncertainties are included, but the normalisation factors are excluded.

Parameter of interest HH 77 Oty O
Central value 1.091 1.089
Set of nuisance parameters Uncertainty Uncertainty

Total
DataStat
FullSyst

All normalisations

Ztt normalisation

All but normalisations

Jets MET

BTag

Electron / Muon
Tau

Pileup reweighting

Fake estimation
Luminosity

Theory unc. (Signal)
Theory unc. (Ztautau)

MC stat

+0.315/ — 0.279
+0.175/ — 0.171
4+0.263/ — 0.220
+0.069/ — 0.050
+0.056/ — 0.036
+0.250/ — 0.206
+0.124/ — 0.100
+0.037/ — 0.030
+0.013/ — 0.010
+0.048/ — 0.033
+0.013/ — 0.004
+0.045/ — 0.041
+0.036/ — 0.026
+0.161/ — 0.106
+0.044/ — 0.035
+0.120/ — 0.109

+0.307/ — 0.275
4+0.174/ — 0.171
4+0.253/ — 0.215
+0.069/ — 0.048
+0.055/ — 0.033
4+0.240/ — 0.201
+0.122/ — 0.100
+0.037/ — 0.027
+0.013/ — 0.010
+0.048,/ — 0.032
+0.012/ — 0.003
+0.045/ — 0.041
+0.036/ — 0.026
+0.146/ — 0.095
+0.043/ — 0.035
+0.118/ — 0.108

The measured value of the total cross-section is
OH—rr = 3.77 tggg (stat.) fg?ﬁ (syst.) pb,

which is consistent with the SM prediction of o$M, = 3.464+0.13pb [92]. Results
of the fit when only the data of an individual channel or of an individual category
are used, are shown in Figure 5.5. Also shown is the result from the combined fit
and the theoretical uncertainty in predicted signal strength or cross-section.

Table 5.7 shows the best-fit value for the signal strength (top) and cross-section
(bottom) and the breakdown of uncertainties on these measurements in terms of
absolute values. In the breakdown tables the NPs are grouped to several categories
according to their origin.

The main contribution to the final uncertainty originates in the systematic
uncertainties. The biggest contribution among the systematic uncertainties arises
from the jet related uncertainties and signal theoretical uncertainties.

5.7.3 Nuisance parameters constraints

The NPs are profiled in order to minimise the negative-log likelihood function.
After the fit, the NPs can end up constrained or pulled from their expected
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Figure 5.6: Postfit values of all normalisation factors entering the combined fit.

(central) value. Constraints indicate the favourability of data to be able to assess
the size of the variation. Pulls indicate that the data is distributed closer to the
+10 variation rather than to the nominal value.

The postfit values of NFs are shown in Figure 5.6 and listed in Table 5.8. The
postfit constraint of Z — 77 NF is 9% in the VBF category and +5% in the
boosted category. The normalization of top background is constrained to +30% in
the TiepThaa VBF top CR and less than +10% in the other top CRs. For Z — ¢/
NF the constraint in the 7jep7iep channel amounts to £40% in the VBF category
and to £25% in the boosted category. In other channels the contribution from
Z — 0l events is not significant and it is normalised to its theoretical cross-section.
The event yield of multijet background in the 7,,q7.q channel is constrained by
data to £15% in the SRs.

Figure 5.7 shows constraints and pulls of all NFs and NPs, except for the
MC statistical uncertainties. Table which enumerates the postfit value for each
NP can be found in Appendix C. The set of NPs with the postfit constraint less
than 0.75 of the prefit uncertainty or pulls from the central value greater than
0.5 are shown in Figure 5.8. We can group NPs with significant constraints or
pulls into several categories: Z — 77 theory, E2 jet and tau-related NPs, and
misidentified tau related NPs. We have carefully scrutinised NPs with significant
constraints (pulls) and investigated their origin using the Asimov dataset (low
mass fit) before actually looking at measured data. Several of these investigations
are described in Section 5.8.

Study of the jet related uncertainties

The ATLAS jet energy resolution (JER) measurement is performed in well-
balanced dijet events. The results of the comparison between data and MC
simulations are used in the analyses performed by the ATLAS collaboration. They
can be parametrised in two ways:

e A single NP encapsulating all the mismodelling effects.
e 11 NPs resulting from a principle component analysis.

As the analysis presented in this thesis is highly sensitive to the JER uncertainties,
the two proposed strategies were investigated. The 11 NPs approach is preferred
as it provides a more accurate parameterisation of the observed difference between
data and MC simulation.
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Figure 5.7: Constraints and pulls of all the nuisance parameters except for those
related to MC statistics.
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Figure 5.8: Constraints and pulls of the nuisance parameters for which the
constraint is less than 0.75 of the prefit uncertainty or pulls greater than 0.5.
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Figure 5.10: Examples of input and output variations for one component of the
jet energy resolution (JER) uncertainty. The solid (dashed) line corresponds to
the input (output) variations in the invariant mass of a pair of tau leptons mMMC
distribution in Z — 77 sample in the boosted signal region (left) and ggH sample
in the VBF signal region (right) of the 7jepThaa channel.
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Table 5.8: Normalisation factors for the background components which have
their normalisation constrained using data in the fit, including all statistical
and systematic uncertainties, but without uncertainties in total simulated cross-
sections extrapolated to the selected phase space. Systematic uncertainties are
the dominant contribution to the normalisation factor uncertainties. Also shown
are the analysis channels to which the normalisation factors are applied.

Background Channel Normalisation factors
VBF Boosted

Z — Ul (CR) TiepTiep 0.88%0%  1.27703

Top (CR) Tiep Tlep 1.19£0.09 1.07£0.05

Top (CR) TlepThad 1.53103 1.13+£0.07

Fake-Tad.vis (data-driven)  7jaq7Thad 1.1240.12

Z — 77 (fit in each SR)  TiepTiep,TiepThad, Thad Thad ~ 1.0470:09 1.11 4+ 0.05

We studied the behaviour of the analysis categorisation and the mMMC variable

when we vary the jet energy resolution following the recommendations of the

ATLAS JetEtmiss working group.

The calculation of the mMM© variable depends explicitely on the EM recon-

struction and on the number of jets with pp > 25 GeV. Consequently, one expects
to see an impact from a variation of the JER uncertainty on the mMM€ calculation.

Especially in the boosted Z — 77 topology with at least one additional jet, a
variation of the jet pr translates directly in E¥5. This results in two effects:

e The EXS acts as an input to the mMMC calculation and thus the shift of
the B towards higher values, leads to a shift of the mMMC distribution
towards higher values and it shifts the Z boson peak.

e Moreover, since we apply a cut on EX the JER leads to an increase of
accepted events with lower nominal EX values. This translates into a shift

of the mMMC distribution to higher values.

The NPs related to the jet energy resolution are significantly constrained, as
shown in Figure 5.9. Figure 5.10 shows the examples of the input and output
variations for the JER_NP_0 (left) and JER_NP_5 (right) component of the JER
uncertainty.

Figure 5.11 illustrates the profile negative-log likelihood scans of the 9 JER
NPs in the combined fit as well as in the individual fit per analysis channel. As
shown, the constraints and the pulls do not come from a single channel.

The constraints of the JER NPs in the combined fit are driven by the mea-
surement of the Z boson peak position, which is apparently more sensitive than
the standard ATLAS recommendations (at least in the studied phase space re-
gion). The same conclusion is true for the jet energy scale (JES) uncertainties.
This analysis would benefit from updated recommendations with reduced jet
uncertainties.
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Figure 5.11: ATLAS_JER nuisance parameters profile scans. Red curve corre-
sponds to the combination of the analysis channels, while blue, green and yellow
curves correspond t0 ThadThad, TiepThad and TiepTiep Channels, respectively.

Study of the uncertainties on the hadronic tau efficiency and energy
scale

As illustrated in Figure 5.12 and shown in Table 5.9, NPs related to the uncer-
tainties on the hadronic tau efficiency and energy scale (labelled as TAU_EFF_ID,
TAU_TES) are pulled in the fit of the full mMMC spectrum. Similar behaviour of
these NPs is observed in the fit of the low mMMC range described in Section 5.8.2.

TAU_EFF_ID_TOTAL, TAU.TES_.DETECTOR and TAU_TES_INSITU NPs
exhibit the most severe pulls. However, these NPs have a limited impact on
the POI as they are ranked 28th, 95 and 67 respectively, see section about the
NPs ranking below. The first two of these NPs are significantly more pulled in
the combined fit than in the individual fit performed in the TiepThaa and ThadThad
channels. In addition, the Z — 77 NFs differ by =~ 1.50 between the TiepThad
and ThaqThaqa channel fits. In the combined fit, we consider a single Z — 77 NF

per category across the three decay channels. The difference in the NFs noticed
in the fit on the individual channel is absorbed by TAU_EFF_ID TOTAL and
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Figure 5.12: Constraints and pulls of nuisance parameters related to lepton
uncertainties.

Table 5.9: Observed and expected ranking and postfit value and uncertainties
of the hadronic tau nuisance parameters and the Z — 77 normalisation factors.
This table is made with a 7,,q7haq Workspace inputs with a wrong implementation
of the ggH parton shower uncertainty. The impact of this uncertainty is marginal
and the conclusions drawn in this section does not change in any way after its
correct implementation.

Ranking Nuisance parameter Combined Standalone

Obs.  Exp. TlepTiep TTlepThad +ThadThad ~ TepThad Thad Thad
16 16 TAU_EFF_ID_TOTAL —1.0750:88 —0.097095  —0.037051
38 40 TAU_TES_DETECTOR 1.2549¢1 0.0271:02  0.547077
45 44 TAU_EFF_RECO_TOTAL —0.4970:53 —0.0510395  —0.01199¢
62 25 TAU_TES_INSITU —0.7270:33 —0.04705  —0.5975:03
64 54 TAU_TES MODEL —0.19758 —0.01%}00  —0.32709¢
87 105 TAU_EFF_ELEORL.TRUEH —0.5270:57 0.015190  0.0355:9
3 3 norm_boost_7Ztt 1114992 1.0470:08 0.8870:15
47 52 norm_vbf_Ztt 1.0475:89 1.065010  0.81491%

TAU_TES_DETECTOR NPs. The pull of TAU_TES_INSITU is similar in the
combined fit and in the 7,,q7haq channel. This parameter is essentially unpulled
in the TiepThaa channel; however, it is constrained by a factor ~ 1.5.

In order to understand more the nature of these pulls, we perform two tests in
which we split the TAU_EFF_ID_TOTAL NPs:

1. Split into two uncorrelated NPs depending on the pt. The first one affecting
hadronic taus with pt below 40 GeV and the second one above 40 GeV;

2. Split into two uncorrelated NPs depending on prongness. One NP for
1-prong taus and one NP for 3-prong taus.

Table 5.10 summarises the result of these tests. The pull of TAU_EFF_ID_TOTAL
NP origins in hadronic taus with a pr above 40 GeV. This effect is expected, since
the ThaqaThaa channel have a very small population of hadronic taus below 40 GeV.
Moreover, the pull seems to origin in 1-prong taus which dominates the sample
in both TiepThad @nd ThadThaa channels. In all the studied scenarios, the pulls and
constraints on the TES NPs are similar.
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Table 5.10: Postfit values and uncertainties of the hadronic tau nuisance parameters
and Z — 77 normalisation factors when TAU_EFF_ID_TOTAL is split in two
NPs probing different pr regime or different prongness. This table is made with a
ThadThad WOTkspace inputs with a wrong implementation of the ggH parton shower
uncertainty. The impact of this uncertainty is marginal and the conclusions drawn
in this section does not change in any way after its correct implementation.

Nuisance parameter Nominal  Split in py  Split in prongness
TAU_EFF_ELEORL_TRUEELE —0.025195  —0.031093 —0.031099
TAU_EFF_ELEORL.TRUEHADTAU —0.527557 —0.527057 —0.5475:57
TAU_EFF_ID_HIGHPT 0.005195  0.001-09 0.00%1:9
TAU_EFF_RECO_HIGHPT 0.00713%  0.0071-99 0.0071:00
TAU_EFF_RECO_TOTAL —0.497535  —0.5675-08 —0.6075:58
TAU_EFF_TRIG_STATDATA2015 —0.017755  —0.0271:5% —0.0271:0%
TAU_EFF_TRIG_STATDATA2016 —0.48%598  —0.4975:58 —0.5075:58
TAU_EFF_TRIG_STATMC2016 —0.3710%9  —0.38%399 —0.3970:59
TAU_EFF_TRIG_SYST2015 0.00713%  0.0071-99 0.0011-00
TAU_TES_MODEL —0.19708L  —0.18%378 —0.2119%7
TAU_TES_DETECTOR 1.257567  1.2870:67 1.2975:8%
TAU_TES_INSITU —0.727538  —0.7975:3) —0.8179:21
TAU_EFF_ID_TOTAL —1.0775:88 - -
TAU_EFF_ID_TOTAL_PTHIGH - —1.1375% -
TAU_EFF_ID_TOTAL_PTLOW - —0.0775:58 -
TAU_EFF_ID_TOTAL_1P - - —1.04757%
TAU_EFF_ID_TOTAL_ 3P - - —0.15"008
norm_boost_Ztt 1117988 1.11%508 1114558
norm_vbf_Ztt 1.047585 1.0475:99 1.0359:9

5.7.4 Nuisance parameters correlations

The two NPs result (anti-)correlated in the fit when the corresponding variations
have similar effect on the mM¢ shape or normalisation. We build the fit model
in such a way, that we aim to minimise correlations between the NPs; however,
it is not possible to remove them completely. As the fit model includes over 200
NPs, we do not show the full correlation matrix. Figure 5.13 shows a part of the
correlation matrix, which consists of the NPs which have a correlation of absolute
value of at least 25% with any other NP.

The biggest correlations are observed between the two Z — ¢¢ NFs in the
TiepTiep Channel, each of them acting on one analysis category. Similarly, for the
two Top NFs acting separately on the two categories in the 7iep7iep channel and
the two Z — 77 NFs, which are correlated across all the analysis channels. The
correlations between the NFs are caused by the migration of events between the
VBF and boosted categories and also by the fact that all the experimental and
some of the theory NPs acting on these backgrounds are correlated between the
analysis categories (not separated per category). ZttTheory QSF _Relative Bst
NP is correlated with Ztt_CKK_Relative_Bst NP. Both of these NPs control the

event migration between the three analysis channels in the boosted category.
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Figure 5.13: The correlation matrix obtained from the combined fit. The matrix
contains only the nuisance parameters with correlations whose absolute value is

higher than 0.25.

Both FT_EFF _Eigen_b_0 and FT_EFF _Eigen_ light_ 0 NPs are correlated with the
Top NF acting on the 7ip7iep channel. We understand this effect such that if the
b-tagging efficiency changes, yield of the top quark background changes as well
and as a result the fit adjusts the corresponding NF.

We observe the biggest anti-correlations between the fake NFs and fake NPs.
This effect is expected, since these NFs and NPs act on the fake background and
they can change its normalisation. Furthermore, JES Flavour_Comp_leplepzll
NP is anti-correlated with two NFs acting on Z — ¢/ background. This anti-
correlation is expected, as for the jet flavour composition uncertainty estimation
in the Z — ¢¢ background we used conservative approach. Due to the limited
statistics in this sample, we assumed that this background sample contains 50%
of quark-originate jets and 50% of gluon-originate jets with 100% uncertainty. For
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better understanding of the origin of these anti-correlations, we introduce two
NPs for the jet flavour composition uncertainty in the 7iepiep and 7iepThaa channels
only acting on the Z — ¢/ sample and another NP which acts simultaneously on
the other samples of the TiepTiep and TiepThaa channel.

5.7.5 Nuisance parameters ranking

To evaluate which NPs have the biggest impact on the POI, we provide so-called
NP ranking. We obtain NP ranking from the fit by first minimising the likelihood
function with all the NPs free-floating and thus getting the best-fit values for all
of them. Then, we provide the fit again with all the NPs fixed to their best-fit
values while varying one NP at the time by +10 and check how the value of the
POI changes. We repeat the fit for all the NPs.

NP ranking plots show the impact (fractional impact) of systematic uncertain-
ties on py_rr (0g—,r) as computed by the fit. The systematic uncertainties are
listed in decreasing order of their impact on POI on the y-axis. The hatched blue
and open blue boxes show the variations of POI referring to the top z-axis (£lo
impact on the POI). The filled circles, referring to the bottom z-axis, show the
pulls of the fitted NPs, i.e. the deviations of the fitted parameters 0 from their
nominal values 6, normalised to their nominal uncertainties Af. The black lines
show the uncertainties of the NPs resulting from the fit. The open circles, also
referring to the bottom x-axis, show the values of the fitted normalisation factors.

Ten highly ranked NPs together with their postfit values and impact on the
signal strength and total cross-section measurements, are shown in Figure 5.14
and Figure 5.15, respectively. The left plot shows ranking for the combined fit of
all analysis channels and SRs, the middle plot for the fit of all channels in the
VBF SRs and the right plot for the fit of all channels in the boosted SRs.

The dominant uncertainties are related to the limited number of events in
the simulated samples, the jet energy resolution, the T.q.vis identification, the
missing higher-order QCD corrections to the signal process cross-sections and the
normalisations of the 7 — 77 and Z — ¢¢ backgrounds.

Plots in Figures 5.16 and 5.17 show the ranking for the signal strength and
cross-section measurement, respectively. The left, middle and right plot shows
the ranking of the NPs with respect to the impact on the POI for a fit on all the
SRs in the TiepTiep, TiepThad a0d ThadThad channels, respectively.
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Figure 5.15: Fractional impact of systematic uncertainties on o _,,, as computed by the fit. Left plot shows the outcome of the combined
fit of all channels and signal regions. Middle plot shows the outcome of the fit of all channels in the VBF signal regions. Right plot shows
the outcome of the fit of all channels in the Boosted signal regions. The systematic uncertainties are listed in decreasing order of their
impact on the parameter of interest (POI) on the y-axis. The hatched blue and open blue boxes show the variations of POI referring to the
top z-axis (+1o impact on the POI). The filled circles, referring to the bottom z-axis, show the pulls of the fitted NPs, i.e. the deviations of
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Figure 5.17: Fractional impact of systematic uncertainties on oy _,., as computed by the fit. Left plot shows the outcome of the fit of all
signal regions in the 7iep7iep channel. Middle plot shows the outcome of the fit of all signal regions in the 7ipThaa channel. Right plot shows
the outcome of the fit of all signal regions in the 7,,q7haq channel. The systematic uncertainties are listed in decreasing order of their impact
on the parameter of interest (POI) on the y-axis. The hatched blue and open blue boxes show the variations of POI referring to the top
x-axis (1o impact on the POI). The filled circles, referring to the bottom z-axis, show the pulls of the fitted NPs, i.e. the deviations of

the fitted parameters ¢ from their nominal values 6y, normalised to their nominal uncertainties Af. The black lines show the uncertainties
of the NPs resulting from the fit. The open circles, also referring to the bottom z-axis, show the values of the fitted normalisation factors.
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5.7.6 Cross-section measured separately in VBF and ggF
production modes

The measurement of the overall signal strength or cross-section discussed in the
previous sections does not give direct information on the relative contributions of
the different production mechanisms to the measurement in H — 77 decay mode.

Therefore, the cross-sections of different production processes are determined,
exploiting the sensitivity offered by the use of the event categories in the three
analysis channels. We fit the data separating the vector-boson-mediated VBF
processes from the fermion-mediated ggF processes.

We introduce two POIs, oBF _ and aﬁ’j’i”, which scale the SM-predicted rates
to those observed, replacing the single POI previously used. The contributions
from other Higgs boson production processes are set to their SM predicted values.
The two-dimensional 68 % and 95 % confidence level (CL) contours in the plane
of the two POlIs, are shown in Figure 5.18. The tilt of the contours indicates the
strong anti-correlation between these two results (correlation coefficient of -52%).

The plot shows the best-fit value as well as the SM prediction. The best-fit
values determined by the fit are

oyPE  =0.38 4 0.09 (stat.) 7048 (syst.) pb,
0% =3.141.0(stat.) *1S (syst.) pb.
Observed results are in agreement with the SM predictions taken from [92]

OVBE 1 e = 0.237 £ 0.006 pb,
oM =3.05+0.13pb.

ggF, H—1T

g 0-8 __] I T T T I T T T I T T T I T T T I T T l_]95°|/° ClL T I L_
. - ---68%CL |
w7 - >K Best fit B
= 06 + SM N
0.4F -
0.2F 7
oF =
- ATLAS -
-0.2 oy by e b by T

-2 0 2 4 6 8 10

F

Gflgﬁm [pb]

Figure 5.18: Likelihood contours for the combination of all channels in the (o}/2E

o%¥ ) plane. The 68% and 95% confidence level (CL) contours are shown as
dashed and solid lines, respectively, for my = 125 GeV. The SM expectation is

indicated by a plus symbol and the best fit to the data is shown as a star.
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5.7.7 Postfit plots

The mMMC distributions for the predicted signal plus background are compared
with the data in Figure 5.19, separately for the combined SRs of the TiepTiep, TiepThad
and ThaqThaq channels (left to right). It the left and middle plot in Figure 5.20, the
same is shown separately for the combined VBF and boosted SRs, respectively. A
weighted combination of the mMM® distributions in all SRs is shown in the right
plot in Figure 5.20. The events are weighted by a factor of In(1 + S/B) which
enhances the SRs with more significant signal contributions. S/B corresponds to
the expected signal-to-background ratio in the corresponding SR.

5.8 Fit tests

5.8.1 Fit results using the Asimov dataset

In this section we use Asimov dataset [63], in which the observed data are replaced
by the MC simulation. Asimov dataset allows us to develop and test the fit model
and it provides an expected sensitivity as well. The input variations of some NPs
might be overestimated and if the observed (Asimov) data have power to constrain
them, we observe smaller 10 band in the negative-log likelihood distribution
than the one expected.

In figures in this section, the analsysis channels TiepTiep, TiepThad @0d ThadThad
are labelled as ‘1I’, ‘1h” and ‘hh’, respectively.

Expected significance

We present the expected significances for each channel, category and for their
combination in Table 5.11.

Table 5.11: The expected signal significance obtained from the combined fit with
the three analysis channels and the two categories is labelled as ‘Combination’. The
combination of all VBF (boosted) signal regions across all channels is indicated
by ‘VBF’ (‘Boosted’). Obtained results from the individual fit in each channel
and category are shown as well.

Fitted region Expected significance [o]
Combination 4.48
VBF 2.95
Boosted 2.93
Tiep Tlep 1.19
TlepThad 2.81
Thad Thad 2.84
TiepTlep VBF 0.91
TlepThad VBF 1.94
Thad Thad VBF 1.84
TepTlep BST 0.67
Tiep Thad BST 1.91
ThadThad BST 1.85
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Figure 5.20: The left and middle plots show distribution of the reconstructed di-tau invariant mass mMM€ for the sum of all VBF and all
boosted SRs, respectively. The right plot shows the same for all SRs; however, the contributions of the different SRs are weighted by a
factor of In(1 + S/B), where S and B are the expected numbers of signal and background events in that region, respectively. The bottom
panels show the differences between observed data events and expected background events (black points). The observed Higgs-boson signal
(1 = 1.09) is shown with the solid red line. Entries with values that would exceed the z-axis range are shown in the last bin of each
distribution. The signal and background predictions are determined in the likelihood fit. The size of the combined statistical, experimental
and theoretical uncertainties in the background is indicated by the hatched bands.
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Expected results and uncertainties on the signal strength measurement

Table 5.12 shows the best-fit value for the signal strength and the breakdown
of uncertainties in terms of absolute values. The main contribution to the final
uncertainty is coming from the systematic uncertainties. The biggest contribution
among the systematic uncertainties arises from the JER uncertainties and signal
theoretical uncertainties. Breakdown of uncertainties on the signal strength
measurement obtained from the fit to Asimov dataset is similar to the one
obtained from the fit to measured data, shown in Figure 5.7.

Nuisance parameters constraints

Figure 5.21 shows the expected constraints of all NFs and NPs except for the MC
statistical uncertainties. The postfit central values for all NPs are 0, since we are
looking at the Asimov dataset (based on the MC simulation). Figure 5.22 shows
only the NPs with the postfit constraint less than 0.75 of the prefit uncertainty.
The constraints observed using the Asimov dataset are in good agreement with
those observed in the fit on measured data.

Table 5.12: Summary of different sources of uncertainty on the best-fit signal
strength in terms of absolute values. The uncertainties are grouped to individual
categories according to their origin. ‘All but normalisations’ correspond to the
fit in which all experimental and theoretical uncertainties are included, but the
normalisation factors are excluded.

Parameter of interest
Central value

HH—77
1.000

Set of nuisance parameters

Expected uncertainty

Total

DataStat

FullSyst

All normalisations

Ztt normalisation

All but normalisations
Jets MET

BTag

Electron/Muon

Tau

Pileup reweighting
Fake estimation
Luminosity

Theory unc. (Signal)
Theory unc. (Ztautau)
MC stat

+0.279/ — 0.249
+0.156/ — 0.153
+0.232/ — 0.197
+0.066/ — 0.046
+0.059/ — 0.036
+0.222/ — 0.185
+0.106/ — 0.086
+0.029/ — 0.022
+0.011/ — 0.009
+0.058,/ — 0.042
+0.014/ — 0.005
+0.037/ — 0.034
+0.031/ — 0.022
+0.134/ — 0.087
+0.051/ — 0.041
+0.103/ — 0.098
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Figure 5.21: Constraints of all the nuisance parameters except for those related

to MC statistics.
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Figure 5.22: Constraints of the nuisance parameters for which the constraint is
less than 0.75 of the prefit uncertainty.
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Figure 5.23: The correlation matrix obtained from the combined fit. The matrix
contains only the nuisance parameters with correlations whose absolute value is
higher than 0.25.
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Nuisance parameters correlations

The correlation matrix shown in Figure 5.23 contains only the NPs which have a
correlation of absolute value of at least 25% with any other NP. The correlations
of the NPs observed using the Asimov dataset are in good agreement with those
observed in the fit on measured data, shown in Figure 5.13.

Nuisance parameters ranking

We present the plots which show prefit and postfit impact of the NP on the POI.
Ten NPs with the highest impact on the signal strength measurement are shown
in Figure 5.24 and 5.25. The left, middle and right plot in Figure 5.24 shows the
ranking for the combined fit of all channels and SRs, for the fit of all VBF SR
and for the fit of all boosted SRs, respectively. The left, middle and right plot
in Figure 5.25 shows the ranking of the NPs with respect to their impact on the
signal strength for a fit of all SRs in the TiepTiep, TiepThad aNd ThadThad channels,
respectively.
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Figure 5.25: Impact of systematic uncertainties on g, as computed by the fit. Left plot shows the outcome of the fit of all signal
regions in the 7ep7iep channel. Middle plot shows the outcome of the fit of all signal regions in the 7iepThaqa channel. Right plot shows the
outcome of the fit of all signal regions in the 7,,97Thaq channel. The systematic uncertainties are listed in decreasing order of their impact on
the parameter of interest (POI) on the y-axis. The hatched blue and open blue boxes show the variations of POI referring to the top z-axis
(£1c impact on the POI). The filled circles, referring to the bottom z-axis, show the pulls of the fitted NPs, i.e. the deviations of the fitted
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Figure 5.26: Constraints and pulls of all the nuisance parameters except for those
related to MC statistics.
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Figure 5.27: Constraints and pulls of the nuisance parameters for which the
constraint is less than 0.75 of the prefit uncertainty or pulls greater than 0.5.
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Figure 5.28: Postfit values of all normalisation factors entering the combined fit.

5.8.2 Fit results using low-mass mMM¢ distribution

Furthermore, to study the behaviour of the fit model in real data before looking
at the region where we expect Higgs boson signal, we provide a fit of the mMMC
distribution restricting its range below 100 GeV in all SRs. As the signal contribu-
tion is really small in this region (less than 3 expected events), in order to avoid
unphysical large downward fluctuation of the signal strength we introduce in the
fit a criterion of p > 0.

All results in this section use a TyaqThaq Workspace inputs with a wrong imple-
mentation of the ggH parton shower uncertainty. The impact of this uncertainty
is marginal and the conclusions drawn in this section does not change in any way
after its correct implementation.

Nuisance parameter constraints

Figure 5.26 shows the constraints and pulls of the NPs and NFs from a combined
fit, excluding the NPs for the MC statistics. NPs with pulls greater than 0.5 or
constraints smaller than 0.75 are shown in Figure 5.27. Pulls observed in the
low mass fit are in good agreement with those observed in the fit of whole mMMC
range.

Postfit normalisation

Figure 5.28 summarises the postfit values of the NFs considered in the fit.
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Figure 5.29: The summary of the Z — 77 normalisation factors in the nominal
scenario (black) and the split-by-channel scenario (red).

Table 5.13: Pulls of the nuisance parameters which can impact the normalisation
of the Z — 77 background in the nominal scenario as well as the split-by-channel
scenario.

Nuisance parameter ‘ Nominal Split-by-channel
TAU_EFF_ELEORL_TRUEELE 0.0177:08 0.0071:00
TAU_EFF_ELEORL_TRUEHADTAU —0.391398 —0.04199
TAU_EFF_ID_TOTAL —0.6610:78 —0.0570:58
TAU_EFF_RECO_TOTAL —0.461393 —0.18+958
TAU_EFF_TRIG_STATDATA2015 —0.025101 —0.03%101
TAU_EFF_TRIG_STATDATA2016 —0.384399 —0.0919-93
TAU_EFF_TRIG_STATMC2015 0.0071:58 0.0011:00
TAU_EFF_TRIG_STATMC2016 —0.23%999 —0.061999
TAU_EFF_TRIG_SYST2015 0.0071:08 0.0071:00

Using the low mass fit, we test several schemes for the normalisation of the
Z — 771 background:

e Nominal: 2 NFs, 1 NF across all the channels for the boosted SR and 1 NF
across all the channels for the VBF SR

o Split-by-channel: 6 NFs; 1 NF per channel for the boosted SR and 1 NF per
channel in the VBF SR

o Full-splitting: 13 NFs, 1 NF for each of the 13 SRs considered in the fit

Figure 5.29 shows the postfit values of the NFs in the nominal scheme and the
split-by-channel scheme. We observe a good agreement across the three channels as
well as with the combination; however, the NF for the 7,,qThaq channel is lower than
the combination and the other channels. In the combined fit, we notice that the
NPs related to the tau lepton identification (TAU_ID) are pulled down, while when
we split the Z — 77 NFs in the three channels, this is not the case as illustrated in
Table 5.13. The difference in the NFs noticed in the fit on the individual channel
is absorbed by TAU_EFF_ID_TOTAL and TAU_TES_DETECTOR NPs.

Figure 5.30 illustrates the behaviour of the Z — 77 NFs in the three scenarios:
nominal (black), split-by-channel (red), full-splitting (blue). In this test, the Top
and Z — ¢¢ CRs are not included and we fix their normalisation to their expected
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Figure 5.30: The summary of Z — 77 normalisation factors in the three scenarios
(nominal, split-by-channel, full-splitting), for the boosted category (top) and VBF
category (bottom). We do not include Top or Z — ¢/ control regions in the fit
and their normalisations are fixed to the expected prefit values.

prefit values. As a consequence, the results in the nominal scenario as well as the
split-by-channel scenario are slightly different from those shown in Figure 5.29.

5.8.3 Inclusion of the 7 — 77 CR in the fit

During the development of the analysis, we planned to use a Z — 77 CR to
constrain the normalisation and theoretical uncertainties on the dominant 7 — 77
background. Assuming lepton universality, we aimed to use the CRs enriched in
Z — Ul events for this purpose.

In general, the free-floating NFs and Z — 77 theoretical uncertainties act on
the Z — 771 background in the corresponding SRs, as shown in Figure 5.4. When
we include the Z — 77 CRs in the fit, these NFs and NPs additionally act on the
Z — Ul events in the Z — 77 CRs.

We run several fits with and without the Z — 77 CRs. In case of including
the Z — 77 CRs in the fit we consider two possibilities:

e Use only the event yields of the Z — 77 CRs (labelled as ‘With Z — 77
CR’ in the table),

e Include also the shape information by fitting the dilepton-system pr in the
Z — 17 CRs (labelled as ‘With Z — 77 CR shape’ in the table)

Obtained expected sensitivity (Asimov fit) from the aforementioned scenarios
and from the nominal fit without the Z — 77 CRs is shown in Table 5.14. Including
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only the event yields of the Z — 77 CRs result in a very small improvement of the
sensitivity, while including the shape information provides larger improvement.

Figure 5.31 shows the pulls of the NPs from a combined fit with Z — 77 CRs
yield information, performed to measured data, but limited to mMM€ values below
100 GeV in the SRs. Figure 5.32 shows the pulls of the NPs from a combined fit
with Z — 77 CRs including shape information, performed to measured data, but
limited to mMMC values below 100 GeV in the SRs.

Table 5.15 shows the breakdown of the uncertainties on the signal strength for
the standard fit (without Z — 77 CRs) and for the case with single-bin Z — 77
CRs using the Asimov dataset. Differences between the obtained results for the
three scenarios are very small.

Furthermore, we investigate the possible splitting of the Z — 77 CRs and
using dedicated NFs for each of the exclusive SRs (loose/tight etc.). The definition
of the VBF exclusive categories differs a lot between the three analysis channels,
thus we investigate this option only in the boosted categories, where the difference
in kinematic selections between the channels is small. During this investigations a
single, separate CR and NF for Z — 77 is used in the VBF category. Split CRs
for the other background contributions (Z — ¢/, top) were not available when
performing the test, thus the comparison is made between the fits including:

e Only the SRs

e SRs and a single, inclusive Z — 77 CR in boosted category (similar to that
investigated above, except no other CRs are included)

e SRs and two Z — 77 CRs for the boosted category, one CR for the loose
categorisation and one for the tight categorisation (corresponding to low
and high Higgs-candidate transverse momentum), with a single Z — 77 NF
across the boosted category

e SRs and two Z — 77 CRs for the boosted category, one CR for the loose
categorisation and one for the tight categorisation, with two Z — 77 NFs,
one for the loose and one for the tight selection (corresponding to the each

of the two CRs)

Table 5.16 shows the results of this study. As can be seen, there is essentially no
difference in the expected signal sensitivity between studied scenarios.

As the inclusion of the Z — 77 CRs does not show a significant improvement
of the expected signal significance compared to expected significance obtained
from the fit without the Z — 77 CRs, we have decided to not include Z — 77
CRs in the final fit.

It should be noted that, no additional systematic uncertainties are considered
in this investigation, for the extrapolation between Z — ¢/ events in the Z — 77
CRs and Z — 77 events in the SRs. If it would be decided to use the Z — 77 CRs
as part of the default fit, we would have to further investigate these uncertainties.
In other words, the expected significances and uncertainties provided in this
section should be considered as optimistic upper limits (in the case such studies
demonstrate that such an uncertainty is negligible /unnecessary). The fact that no
notable improvement is observed even under this assumption, further strengthens
the case for not using Z — 77 CRs.
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Table 5.14: A comparison of the expected sensitivity for the default setup without
the Z — 77 control region (CR), and two options of including the Z — 77
CRs: either only the event yields are used (‘With Z — 77 CR’), or also shape
information is included (‘With Z — 77 CR shape’), by fitting the dilepton-system
pr in the Z — 77 CR rather than just the event yields. For consistency, the
fits for this investigation were all performed using the same inputs, which is the
reason why the result of the first row is not identical to the one presented in
Section 5.7. The relative effects are however not expected to depend on this, since
the differences in the inputs are not related to the Z — 77 CRs.

Scenario Expected significance [o]

Combination TepTlep TepThad Thad Thad
No Z — 77 CR 4.26 0.98 2.43 3.05
With Z — 77 CR 4.31 0.98 2.46 3.07
With Z — 77 CR shape 4.34 1.01 2.48 3.09

Table 5.15: A comparison of the breakdown of the uncertainties on the signal
strength for the standard fit without the Z — 77 control region (CR) and the
fit using a single-bin Z — 77 CR. The uncertainties are grouped to individual
categories according to their origin. ‘All but normalisations’ correspond to the
fit in which all experimental and theoretical uncertainties are included, but the
normalisation factors are excluded.

Standard Fit

Fit with Z — 77 CR

Parameter of interest
Central value

WH—rr
1.000

HH—7r
1.000

Set of nuisance parameters

Expected uncertainty Expected uncertainty

Total

DataStat

FullSyst

All normalisations

Ztt normalisation

All but normalisations
Jets MET

BTag

Electron / Muon

Tau

Pileup reweighting
Fake estimation
Luminosity

Theory unc. (Signal)
Theory unc. (Ztautau)
MC stat

+0.273/ — 0.250
+0.157/ — 0.154
+0.223/ — 0.197
+0.062/ — 0.049
+0.047/ — 0.033
+0.214/ — 0.187
+0.131/ — 0.110
40.024/ — 0.021
+0.023/ — 0.020
+0.075/ — 0.057
40.024/ — 0.014
+0.052/ — 0.044
40.041/ — 0.027
+0.070/ — 0.043
+0.057/ — 0.041
+0.106/ — 0.102

40.271/ — 0.249
+0.157/ — 0.154
+0.221/ — 0.196
+0.062/ — 0.051
+0.039/ — 0.029
+0.218/ — 0.193
+0.128/ — 0.109
+0.030/ — 0.022
+0.029/ — 0.021
+0.070/ — 0.055
+0.017/ — 0.010
40.048/ — 0.042
+0.043/ — 0.028
+0.070/ — 0.044
+0.064/ — 0.053
+0.107/ — 0.103
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Figure 5.31: Pulls of nuisance parameters entering the combined fit with a 1-bin

Z — 717 CR.
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Figure 5.32: Pulls of nuisance parameters entering the combined fit with a Z — 77
CR including shape information.
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Table 5.16: A comparison of the expected sensitivity for different configurations,
investigating the option of splitting the Z — 77 boosted control regions (CRs)
and corresponding normalisation factors (NFs). More details on the different
configurations are provided in the text.

Configuration Expected significance [o]
SR only 4.40
SR and inclusive Z — 77 CR 4.39
SR and split Z — 77 boosted CRs; a single NF 4.41
SR and split Z — 77 boosted CRs; separate NFs 4.38

5.8.4 Impact of a m;; reweighting of Sherpa Z(— 77)+jets
MC on the sensitivity of the analysis

Further, we aim to quantify the impact of the m;; mismodelling observed between
the data and MC simulation, as the m;; is an important variable for VBF
categorisation. For this purpose we derive a reweighting function using the
data/SHERPA Z(— 77)+jets MC comparisons. The observed trend in the ratio
of data to simulation as a function of m; is shown in Figure B.1.

In each channel, the reweighting acts on the relative normalisation of the VBF
sub-categories within the VBF inclusive category and we want to make sure that
the SHERPA Z(— 77)-+jets events match the data ones.

Table 5.17 summarises the yield ratio for data and SHERPA Z(— 77)4+jets
MC between the VBF categories in the three analysis channels.

Table 5.18 shows the impact of the m;; reweighting on the SHERPA Z(—
77)+jets yields in the different VBF categories. As expected, the reweighting
tends to reduce the size of the Z(— 77)4+jets background in the high m;; categories.
The magnitude of the effect ranges from a few % up to 10 % for the 7Tep7iep VBF
tight region. This behaviour is expected since the 7,7, VBF tight region is the
one with the highest cut applied on m;; variable.

In order to estimate the impact of this reweighting in the analysis, the expected
significance is computed using the reweighted inputs and compared to the nominal
setup, shown in Table 5.19. To conclude, reweighting the simulation with the
observed m,; distribution has a negligible impact on the measurement.

5.8.5 Inflating the fake uncertainties

Furthermore we want to evaluate the impact of the fake uncertainties and test the
behaviour of the fit model in case we inflate the fake uncertainties by a factor of
two. In practice, in the inputs each ‘fake’ variation is replaced using the following
formula bin-by-bin:

new variation = 2 x (original variation — nominal) + nominal (5.2)

Table 5.20 shows the significance in each of the analysis channels for the fit
with inflated fake uncertainties and the nominal fit. We can note that the impact
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Table 5.17: Yield ratio of the different VBF categories for data and SHERPA
Z(— 17)+jets MC.

Channel Ratio Data SHERPA Z(— 77)+jets
TiepTiep Loose / Tight  2.353 2.123 +0.046
TiepThad Loose / Tight  1.730 1.760 £+ 0.027
Loose / Tight  0.674 0.590 £ 0.014
ThadThad ~ Loose / High pr 1.053 1.076 & 0.018
Tight / High pr 1.562 1.824 4+ 0.023

Table 5.18: Ratio of the inputs with m;; reweighting applied on the SHERPA
Z(— 77)4+jets event yields and the nominal in the VBF categories.

Channel Category m;j; / nom

Loose 1.02

TlepTlep  igh 0.90
S Loose 1.03
lepThad Tight 0.98
Loose 1.06

Thad Thad Tight 0.98
High pr 0.99

Table 5.19: Impact of the m;; reweighting on the expected significance in each
analysis channel.

Expected significance [o]

Channel m;; reweighted inputs Nominal
TepTlep 1.230 1.183
Tlep Thad 2.812 2.813
Thad Thad 2.844 2.838

Table 5.20: A comparison of the expected significance between the nominal fit
and an alternate version with inflated fake uncertainties. The significances are
computed in a combined fit across all the channels.

Expected significance [o]

Channel Nominal Inflated fake unc. Difference
Tiep Tlep 1.18 1.17 0.01
TepThad 2.68 2.58 0.10
Thad Thad 295 288 007
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of the inflation of the uncertainties reduces the significance by 0.01, 0.10 and 0.07
in the TiepTiep; TiepThad and ThadThaa channel, respectively.

The expected constraints (from the Asimov fit) on the fake-related parameters
in the two considered scenarios are listed in Table 5.21. In the 7i¢p7iep channel, the
two fake NPs are constrained in the nominal fit. These constraints are increased

Table 5.21: A comparison of the expected constraints (Asimov dataset) on the
fake related nuisance parameters between the nominal fit and an alternate scenario

with inflated fake uncertainties.

Channel Nuisance parameter Expected constraints of nuisance parameters
Nominal Inflated fake unc. Difference
S 11_fake nonclosure | +0.83/ — 0.65  4+0.69/ —0.35  +0.14/ —0.30
leplep Il_fake stat | +0.75/ —0.60  4+0.50/ — 0.32  +0.25/ — 0.28
lh_fake nonclosure | +0.95/ —0.95  +0.86/ — 0.87  +0.09/ — 0.08
lh_fake_rvar_boost | +0.96/ —0.97  4+0.88/ —0.88  +0.08/ — 0.09
lh_fake rvar_vbf | +1.00/ —1.00  +1.00/ —1.00  40.00/ — 0.00
TiepThad Ih_fake stat_boost | +0.47/ — 047  +0.28/ —0.27  +0.19/ — 0.20
Ih_fake stat_boost_top | +1.00/ —1.00  +1.00/ — 1.00  +0.00/ — 0.00
lh_fake stat_vbf | +0.50/ — 0.45  +0.28/ —0.23  +0.22/ — 0.27
lh_fake stat_vbf top | +1.00/ —1.00  +0.97/—0.97  +0.03/ — 0.03
norm HH Fake | +0.15/ —0.13  +0.24/ — 0.18  +0.09/ — 0.05
hh_dPhiWeightClosSys | +0.94/ —0.93 ~ +0.83/ —0.81  40.11/ —0.12
ThadThad hh_dPhiWeightStat | +1.00/ —1.00  4+1.00/ —1.00  40.00/ — 0.00
hh_dPhiWeightSys | +1.00/ — 1.00  +1.00/ — 1.00  +0.00/ — 0.00
hh_fake_contamination | +1.00/ — 1.00  +1.00/ — 1.00  +0.00/ — 0.00

Table 5.22: A comparison of the expected impact (Asimov dataset) of the fake
related nuisance parameters on the parameter of interest between the nominal fit
and an alternate scenario with inflated fake uncertainties.

Expected +1o0 impact on g

Channel Nuisance parameter

Nominal

Inflated fake unc.

11_fake_nonclosure

TepTlep 11_fake_stat

+0.0012/ — 0.0059
+0.0014/ — 0.0005

+0.0218/ — 0.0152
+0.0066/ — 0.0022

lh_fake _nonclosure
lh_fake_rvar_boost
lh_fake_rvar_vbf
lh_fake_stat_boost
lh_fake_stat_boost_top
lh_fake_stat_vbf
lh_fake_stat_vbf _top

TepThad

+0.0104/ — 0.0083
+0.0029/ — 0.0020
+0.0028/ — 0.0014
+0.0149/ — 0.0077
+0.0013/ — 0.0053
+0.0272/ — 0.0198
+0.0032/ — 0.0025

+0.0494/ — 0.0438
+0.0002/ — 0.0082
+0.0030/ — 0.0005
+0.0042/ — 0.0026
+0.0112/ — 0.0016
+0.0095/ — 0.0002
+0.0103/ — 0.0008

norm_HH_Fake
hh_dPhiWeightClosSys
hh_dPhiWeightStat
hh_dPhiWeightSys
hh_fake_contamination

Thad Thad

4+0.0148/ — 0.0117
+0.0146/ — 0.0073
+0.0007/ — 0.0054
+0.0000/ — 0.0000
+0.0003/ — 0.0021

+0.0099/ — 0.0035
+0.0236/ — 0.0159
+0.0037/ — 0.0069
+0.0002/ — 0.0004
+0.0014/ — 0.0030
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Figure 5.33: The impact of systematic uncertainties on py_,,, as computed by
the fit in the nominal scenario (left) and the alternative scenario with inflated fake
uncertainties (right). The systematic uncertainties are listed in decreasing order
of their impact on the parameter of interest (POI) on the y-axis. The hatched
blue and open blue boxes show the variations of POI referring to the top x-axis
(+10 impact on the POI). The filled circles, referring to the bottom z-axis, show
the pulls of the fitted NPs, i.e. the deviations of the fitted parameters 6 from their
nominal values 6y, normalised to their nominal uncertainties Af. The black lines
show the uncertainties of the NPs resulting from the fit. The open circles, also
referring to the bottom z-axis, show the values of the fitted normalisation factors.

in the scenario with inflated fake uncertainties by up to 0.3c which is quite
consequent. However, as shown in Table 5.20, this change has a limited impact
on the significance. In the 7, Thaa channel, only the NPs related to the statistical
power of the fake CRs are constrained in the nominal fit. In the scenario with
inflated fake uncertainties, most NPs get constrained up to 0.27¢. This translates
into a reducing the significance by 0.1¢. In the 7,,qThaq channel, the normalisation
of the fake background is left free-floating in the fit. In the nominal fit the
uncertainty is about 15 % and it rises up to 24 % in the scenario with inflated fake
uncertainties. hh_dPhiWeightClosSys is the only NP constrained in both scenarios
and it increases by 0.1c0 in the alternate scenario. This results in a degradation of
the significance by 0.07¢.

The impact on the POI of the misidentified tau related parameters between
the nominal fit and an alternate scenario with inflated fake uncertainties is shown
in Table 5.22. The comparison of ten NPs with the highest impact on the POI for
the two scenarios is shown in Figure 5.33. As we have changed input uncertainties
related to the fake NPs, postfit values of all NPs, which minimise the negative-log
likelihood are completely different in the two scenarios. As a result, the impact of
the NPs on the POI and consequently their ranking differs significantly between
the two scenarios.
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Conclusion

In the thesis, I presented the results from the four years I spent working at the
ATLAS experiment at the LHC.

The first part was dedicated to the time calibration of the Tile Calorimeter,
the topic which was initially chosen as my qualification task, but I continued
to contribute even after its completion. The importance of the accurate time
calibration cannot be stressed enough, as it is necessary for the energy reconstruc-
tion, non-collision background removal as well as for specific physics analyses.
Throughout the time I dedicated to this issue, I participated in the initial time
calibration before the data taking with laser system and subsequent fine-tuning
with collision data. Furthermore, I took part in monitoring the time stability with
laser system and physics collision data. In particular, I performed the corrections
for sudden changes in time settings, which were observed during the data taking
and before the recorded data are processed for physics analyses.

The main part of the thesis deals with the physics analysis whose goal was the
measurement of the production cross-sections of the Higgs boson in its decays to a
pair of tau leptons. The used dataset come from pp collisions at a centre-of-mass
energy of /s = 13 TeV and correspond to the integrated luminosity of 36.1 fb~.
The analysis observed an excess of events over the expected background from
other standard model processes with an observed (expected) significance of 4.4
(4.1) standard deviations. After combining with 24.8 fb~! of data collected at
Vs = 7 and 8 TeV, the observed (expected) significance amounted to 6.4 (5.4)
standard deviations, which leads to a single-experiment observation of H — 77
decays by ATLAS.

By using the data collected at /s = 13 TeV, the pp — H — 77 total cross-
section was found to be o ., = 3.77 738 (stat.) 7057 (syst.) pb, for a Higgs boson
with a mass of 125 GeV. Moreover, I performed a two-dimensional fit to separate
the vector-boson-mediated VBF process from the fermion-mediated ggF process.
The cross-sections of the Higgs boson decaying into two tau leptons was measured
to be

oyt = 0.38 £ 0.09 (stat.) T00s (syst.) pb,
0% =314 1.0 (stat.) 716 (syst.) pb,

for the two production processes. All these measurements are consistent with the
Standard Model predictions.
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A. Di-tau invariant mass
reconstruction

The key discriminant variable which distinguishes the Higgs boson signal
from background processes is the mass of the di-tau system. The difference
between the Z boson and Higgs boson mass provides the best separation between
the signal processes and the Z — 77 and Z — (¢ processes. The background
contribution originating from misidentified taus are expected to be flat across the
mass spectrum and it is a non-resonant background. Thus we can extract the
signal with maximum sensitivity by fitting the di-tau mass spectrum.

One of the challenges when analysing the Higgs boson decays to a pair of tau
leptons is the proper reconstruction of its mass due to the presence of at least
two neutrinos in the final state. The neutrinos do not leave any signal in the
detector, thus it is not possible to measure the contributions of the neutrinos to the
four-momenta of the tau leptons. The presence of neutrinos in the final state and
thus E2 hinders the complete reconstruction of the Higgs boson mass. However,
we can obtain a rather good approximation of the m,, mass for the H — 77
decays due to the strong boost of the two tau leptons. In this section, we present
two approaches which can be used for the H — 77 mass reconstruction, the
collinear mass approximation [86] and the Missing Mass Calculator (MMC) [85].

A.1 Collinear mass approximation

The collinear mass approximation technique assumes that the neutrino momenta
are collinear with the visible decay products of the tau lepton. The mass m<!
calculated by this approximation is not used as a final discriminant in the H — 77

analysis; however, is used in the event selection for the 7, 7iep channel.

A.2 Missing mass calculator

Instead of making one underlying assumption to estimate the kinematics of
neutrinos, the MMC builds likelihood functions in order to estimate the most
likely value of the missing components.

We construct the likelihood functions from the angular distribution between
visible tau decay products and the tau vector. Then, to maximise the likelihood
function, the likelihood scan is performed over the angles between the visible and
invisible components of the tau decay.

The Higgs boson mass calculated by the MMC, mMMC with the RMS of
approximately 20 GeV, is used as the final discriminating variable in the H — 77
measurement. We prefer the MMC method over the collinear mass approximation
as it exhibits less degradation in mass resolution in cases where the Higgs boson
system is less boosted. The mMMC€ provides the best discrimination against the
7 — 77 background contributions as well. Figure A.1 shows mMMC reconstructed
for Z — 77 and H — 77 events and the separation between these two processes

is evident.
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Figure A.1: Distribution of the Higgs boson mass, reconstructed with the Missing
Mass Calculator algorithm split by category (left) and channel (right).

B. Z — 77 validation region

We use SHERPA MC simulations to model the Z — 77 background. We validate
the modelling of this important background by using Z — 77 VRs which consist
of Z — (0 events. We compare the observed distributions of several variables (e.g.
¥, mjj, pfﬁ) with simulation normalised to the event yields observed in data. In
general, SHERPA simulation describes the shape of data distributions within the
theoretical and experimental uncertainties. However, we observe a slight trend in
the ratio of data to simulation as a function of An;; and m;;, shown in Figure B.1.
This trend was further studied and shown no impact on the modelling of mMMC,
and reweighting of the simulation with the observed m; distribution in the VBF
category has shown a negligible impact on the measurement, more details in
Section 5.8.4.
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Figure B.1: The observed and expected distributions in the Z — 77 valida-
tion regions corresponding to (a)—(d) the 7TiepThaa VBF inclusive category and
(e)—(i) the TiepThaa boosted inclusive category. Shown are, in the respective re-
gion: (a) the pseudorapidity separation (|An;;|) and (b) the invariant mass (m;;)
of the two highest-pr jets; (c) and (e) the pr of the di-lepton system (pt*);
(d) and (g) the pr of the highest-pr jet (p?); (f) the angular distance between the
light leptons (ARy); (h) the py of the highest-pr light lepton (p4); and (i) the pp
of the second-highest-pr light lepton (p2). The predictions in these validation
regions are not computed by the fit, but are simply normalised to the event
yield in data. The size of the combined statistical, experimental and theoretical
uncertainties is indicated by the hatched bands. The ratios of the data to the
background model are shown in the lower panels together with the theoretical
uncertainties in the SHERPA simulation of Z — ¢/, which are indicated by the
blue lines.
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C. Postfit values of the NPs

Nuisance parameter | Postfit value (in o unit)
P | 1097038
ATLAS norm_HH _Fake 1.12+943
ATLAS norm_LH _boost_Top 1.1379:578
ATLAS norm_LH_vbf_Top 1.53+9-304
ATLAS norm_LL_boost_Top 1.0710:0%8
ATLAS norm_LL_boost_ZI11 1.27103.,
ATLAS norm_LL_vbf_ Top 1.1970-5895
ATLAS norm_LL_vbf_Zll 0.87715-342
ATLAS norm_boost_Ztt 1.11%5:04%8
ATLAS norm_vbf_Ztt 1.0475:0958
ATLAS_BR.-WW —0.001027}
ATLAS_BR_tautau —1.45¢ — 06"}
ATLAS_EG_RESOLUTION_ALL 0.041373951
ATLAS_EG_SCALE_ALLCORR —0.023615 903
ATLAS_EG_SCALE_E4SCINTILLATOR —6.41e — 07*}
ATLAS_EG_SCALE_LARCALIB_2015PRE 0.18579-98
ATLAS_EL_EFF_ID_NONPROMPT_D0 0.14210-578
ATLAS_EL_EFF_ID_TOTAL 0.00176 1505,
ATLAS_EL_EFF_ISO_TOTAL 1.5e — 05*!
ATLAS_EL_EFF_RECO_TOTAL 4.62e — 0571
ATLAS_EL_EFF_TRIG2015.TOTAL 6.97¢ — 0571
ATLAS_EL_EFF_TRIG2016_ TOTAL 6.97¢ — 0571
ATLAS_FT_EFF Eigen b_0 —0.5670 839
ATLAS_FT_EFF Eigen_b_1 —0.13415:995
ATLAS FT_EFF _Eigen_b_2 0.040875-908
ATLAS_FT _EFF Eigen_c_0 —0.01041]
ATLAS_FT_EFF Eigen_c_1 9.68¢ — 057}
ATLAS_FT_EFF _Eigen_c_2 1.26e — 057}
ATLAS_FT_EFF _Eigen_light_0 0.2710-928
ATLAS_FT_EFF _Eigen light_1 0.013*1
ATLAS_FT_EFF _Eigen_light_2 3.19¢ — 051}
ATLAS_FT_EFF _Eigen _light_3 0.00403"1
ATLAS_FT_EFF Eigen light_4 0.000828 11
ATLAS _FT_EFF extrapolation —1.91e — 111}
ATLAS FT_EFF _extrapolation_from_charm 5.39¢ — 0517
ATLAS_JER.NP.0 —0.3617033¢
ATLAS_JER_NP_1 0.025819-4%9
ATLAS_JER_NP_2 —0.29915-32
ATLAS_JER.NP_3 —0.19115:33
ATLAS_JER_NP 4 —0.18671-367
ATLAS_JER.NP_5 —0.29215-4m
ATLAS_JER_NP_6 —0.11375,
ATLAS_JER.NP_7 0.00113%5:4%3
ATLAS_JER_NP_8 0.33915-598
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Nuisance parameter

Postfit value (in o unit)

ATLAS _Forward_JVT
ATLAS_JER_CROSSCALIBFWD
ATLAS_JER_NOISEFWD
ATLAS_JES_EffectiveNP_1
ATLAS_JES_EffectiveNP_2
ATLAS_JES_EffectiveNP_3
ATLAS_JES_EffectiveNP 4
ATLAS_JES _EffectiveNP _5
ATLAS_JES _EffectiveNP _6
ATLAS_JES_EffectiveNP_7
ATLAS_JES_EffectiveNP_8
ATLAS_JES_Etalnter_Model
ATLAS_JES_Etalnter_NonClosure
ATLAS_JES_Etalnter_Stat

ATLAS_JES Flavor_Comp
ATLAS_JES_Flavor_Comp_lephadzll
ATLAS_JES_ Flavor_Comp_leplepzll
ATLAS_JES_ Flavor_Resp

ATLAS_JES Flavor_Resp_lephadzll
ATLAS_JES Flavor_Resp_leplepzll
ATLAS_JES_PU _OffsetMu
ATLAS_JES_PU_OffsetNPV
ATLAS_JES_PU_PtTerm
ATLAS_JES_PU _Rho

ATLAS_JVT

ATLAS_MET _SoftTrk_ResoPara
ATLAS_MET _SoftTrk_ResoPerp
ATLAS_MET _SoftTrk_Scale

ATLAS MUONS_ID

ATLAS MUONS_MS
ATLAS_MUONS_SAGITTA_RESBIAS
ATLAS_MUONS_SAGITTA_RHO
ATLAS_MUONS_SCALE

ATLAS MUON_EFF _STAT

ATLAS MUON_EFF _SYS

ATLAS MUON_EFF TrigStat2015
ATLAS_MUON_EFF TrigStat2016
ATLAS_MUON_EFF TrigSyst2015
ATLAS_MUON _EFF TrigSyst2016
ATLAS MUON_ISO_STAT

ATLAS MUON_ISO_SYS
ATLAS_PRW _DATASF
LuminosityUncCombined
ATLAS_TAU_EFF_TRIG_STATDATA2015
ATLAS _TAU_EFF_TRIG_STATDATA2016
ATLAS _TAU_EFF _TRIG_STATMC2016
ATLAS_TAU_EFF_TRIG_SYST2015

2.19¢ — 05T}
0.3306%
0.48870 055
—0.3237418
0.07170-297
0.055173728
—0.0653+99r4
—0.031170:956
—0.03570954
0.13175:52
—0.0976+1:02
0.67313:5%
0.14740 853
0.392705%
i 8
: —0.925
—0.537+55%2
0.0081373:99¢
Jaite
0 342;8:885182
D%4£_0.826
—0.687+9-181
—0.43910237
0.000624 11
069405z,
Y —0.805
—0.00040679-65
0.093370:95°
—0.0023119:9
—0.036510-993
—0.009921-959
0.060571:04
3.45e — 0571
0.01187*1
—0.000146*1
—0.000146*1
—8.05¢ — 051!
—8.05¢ — 05F!
3.56e — 0711
—9.06e — 061!
e
. —0.99
—0.0131+1
—0.493709%
—0.37870097
—1.49¢ — 051!
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Nuisance parameter

Postfit value (in o unit)

ATLAS_TAU_EFF_ELEORL_TRUEELE
ATLAS_TAU_EFF_ELEORL_TRUEHADTAU
ATLAS_TAU_EFF_ID_HIGHPT
ATLAS_TAU_EFF_ID_TOTAL
ATLAS_TAU_EFF_RECO_HIGHPT
ATLAS_TAU EFF_RECO_TOTAL
ATLAS_TAU_TES_DETECTOR
ATLAS_TAU_TES_INSITU
ATLAS_TAU_TES_-MODEL
Theo NLO_EW Higgs_total
Theo_QCDscale_VBF _total
Theo_QCDscale_VH total
Theo_QCDscale_ttH _total
Theo_VBFH_MUR_MUF
Theo_VBFH shower

Theo . VH_.MUR_MUF
Theo_alphas_Higgs VBF _total
Theo_alphas_Higgs VH _total
Theo_alphas_Higgs _ggH total
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