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Abstract

This thesis presents measurements of the differential cross sections of Z
+ jets and <y + jets, and their ratio, as a function of the boson transverse
momentum. In addition, a description of measurements of the angular
distribution between the Z boson direction and a jet in events where the Z
boson is emitted collinear with a jet is reported. The analysis is based on
a data sample of proton-proton collisions at a centre-of-mass energy of 13
TeV corresponding to an integrated luminosity of 35.9 fb~! recorded by the
CMS experiment at the LHC. The data are compared to different theoretical
predictions after correcting for detector effects. In general, the predictions at

higher orders in perturbation theory show better agreement with the data.

These results represent the first measurement of the differential cross section
ratio of Z + jets and -y + jets at 13 TeV and the first explicit measurement of

collinear Z emission.



iv



Declaration

I, the author of this thesis, hereby declare that the work contained within this
document is my own. It is produced on top of the existing work and ideas of
several individuals and the Compact Muon Solenoid collaboration as a whole. All
tigures labelled “CMS” are sourced from CMS publications, while the ones labelled
“CMS Preliminary” are sourced from unpublished or preliminary public results.
Figures that have not been produced by the author are referenced accordingly. The
work performed by others is reviewed by the author, as key aspects are relevant
in the later stages, in chapters 1 — 4. The qualification task performed by the
author, maintaining and developing the Online-to-Offline software for the CMS L1
Trigger, has been omitted in this thesis, providing only a brief description of the
current software implementation in 3.2.6.3. Chapter 5 details the event selection
and categorisation designed by the author, although inputs are based on work
performed by others. All remaining chapters detail the work done solely by the
author.

Angelo Giacomo Zecchinelli.



vi



Contents

List of Figures

List of Tables

1. Introduction

2. The Standard Model

2.1.

2.2.

2.3.

The fundamental interactions in the Standard Model . . ... ... ... .. ..
2.1.1. Quantum Electrodynamics . .. ... ... ... ... ... .. ......
2.1.2. Quantum Chromodynamics. . . . . ... ..................
2.1.3. Electroweak unification . . . ... ... ... ... ... ..........
The physics of the Higgsboson . . . ... ......................
22.1. TheHiggsmechanism . . ... ... .....................
2.2.2. The Standard Model Higgs Boson . . . ... ................
Standard Model precision measurements . . . . ... ... ... ... ......
23.1. V+jetsmeasurements . . . . . .. ... ...
2.3.2. Higher-order electroweak corrections . . ... ... ... ... ......

3. LHC and the CMS detector

3.1. The Large Hadron Collider . . ... .. ... .. .. ... ... ... ......
3.1.1. Hadronicinteractions . . ... ... .. ... ... ...
3.1.2. Luminosityandpile-up . .. ... ... ... . ... . ... .. ...
3.1.3. Coordinatessystem. . . .. ... ... ... ... ... .. ... .. .. ..
314. TheLHCcomplex . ........... ... ... .. .. ... ......
315. LHCexperiments . . . . ... ... ... .. ... .. ... ... ......

3.2. Compact Muon Solenoid (CMS) Experiment . . . .. ... ... .........
3.2.1. SiliconTracker . . . . .. . . . .. ...
322. ECAL. . . . e e
32.3. HCAL . . . . e e
3.24. Solenoid Magnet . . . ... .. ... ... ... . ... .. ..
325. MuonChambers . .. ... .. ... ... ... ...
3.2.6. Triggersystem . ... ... ... ... ... ... ... ...

3.2.6.1. Level-ltrigger . . ... ... ....................

vii

xi

xvii

11
14
15
16



viii Contents

3.2.6.2. High-leveltrigger . . .. ... .. ... ... .. .. ....... 44

3.2.6.3. Conditions database system . .. .. ............... 44

3.2.7. Worldwide LHC Computing Grid WLCG) . . . ... ........... 45

4. Event reconstruction 49
4.1, Tracks . . . . o o e e e 49
41.1. Electrontracking . . .. .. ... ... ... .. .. ... . L. 51
412 Muontracking . ... ... ... ... 52

4.2. Vertex reconstruction . . . . . . . . . . . . e e e 52
4.3. Calorimeter clustering . . . ... ... ... .. ... .. ... ... . ..., 53
4.4, Particleflow . . . . . . . . 53
441, MUONS . . . . . o e e e e 54
4.4.2. FElectrons and isolated photons . . . . ... ... ... ... ... ... 54
4.4.3. Hadrons and non-isolated photons . . . . . .. ... ... ... ... ... 55
444, Jets . . o o 56
4.4.5. Missing transverse momentum . . . . . ... ... 57

5. Event selection and simulation 59
51. Samples . . . . ... 59
5.1.1. Datacollection . . . ... .. ... ... ... .. 59
5.1.2. Simulated eventsamples . . .. .. ... ... ... ... L. 60

52. Physicsobjects . . . . . ... 62
521, Jets . oo o 63
522, MUONS . . . . . . . e e e e e e e 63
52.3. Photons . . . .. . . . .. .. e 64

5.3. Corrections to simulated samples . . . . .. ... ... . ... ... ... ... 65
53.1. Pileup . . . ... . 65
5.3.2. Lepton and photon scale factors . . . .. ... ... ... ... ... ... 67
5.3.2.1. Muonscalefactors . . . . ... ... ... ... ... ... ... 67

5.3.3. Photonscalefactors . ... ... ... . ... ... ... 69
5.34. Jetcorrections . . . . . . . . .. 70
5.3.5. Triggerefficiencies . . ... ... .. .. ... .. .. ... .. .... 72
53.5.1. Muon trigger efficiency . . . . . ... ... ... .. oL 72

5.3.6. Photon trigger efficiency . . . . ... .. ... ... oL L 75

5.4. Eventselection and fiducial regions . . . . ... .. ... ... . . L. 77
6. Background evaluation 81
6.1. Z4jets . . . . e 81
6.1.1. Data-MC comparison . . .. ... ... ... ... ... .......... 81

6.1.2. Background subtraction . . ... ... ... ... ... 0L 84



Contents ix

6.2. yHjets ..o e 87
6.2.1. Data-MC comparison . . ... ... .. ... .. .. ............ 87

6.2.2. Purity Extraction . . . ... ... ... ... .. . o oL 87

7. Differential cross section measurements 97
71. Unfolding . . ... ... ... ... .. 97
7.2. Systematic uncertainties . . . . ... ... ... Lo L o 101
7.2.1. Measurement uncertainties . . . . .. . . ... ... ... 102

7.2.2. Theory uncertainties . . . . .. .. ... .. ... ... .. ... ... ... 106

73. ZHets prmeasurement . . . . ... ..o 108
74. y+jetsprmeasurement . . . ... ..o 111
75. Z/yratio . .. oL e 113
7.6. Collinear Zboson emiSSiON . . . . . . . v v v i v it e e e 116
7.6.1. Unfolding . ... ... ... ... .. ... ... 118

7.6.2. Systematics . ... ... ... L 118

7.6.3. ARrZr‘li]?‘ measurement . . . ... ... e 120

8. Conclusions 123
A. Photon Purity Studies 127
Al Signaltemplate . . ... .. ... ... ... ... .. 127
A2. Background template . . . . ... ... oL o 130

Bibliography 141






List

2.1.
2.2.

2.3.

24.
2.5.

2.6.

3.1.
3.2.
3.3.
34.
3.5.
3.6.
3.7.
3.8.

3.9.

3.10.

3.11.

3.12.

3.13.

of Figures

Standard Model fundamental particles [18]. . . . . .. ... ... ... ... .. 4
Standard Model measurements at CMS. . . . ... .. ... ... ....... .. 15
Overview of Standard Model cross-section measurements of V + jets processes

performed by the CMS collaboration. . . . . ... .................. 17
Representative LO contribution to V + 1jet production. . . . ... ... ... .. 17
Representative virtual and real NLO EW contributions to V + 1jet production [33]. 18

Ratios of pr distributions for pp — Z/vy+jet processes at NNLO QCD and

nNLOEW accuracy.. . . .. .. .. ... ... .. ... .. 19
An overview of the LHC complexat CERN [39]. . . . . ... ........... 22
Parton Distribution Functions. . . . .. ... ... ... ... ... ... ... .. 24
CMS running conditions across time. . . . . . .. ... ... L. 26
CMS running conditions for2016.. . . . . ... ... ... ... oo 27
The accelerator complexat CERN[39]. . . . . ... .. ... ... .. ....... 29
Schematic view of the CMS detector. . . . . . .. ... ... ... . ........ 32
Cross-section view of the silicon tracker. . . . . . ... ... ... ... ... .. 33
Front cross-section of the ECAL subdetector. . . . .. ... ... ......... 35
Front cross-section view of the four HCAL subdetectors. . . ... ... ... .. 37
Graphical representation of the CMS solenoid. . . . ... ... .. ........ 39
Isometric view of an octant of the CMS muon systems. . . ... ... ... ... 40
Graphical representation of L1 trigger dataflow. . . . .. ... ..... ... .. 42
CMS condition Database Architecture. . . . . . . .. ... ... ... ... .. 45

xi



xii List of Figures
3.14. CERN computing grid. . . . . . ... ... . . L L o 46
4.1. Coordinate system to describe the curved path of a charged particle within a

magneticfield. . . . .. ... L L 50
4.2. Comparison of pss and jet ¢ distributions with and without pI'* event filters. 58
5.1. The distributions of the average number of inelastic interactions per colliding

bunch pair in simulated eventsand data. . . ... ... ... ... ... .. ... 66
5.2. Corrections to simulated muon identification efficiencies. . . . . .. ... .. .. 68
5.3. Corrections to simulated photon identification efficiencies. . . . .. ... .. .. 69
5.4. JEC pileup offset for different PF particles. . . . . ... ... ... ... ... .. ... 70
5.5. Simulated jet response for different jet kinematics. . . . . ... ... ... .. .. 71
5.6. Relative residual jet scale corrections. . . . .. ... ... ... .. .. ..., . 72
5.7. Absolute scale correction kinematics for different data-taking periods. . . . . . 73
5.8. Jet energy correction uncertainties for 2016 conditions. . . . .. ... ... ... 73
5.9. Muon trigger efficiency measurements. . . .. ... .. ... .. ... ...... 74
5.10. The trigger efficiency for HLT_Photon175 in function of photon pt. . . . . . . . 76
5.11. Trigger efficiency as a function of photon 7, nvtx and oy, [107]. . . . . . .. .. 77
6.1. Data/MC comparison for the leading muon pr and the subleading muon pt . . 82
6.2. Data/MC comparison for the leading muon 7 and the leading muon ¢. . . . . . 82
6.3. Data/MC comparison for the subleading muon 7 and the subleading muon ¢. 83
6.4. Data/MC comparison for the invariant mass of the two leading muons m;; and

the transverse momentumoftheZ. . . . . .. ... ... ... .. ... L. 83
6.5. Data/MC comparison for the Ht and the jet multiplicity. . . . . ... ... ... 84
6.6. Data/MC comparison for the pr of the leading, subleading and third jet. . . . . 85
6.7. Data/MC comparison for the # of the leading jet and the 7 of the subleading jet. 86
6.8. Data/MC comparison for the photon pr,yand¢ . . . . .. ... ... ... ... 88
6.9. Data/MC comparison for the leading jet prand HT . . .. ... ... ... ... 89



List of Figures Xiii

6.10.

6.11.

6.12.

6.13.

6.14.

6.15.

6.16.

7.1.

7.2.

7.3.

74.

7.5.

7.6.

7.7.

7.8.

7.9.

Data/MC comparison for the subleading jet pr and the third jet pr . . . . . . . 90
Data/MC comparison for the jet multiplicity and the H%‘iss ............ 91
Data/MC comparison for the # of the leading and the subleadingjet . . . . .. 92
0iyiy distribution before (a) and after (b) correction. In the ratio box of both plots

the Data/MC agreement can be observed. The remapping procedure improves

theagreement . . . . ... ... ... 92
Purity fit on the photon shower shape variable 7;,;; in the photon transverse
momentum bins, ranging from 200to 450 GeV. . . . . .. .. ... L. 94
purity fit on the photon shower shape variable 0;,;; in the photon transverse
momentum bins, starting from450 GeV. . . . .. ... Lo o oL 95
The error function determined fitting the purity results obtained in bins of

photonpr. . . . .. 96

Schematic depiction of the reconstruction process and the unfolding problem [111]. 98

The correlation matrix showing the bin migration in the pt distribution of the Z

The correlation matrix showing the bin migration in the photon pt distribution. 102

Summary of the statistical and systematic uncertainties contributing to the
Z+jets prmeasurement. . . . ... L. 109

Measured differential cross sections as a function of the boson pr for Z + jets
and the comparison with several theoretical predictions. . . . .. ... ... .. 111

The theoretical uncertainties on the JETPHOX predictions as a function of the
photon pr. . . . .. 112

Summary of the statistical and systematic uncertainties contributing to the 7y +

jets pymeasurement. . . . ... L 113

Measured differential cross sections as a function of the boson pt for ¢ + jets
and the comparisons with several theoretical predictions. . . . . ... ... ... 114

Differential cross-section ratio of Z + jets over v + jets as a function of the
vector boson transverse momentum compared to the theoretical prediction from
MADGRAPH5_aMC@NLO v2.2.2 and SHERPA v2.2.8 + OPENLOOPS v2.0. . . . . . . 115



Xiv List of Figures
7.10. Diagrams showing the configuration where (a) the jet and Z boson are back to
back (b) where the Z boson is emitted collinear to one of the jets in the dijet final
state. . .. e 116
7.11. Distribution of the angular separation between the Z boson and the lead jet (a)
or the subleadingjet(b). . . . .. ... ... ... ... L o oo 117
7.12. Distribution of the angular separation between the the Z boson and the lead
jet (a) or the subleading jet (b), for a threshold on the pr of the lead jet of
jet, pr >500GeV. . ... 117
7.13. Distribution of the angular separation between the Z boson and the closest jet
for progressively higher thresholds on the pr of the leading jet of (a) 100 GeV,
(b)300GeV,and () 500 GeV. . . . . . .. 118
7.14. The correlation matrices showing the bin migration in the unfolded AR%‘}]-“
distribution of the Zboson. . . . . ... ... ... .. o o L 120
7.15. Summary of the statistical and systematic uncertainty contributions to the AR‘Z“,i]-n
distribution where the leading jet pr is (a)> 300 GeV and (b) > 500 GeV. . . . . 121
7.16. Measured differential cross-section of Z + jets as a function of the angular
separation between the Z boson and the closest jet and the comparison with
theory predictions from MADGRAPH5_aMC@NLO v2.2.2 and SHERPA v2.2.8 +
OPENLOOPS v2.0. . . . . . .. 122
Al. 0y distribution for simulated photons, in photon transverse momentum bins,
ranging from 200 t0 450 GeV . . . .. ... oo 128
A2. 0y distribution for simulated photons, in photon transverse momentum bins,
starting from 450 GeV . . . . ... 129
A.3. Percentile distribution of 0;;, variable . . . ... ... ... 0 0L 130
A4. Data/MC comparison for the 0, variable . . . .................. 131
A.5. Data/MC comparison for the 0, variable . . .. ................. 132
A.6. R%h7 in each sideband, binned in photon transverse momentum from 200 to 450
GeV e 134
A7. Ry, ineach sideband, binned in photon transverse momentum starting from

450 GeV . 135



List of Figures Xv

A8. Ry, versus the expected fraction of real photons in the sidebands, binned in
photon transverse momentum from 200to 450 GeV . . . . . ... .. ... ... 136

A9. Ry, versus the expected fraction of real photons in the sidebands, binned in
photon transverse momentum starting from 450 GeV . . . . .. ... ... ... 137

A10.0yy distribution for different sidebands, binned in photon transverse momen-
tum from 2000450 GeV . . . . ... 138

A11.0yy, distribution for different sidebands, binned in photon transverse momen-
tum starting from 450 GeV . . . . ... L L Lo 139



XVi



List of Tables

5.1.

5.2.

5.3.

54.

5.5.

5.6.

5.7.

5.8.

6.1.

6.2.

7.1.

7.2.

7.3.

74.

7.5.

7.6.

2016 Data Quality certification. . . . . ... .. ... .. ... ... ... 60
Simulated event samples for -y + jets signal and background processes. . . . . . 62
Summary of the simulated samples used in the Z+jets analysis. . . .. ... .. 62
The “loose” jet ID requirements. . . . . ... ... ... ... .. ... ...... 63
Object definition for muons used in the analysis. . . . ... ... ... ... ... 64
Photon identification selection. . . . . . ... ... ... ... .. ....... .. 65
Summary of the fiducial region selections for each analysis category. . . . . .. 79
Summary of the event selection criteria for each analysis category. . . . . . . .. 79
Photon purity, binnedinpy. . . .. .. ... ... o o oo 93
Extrapolated photon purity for the pt bins corresponding to the analysis. . .. 96

The contributions to the uncertainty in the differential cross-section measure-

ments for the Z + jets, 7y + jets, the Z/ ratio, and collinear Z boson regions. . . 107

Breakdown of the sources of systematic uncertainty for the Z + jets channel as
the relative error per pr bin of the analysis. . . .. .. ... ... ... ... ... 109

Z + jets cross-section differentialinpr. . . . . .. ... ..o 110

Breakdown of the sources of systematic uncertainty for the v + jets channel as

the relative error per pr bin of the analysis. . . . ... ... ... ... ... .. 112
v + jets cross-section differentialinpr. . . . . ... ... o 0oL 114

Breakdown of the uncertainty on the Z + jets/y + jets ratio per pr bin of the
analysis. . ... ... 115



XVviii

List of Tables

7.7. Breakdown of the sources of systematic uncertainty for the collinear Z study,

7.8.

as the relative error per AR bin of the analysis for the 300 GeV threshold on the
leadingjet. . . . . . ... . 119

Breakdown of the sources of systematic uncertainty for the collinear Z study,
as the relative error per AR bin of the analysis for the 500 GeV threshold on the
leadingjet. . . . . . . ... 119



List of Tables

Xix




Chapter 1.

Introduction

The Standard Model of particle physics (SM) has proven to be remarkably successful in
describing experimental results and has shown considerable predictive power. With the
observation of the Higgs boson by ATLAS [1] and CMS [2] in 2012, the latest particle predicted
by the model has been found, and the theory is now complete. Despite this, the SM lacks a
candidate for dark matter, the presence of which in the universe was inferred in 1983 [3, 4, 5],

a neutrino mass mechanism, and a quantum description of gravitational interaction.

For this reason, numerous direct searches targeting physics beyond the SM (BSM) are
performed at the LHC; so far, no clear signal of BSM physics has been observed. While direct
searches continue probing new regions of the phase space and new couplings between SM
and BSM physics, SM precision measurements provide a complementary approach, looking
for eventual deviations from predictions. Among the different standard model processes
investigated at the LHC, the production of vector bosons in association with jets is of particular
interest as a valuable test of the Standard Model and the search for a wide variety of phenomena
beyond the Standard Model.

This thesis presents a measurement of the differential production cross-sections of Z +jets 1
v + jets, and their ratio for highly Lorentz-boosted bosons, and the first study at hadron
colliders of the collinear emission of a Z boson close to a jet.

Such measurements elucidate our understanding of the SM in challenging regions of the
phase space. In particular, the high boson pr regime and collinear Z boson emission provide
important landmarks for perturbative quantum chromodynamics (QCD) and electroweak
(EW) calculations, as implemented in the state-of-the-art Monte Carlo (MC) event generators.
The differential cross-section measurement of the Z + jets and 7 + jets processes can constrain
higher-order perturbative QCD and EW calculations that lead to a non-negligible dependence
of the cross-section on boson pt. The weak radiative corrections become large and negative
at high energies due to large Sudakov logarithms arising from the virtual exchange of soft or
collinear massive gauge bosons [6,7, 8,9, 10, 11]. The corrections have the form alog? (5 / M%v,z)f

1Throughout the text, the Z + jets is understood to include Drell-Yan + jets production.
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where § is the squared parton centre-of-mass energy, « is the gauge coupling of the unified EW
theory, and My 7 is the mass of the W or Z boson.

Moreover, these measurements play an important role in BSM searches, such as supersym-
metry, dark matter, and invisible decays of the Higgs boson. The production of Z + jets and
+ jets at high boson pr are the key control processes used to estimate the backgrounds to these
searches from a Z boson decaying to neutrinos (Z — v¥), and the Z/+ ratio is a theoretical
input in using <y + jets to predict Z — v¥ [12]. Accurate modelling of these processes thus
maximises the discovery potential of many new physics searches.

The emission of a real W or Z boson can contribute significantly to inclusive W + jets
and Z + jets measurements at high energies [13, 14, 15]. These processes can be accessed
by selecting a boosted event topology and studying the region of small angular separation
between a W or Z boson and a jet. The fully reconstructable decay products from the Z boson
(in this case, to muons) allow a direct measurement of the angular separation between the Z
boson and the closest jet. This thesis presents the first measurement of the collinear emission
of a Z boson, as studies of the real emission of the W boson have previously been performed
by the ATLAS and CMS collaborations at 8 TeV [16] and 13 TeV [17] respectively.

The presented thesis is organised as follows: Chapter 2 provides an introduction to the
Standard Model of the elementary particles, while Chapter 3 gives an overview of the experi-
mental setup, with a description of the accelerator system and a detailed description of the
different components making up the CMS detector. In Chapter 4, the techniques used for the
reconstruction of physics objects starting from the signals registered in the subdetectors are
discussed, whereas Chapters 5 to 7 are dedicated to the description of the analysis. Chapter 5
describes the event selection and the corrections applied to simulated samples, Chapter 6
discusses the estimation of backgrounds and Chapter 7 shows the differential cross-section
measurements. In Chapter 8, the results are discussed, providing a summary of the analysis

and possible future outlook.



Chapter 2.

The Standard Model

The SM is a quantum field theory that describes the elementary particles and their interactions
and was developed during the 20 century. This theory is extremely well supported by
experimental evidence, and it has been tested at a wide range of energies scales up to the
order of TeV. In this Chapter, the fundamental particles and their interactions are described,
and the spontaneous symmetry breaking through the Higgs mechanism is elucidated. Lastly,
Section 2.3 is dedicated to discussing motivations behind precision measurements of the SM at

colliders and provides an overview of the latest results performed with the CMS experiment.

2.1. The fundamental interactions in the Standard Model

The SM is a gauge theory based on the symmetry group SU(3)c ® SU(2); ® U(1)y, where
SU(3)c is the symmetry group which describes the strong interactions between coloured
charged particles (see Section 2.1.2), SU(2), describes the weak interactions between isospin
left-handed doublets and U(1) represents the interactions between hypercharged particles
(see Section 2.1.3). The weak isospin and the hypercharge symmetries (SU(2); ® U(1)y) are
broken at low energies, while the colour symmetry SUc(3) and the electromagnetic gauge
symmetry U, (1) are preserved.

In the SM, the constituents of ordinary matter are 12 fundamental fermions with spin 3
and their antiparticles, which have opposite quantum numbers and the same mass. Instead,
the carriers of the forces are gauge bosons, which are associated with the generators of the
symmetry groups. The fermions are divided into two subgroups: quarks, particles that carry a
colour charge, and therefore can also interact via the strong force and, leptons, which interact
only through the electroweak force. Due to the confinement of the colour charge, i.e. only
colourless states can be isolated, isolated quarks can not be observed experimentally. The
observable colour singlet bound states are called hadrons; they present an integer charge,
and depending on the number of quarks involved in the bound state, they are divided into

mesons, spin integer particles formed by a quark and an anti-quark, baryons, fermions formed
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Figure 2.1.: Standard Model fundamental particles [18].

by three quarks, and exotics states, composed of a higher number of quarks. The SM gauge
bosons, which play the role of mediators of the forces between particles, are the photon, the Z°
and W+ bosons, and the gluons. The photons are massless and mediate the electromagnetic
interaction, the Z and W are massive particles that mediate the weak force, while the strong
force carriers are the eight gluons, which are massless as well, but present a colour charge
themselves and can therefore self interact. Finally, the Higgs boson is the only (neutral) scalar
particle introduced in the Standard Model to explain the masses of all the other particles

considered in the theory. Figure 2.1 summarises the composition of the Standard Model.

The interactions between the fermions in the SM are built using the local gauge invariance
principle, requiring the Lagrangian to be invariant under the group of local symmetry transfor-
mations. To preserve the invariance under local gauge transformations, particular vector fields,
called gauge fields, must be added to the Lagrangian. Each interaction is associated with a
propagator, and the number of propagators depends on the number of symmetry generators.
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2.1.1. Quantum Electrodynamics

Quantum electrodynamics (QED) is a gauge theory describing an electrically charged particle
and the photon. Starting from the Dirac Lagrangian , which describes a spinor field associated

with fermions of spin  and masses m:

L= ipy"up —mipyp, (2.1)

one can enforce the invariance of the theory under local U(1) gauge transformations. Consid-

ering a generic local variation:
Yoy =g, (22)

where 6 is a function of the space-time coordinates, it is necessary to introduce additional terms
to preserve the Lagrangian invariance. This can be obtained by adding to the Lagrangian a

vector field A, that transforms as

1
Ay = Ayt [00(), 2.3)

where g is a free parameter corresponding to the charge of the particle associated with the

spinor field, and redefining the covariant derivative as

The Lagrangian for a vector field A, describing a spin 1 particle, is derived from Maxwell’s

equations:

1

L= F"Fy, (2.5)
where F/* is the Faraday tensor, defined as:
FW = gt AV — 9V AH . (2.6)

Adding together the two fields and including the proper coupling term, the QED La-

grangian becomes:
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Larp = =7 F" B+ 999, — mpp) + (q8779) Ay 27)

This Lagrangian is invariant under local U(1) gauge transformations and represents a
massive spin 1/2 particle interacting with a massless spin 1 particle, i.e. a fermion and a

photon.

The coupling constant of the electromagnetic interactions, the fine structure constant, is

defined as:

1 e2N1

_ LU 2.
Y Sreohe 1377 (2.8)

where:

¢ ¢is the elementary charge,
° 1= % is the reduced Planck constant,
* cis the speed of light in vacuum,

* ¢ is the electric constant or permittivity of free space.

2.1.2. Quantum Chromodynamics

The strong interaction is mediated by eight massless gluons, which correspond to the eight
generators of SU(3) and the field theory describing these interactions is called Quantum
Chromodynamics (QCD). Gluons interact with coloured particles, i.e. quarks, and among
themselves due to the non-abelian structure of the SU(3)¢ group. This allows for three and

four gluons vertices. The strong interaction Lagrangian can be written as:

1 a)uv . <1 i <1
Loco = = 3B FOM 41 1 9o (Du)igwh — omail i, (2.9)
q q

with

Fi) = 8,A% — 0, A% — g func ALAS, (2.10)
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and

a

. ij
(Dp)ij = 00y +i8s ), — Ay s (2.11)

a

where g is the coupling constant of the strong interaction, ﬁjk (,j, k =1,...,8) are the SU(3)
structure constants, gbfi is the Dirac spinor associated to a quark field with colour i and flavour
q, while A are the gluon fields. Eventually, the /\f]- are the matrix representation of the SU(3)
generators. It should be noticed that this definition of the covariant derivative makes Locp

invariant under local gauge transformations.

At first order, the coupling constant of strong interactions is expressed as:

2y _ &) _ 127
ws(p) == == 3 n)In(2/ Aogp) (2.12)

where y is the energy transferred in the interaction, 7, represents the number of quark flavours
considered, and Agcp is the energy scale above which perturbative QCD is valid, Agcp ~ 200
MeV.

Depending on the energy scale, i.e. the magnitude of ag, QCD has two peculiar properties:

¢ Colour Confinement, which means that colour-charged particles cannot be isolated. This
particular phenomenon is caused by the force between quarks not diminishing as they
are separated. Thus, when two quarks are separated, the gluon field’s energy increases to
the point it is favourable to create another quark pair. As a result, free quarks are bound
into hadrons before they can be detected, and their properties can only be inferred by

measuring the resulting colour-free particles (hadronic jets).

* Asymptotic freedom, meaning that quarks and gluons are weakly coupled in high-energy
interactions. In the limit of 4> — oo, quarks behave as free particles. In this particular
regime, it is possible to use perturbative theory to calculate the strong interaction matrix
element. In fact, the perturbative expansion of the S-matrix is valid only if the coupling
constant is small, i.e. s << 1. This is verified when the energy scale of the interaction is
larger than Agcp, ;42 >> Agcp- The dependency of as on ]/tz is related to the distance
between quarks in the interaction. For scatterings happening at short distances, which
means at large value of 32, the coupling between quarks weakens, and they behave as
free particles. In the opposite case, when p? is small or at large distances, the coupling
between quarks is so strong that they cannot be extracted from hadrons.
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2.1.3. Electroweak unification

The modern theory of weak interaction has been developed from the theory of § decay,
established by Enrico Fermi in 1933 [19]. This interaction is characterised by a Vector-Axial
structure that violates parity conservation. In fact, the charged weak current couples only to
left-handed fermions and right-handed antifermions. The weak interaction is described by
the SU(2) symmetry group, where the subscript L refers to the left-handed chirality of the
particles participating in the interaction; left-handed fermions are grouped into weak isospin
doublets with T = 1 and T3 = +1, right-handed fermions are instead singlets in weak isospin
(T =0, T3 = 0). The weak interaction is mediated by the W* and Z bosons.

It is now known that the weak and electromagnetic interactions are different aspects of a
unique interaction, called the electroweak interaction, described by a larger gauge symmetry
group. The concept of electroweak unification was introduced by Glashow [20] in 1961 and
refined by including symmetry preserving mass terms for gauge bosons, independently by
Weinberg [21] and Salam [22] in 1967, historically marking the advent of the Standard Model.
This group is SU(2); x U(1)y where Y represents the weak hypercharge, which depends on
the electric charge Q and the third component of isospin T3, according to the equation:

Q=3 +7Ts. (2.13)

The SU(2);, x U(1)y gauge symmetry group has four generators, which can be identified
with the bosons W', W2, W3 for SU(2); and B for the U(1)y. As discussed with the electromag-
netic interaction, local gauge invariance can be restored by defining an appropriate covariant
derivative D¥, defined as:

.

. ; 1
DF = (3, + igTyW,, + %YBV) ) (2.14)

where T; are the three isospin components and Y corresponds to the hypercharge operator.
Thus, the interaction term of the electroweak Lagrangian can be expressed as:

Lew = _%(l_P’YH‘/’)BH — §($LY " Tpr)W,, - 215

The SU(2);, x U(1)y generators cannot be directly associated with the photon and the
weak interaction carriers. In fact, the B boson interacts with both components of the weak
isospin doublet (¢;, and v1, ), while photons do not couple to neutral particles. Moreover, the
W' coming from SU(2), are not the physical weak interaction fields.
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The bosons for the electromagnetic interaction and the neutral weak current interaction
arise from the mixing of the W3 and B fields:

cos 6 sin 6 B
T = W W ) (2.16)
Z0 —sinfy cosfy W3

where 6y is the weak-mixing angle, known as Weinberg angle, with sin20y = 0.23122 £+
0.00003 [23].

This also implies that the W* bosons originate from a linear combination of W! and W? :

W* = %(wl FiW,) . (2.17)

Similarly, the electric charge e is dependent on the weak mixing angle and the coupling
constants of the W3 and B fields:

gsinfy = ¢ cosOy =e. (2.18)

Finally, the coupling constant for the weak neutral current, mediated by the Z boson, can
be expressed as:

e

8z (T3 — Qsin® Oy) . (2.19)

~ sin By cos Oy

2.2. The physics of the Higgs boson

2.2.1. The Higgs mechanism

The Standard Model Lagrangian, as discussed so far, describes vector bosons and fermions
that must be necessarily massless to preserve local gauge invariance. However, it is known
that the weak interaction mediators are massive, as well as most of the fermions. The problem
of introducing masses into the Standard Model while preserving local gauge invariance was
solved by introducing the Higgs mechanism. This solution was formulated by theoretical
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physicists Higgs, Brout, Englert, Guralnik, Hagen and Kibble in 1964 [24] [25] [26]. Here, an
example [27] is given to show how this mechanism works. Consider a complex scalar field:

¢ = \2(% +ia), (2.20)

coupled to an electromagnetic field and itself, described by the Lagrangian:

L= —%L(FHV)Z +Dpgl* = V(¢) (221)

with D, = 9, +ieA,. This Lagrangian is invariant under U(1) local transformation

D) = EOp(x)  Aux) = Aulx) — dpalx) 222)

if the potential V(¢) is chosen to be of the form:

A
V(p) = -1 9+ (979)" (223)

The A parameter drives the behaviour of the potential at +-co and it is bounded to be real to
ensure the vacuum stability. When u2 > 0, the field ¢ acquires a non zero vacuum expectation

value (VEV). The minimum of the potential occurs at

e i Ziz 2
(@) =do=e" 5 , (2.24)

and this results in the spontaneously breaking of the U(1) symmetry. There are now infinite
states in the circle of minimum potential, and the field ¢ acquires a non zero VEV, moving
along an arbitrary direction. The particular minimum of the chosen potential is not symmetric

anymore under U(1) transformations.

For the sake of simplicity, 6 can be taken equal to zero, hence ¢(x) can be rewritten as:
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$(x) = o= (1 (x) + i (x)) 225)

S

Now the potential 2.2.1 becomes:

V(p) = it + 22798+ OW@), 2.26)

so that the field ¢; acquires a mass m = /2 while the field ¢, is the massless Goldstone boson.

The Goldstone theorem, in fact, states that given a Lagrangian that is invariant under a group
of continuous transformations with N generators, if M out of N symmetries are spontaneously
broken, then there will be M massless bosons in the particle spectrum of the theory. Given the
lack of empirical observations, the Goldstone bosons arising with the spontaneous symmetry
breaking cannot appear as independent physical particles in the theory. This can be obtained
using the local U (1) gauge symmetry (2.2.1). In fact, it is possible to choose the a(x) parameter
in such a way that the field ¢(x) becomes real (unitary gauge), resulting in the cancellation of
the ¢, terms. With this choice, the Lagrangian becomes:

L= —%(PWV + (0,9)> + PP AL AN = V() . (2.27)

The Lagrangian now includes a mass term for the gauge boson that is different from zero if
the potential V(¢) has a non zero VEV. The degree of freedom of the disappeared Goldstone
boson has been absorbed by the massive field, acquiring a longitudinal polarisation.

This simplified example starts with a U(1) gauge-invariant Lagrangian. A particular
potential with a non-zero VEV is added, and the Lagrangian is rewritten, expanding the
potential around its minimum. This leads to a Lagrangian that is not U(1) gauge invariant
anymore, in which the gauge bosons have acquired a mass and a longitudinal polarisation.
This mechanism, generalized to non-Abelian models, is known as the Higgs mechanism.

2.2.2. The Standard Model Higgs Boson

The Higgs mechanism can be used to introduce mass terms to the gauge bosons in the La-
grangian of the Standard Model. The local gauge symmetry group to start from is SU(2) ®
U(1), and the theory, after spontaneous symmetry breaking, needs to include the QED un-
broken U(1) symmetry as well as a massless photon field. The vacuum expectation value,
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therefore, has to be invariant under U(1). This can be achieved via the Higgs mechanism by

introducing a complex doublet of scalar fields:

()4G0
¢ < o 3\ +idn) (2.28)
with the Lagrangian:

L = (D"¢)"(Dyu¢p) — p*¢"¢ — A(¢p"9)* . (2.29)

Typically the potential ground state (see Section 2.2.1) is chosen to be:

2 1/2
Pr=¢rp=¢s=0 P3=0v 0= <)}C> 4)0:\}5(0). (2.30)

0

It is then possible to write the field ¢ as an expansion from the vacuum expectation value:

=75 o ) 230

Notably, adopting the unitarity gauge, H(x) is a real scalar field.
The gauge fields Wﬁ’m and B, can be written as mass eigenstates in terms of W=, Z and A
fields. Combining the gauge Lagrangian SU(2); ® U(1)y together with the scalar Lagrangian
Ly, the theory becomes:

1 A
£¢£gauge :anHaﬂH + }leZ — Avod — ZI_I4_|_

80N tyn o L (8187 2y
+(5) wiw 2 (555 ) vzazr+ -
1, _ gv 1 '
SR2oWIWFH 8 7 7k
t 280 T Dcostoy LT

2 2
+ & w2 87

S -~ 7. 7Fo? .
4 2 2cos20py " 7
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The first line provides the kinetic and the self-interaction terms for the scalar field H. The
second line presents the mass terms of the W and Z fields. The third and fourth lines describe
the coupling between the Higgs field and the gauge bosons.

From the Lagrangian, the masses of the W and Z vector bosons are given by:

2 12
iy = % — 80379 £0.012GeV  my = vivg;g — 91.1876 £ 0.0021 GeV [23], (2.33)

and the field H(x) corresponds to scalar particle, with mass:

my =/ —2u* = V2A0?. (2.34)

It emerges that the scale of the Higgs mass is controlled by the VEV of the H field, which
is calculated to be ~ 246 GeV [23], but its precise value is a free parameter of the theory,
depending on the new coupling A. This result has important phenomenological consequences,
implying that the SM does not predict the mass range of the Higgs boson.

From the interaction terms in Eq. 2.2.2, it can be observed that the coupling between the Higgs

and gauge vector bosons depends on the W and Z masses.

Fermion mass terms do not derive directly from the symmetry breaking mechanism.
However, with the addition of a complex Higgs doublet in the Langrangian, it is possible to
introduce a new term of the form:

L= —Af[Proyr + Prd L, (2.35)

which is manifestly invariant under SU(2). x U(1)y. The A; term, known as the Yukawa
coupling constant, is a free parameter, independent for each fermion. Considering for simplicity
only the electronic flavour and the scalar field ¢, expressed in unitarity gauge as in Eq. 2.2.2,
then Eq. 2.2.2 becomes

Ae 0 v
Le=——F|(7,8 er +er(0,v+H
\/i ( ’ )L v+ H R+ R( , 0+ ) e .
(2.36)
AeU _ Ae
= — ee — —Hee,

V2o V2
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where the first term gives the mass of the electron, while the second describes the interaction
between the electron and the Higgs field. The Higgs coupling to the fermions is, therefore,
proportional to the mass of the fermion itself.

Since the ¢ field is an SU(2) doublet, a gauge-invariant coupling with the left-handed
lepton doublet E; and the right-handed singlet ey is included in the Lagrangian as

—Ae(Erp)er +hec., (2.37)

where h.c. represents the Hermitian conjugate of the terms already present and A, is a new
dimensionless coupling constant [27]. The new term in the Lagrangian leads to a lepton mass of
the form m, = A,v/+/2. Similarly, the equivalent SU(2) invariant coupling for the left-handed
quark doublet Q; and right-handed singlets dr and up is included in the Lagrangian as

~Aa(Qrp)dr — €™ (Qr¢f)ur +hec., (2.38)

where e

is a two-dimensional Levi-Civita tensor [27]. Following the lepton discussion, the
quark fields acquire mass terms with m; = A v/ V2 and m, = Ao/V2. Specific to the
quark sector is the mixing between generations of up and down-type quarks, with couplings
determined by the 3 x 3 unitary Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix [28, 29].
In general in the unitarity gauge, for any quark or lepton flavor, the Higgs boson couples

according to:

Ly=—meff <1 + IZ) . (2.39)

As neutrinos do not have a right-handed chiral state, no couplings to the h-field can be
included without breaking a gauge symmetry. Therefore, the neutrinos are massless in the
SM. However, the neutrino flavours oscillate and, therefore, the presence of neutrino mass
eigenstates has been measured experimentally and included ad-hoc into the SM through the

Pontecorvo-Maki-Nakagawa-Sakata matrix [30, 31], analogous to the CKM matrix.

2.3. Standard Model precision measurements

Despite its success, the Standard Model does not provide a full description of all the phe-
nomenological observations. It does not include a description for the gravitational interaction
and does not provide a candidate for dark matter. These problems suggest the existence of
BSM physics, and the search for particles outside the SM is one of the main physics goals
that drive the experimental programme of colliders. Besides exploring the direct production
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Figure 2.2.: Overview of Standard Model cross-section measurements performed by the CMS collab-
oration. The red (blue) points are measurements from Run 1 at 7 TeV (8 TeV). The green
points refer to Run 2 measurements, and the grey boxes are the theoretical predictions for
the different processes cross-section. The list of measurements is updated to September
2020 [32].

of BSM, a complementary approach is provided by precision testing of SM predictions. Pre-
cision measurements’ impact on new physics is two-fold, as improving predictions on SM
processes provides a stronger constraint on BSM backgrounds, but also the presence of new
physics can be indirectly tested by observing deviations (or lack of them) from expected SM
behaviour. Moreover, theoretical predictions are based on perturbation theory and to limit
the computational cost, higher-order interactions are neglected. However, with the increase
in the centre-of-mass energy and statistical significance of the collected data, the effects of
higher-order processes can be explored, especially targeting regions of the parameter space
where such corrections dominate and are nowadays accessible. Therefore, a wide range of
SM measurements is carried out at colliders, exploiting the large datasets collected at 13 TeV
during LHC Run 2. Fig.2.2 offers a general overview of SM measurements performed by the
CMS collaboration,

2.3.1. V + jets measurements

Among the different SM processes explored at the LHC, events where vector bosons are
produced in association with one or more jets (V 4 jets) are of particular interest for their
versatility and relatively large cross-section. They provide benchmarks for precision tests of
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the SM, constraining Parton Distribution Functions (PDFs), probing higher-order perturbative
QCD and also contributing as dominant backgrounds to many BSM searches.

PDF fits variously incorporate V + jets measurements. The gluon PDF can be constrained
by  + jets and low mass Drell-Yan +jets measurements, with the first process being directly
sensitive to the gluonic content of the proton via QCD Compton scattering. Measurements
involving vector boson production with heavy flavour jets are used to probe the sea content
of the proton. In particular, the Z+b and Z+c measurements and especially their ratio are
sensitive to the charm quark contribution, and the measurement of W+c production is directly

sensitive to the strange content of the proton.

V + jets production can also proceed via vector-boson-fusion (VBF). This topology results in
two energetic jets in the forward region which can be used as tags but, of course, is characterized
by a lower cross-section. The large amount of data collected during Run 2 of the LHC provides
an opportunity to perform measurements of this kind. These rare processes, involving a triple
boson vertex, are key measurements to spot possible deviations from SM predictions induced
by BSM in the triple gauge coupling. Moreover, studying additional hadronic activity in the
rapidity gap between the VBF tagging jets provides an interesting test for perturbative QCD
calculations.

Finally, typical BSM processes that can benefit from precision V + jets measurements
involve missing transverse momentum in the final state. This is the case for searches for
supersymmetry and dark matter production. The dominant irreducible background in such
searches comes from the SM Z — v¥ process, and V + jets processes constitute fundamental

cross-measurements to constrain it.

All these aspects make V +jets processes compelling measurements to pursue at the LHC,
exploiting the large amount of data collected at 13TeV. A summary of V + jets published
measurements by the CMS collaboration is provided in Fig. 2.3, where the large number of
green points correspond to measurements performed with Run 2 datasets, testifying to the

active interest in studying these processes.

2.3.2. Higher-order electroweak corrections

The increased centre-of-mass energy and large dataset collected in the LHC Run 2 presents a
great opportunity to perform ever more precise measurements of V + jets processes and do so
in regions of phase space previously limited by statistics.

Performing V -+ jets measurements in particularly extreme kinematic regions poses a chal-
lenge to theoretical prediction as higher-order diagrams, which at low energy are suppressed
and consequently neglected in theoretical calculations, start playing a role, modifying the
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Figure 2.3.: Overview of Standard Model cross-section measurements of V + jets processes performed
by the CMS collaboration. The red (blue) points are measurements from Run 1 at 7 TeV
(8 TeV). The green points refer to Run 2 measurements, and the grey boxes are the theoretical
predictions for the different processes cross-section. The list of measurements is updated to
September 2020 [32].
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Figure 2.4.: Representative LO contribution to V + 1jet production.

differential cross-sections. This is the case for higher-order electroweak corrections, which are
typically suppressed by the large vector boson masses.

In particular, the differential cross-section measurement of the Z +jets and <y + jets processes
can constrain higher-order perturbative QCD and EW calculations that lead to a non-negligible
dependence of the cross-section on boson pt. The weak radiative corrections become large
and negative at high energies due to the presence of Sudakov logarithms that result from the
virtual exchange of soft or collinear massive gauge bosons [6,7, 8,9, 10, 11]. The corrections
have the form alog?(5/ M\ZN,Z), where § is the squared parton centre-of-mass energy, « is the
gauge coupling of the unified EW theory, and My 7 is the mass of the W or Z boson. Figure 2.4
and 2.5 show the Feynman diagrams for LO production and NLO EW corrections to Z + jets
and 7 + jets proceses.
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Figure 2.5.: Representative virtual and real NLO EW contributions to V + 1jet production [33].

The impact of the perturbative corrections has been extensively discussed in the context
of measurements and searches targeting high pr regimes (for example searches for dark
matter [34]), as the dependence of the EW corrections on the boson momentum can lead to
large effects on the order of tens of per cent for large boson pr.

Furthermore, developments in theoretical calculations have led to improved predictions
with automated next-to-leading order (NLO) QCD and EW corrections, for instance, SHERPA
v2.2.8 + OPENLOOPS v2.0 [35, 36] and MADGRAPH5_aMC@NLO v2.2.2 [37]. Measuring the
production cross-section of Z + jets, ¢y + jets, and their ratio at high transverse momentum
is valuable for probing the magnitude and the dependence of these higher-order corrections
on boson pr, playing an important role in validating the latest theoretical calculations. A
prediction of the Z /< ratio pr distribution obtained with the SHERPA v2.2.8 + OPENLOOPS
v2.0 software is shown in Fig. 2.6. It can be observed how higher-order EW corrections grow
with p¥, and their impact becomes dominant over QCD ones at very high pr. It is also worth
noticing that the default approach used in these predictions is to combine EW and QCD
corrections additively. The validity of such approach can be tested by sensitive measurements,
which can gauge potentially large effects due to the interplay of EW and QCD corrections
beyond NLO.

The CMS Collaboration has previously performed a differential measurement of the Z/y
cross-section ratio at y/s = 8 TeV using a data set corresponding to an integrated luminosity of
19.7 b~ [38].

In contrast to quantum electrodynamics and QCD corrections, where the massless gauge
bosons lead to logarithms that are cancelled by the corresponding real-emission corrections,
the masses of the W and Z gauge bosons act as infrared regulators, providing a physical
cutoff. The real emission of a W or Z boson can contribute significantly to inclusive W + jets
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Figure 2.6.: Ratios of pr distributions for pp — Z/y+jet processes at LO, NLO and NNLO QCD (a) and
LO, NLO EW and nNLO EW accuracy (b). While higher-order QCD corrections remain flat
in the high boson pr region and their overall impact is less than 5%, EW corrections grow
with p¥ reducing LO cross section by 20% at 2 TeV [34].

and Z + jets measurements at high energies [13, 14, 15]. These processes can be accessed
by selecting a boosted event topology and studying the region of small angular separation
between a W or Z boson and a jet. The fully reconstructable decay products from the Z boson
allow a direct measurement of the angular separation between the Z boson and the closest
jet. The ATLAS Collaboration has previously performed a study of the real emission of the W
boson at 8 TeV [16] and CMS at 13 TeV [17].
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Chapter 3.

LHC and the CMS detector

The data used to perform the analysis presented in this thesis were collected by the CMS
detector during the 2016 data taking period of the LHC accelerator, operating at a centre-of-
mass energy of 13 TeV.

In this chapter, after a brief historical introduction, an overview of the physics of the events
produced at the LHC is given, together with a description of the different systems comprising
the LHC complex, focusing in particular on the CMS detector and its sub-detectors.

3.1. The Large Hadron Collider

The Large Hadron Collider (LHC) [40] is the largest and most powerful particle accelerator in
the world. It has been built at Conseil Européen pour la Recherche Nucléar (CERN), approximately
100m underground across the Swiss-French border. Fig. 3.1 shows an overview of the LHC site.
The project was approved in 1994 by the CERN council and became operative in September
2008. However, nine days after the first beam circulation, an accident occurred due to an
electrical fault and 53 magnets were damaged as a consequence [41]. This caused a one year
delay in physics operations to repair the damages and improve the safety conditions. During
the autumn of 2009, the operations started again, and all four CERN experiments recorded the

tirst physics events on November 30th.

The first period of data taking (Runl) ended in 2012, reaching a 7 TeV centre-of-mass energy
for the 2010-2011 runs and 8 TeV for 2012. Thanks to the data collected in this period, the
Higgs boson has been discovered, and strong constraints on a range of BSM models have been
placed. After this running period, the LHC faced two years of shutdown, and in this time, all

the accelerator apparatuses have been upgraded to reach a centre-of-mass energy of 13 TeV.

The first physics beams of the second run period (Run2) collided on April 4th of 2015.
Operations continued till the end of 2018. An unprecedented luminosity from both protons
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Overall view of the LHC exeriments.

N
)

Figure 3.1.: An overview of the LHC complex at CERN [39].

and hadron collisions has been delivered to the different experiments. The evolution of the
luminosity delivered by the LHC during Run2 is shown in Fig 3.3a.

3.1.1. Hadronic interactions

The LHC apparatus is situated in the tunnel built in the late 1980s to accommodate the LEP
(Large Electron-Positron collider) experiment [42]. Contrary to its predecessor, the LHC has
been designed to be a discovery machine. Its physics reach aiming to investigate the nature
of particle interactions up to the TeV scale, studying the electroweak symmetry breaking
mechanism and testing physics beyond the Standard Model; the choice to accelerate and
collide hadrons is strictly related to these goals. Any charged particle, in fact, radiates photons
when accelerated, and in particular, the rate of energy loss for a particle that covers a circular

orbit with a radius R depends on its mass m in the following way:

dE E*

For this reason, to produce high energy beams, protons that are two hundred times heavier
are used instead of electrons. Furthermore, protons are not elementary objects, as they are
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made of quarks and gluons. Therefore, during a collision, the scattering occurs between two of
the elementary components, each coming with a random fraction of the total momentum. The
energy in the centre-of-mass of each collision is not fixed by the beam energy, giving hadron
colliders the capability of exploring a broad region of the phase space.

Two classes of collision events are defined:

* Soft Collisions. The most frequent events are generated by protons that do not come close
enough to each other to let their own substructure interact. Typically, such collisions are
characterised by low momentum transfer, and the particles in the final state are quite

collinear to the beam axis.

* Hard Collisions. The hard collisions rarely happen compared to the rate of soft interactions,
and they are the most interesting from the experimental point of view. These types
of interactions happen at a short distance, and the collision involves large momentum
transfer. The final state can be characterised by particles at a large angle, high transverse
momentum and high mass.

In the hard scattering, the protons’ structure can become evident as the collision can be
considered as happening between two partons. Therefore, the centre-of-mass energy depends
on the fraction of momentum carried by the partons and it is lower than that reached nominally

by the accelerator. The parton centre-of-mass energy /3 is described by:

\/§ = \/xaixbS ’ (32)

where /s is the centre-of-mass energy reached by the accelerator and x, , x;, are the fraction of
momentum carried by the scattering partons. The general cross section for a hard-scattering

interaction is:

o= 5 [ dxadfa(x @) @) (), 33)

where 0, represents the cross-section of elementary interaction between two partons and
fa(x,Q?), fp(x, Q?) are the Parton Distribution Functions (PDFs), which are the probabilities
at a given transferred momentum (Q?) to find a specific parton inside the proton, carrying
a particular fraction x of the total proton momentum. Figure 3.2 shows the evolution of the
PDFs for a proton with different Q? values.
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Figure 3.2.: Parton Distribution Functions (PDFs) computed for Q? = 10 GeV? (on the left) and Q% = 10
TeV? (on the right), the probability of interacting with sea quarks carrying a good fraction
of the proton momentum grows with the transferred momentum [43].
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3.1.2. Luminosity and pile-up

In a particle accelerator, the rate of events of a process with a cross-section ¢ is given by:

dNevent
dt

- »Co'event ’ (34)

where L the instantaneous luminosity which depends only on the beam parameters and can

be written for beams with a Gaussian profile:

NZ
= NoMofrerpr 21 (3.5)
4rte, Bx

where (nominal parameters for the 2016 campaign are given in parenthesis)[44]:

Ny, is the number of particles per bunch (~ 1.1 x 10%!)

nyp is the number of bunches per beam (2200)

freo is the revolution frequency (11.236 KHz)

€y, is the normalized transverse beam emittance (2.2 ym)

B* is the beta focusing function at the collision point in CMS and ATLAS (40 cm)

F is the geometric luminosity reduction factor due to the crossing angle at interaction
point (0.836)

The LHC’s luminosity is not constant over a physics run but reduces due to the degradation
of intensity and emittance of the circulating beams. The main cause for the luminosity decay
at the LHC is the collisions themselves. The behaviour of the luminosity as a function of time

is given by :
L
O = T (2
where
Niot,0 (37)

Tnuclear = ’
EO’totk
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Figure 3.3.: On the top left (a) is displayed the integrated luminosity versus time recorded by CMS in
the different data-taking periods. On the top right (b) the distribution of the number of
interactions per bunch crossing for each data taking period. The bottom plot (c) depicts the
daily peak luminosity for the different years [45].

with Njot o the initial beam intensity, £ the initial luminosity, oy, the total pp cross section and
k the number of interaction points (4).

Total number of collisions in a given period of time is given by the integrated luminosity f Ldt.

In Figure 3.3, the integrated luminosity, the average number of interactions per bunch
crossing and peak luminosity for the different data-taking periods are summarized, while in
Figure 3.4, the integrated luminosity collected and the pileup conditions for 2016 are shown.

Since the bunches of protons contain ~ 10!! particles, at each bunch crossing multiple p — p
interactions can occur. This effect is known as pile-up and deteriorates the energy resolution
of the object (leptons, photons, jets, EZ* , etc.) reconstruction, thus making it more difficult
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Figure 3.4.: On the left (a) the integrated luminosity versus time delivered to CMS (blue) and recorded
by CMS (yellow) during stable beams for pp collisions at 13 TeV centre-of-mass energy in
2016. On the right, the distribution of the number of interactions per bunch crossing for the
same data taking period [45].

to reconstruct vertices and identify tracks due to the large number of hits in the tracker. The
pile-up and the instantaneous luminosity are related by:

rateinel H-np- frev
ﬁ = = ,
Tinel Tinel

(3.8)

where y is the number of inelastic interactions per bunch crossing and 7, is the number of
bunches. The number of pile-up interactions per bunch crossing, y, is therefore proportional
to L/ freo and increases with the peak luminosity.

3.1.3. Coordinates system

A right-handed system of coordinate is defined, with the centre of the detector as the origin.
The x axis is oriented horizontally towards the LHC ring centre, the y axis points upwards
along the vertical direction, and the z axis is directed anticlockwise along the beamline. The
x — y plane, therefore, is transverse to the beamline, and the projection of kinematic quantities
on this plane, such as the transverse energy Et or transverse momentum pr, are used in hadron
colliders as they are invariant under longitudinal Lorentz boosts.

Other useful variables are the azimuthal angle ¢ measured in the x — y plane from the x
axis and the polar angle 6, measured on the y — z plane. To express the relativistic velocity of a



28 Chapter 3. LHC and the CMS detector

particle with respect to the lab frame, the rapidity y is defined as:

_1 E+pL
y—zm(E_m>, (3.9)

where E is the energy of the particle and p, is the projection of the particle 3-momentum along
the beam line. Despite not being Lorentz invariant, the rapidity variable has the property of
preserving differences Ay under longitudinal boosts. However, measuring the total momentum
of particles is challenging at colliders, and a more convenient variable, the pseudorapidity 7, is
defined as follows:

1 IPM+PL)
=-In , (3.10)
=2 <|p|—pL

where |p| is the 3-momentum magnitude. From this definition it is clear how 1 ~ y for highly

relativistic particles. Moreover, by substituting p;, = pcos, 3.10 can be rewritten as:

n=—In <tang> , (3.11)

showing how 1 depends only on the angle between the particle trajectory and the beam axis,
and therefore it is easier to estimate then y.

Finally, to measure the angular difference between objects the variable AR = /A¢p? + Ay?
is used.

3.1.4. The LHC complex

The LHC consists of a 27 km ring of superconducting magnets located in the underground
tunnel at the border between Switzerland and France that was previously used by LEP. A
schematic representation is shown in Figure 3.1. The LHC ring is divided into eight arch
sections, each of which is 3 km long, and eight linear sections of 523m. The magnet system
is composed of 1232 dipoles which can produce a bending magnetic field of up to 8.36 Tesla,
392 quadrupoles used to focus the beam and thousands of hexapoles, octopoles and decapoles
which can correct the beam orbit. The proton beams inside the LHC travel in opposite directions
in separate beam pipes. After having been accelerated to the energy limit of 6.5 TeV, they are
made to collide at four different points. Each collision point has a different detector: these are
ALICE, ATLAS, CMS and LHCb.

The LHC ring is only the final step of a complex acceleration chain (shown in Figure 3.5),

starting from an ionized hydrogen source. Protons are separated from the electrons with strong
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Figure 3.5.: The accelerator complex at CERN [39].
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electric fields, and then they are accelerated up to 50 MeV by the linear accelerator called
Linac2. The proton beam is then ready to be injected into the Proton Synchrotron Booster (PSB)
and reaches an energy of 1.4 GeV. The next step is the Proton Synchrotron (PS), which delivers
proton beams with an energy of 45 GeV to the Super Proton Synchrotron (SPS), the last step
before the LHC. The SPS was a self-standing accelerator during the eighties, and thanks to
the data collected by the UA1 and UA2 experiments, the W boson was discovered in 1983.
Nowadays, it is part of the LHC accelerator scheme, and it further increases the energy of the
beams up to 450 GeV before the injection into the main accelerator. Moreover, a significant
fraction of the beams accelerated by the SPS is dedicated to other experiments, as depicted in
Figure 3.5. Heavy ions follow a slightly different path, being accelerated by the Linac3 and by
the Low Energy Ion Ring (LEIR) before entering the PS.

3.1.5. LHC experiments

The main LHC experiments (ALICE, CMS, ATLAS and LHCDb) are located in caverns cor-
responding to the four collision points of the LHC, shown in Figure 3.1. Three additional
experiments (TOTEM, LHCf and MoEDAL) focus on forward emitted particles and are located
along the tunnel, near the main experiments. Before describing in detail the CMS detector,

here is a brief description of the different LHC experiments:

e CMS [46] and ATLAS [47] are general-purpose detectors, designed to cover the widest
possible range of physics in proton-proton and heavy-ion collisions.

e LHCb [48] specializes in investigating the differences between matter and antimatter by
studying light states containing b quarks.

e ALICE [49] is dedicated to heavy-ion collisions to study the strong interactions of quarks
and gluon plasma.

e TOTEM [50] makes precise measurements of protons in the forward region. It is located
at the CMS interaction point, and covers pseudo-rapidity regions that are inaccessible
by the main experiment. Similarly, the ATLAS experiment has a dedicated subdetector,
ALFA [51]. Together they are used to monitor the LHC luminosity.

e LHCf [52] is dedicated to the measurement of neutral particles emitted in the very forward
region. Particles from collisions at the ATLAS interaction point are used to simulate cosmic
rays to provide calibration and help to interpret the results of cosmic-ray experiments.

¢ MoEDAL [53] This experiment is designed for searches of magnetic monopoles and Stable
Massive Particles. It is located near the LHCb interaction point.
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3.2. Compact Muon Solenoid (CMS) Experiment

As described in section 3.1.2, conditions provided by the LHC during 2016 data taking resulted
in an average number of collisions per bunch crossing of approximately 25, leading to roughly
1000 charged particles every 25ns bunch crossing. The CMS detector [54] was designed to
operate in such a busy environment by using high-granularity subdetectors with good time
resolutions allowing for low occupancy. This results in millions of detector electronic channels

that require precise synchronization, all with a high radiation tolerance.

The main physics goals that have driven the design choices of the CMS detector, namely the
search for the Higgs Boson, supersymmetric particles, new massive vector bosons, extra dimen-
sions, precision studies of the SM, and heavy-ion physics, imply the following performance

requirements:

* Muon identification: Good muon identification up to || = 2.4 and dimuon mass reso-
lutions of about 1% for transverse momenta of 100 GeV, with an unambiguous charge

assignation up to p < 1TeV.

¢ Charged particle reconstruction: good momentum and reconstruction efficiency, partic-
ularly for the inner tracker, allowing for the identification of secondary vertices for the
triggering and offline tagging of tau and b-jets. This requires a tracker component close

to the interaction region.

* Electromagnetic energy resolution: measure the dielectron and diphoton mass with 1%
resolution for transverse momenta of 100 GeV up to || = 2.4. Good rejection power of
backgrounds from 7 decays into photons and lepton isolation at high luminosities.

¢ Transverse missing momentum and dijet mass resolution: near-complete reconstruc-
tion of the proton interaction to measure the transverse missing momentum. This requires
a hermetic detector with hadron calorimeters extending up to |77| = 5.0 and fine compo-
nent segmentation in the 77-¢ plane of less than 0.1 x 0.1.

A complete layout of the entire CMS detector is shown in Fig. 3.6. The main feature that
distinguishes the CMS detector is a 3.8 T superconducting solenoid magnet enclosing the
tracking and calorimetry systems, making the largest magnet of this type ever made. All
subdetectors are divided into two main regions in 7, called the barrel (covering central # range,
up to || = 1.44) and the endcap (covering up to || = 3.0, with a slight overlap with the
barrel). The hadronic calorimeter extends its coverage to |77| < 5 with an additional segment in
the forward region. This is required for improving the missing momentum reconstruction. The
different subdetectors are further segmented within the barrel, endcap and forward regions. A
discussion with further details is reported in the following subsections. This gives the CMS
detector a total length of 21.6 m, a diameter of 14.6 m and a weight of 12 500 tonnes.
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Figure 3.6.: A schematic view of the CMS detector and subdetectors with a section removed to view the
internal components [55].

3.2.1. Silicon Tracker

The innermost subdetector is the silicon tracker [54]. It is designed to reconstruct the tracks of
charged particles from ionisation deposits (known as hits) left on several silicon sensors layers.
Measuring the curvature of the track makes it possible to determine the transverse momentum
of a charged particle, defined by:

pr =r1qB . (3.12)

r is the curvature radius, g is the particle charge, and B is the magnetic field module.

Vertices from hard scattering, pile-up and decays are identified from intersections of the
reconstructed tracks. All these points are typically located within a few centimetres, and to be
able to resolve them, the tracker components surround the interaction point, with the first layer
of sensors being at 4.4 cm from the beam line. A representation of the CMS tracker is shown
in Fig. 3.7. The inner layer (20 cm), which withstands the highest flux of particles, is made of
pixels, whereas the outer tracker is composed of silicon strips. To maintain occupancy at 0.1%
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in the inner tracker and precisely measure 3-dimensional position hits, a total of 66 million
100 pm x 150 pm pixels are used. They are arranged into three layers for the barrel region
(BPIX) at radii of 4.4 cm, 7.3 cm and 10.2 cm, with each layer 53 cm long, and two additional
pixel layers placed in endcap regions (FPIX). Both in the barrel and endcaps, Pixel modules are
arranged in an overlapping configuration to ensure that outgoing particles cross at least one
module per layer.

564 cm

TOB
TEC

232 cm Inner tracker

110 cm

20.4 cm

Figure 3.7.: A cross-sectional view, in the y-z plane, of the silicon tracker. The full tracker is shown in
the upper part of the figure with a zoomed inset of the inner tracker in the central section,
and a further zoomed inset of the pixel tracker in the lowest part. [56].

As the particle flux reduces moving away from the interaction point, silicon strips are used.
Such sensors, whose dimensions range from 10 cm x 80 pm to 25 cm x 180 um, are arranged
in a stereo-configuration to allow 3-d measurement. The silicon strips are further separated
into an inner and outer component, presenting similarly to the pixel layout, barrel and endcap
regions. The tracker inner barrel (TIB) consists of four layers from 20 < r < 55 cm and covering
|z| < 65cm whereas the tracker outer barrel (TOB) has six layers extending the coverage to
|z] < 124cm and 55cm < r < 116 cm. The inner endcap (TID) component provides coverage
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for the gap between the TIB and TOB with three small disks oriented perpendicular to the z-
axis. The tracker outer endcap (TEC) consists of nine disks extending to 124 cm < |z| < 282cm
[57]. The entirety of the strips tracker consists of 9.6 million silicon sensors and, together with

the pixels system, provides a near hermetic coverage up to |1| = 2.4.

To process the data from the pixels and strips, an on-detector chip is needed. The read-out
is attached to the silicon sensor via a bump bonding technique, and the electronics components
are designed to operate in a high radiation environment. The analogue signal from particle
hits is collected, processed and buffered in the processor, waiting on a decision to accept or
reject the data (more details in Sec. 3.2.6.1). Once a decision is made, the signal is either flushed
or transmitted over optical links to off-detector chips for digitisation and data formatting.

3.2.2. ECAL

The CMS ECAL [54] is an homogeneous calorimeter made of scintillating crystals realized
in lead tungstate (PbWO,) and measures electromagnetic deposits with a coverage of up
to |57| = 3.0. The choice of an homogeneous design over a sampling one has been made to
enhance energy resolution of electromagnetic objects, drawbacks of this being a deterioration
over time from irradiation and the necessity of using photodetectors in a high magnetic field
environment. The material used is characterized by short radiation lengths, X, (0.89 cm),
and Moliere radius (2.2 cm) with fast responses (80% of the light emitted is within 25 ns) to-
gether with a good level of radiation resistance. Such properties are needed to meet design
requirements (the calorimeter system is enclosed within the solenoid), providing sufficient
containment (both lateral and throughout the crystals” length) for the cascade of electromag-
netic particles produced when incoming photons or electrons interact with the ECAL material

(electromagnetic showers).

The ECAL is subdivided into the barrel (EB) and the two endcap sections consisting of
the endcap crystals (EE) and the preshower (ES) as shown in Fig. 3.8. The EB has an internal
radius of r = 129 cm with the crystals tilted at a 3° angle with respect to the interaction point
to avoid particles falling completely in the interface between two crystals. Each crystal covers
0.0174 radians with a cross-sectional base of 22 x 22 mm? and a length of 230 mm. The crystal
dimensions are optimized to fully contain a shower, with the amount of material corresponding
to 25.8 radiation lengths. Calorimeter units are organized in submodules, consisting of 5 pairs
of crystals held together by a glass-fibre structure. 40-50 submodules, together with their
readout electronics, are grouped into modules. A supermodule is made by 4 modules side-by-
side, covering half the length of the barrel and 20° in ¢, hence two halves of 18 supermodules
complete the entire EB, covering up to || = 1.479. The EE starts at |z| = 314 cm from the
nominal vertex and extends the ECAL coverage up to |57| < 3.0. Each endcap consists of two

semi-circular aluminium plates ("Dees") supporting units of 5 x 5 crystal groups known as
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supercrystals. Each crystal in the EE has a frontal cross-section of 28.6 x 28.6 mm? with a
length of 220 mm resulting in 24.7 X,. Between the TEC and the EE is the ES, which covers
the range 1.653 < |57| < 2.6. The ES consists of two layers of silicon strips and disks of lead
absorbers at depths of 2X and 3X respectively to initiate the electromagnetic showers and
measure their tracks. The higher granularity of strip modules allows for discrimination of
individual electrons or photons from the decay of 7° — 7y and provides spatial information,
which is particularly important for reconstructing the direction of photons.

Crystals in a Preshower
supermodule

Supercrystals

! ' Quﬁﬁﬁiﬂ‘J‘iEﬁJ"‘EE = H
iwi "L‘é

=

--227IIII155----2367 7 Endeap
ECAL (EE)

End-cap crystals

Figure 3.8.: Schematic layout of the CMS electromagnetic calorimeter, presenting the arrangement of
crystal modules, supermodules, endcaps and the preshower in front (left). Geometric view
of one-quarter of the ECAL (right) [58].

Incoming electromagnetic particles interacting with the crystals produce scintillation light.
The photons produced are measured with avalanche photodiodes (APDs) in the barrel and
vacuum phototriodes (VPTs) in the endcap. Read-out electronics process and buffer the signals
until a decision is made, and if an accept signal is received, data is transferred to off-detector
electronics for further processing. Simultaneously, faster algorithms using input gathered from
5 x 5 clusters are used as an input variable for triggering purposes (more details in Sec. 3.2.6.1).

The reconstructed energy of an electromagnetic shower determined from photodiode
signals is given by:

E=GF) ciA;, (3.13)
i

where G is the absolute scale and converts the signal in GeV; it is determined from in situ mea-
surements of photons in Z — upuy. The function F is a correction factor that depends on the
type of particle, its momentum and location in the detector, and the clustering algorithm used.
This correction is determined from simulation and validated by test beam and in situ mea-
surements of Z — ee and Z — upu-y. The coefficients c¢;, known as intercalibration coefficients,
are obtained from the combination of laboratory measurements, test beam precalibrations,
cosmic ray measurements and in situ W — ev measurements and 7% — 9y and 7 — 77 mass
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reconstruction. They are crystal dependent and multiplied by the signal amplitude A;, and are
summed over each crystal in the cluster, labelled by i.

The calorimeter modules energy resolution is measured with test beams by a Gaussian fit

to the reconstructed energy distribution. It is parameterised as

o\2 S \? N2
=) =(—= = c?, 14
() <\/§> +<E> * (.19)
where S, N and C are respectively the stochastic, noise and constant contributions. They
are measured tobe S = 2.8%, N = 12% and C = 0.3 %. Overall the CMS electromagnetic
calorimeter measures the energy of photons and electrons of 10-250 GeV with a resolution that
ranges between 1.50-0.35 %. For more energetic objects the resolution is dominated by the

constant term which depends mainly on the gain as well as intercalibration errors and crystal

non-uniformity [59].

3.2.3. HCAL

The HCAL [54] design allows for full coverage of the hadronic activity from collisions. Com-
pared to ECAL, it extends the pseudorapidity coverage up to |57| = 5, thanks to its forward
region (HF) subdetector. The other components of the hadronic calorimeter are the barrel
(HB), the endcaps (HE), in a similar layout as the ECAL, and an extra section located beyond
the solenoid (HO) that acts as a tail catcher for hadronic showers [60]. A diagram showing
the layout of the four HCAL components is given in Fig. 3.9. The HE and HB are sampling
calorimeters with a brass absorber and plastic scintillator tiles, and they are fully immersed
within the 3.8 T magnetic field.

The HB covers the region 0 < || < 1.3 with an inner radius of 1777 mm and outer
radius of 2876.5 mm. It consists of two longitudinal half-barrels of 18 wedges of 20° in ¢, with
each wedge further segmented into 5° sectors. The wedges are made of 17 layers of plastic
scintillators interspersed with brass plates. Each sector’s layers are enclosed by a steel structure
that provides structural strength, forming a tower. Each tower covers the same area of an
ECAL supercluster (A xA¢ =0.087x0.087). The design choice of having both tracking and
calorimeter systems within the magnet results in space-constraints which restrict the HB to 5.7
hadronic interaction lengths (A;,,;) at 7 = 0 and up to 9 at # = 1.3, where typical interaction
length needed for completely stopping hadrons with several hundreds GeV of momentum is
~ 10A; . The cascade of hadronic particles produced when scattering with the absorption
plates material, produce scintillation photons when traversing the active scintillation tile. Such
photons are captured by wavelength shifting (WLS) fibres embedded within the plastic tiles
and fused to optical clear fibres running along with the tower. The optical signal is summed
across the depth of a tower in three groups: the first layer, layers 2 to 5 and 6 to 17. The
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Figure 3.9.: Front cross-sectional view of a quadrant of the CMS HCAL. The four subdetectors’ location
(HB, HC, HO and HF) constituting the HCAL is displayed [59].

clear fibres are coupled to Silicon photomultipliers (5iPM). The level of depth-segmentation
is limited by signal-to-noise in the photomultipliers. For this reason, the layers need to be
grouped, and the adopted schema of layer combination is the result of an optimization to

improve tracking of hadronic showers [60].

The HE subdetector covers the region 1.3 < |7| < 3.0, overlapping the HB to avoid particles
falling completely in the uninstrumented gap. The HE is composed of towers identical to the
ones used in the HB for || < 1.74, with wedges covering 20° in ¢ and further segmented to 5°.
The wedges in |17| > 1.74 are made by towers covering 10° in A¢ and 0.09-0.35 in Ay. The HE
is segmented longitudinally in four or five groups of layers, followinga {1+2+3+5+7}
scheme. The overall CMS design allows sufficient clearance to accommodate material interac-
tion lengths to mostly contain hadronic showers, however in the barrel the shower tails can

propagate through the magnet [60].

The HO consists of one or two layers of plastic scintillator tiles placed beyond the CMS
solenoid, measuring the hadronic showers leaking from the HB. The absorbing material, in this
case, is made by the solenoid and iron return yoke, extending the hadronic interaction lengths
to a minimum of 11 A;,; across the HO extension (7 < 1.26). The whole assembly consists
of 5 rings with 12 wedges, subdivided into 5° sectors, matching the HB tower size. In the
central ring, where the interaction length of HB is minimal, two layers of plastic scintillator at
r = 3850 mm and r = 4097 mm separated by a 19.5 cm thick piece of iron are used. In contrast,

the remaining four rings are made of a single layer located at a distance » = 4097 mm. Partial
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plates are placed in rings £1 around the chimney allowing power cables and cryogenics inlet
for the magnet.

The HF is placed at |z| = 11.2m from the interaction point and operates in particularly
elevated radiation density. For this reason, the design choice for this apparatus differs from
the rest of the HCAL, using steel absorbers embedded with radiation-hard quartz fibres
that produce Cherenkov light from the interaction with hadronic showers. The radiation is
detected by dual-anode photomultipliers [60]. The steel absorbers are segmented in 18 wedges
covering 20° each, and subdivided into two towers of 10°, apart from the last two towers up to
|| = 5.0, which are 20°. All the towers are oriented longitudinally with an # segmentation of
approximately 0.175, varying with z. Immersed in the absorbing material are the fibres also
parallel to the beam axis. Quartz fibres present two different lengths (1.65 m and 1.43 m); thus,
the HF is also segmented in-depth [61].

The HCAL resolution can be expressed by the formula:

Tpr N)2 52
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which resembles the classic calorimeter-based resolution, with the noise (IN) stochastic (S) and
constant (C) terms, but introduces the possibility of the noise term to be negative. This happens
at low PU when tracking information is added. Calibration of the calorimeter is done by
combining a variety of techniques. Initial calibration is estimated with radioactive sources, test
beams with ¢, 77 and y and lasers. The calibration is then improved with in situ measurements
using collisions data and cosmic rays. The total energy scale uncertainty is overall smaller
than 3%. The hadronic energy resolution is then measured with dijet and y+jets samples when
combining calorimeters and tracking information, an overall resolution of less than 10% for

central jets (7 < 0.5) of 100 GeV is measured, growing up to 20% in the forward region.

3.2.4. Solenoid Magnet

CMS design requirements on muon identification aim to identify the charge of 1 TeV muons
unambiguously. To achieve this, a niobium-titanium superconducting magnet is used, pro-
viding field strength of 3.8 T parallel to the beam direction. The magnet, shown in Fig. 3.10,
measures 12.5m in length and 6 m in diameter, and has a mass of 220 tonnes, which is kept at
4.5K by a superfluid helium cooling system. To maintain an elevated bending power outside
the magnet cylinder, the returning field is focused by a 14 m iron return yoke. Thanks to this
structure, the magnet field strength is kept at 2T in the muon system.
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Figure 3.10.: Graphical representation of the CMS solenoid. The five modules composing the cold mass
of the cryostat are visible, together with the supporting system [59].

3.2.5. Muon Chambers

The outer part of the CMS detector comprises the muon system, which consists of several
tracking detectors that provide 3-dimensional position measurements for muons[54], which
interact weakly with the detector materials and therefore are not stopped in the calorimeters
or magnet. Given the large area to be covered, characterized by different radiation levels,
different types of detectors are needed, and the design choice was to use three different gaseous
detectors.

The layout of the muon detectors is shown in Fig. 3.11. In the barrel region, drift tubes (DT)
are used. These provide 2-dimensional position measurements, which are used to collect the
ionisation charge deposited from charged particles flying through the gas. Since the radiation
and muon density is higher in the endcaps, another type of detector, the cathode strips chamber
(CSC), has been utilised. Such detectors allow for 3-dimensional position measurement and
therefore perform better than DTs. Resistive plate chambers (RPC) are used in both barrel
and endcaps, matching DT and CSC hits. These detectors use two plates presenting large
voltage differentials to collect the ionization charge and are typically faster than DT and CSC,
providing good timing resolution, which is needed for bunch identification and triggering

purposes.
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Figure 3.11.: The figure depicts one quadrant of the CMS detector, with the Muon detectors in colour:
DTs are in yellow, CSCs in green and RPCs are coloured in blue. The interaction point (IP)
on the origin. The division of the muon system into stations (MB), wheels (YB) and disks
(ME) are discussed in the text. [62].

The muon barrel (MB) covers up to || < 1.2 and consists of four layers labelled MB1-MB4
positioned at r = 4.0, 4.9, 5.9 and 7.0 m respectively. Each layer, also known as “station”, is
subdivided into sectors, each covering A¢ = 30°, with adjacent sectors overlapping to avoid
uninstrumented gaps. Similarly to the HO layout, the MB is divided into five wheels along
the beam axis, labelled YB — 2 to YB + 2. MB1 and MB2 stations are made of a DT chamber
between two RPCs, whereas MB3 and MB4 have one RPC placed underneath the DT chamber.
Each DT chamber consists of several layers of drift tubes grouped in superlayers (SL). Each
SL is made of four drift tubes layers with their anodes oriented in the same direction. A drift
chamber contains two SLs oriented along the beam axis, and therefore measuring coordinates
on the r-¢ plane (SLy) and a third SL perpendicular to the SLy, measuring the z coordinates
(SLp). Drift chambers contain also a honeycomb support structure (HC) and overall they are
assembled as follows: SLy, HC, SLg, SL, for MB1 to MB3 and SLy, HC, SLg for the MB4 station.

The muon endcaps (ME) cover the range 0.9 < |y7| < 2.4 overlapping with the barrel.
Both endcaps are composed of four disks, labelled ME1-ME4, placed perpendicular to the
beam axis and consisting of two concentric rings divided into 18 (inner ring of MB2-4) or 36
sectors. The ME is composed of CSCs and RPCs; the RPCs are similar to those used in the
barrel and cover up to |i7| = 2.1. The CSCs are multi-wire proportional chambers with cathode

strips perpendicular to the anode wires. Each chamber presents 6 gas gaps that provide the
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longitudinal position. Cathode strips are placed radially measuring ¢ position, and anode

wires are placed roughly into rings around the beam axis to provide the radial position.

The muon chamber energy resolution is about 10% for muons in the barrel region and with
pr < 200 GeV, growing to 15% — 40% for 1TeV muons, depending on 1. However, if combined
with tracker information, the pt resolution improves to 5% and 10%.

3.2.6. Trigger system

As described in Sec. 3.1.2, the LHC collides protons at 40 MHz. With an average of 25 inter-
actions per bunch crossing, this results in roughly 1-1.5 MB of data per event, and if all the
collisions were recorded, it would require a throughput of up to 60 Tb/s. This large amount of
data cannot be recorded, and readout electronics cannot work at such a frequency; therefore,
the data flow has to be reduced. Moreover, as mentioned in Sec. 3.1.1, the majority of interac-
tions result in low transferred momentum collisions which are not useful to the CMS physics
programme. The trigger system has the crucial role of reducing the event rate to ~ 1kHz and
at the same time recognizing and writing to tape all the interesting events. The trigger system
is implemented in two stages: the Level-1 trigger (L1) and the high-level trigger (HLT) The
L1 is a hardware trigger based on custom-designed electronics [63, 64], whereas the HLT is

software-based and operates on several thousand CPUs [65].

3.2.6.1. Level-1 trigger

The L1T implements the highest rate reduction, bringing it from 40 MHz to 100 kHz. To achieve
that, the maximum latency allowed is 3.8 ps, with a standard buffer capacity of 128 bunches
and the possibility of storing 12 extra bunches for contingency. The signals are extracted from
the detector and fed to a processing farm situated in an adjacent cavern via optical fibres.
Data from each bunch crossing is stored in a buffer waiting for the trigger decision. Therefore
the allowed processing time is less than 3 ps. For this reason, most L1T operations consist of
simple arithmetic and queries of lookup tables (objects storing expensive computations results).
Moreover, these restrictions prevent the L1T from accessing the full event reconstruction,
and only the muon system and a coarser representation of the calorimeters provide input
for decision making. Fig. 3.12 gives a schematic representation of the L1T dataflow, for both
muons and calorimeter triggers consist of 2 layers of processing for the signal’s treatment.
The L1T performs a reconstruction of individual objects such as photons, electrons, muons,
jets, transverse energy sum of missing transverse energy (EX%). The physics requirements
that drives the L1T final decision are related to the efficient reconstruction of W,Z and Higgs
bosons in their lepton and photon channel, as well as ensuring sensitivity for BSM processes
which typically involve sizeable EX* in the final state. In particular, the goal is triggering with
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an efficiency of above 95% for events containing a single muon or a pair of muons or a single
electron/photon with |17| < 2.4 and pr > 40 GeV, as well as events presenting ETss,

Calorimeter Trigger Muon Trigger
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Figure 3.12.: Graphical representation of the L1 trigger dataflow. The calorimeter trigger collects data
from ECAL, HCAL and HF separately. Their outputs are sent to the calorimeter trigger
layer 1, which pre-process the inputs and subsequently forwarded to layer 2, which
implements the triggers algorithms. The inputs from RPC, DT and CSC are separately
used in the track finder layer track candidates are then fed in the sorting and merging layer.
The global muon trigger merges muons candidates from different systems, including
calorimeter isolation information. Finally, the global trigger combines information from
both systems to form the Level-1 decision [60].

Calorimeter trigger

The calorimeter trigger collects signals from both ECAL and HCAL, grouped into the so-
called trigger towers: in the barrel, a trigger tower is made of a 5 x 5 group of crystals, of
total dimension 0.087 77 x 0.087 ¢, corresponding to the size of one tower in the HCAL. In the
endcap, the towers are more irregular but are matched to the size of the corresponding HCAL
towers as close as possible. The data from each trigger tower are sent to the calorimeter trigger,
which implements a time-multiplexed architecture realised over two layers of FPGA cards
to process the data. In the first layer of the time-multiplexed trigger, each card is mapped
to a calorimeter system slice, with the entire detector described by 18 cards. The layer-1
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cards preprocess calorimeter inputs and re-transmit them to a single layer-2 node. Time
multiplexing is implemented in this step as the transmission time exceeds bunch crossing
frequency, and therefore, layer-1 cards have to redirect the output from subsequent events
over different layer 2 nodes. The calorimeter trigger implements a multiplexing factor of 9,
meaning that a minimum of 9 layers and 2 nodes are needed to keep up with the collision rates.
The layer 2 nodes implement triggering algorithms having the full calorimeter description
available, constructing particle candidates that are forwarded to the global trigger for the final
L1 decision.

Muon trigger

The muon trigger system implements track finding from successive chamber muon hits. The
trigger is subdivided into three regions: the endcap track finder (EMTF) using hits from CSCs
and RPCs and covering from |#| = 1.25, the barrel track finder (BMTF) using DTs and RPCs
signals up to |#7| = 0.8 and the overlap track finder (OMTF) which uses inputs from the region
where barrel and endcap muon systems overlap and therefore receive hits from RPCs, CSCs
and DTs. The muon chambers signal is collected, refined, and assigned to a specific bunch
crossing by dedicated hardware located in the detectors” proximity. The regional track finding
algorithms then identify muon track candidates, which are sent to the global muon trigger. The
global muon trigger can receive up to 16 muons per bunch crossing and performs operations to
merge and remove duplicate muon candidates, as well as combining the isolation information
from the calorimeter trigger. Finally, the four best muon candidates are forwarded to the global
trigger.

Global trigger

The global trigger receives objects and variables from the muon and calorimeter systems,

correlating and synchronizing trigger candidates.

The L1T decision depends on events fulfilling a set of requirements for each object topology,

aiming to guarantee the physics performances described in Sec. 3.2.6.1. An object satisfying
these is called a L1T seed.
The collection of all the active seeds for a particular run is called a L1T Menu. Limitations in
the L1T bandwidth require the global trigger to discard events even if the current L1T menu
would have selected them. This process, known as prescaling, reduces the trigger efficiency
for seeds that target objects characterised by a large production cross-section. For example, a
prescale of 3 means that only one in three events firing the given seed is accepted. After the
prescaling is applied, the L1T decision is sent to the buffers, and data are either discarded or
passed to the high-level trigger.
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3.2.6.2. High-level trigger

The high-level trigger, HLT, builds from L1T seeds and performs the final decision for events to
be saved on disk. Given the reduced event frequency, it can exploit the full detector granularity
and all subdetector information, including tracker inputs. The HLT consists of a processor
farm of about 1000 cores located on the surface at the CMS site. Each core runs a copy of the
CMS software code and can make a decision based on a set of requirements, known as paths,
to L1T selected events. A Dynamical allocation of the data ensures optimal resources usage.
To meet the timing constraint, reconstruction of the event is based on the received L1T seeds,
gradually performing the full reconstruction verifying each step contained in the targeted HLT
path is satisfied. HLT reconstruction is close to offline reconstruction (discussed in Chap. 4),
lacking only calibrations and specific run conditions information. After accepting an event,
the data is archived and made readily available for further operations such as data quality
monitoring and trigger studies (for which run conditions are actually needed, further details
in Sec. 3.2.6.3 ), as well as first offline reconstruction, which happens within 48 hours from the
production.

3.2.6.3. Conditions database system

As explained in Sec. 3.2.6.2, the HLT workflow builds on L1T outputs. Together with L1T seeds,
other non-event data are needed. The prescales information and the L1T Menu containing the
active L1T seeds are needed online by the HLT to re-emulate L1 decisions. Moreover detector
calibration, setup and alignment configurations are used for online data-quality monitoring,
emulating trigger rates, and offline event reconstruction. Thus, it is crucial to keep a log of
the detector conditions for each run configured in CMS. This large amount of data is stored
in ORACLE databases located in the CMS experimental site. All possible detector setup data
are loaded on the Online Master Database System (OMDS). When a particular setup is loaded
for data taking, an automated logging workflow, known as online-to-offline (O20), fetches
the configuration data and writes it to the Offline Reconstruction Condition Database Online
System (ORCON). The ORCON database is then replicated on another database connected to
the CERN IT network, and it is accessed by offline workflows [66]. A depiction of the CMS
condition database architecture is shown in Fig. 3.13.

The OMDS has a purely relational database structure, and each subsystem has designed
its own schema. L1T configurations are stored in the form of XML files organized by keys; to
load a particular configuration at run time, a set of keys is selected, one for each subdetector
and each one pointing to one or more XMLs. Given the complexity of the detector, the size of
the OMDS database is considerable (several TBs) and contains heterogeneous configuration
schemes. For this reason, the logging of the configuration uses a data model which optimises
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Figure 3.13.: CMS condition Database Architecture [67].

resource querying and encapsulates the underlying configuration data completely.

The bulk data is made by a boosted serialized object, the payload, which represents the set of
configuration parameters consumed in the various workflows of the physics data processing.
Each payload is exchanged and stored as an unstructured binary array, with no assumption
on its internal layout, and to be used, needs a dictionary class to extract the information. To
each payload is assigned time information for the validity of the particular configuration.
In this context, time is measured in terms of run numbers. The interval of runs for which a
specific payload contains valid conditions is known as Interval of Validity (IOV). The status of
a particular subdetector, evolving in time, is described by a set of payloads and their associated
set of IOVs. Payloads and IOVs are grouped in tags, labels that identify sets of conditions
consumed by the same workflow. The IOVs collected in a tag are contiguous; therefore, an
interval can be identified by a lower bound only. The last IOV in the sequence has a default
infinite upper bound. This design choice has the great advantage of not requiring a continuous
extension of payload validity, ensuring that access to the database is limited to the changes
involving new payloads. A collective label called Global Tag identifies the set of tags involved
in a given workflow. In this way, specific collections of tags can be handled simultaneously,
providing conditions for the full detector, allowing a specific configuration to be used by

various jobs for large-scale data production.

3.2.7. Worldwide LHC Computing Grid (WLCG)

Despite the important reduction of throughput performed by CMS trigger system, a vast
amount of data is still recorded. Events accepted by the trigger require a prompt full recon-
struction in the first hours from being registered and several reconstruction steps to incorporate

improved object reconstruction and calibrations. Moreover, simulations of proton-proton col-
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lisions for both SM processes and BSM signals, which include a simulation of the detector
response, the emulation of the trigger decision given the recorded conditions as well as a
reproduction of PU regimes with full event reconstruction, demands a significant amount of
computing power. To cope with this amount of processes, the WLCG was established [68].
The WLCG is a highly distributed computing cluster organized into Tier levels. A schematic
representation of the WLCG is reported in Fig. 3.14.

Tier-2 sites
(about 160)

Tier-1 sites

10 Gb/s links

=
Fr‘g;

Figure 3.14.: Schematic depiction of the WLCG TIER structure [69].

The Tier-0 is located at the main CERN site and provides resources to all LHC experiments
for immediate reconstruction and storing on tape of recorded events. It also provides comput-
ing resources for simulation to the experiments on an opportunistic basis. The Tier-1 level is
made of 13 large computing centres worldwide, providing additional storage for data from
Tier-0 and simulated events, which are produced directly at this Tier-level. At Tiers 1, data
reprocessing is also performed, and several collaboration wide services are hosted. The Tier-2
level provides the bulk of storage and resources to CMS members. The computing centre at

this level can run CMS user analysis and host on-disk temporary replicas of samples used for
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analysis purposes. Smaller computing centres hosted by universities and laboratories are often
referred to as Tier-3 sites. They generally do not provide computing resources or storage to the
collaboration, mainly fulfilling local users’ requests.
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Chapter 4.
Event reconstruction

Starting from the raw inputs of the CMS subsystems, which are stored after the trigger decision,
the reconstruction of the full event final state is implemented. The precise identification
and calibration of physics objects are crucial to executing the CMS research program. The
reconstruction of particles is performed with a technique that combines all the available
information from the different subsystems into a coherent picture of the event particles, known
as "particle flow" (PF). The building blocks used by PF to identify particle candidates are
tracks of charged particles from the inner tracker and the muon systems and calorimeter
clusters containing particle energy deposits. In the following chapter, a description of the
tracking, clustering and PF processes is presented, together with details on the physics object

identification selections.

4.1. Tracks

Charged particles, originating from the collision point, travel in helical trajectories across the
magnetic field. A fitting technique known as the combinatorial track finder (CTF) reconstructs
the silicon tracker’s hits into tracks. Inside the pixel tracker, hits are created by clustering charge
deposits in adjacent pixels above a certain threshold. The hit position for single-pixel clusters
is taken at the middle of the pixel. In contrast, multi-pixel clusters have a charge-weighted
position, correcting for the drift of ionisation electrons due to the magnetic field. The final
track fit involves a x?-fit of the predicted charge deposits using a large number of simulated
trajectories, also accounting for pixel deterioration. Strip tracker hits are built from adjacent
strips clusters with charge deposits above a noise limit. Similarly to the pixel clusters, the
hit’s position is determined from a charge-weighted cluster average, correcting for the electron
drift in the magnetic field and calibrating the measured charge. All hits have an associated
uncertainty which is taken into account when performing the track fitting procedure [70].

The CTF consists of a series of Kalman filters (KF) [71] — an iterative parameter estimator.
The Kalman filter algorithm is initialised with a seed, typically from a guess or estimation,
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P

Figure 4.1.: The diagram shows a track (shown in red) starting from the interaction point (IP) and the
CMS coordinate system. The local coordinate system along the trajectory can be observed,
having the point P as the origin. The local system is defined by , the tangential vector,
%1, perpendicular to both the z-axis and 7 and 3, which is the remaining vector forming a

right-handed coordinate system. The angle of the projection of f onto the x-y plane is ¢,
whereas 6 is the angle between of the y-z projection of f [56].

which is used to build a first track candidate. Comparing iteratively the prediction with the
observed hits, the initial state is updated. The helicoidal trajectory is fitted using the perigee
parametrisation, characterised by five independent parameters as follows:

X = (qlgl(,b/xt/yt) ’ (4'1)
pr

where:
* g/pr is the ratio between the charge and the momentum associated with the track.
* @ and ¢ are respectively the dip and the azimuthal angle in the global reference frame.

* x; and y; are the coordinates of a point along the trajectory in the ¥; and ¥, axes, which
are the basis of a local right-handed reference system defined by the tangential vector fto

the particle trajectory.
A schematic representation of a track and the defining parameters is shown in Fig. 4.1.

The Kalman filter’s initial state is obtained by combining a set of pixel hits selected for
the low hit uncertainty and pixel occupancy. Each KF iteration includes hits in the next
tracker layer within a x> window. Tracks arising from detector noise typically present layers
where no hits are found within the acceptance window and can be discarded. Additional
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hit candidates undergo further checks for consistency with estimated track pr and vertex
constraints. Candidate tracks are cross-cleaned so that each seed is associated with a unique
track and vice versa. Once the full set of tracks is reconstructed, a new Kalman filter procedure
is implemented, but this time only hits belonging to the track candidates are considered. This
allows precision fitting of the track parameters, accounting also for inter-layer material and
magnetic field inhomogeneities. To avoid bias towards the initial KF, a third fit is repeated,
considering seeds formed by hits from the outermost layer and iterating inwards.

The trajectory building is repeated a total of ten times, starting from different seeds to
target various particle classes. After each step, hits associated with fitted candidate tracks are

removed:

¢ The first three iterations target prompt high pr tracks, and b-hadron decays. Seeds are
formed using three of the four available hits in the pixel detector, applying constraints on

the distance of the nearest approach to the beam axis and pr of the track.

¢ Two iterations are used to reconstruct tracks with one or two missing hits in the pixel
detector which may be caused by particle decays or detector inefficiencies. These are
seeded by two or three pixel hits combined with hits in the strips layers.

¢ The sixth and seventh iterations are seeded by strip hits, targeting displaced tracks.

¢ The eighth iteration aims to reconstruct high pr jets with overlapping constituent tracks.
The initial seed is characterized by a pair of hits in the pixel and strips, compatible with
tracks pointing to high energy calorimeter deposits.

¢ The last two iterations target muons that have not been reconstructed in prior iterations,

using muon system hits to form seeds and propagating tracks inwards to the tracker.

The tracks obtained with these iterations are propagated from the outermost hit to the
calorimeter system, checking for overlapping clusters and towards the beam pipe to estimate
the distance of closest approach. The overall momentum resolution is 0.7 (5)% at 1 (1000) GeV
in the barrel region. Track reconstruction efficiency has been measured to be 98% (99%)for
tracks with pt above 500 MeV (2GeV) [72].

4.1.1. Electron tracking

Due to the magnetic field’s presence in the tracker volume, a large fraction of electrons emit
Bremsstrahlung radiation along their trajectories. The CTF algorithm might miss tracks
irradiating high energy photons. Therefore, to recover efficiency with these particular tracks,
another fitting procedure is implemented based on Gaussian-sum filters (GSF). The GSF
method fits track hits with a weighted sum of Gaussian distributions, treating radiative losses
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as non-Gaussian noise. The fit output is further processed via a boosted decision tree (BDT) to
improve reconstruction efficiency and maximise the rejection of noise generated tracks. The
same fitting procedure is also used to reconstruct tracks of electron-positron pairs arising from

photon conversions in the tracker.

4.1.2. Muon tracking

Muon tracks are reconstructed with the CTF; however, since muon system hits are also taken

into account, various typologies of muon tracks are defined:

¢ Standalone muon: these tracks are reconstructed using hits from the muon system only.
Seeds are formed with inputs from the DT or CSC detectors, and the fitting procedure
includes all muon chambers. To improve momentum resolution, the fitted muon tracks

are constrained to be compatible with the beam spot.

¢ Tracker muon: in this case, all reconstructed tracks are considered potential muon candi-
dates. This hypothesis is tested including calorimetry and muon systems information.
Such reconstruction is beneficial to measure low pt muons, which do not leave significant

hits in the muon tracker.

¢ Global muon: standalone muon tracks are further matched to inner tracker candidates.
The tracks providing the best match are selected, and a new fit considering both the muon

system and tracker hits is performed, providing the best momentum resolution.

4.2. Vertex reconstruction

As mentioned in Sec. 3.1.2, 2016 LHC conditions yielded roughly 23 proton-proton interaction
per bunch crossing. Given the low cross-section of hard collisions, the final state objects firing
the CMS trigger are typically produced in a single scattering. It is therefore important to
precisely identify the primary vertex (PV) among the several collision points in each event.

To reconstruct the PV, tracks with good quality parameters are selected and grouped based
on the point of the closest approach to the beamline.
Each group of tracks forms a vertex seed. The vertex reconstruction is performed using an
adaptive vertex fitter (AVF) [73]. The AVF procedure is similar to the KF algorithm, starting
from the vertex seeds and iterating over the selected tracks. Each track entering the fitting
procedure is associated with a weight encoding the compatibility between the track and the
candidate vertex [74]. The vertex position is updated after each iteration applying a least-
squares method to the weighted tracks and the procedure is iterated for all vertex candidates
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in the event. The vertices are then ordered based on the }_ p2 of the outgoing tracks, with the
primary vertex being identified in the leading candidate [75].

4.3. Calorimeter clustering

As particle showers typically develop in several calorimeter units, a clustering algorithm is in
place to group the different deposits belonging to the same object. These clusters are used in
the PF algorithm to be linked with reconstructed tracks or identified as deposits from neutral
particles. Each calorimeter subsystem runs independent clustering algorithms, apart from
the HF as forward showers are extremely collimated. Cells registering energies twice as big
as the noise threshold (80 MeV in the EB, 300 MeV in the EE, and 800 MeV in the HCAL) and
above neighbouring ones are the input seeds initializing the clustering algorithms. Clusters are
formed merging iteratively the cells fulfilling the threshold requirement to the most energetic

neighbouring one.

The measured energy from the clusters is calibrated to reflect the energy of the incoming
particles accurately. The calibrations are estimated independently in the electromagnetic and
hadronic calorimeters. They are determined in several steps using test beam data, radioactive

sources, cosmic rays, in situ collisions data and simulated events.

4.4. Particle flow

Hits of ionising particles in the tracking and muon systems together with energy deposits
of particle showers are used to reconstruct muons, electrons and photons, and charged and
neutral hadrons. The first step in the reconstruction, needed to provide object candidates to
the PF method, consists of forming tracks of charged particles from hits in the tracker and
the muon chambers and calorimeter clusters, obtained by combining energy deposits in the
calorimeters. Starting from these ingredients, the PF algorithm combines pieces of information
into a coherent description of particle candidates propagating through the detector. The
compact design of the detector and the relatively small amount of inactive material between
different subsystems allows for precision matching between tracks and energy clusters, with
the calorimeter deposits linked to tracks by extrapolating trajectories to the ECAL and HCAL.
A distance parameter quantifies the 17 — ¢ difference, and only the track minimizing the cluster
distance is kept. Radiation photons are linked to electrons if their deposits are found compatible
with tangent trajectories to GSF tracks. Photon conversions are identified with a dedicated
algorithm, creating a link between the electron pairs and the photon. As an example, electrons
are reconstructed by combining tracks and corresponding ECAL deposits, also taking into
account secondary deposits consistent with Bremsstrahlung photons from the primary electron
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track and combined with tracks coming from secondary vertices compatible with radiation
photons converting to electron pairs. Calorimeter information is also linked across preshower
ECAL and HCAL to form a unique object across a full calorimeter tower. In parallel, groups of
at least three tracks compatible with secondary vertices are linked together and attributed to
nuclear interactions. Once links are established, the PF algorithm implements corrections for
reconstruction efficiencies, cleaning noise-originated object candidates and classification of
particles. Apart from improving the reconstruction of particle properties, the PF algorithm
ensures consistent estimates of event-related variables, such as the pT** calculation and lepton

isolation.

4.4.1. Muons

Global muon tracks are propagated into the ECAL and HCAL volume, and clusters compatible
with their trajectory are selected. The energy collected in these clusters is used together with
tracker information for implementing isolation requirements on muon candidates. This is done
to mitigate the rate of not confined charged hadrons misidentified as muons. In particular, the
total energy in a cone of radius AR = /A2 + A¢? = 0.3 centred around the muon trajectory
must be less than 10% of the muon candidate pr:

1 —
Itrack,calo = ( Z pT,i -+ Z ET/]‘) < 0.1, (4.2)
T ietracks jéeclusters
AR<0.3 AR<03

where Iiock calo is the isolation energy estimated by combining tracker and calorimeter infor-
mation, the sum of the transverse momenta p is done over all tracks within AR = 0.3 and the

sum over transverse energies Et includes all clusters within AR = 0.3.

In CMS reconstruction, non-isolated muons whose tracks and calorimeter footprints meet
high quality criteria are also identified as muons. The isolation variable is included in the

event content, and further decisions on such objects is dependent on analysis selections.

PF muons pr is reconstructed from tracker hits up to pr < 200 GeV. For more energetic
muons, to improve track curvature estimation, the pr is taken from the best track fitting
both tracker and muon system hits. After identification and reconstruction of all PF muon
candidates, the corresponding PF blocks are excluded from further object identification.

4.4.2. Electrons and isolated photons

As described in Sec. 4.1.1, electron and photon reconstruction must consider Bremsstrahlung
photons and electron-positron pairs from photon conversions to properly measure the energy
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of the particle candidate. These secondary particles are linked to a seed candidate, i.e. a photon
candidate, consisting of an ECAL supercluster with energy above 10 GeV and no GSF track
link, or an electron candidate, which is made by a GSF track associated to an ECAL cluster. In
both cases, it is required that HCAL clusters within AR = 0.15 of the candidate should register
an energy deposit less than 10% of the ECAL supercluster energy. The candidate’s calorimeter
energy is corrected adding all the energies of the linked deposits and calibrating the detector
response. For electron candidates, it is also combined with GSF pt estimation.

To further reduce misreconstruction, additional identification criteria are in place. For
photon candidates, calorimeter clusters need to be isolated from tracks, other than conversion
pair ones, and the HCAL over ECAL energy ratio must be compatible with the average photon
shower signature. For electrons, instead, a BDT is used. The features considered in training are
radiation energy from the GSF track, the compatibility between track and calorimeter cluster,
HCAL to ECAL energy ratio, number of hits in the tracker and track x2. The BDT is trained
independently for the EB and EE electrons and isolated and non-isolated candidates.

As for muons, once the electromagnetic objects are fully reconstructed, the PF blocks linked
with the candidates are removed.

4.4.3. Hadrons and non-isolated photons

After fragmentation and hadronisation, the bulk of hadronic objects interacting with the
detector are made of charged and neutral mesons, namely 7%, K* and K? together with
protons and neutrons. The 7° lifetime is extremely short and, therefore, the lightest neutral
mesons are reconstructed as non-isolated and highly collimated photon pairs. More rarely,
also non-isolated muons can be produced in prompt hadron decays. The CMS design does
not include systems dedicated to hadronic discrimination. Therefore the PF identification is

limited to charged and neutral hadrons and electromagnetic showers.

PF hadrons are reconstructed after muons, electrons and isolated photons. Therefore all
remaining ECAL clusters within the tracker acceptance and without matched tracks are re-
constructed as non-isolated photons, and all HCAL clusters not linked to tracks are labelled
as neutral hadrons. This identification is easily implemented as both tracker and calorimetry
information is available (57| < 2.4). From || = 2.4 up to the ECAL acceptance (|77| < 3.0), elec-
tromagnetic clusters linked to HCAL ones are assigned to unknown charged hadrons, whereas
non-linked ECAL deposits are reconstructed as non-isolated photons. Showers developing in
the HF (|57| < 5.0) are identified as electromagnetic or hadronic activities depending on their
depth and lateral development.

After calorimetric deposits are calibrated, charged hadrons candidates are cross-checked
comparing the track pt and the sum of HCAL and ECAL energy. Larger calorimeter energy
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over track-based pr estimation might be due to neutral objects superposed with charged
hadrons. The difference between the calorimeter and tracker energy, Jt, is defined as follows:

6r=Er—|)_ Pl (4.3)

where ET = E%CAL + ETHCAL

and |} Pyl is the sum of track momenta linked to the calorimeter
clusters. Different corrections to the reconstruction are implemented, depending on ét size with
respect to the expected calorimeter resolution and relative contribution of ECAL and HCAL
to the total energy. If 6t is smaller then EECAL, but not compatible with expected resolution
effects, the energy difference is reconstructed as a photon deposit. In contrast, for larger i1, the
extra ECAL energy is still reconstructed as a photon, but the HCAL contribution is assigned to
a neutral hadron. Non isolated muons are characterized by an opposite sign difference and
tracker based pr larger than calorimeter deposits. Such leptons are, however, rarely produced

in hadron decays. Any remaining difference is associated with misreconstructed tracks.

4.44. Jets

Outgoing quarks and gluons from the hard scattering form collimated jets of hadrons. The
properties of the parton originating the jet can be reconstructed if all the particles from its
fragmentation and hadronization are grouped. To reconstruct such objects, the anti-kt algo-
rithm [76, 77] is used to cluster PF candidates into cones of radius R = 0.4. The usage of
PF objects instead of purely calorimeter deposits improves jet reconstruction thanks to the
complementary energy and position information provided by the tracker. To reject jets that are
misreconstructed, additional selections are implemented on the jet energy contribution and
the number of PF constituents. Moreover, the minimum clustering threshold is set to 15GeV,
as softer objects do not provide a reliable estimate of the originating parton momentum.

Due to detector inefficiencies and inhomogeneities, reconstructed jet energy can differ from
the energy of the original partons. In order to mitigate this effect, a complex procedure is

implemented and it is parametrized as:

P = Coftset (PE™) - Crel(1) - Cabs(p1) - Cres(pr,77) - P, (4.4)

where Cofiset, Crel, Cabs and Cres are respectively the offset, relative, absolute and residual
corrections, whereas p;'", pr, pr and pY"" is the pr before and after each correction step. The

different correction steps are [78]:

* Coffset: corrects for the energy contributions coming from pileup. Charged hadrons
whose tracks are not compatible with the PV are subtracted (charged hadrons subtraction,
CHS) before jets are formed. To remove neutral components of pileup, a method called
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Effective Area (EA) is implemented. The average energy density p is multiplied by the
A.ff parameter, which depends on the object footprint.

* Cie: used to make uniform the calorimeter response in each region of the detector. The

correction is derived from simulation.

* C,ps: used for correcting calorimeter energy as a function of pr. This correction is derived

using Z+jets and ‘y+jets events.

* Cres: implemented to remove any residual difference between simulation and data, and it

depends on both pr and 7. This correction is applied only to data.

4.4.5. Missing transverse momentum

As the PF algorithm fully reconstructs event objects, determining pi*s is fairly straightforward

and is defined as:
ﬁrTniZiv = - Z Pri/ (4.5)
1

summing over the PF candidates. However, different detector effects, errors in measuring PF
candidates pt and reconstruction inefficiencies can lead to artificially large p™'** estimation.
This constitutes a challenging background to standard model and new physics processes which
produce genuine pTi® in the final state, and it is thus crucial to keep this effect under control.
For this reason, the following set of filters dedicated to identify and suppress anomalous

high—p?iss events are used [79]:

e HCAL filters In the HCAL noise in the readout electronics or the photo-diodes can result
in spurious energy. In addition, particle interactions with the HF photomultipliers might
lead to the same result. To mitigate such effects, the sensors” geometrical patterns and
the signal spike shape and timing are used by noise filter algorithms. An isolation-based
filter implements a topological algorithm that combines HCAL deposits to ECAL and

tracking information, aiming to identify isolated anomalous activity in HCAL.

e ECAL filters In the ECAL, crystals reporting anomalous high energy deposit and channels
for which readout electronics fail are identified with dedicated noise filters and their

energies are not considered for reconstruction.

¢ Beam Halo filter Beam halo components can cause large pS as such particles travelling

close to the collision point can interact with the detector, leaving energy deposits across
the calorimeter, at a constant ¢. If such particles interact with the CSC, they can leave a
muon segment inline with calorimeter deposits, being identified as muons. The beam halo
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Figure 4.2.: The p%‘iss (left) and jet ¢ (right) distributions for dijet (left) and monojet (right) selections
with the event filtering algorithms applied (filled markers), without the event filtering
algorithms applied(open markers), and from simulation (solid histograms) [79].

filter, combining calorimeter and CSC information, identifies and rejects such spurious
objects.

e Reconstruction filters To improve p™i* reconstruction, particles that have the largest
effect on the magnitude and direction of the pi* vector are reconstructed for a second
time. Such particles are mainly high pr muons. This reconstruction revision consists of
cross-checking for cosmic ray contamination, refitting the tracks selecting the resulting pr
that minimises the event p™i and cross-checking for overlaps with hadronic activity or
hadrons misidentified as muons. After these steps, the relevant PF objects are updated,
and the event pi*® is recomputed.

Fig. 4.2 shows a comparison of pT*s and jet ¢ distributions before and after the event filters.
The filters efficiency on spurious high pTiss events is around 85-90% with a mistag rate of less
than 0.1%.



Chapter 5.

Event selection and simulation

The measurements presented in this thesis rely on the reconstruction of events containing the
Z and -y bosons in association with jets. The analysis has been carried out using proton-proton
collision data at /s = 13 TeV taken by the CMS experiment in 2016 only, and corresponding to
an integrated luminosity of 35.9fb ! [80]. The Z boson candidates are reconstructed using the
Z — up decay channel, therefore final states with two muons and jets are selected. The limited
person-power, the lower reconstruction efficiency and the higher background contamination
resulted in the pragmatic choice of not exploiting the electron channel for Z boson reconstruc-
tion For the 7 + jets channel, the presence of one isolated photon in association with jets is
required.

This chapter describes the data selections targeting the final states of interest. Details are
provided on particle identification criteria starting from the PF objects and the definition of the

fiducial regions for the measurement.

5.1. Samples

5.1.1. Data collection

As described in Sec. 3.2.6.2, the data satisfying at least one HLT path are reconstructed and
stored, adding the fired triggers to the events information. The quality of the reconstructed
data is monitored online and offline analysing several event and object level variables, using
simulations as reference. Events presenting pathological distributions cannot be used for
physics analysis, and they are vetoed. This analysis uses certified events, belonging to the
so-called “golden JSON” 5.1, which is a list containing all the events satisfying the data quality

requirements, evaluated using the latest detector calibrations and alignment for 2016.

59
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Cert_271036-284044_13TeV_23Sep2016ReReco_Collisions16_JSON.txt

Table 5.1.: List of certified quality data for the 2016 run, used in the analysis.

The reconstruction of Z boson candidates is performed using a combination of HLT paths
targeting single muon events: events are selected applying a logical "OR" between HLT_IsoMu24
and HLT_isoTkMu24. These paths require the presence of a global muon with pr > 24 GeV or a
tracker muon satisfying the same requirement. Besides the pr selection, the muon candidates

need to fulfil an isolation requirement that combines calorimeter tracker information.

To reconstruct events containing a prompt isolated photon, events firing the HLT_Photon175
path are selected. This HLT path requires at least one isolated HLT photon, with Er > 175
GeV. The isolation requirement is implemented at HLT level comparing the energy deposits
in the ECAL and HCAL, with accepted candidates fulfilling (E#¢AL/EECAL) < 0.15 . The
chosen HLT path guarantees high reconstruction efficiency for prompt photons with energies
above 190 GeV. Further details on the HLT_Photon175 efficiency measurement are described in
Sec. 3.2.6.

5.1.2. Simulated event samples

Several simulated samples, exploiting different event generators, are used in the analysis to
model signal and background events as well as to provide theoretical predictions that are
compared with the measurement presented in this thesis. The full list of simulated event

samples used in this analysis is summarised in Tables 5.3 and 5.2.

For the Z boson analysis the signal process of Drell-Yan (g5 — Z/v* — (707) + jets is
generated using the matrix element (ME) generator MADGRAPH5_aMC@NLO v2.2.2 [81, 82].
The matrix element includes Z+0,1,2 jets at next-to-leading order (NLO) in the strong coupling
constant. The event production is split into different bins of the vector boson pt. This is done
to guarantee an adequate event population of the high pt regions, which are the focus of the
analysis. The simulation of the parton showering (PS) and hadronization is performed by
interfacing the ME final state partons with the PYTHIA 8.2 [83] program, using the CUETP8M1
underlying event description. The FxFx merging and matching technique [84] is used to
combine ME partons and the PS jets and avoid possible double counting of jets in the final state.
Several background processes leading to final states similar to the signal one are considered.
W + jets, tt + jets, WZ, ZZ — 202Q, ZZ — 2v2Q and ZZ — 4Q, s-channel production of
single top, ttW and ttZ events are also generated at NLO using MADGRAPH5_aMC@NLO v2.2.2.
WW and ZZ— 4/ events as well as t-channel and tW-channel single top and ttH samples are
generated at NLO using the POWHEG [85, 86, 87] generator. Lastly, the MADGRAPH5_aMC@NLO
v2.2.2 code is also used at LO to generate W + jets and Z + jets processes where the vector
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boson is produced via vector boson fusion (also referred to as EWK V+jets events). As for the
signal simulation, all the background samples parton showering simulation is performed with
PYTHIA 8.2. NLO samples adopted the FxFx merging scheme, whereas LO ones use MLM [88].

The « + jets signal process is also generated using the MADGRAPH5_aMC@NLO v2.2.2
generator where the matrix element includes y+0,1 jets at NLO in a;. The same PYTHIA 8.2 tune
is used for the modelling of the underlying event, and the matching and merging is performed
with the FxFx approach. The background for this final state is composed of: QCD multi-jet
events, which are modelled with MADGRAPH5_aMC@NLO v2.2.2 at LO, tty processes which
have been generated with POWHEG interfaced with PYTHIA 8.2, and V++jets events generated
at NLO with MADGRAPH5_aMC@NLO v2.2.2.

Additional signal samples, generated at LO for both Z + jets and v + jets, are used to
perform cross-checks on simulated event variables as well as providing independent theoretical
predictions to compare with the measurements. These samples are also generated at LO
using MADGRAPH5_aMC@NLO v2.2.2 with up to four hard partons in the matrix element.
Comparisons of the data are also made to y + jets samples generated using SHERPA v2.2.2,

which includes 0,1,2 jets in the matrix element.

All the samples mentioned so far are fully reconstructed to detector level, with the detector
response simulated using the GEANT4 [89] package.

The Z + jets and <y + jets processes are also generated at particle level using SHERPA v2.2.8 +
OPENLOOPS v2.0 (v2.1.0) [90] with a matrix element calculation for up to 2 additional partons
at NLO in QCD and up to 4 partons at LO in QCD and the approximate NLO EW calculation
using the Comix [91] and OPENLOOPS v2.0 [36] matrix element generators. This is merged
with CSSHOWER [92], the default parton shower in SHERPA v2.2.8, using the ME-PS matching
implemented according to the aMC@NLO method [93, 94]. Moreover, the v + jets process is
simulated at the particle level using the JETPHOX generator as well [95]. This program includes
the full NLO QCD calculation of both direct and fragmentation contributions to the photon+jet
cross-section. The NLO parton-to-photon fragmentation functions BFG set II [96] are used,

and five massless quark flavours are considered.

The cross-section of particular samples are rescaled to NNLO and NLO calculations per-
formed with FEWZz (v3.1) [97] Tab. 5.3 and Tab. 5.2 report both the generator and the final

cross-section precision for each sample.

Both the NNPDF3.0 LO and NLO [98] PDFs are used across all the samples used in this
analysis, with the LO and NLO generators as described above.
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Table 5.2.: Simulated event samples for 7y + jets signal and background processes. Where not specified,
the precision refers to the calculation order in a;. Samples processed simulating the CMS
reconstruction are marked accordingly. The native cross-section of some samples has been
scaled to match higher order theoretical predictions obtained with FEWz, and the final
cross-section normalisation precision is also reported.

process  generator precision reco normalisation
MADGRAPH5_aMC@NLO v2.2.2 v+0,1 jets + PYTHIA 8.2 NLO QCD v NNLO
SHERPA v2.2.8 v+0,1,2 jets NLO 3,4 LO NLO QCDxEW NLO

¥ +jets  MADGRAPH5_aMC@NLO v2.2.2 v+0,1,2,3,4 jets LO v NNLO
JETPHOX 7+0,1,2 NLO NLO
SHERPA v2.2.2 LO v NLO

Vy+jets MADGRAPH5_aMC@NLO v2.2.2 + PYTHIA 8.2 NLO v NLO

ty MADGRAPH5_aMC@NLO v2.2.2 + MADSPIN + PYTHIA82 NLO v~ NLO

W +jets MADGRAPH5_aMC@NLO v2.2.2 + PYTHIA 8.2 NLO v NNLO

QCD MADGRAPH5_aMC@NLO v2.2.2 + PYTHIA 8.2 LO v LO

Table 5.3.: Summary of the simulated samples used in the Z+jets analysis. Where not specified, the
precision refers to the calculation order in a;. Samples processed simulating the CMS recon-
struction are marked accordingly, and cross section normalisation precision is highlighted.

process generator precision reco normalisation
MADGRAPH5_aMC@NLO v2.2.2 Z+0,1,2 jets +PYTHIA 8.2 NLO v NNLO

DY-+ets SHERPA v2.2.8 Z+0,1,2 jets (NLO) 3,4 (LO) NLO QCDxEW NLO
MADGRAPH5_aMC@NLO v2.2.2 Z+0,1,2,3 4 jets + PYTHIA82 LO v NNLO

Diboson MADGRAPH5_aMC@NLO v2.2.2 + MADSPIN + PYTHIA 8.2 NLO v NLO
POWHEG NLO v NNLO

VBF Z+2jets MADGRAPH5_aMC@NLO v2.2.2 + PYTHIA 8.2 LO v LO

W +jets MADGRAPH5_aMC@NLO v2.2.2 + PYTHIA 8.2 NLO v NNLO

tf MADGRAPH5_aMC@NLO v2.2.2 + PYTHIA 8.2 NLO v NNLO+NNLL

wv MADGRAPH5_aMC@NLO v2.2.2 + MADSPIN + PYTHIA 8.2 NLO v~ NLO
MADGRAPH5_aMC@NLO v2.2.2 + PYTHIA 8.2 LO v LO
MADGRAPH5_aMC@NLO v2.2.2 + PYTHIA 8.2 NLO v NLO

Single top POWHEG + PYTHIA 8.2 LO v NLO
POWHEG + MADSPIN + PYTHIA 8.2 LO v NLO

ttH POWHEG + PYTHIA 8.2 LO v LO

5.2. Physics objects

The physics objects, which undergo the reconstruction procedure described in Sec. 4 are further

selected, applying isolation and identification requirements. This procedure is needed to target

the processes of interest for the analysis while providing excellent background rejection.
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5.2.1. Jets

Jets are defined as particle-flow (PF) candidates clustered by the anti-kt jet clustering algorithm
[76] with a distance parameter of 0.4. The four-momenta of jets, which are defined as the
four-vector sum of the four-momenta of the constituent particle-flow candidates, are corrected
to match the particle-level objects” energy. Further details on the correction procedure are
discussed in Sec. 5.3.4. To mitigate the effect of pileup, the Charged Hadron Subtraction (CHS)
algorithm is also applied, excluding from the PF jet constituents charged hadrons that can be
traced back to pileup vertices.

Several sets of requirements on PF jets are defined, known as working points, to provide
different selection efficiency and background rejection rates. The “loose” working point
Jet-Id selection criterion is chosen, and the cuts characterizing it are listed in Tab. 5.4. In
addition, working points are also defined for the identification of jets arising from pileup
interactions. To identify effectively PF jets not compatible with the interaction vertex, we
require the “loose” pileup ID working point on all jets with pp <50 GeV. This working point is
defined on the output score of a boosted decision tree (BDT) built from tracking and hadronic

shower variables.

Table 5.4.: The “loose” jet ID requirements.

Selection variable value notes
—3.0 < et <3.0

Neutral Hadron Fraction < 0.99 -

Neutral EM Fraction < 0.99 -
Number of constituents >1 -
Charged Hadron Fraction >0  only for |pe| < 2.4
Charged Multiplicity >0  only for |pje| < 2.4
Charged EM Fraction < 0.99  only for [rjet| < 2.4

|77jet| >3.0
Neutral EM Fraction < 0.90 -

Number of Neutral Particles > 10 -

5.2.2. Muons

Muons are selected using the “tight” working point, which aims to suppress muons from decay
in flight and from high pt hadrons punching-through the HCAL and the solenoid. Tab. 5.5
summarizes the cuts implemented by the selected working point. Muons are also required to
be well isolated, i.e. with low activity in their track’s close vicinity. The transverse momenta of
PF neutral and charged candidates, as well as photons, lying within a cone around the lepton,
are summed. The PF relative isolation is combined with A corrections to remove the effects of
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the pileup. The relative combined isolation 7% , is then defined as follows:

rel __
comb —

1
L h Had from PV
pr(p) (L prich Had from PV)+ . (5.1)

+ max(0,) _Er(neu Had) 4+ ) Er(photon) — 0.5 ) _ pr(ch Had from PU)))

where the factor of 0.5 results from the average of neutral to charged particles. Muons are
defined to be isolated if they fulfill the criterion I rel p < 0.15[99].

com

Table 5.5.: Object definition for muons used in the analysis. The cuts shown here correspond to the
“Tight” working point definition.

Selection variable value
Reconstructed as Global Muon True
Particle-Flow muon True
X2 /ndof of global muon track fit <10
No. of Matched Stations >1
No. of muon chamber hits in global-muon track fit >0
Transverse Impact parameter w.r.t primary vertex dyy, (cm) <02
Longitudinal distance of tracker track w.r.t primary vertex dz (cm) < 0.5
Number of pixel hits >0
Number of tracker layers with hits >5

Combined relative isolation 1" < 0.15

comb

5.2.3. Photons

Photons are identified according to the “tight” working point definition (which gives ~ 71
% efficiency) of the cut-based photon identification algorithm [100] and required to be well
isolated. PF-based isolation is used with a cone size AR < 0.3 after corrections are applied to
remove the effects of pileup. PF corrected isolation is defined as:

PF 2" = max(PFrs — p X Acfr ,0), (5.2)

Iso

where p is the event energy density and A,y is the “effective area”, a pre-calculated parameter
that depends on the isolation cone pseudorapidity and the type of PF object considered.

Table 5.6 summarises the identification and isolation selection used.
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Table 5.6.: Photon identification selection.

Selection variable Barrel Endcap

Conversion safe electron veto Yes Yes

H/E 0.0269 0.0213

Tinin 0.00994 0.03

PF charged hadron isolation 0.202 0.034

PF neutral hadron isolation 0.264 +0.0148 x pr, + 0.000017 x p%,,y 0.586 +0.0163 x pt, +0.000014 x p%ﬁ
PF photon isolation 2.362 + 0.0047 X pt,, 2.617 +0.0034 X pr,y

5.3. Corrections to simulated samples

To improve the data description provided by simulated samples, corrections to the MC events
are applied. Such corrections are typically expressed as scale-factors that are multiplied to
either the event weight or a particular object, with the event weight being determined by the
calculated process cross-section and the integrated luminosity of the data. The corrections
described in the following paragraphs introduce systematic uncertainties which are propagated
to the analysis results. The impacts of the different systematic sources due to simulation
corrections are discussed in Sec. 7.2.

5.3.1. Pileup

To model the effects of multiple pp collisions within the same or neighbouring bunch crossings
(pileup), all simulated events are generated with a nominal distribution of pp interactions per
bunch crossing, which differs from data conditions. The simulated event samples are then
reweighted to match the pileup distribution as measured in the data. This procedure is called

pileup reweighting.

The reweighting factors are a function of the variable called nTrueInt, which is the pa-
rameter of the Poisson distribution representing the expected distribution of interactions per
bunch crossing. In each simulated event, the number of pileup interactions is modelled by
a Poisson distribution stitched to a polynomial distribution for higher vertex multiplicities.
In the data, the nTrueInt is measured independently in different sets of runs characterized
by stable luminosity conditions, named “lumi sections”. The nTrueInt in the data is derived
from the measured instantaneous luminosity for each colliding bunch pair in each lumi section
and the cross-section of the total inelastic pp interaction. The latter is measured by CMS to be
68.6 mb [101] for 2016 conditions, with an uncertainty of +5%.

The pileup reweighting factors are the ratios of the distributions of nTrueInt in the data
and the simulated events, with the overall sum of weights being normalized to preserve the
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number of the simulated events. The same procedure is repeated for the +1¢ variations of the
minimum bias cross-section, i.e., 72.03 mb and 65.17 mb, to estimate the uncertainty associated

with the reweighting procedure.
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Figure 5.1.: The distributions of the average number of inelastic interactions per colliding bunch pair in
simulated events and three data scenarios with the nominal minimum bias cross-section
and the up/down variations by 5% (top panel). The data distributions ratio to the MC
distribution gives the correction required for MC (middle panel). The nominal correction is
set to unity to show the relative uncertainty from varying the minimum bias cross section
(bottom panel).

Figure 5.1 shows the distributions of nTrueInt in data and simulation. In simulated
samples, events with nTrueInt larger than 74 are not included, whereas the data distribution
goes beyond that. However, the fraction of events in data above 74 interactions per bunch

crossing is negligible.
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5.3.2. Lepton and photon scale factors

Simulation mismodelling of efficiencies related to object identification and isolation require-
ments is mitigated by using scale factors (SF). The technique used to measure efficiencies both
in data and simulations is the so-called “tag-and-probe” method [102]. Using Z decays to
leptons, candidate pairs compatible with the Z boson’s invariant mass are selected. In each
pair, one of the leptons is required to fulfil a set of tight restrictions, hence "tagging" a genuine
Z — ee or Z — upu event. In contrast, the other (the probe) constitutes an unbiased object which
can be used as a reference for measuring efficiencies of particular selections. Corrections for
photons are also derived using tag and probe Z — ee samples, exploiting the similar signature
left in the ECAL by electromagnetic objects.

5.3.2.1. Muon scale factors

For muons, SF are derived ona Z — pp sample, selecting pairs fulfilling 70 GeV < m,,;, < 130GeV,
and applying to the tag muon a pr threshold of 26 GeV and tight isolation and identification
requirements, whereas the probe has only a lower pr requirement of 20 GeV.

As muons are reconstructed from tracks with identification and isolation requirements

applied in succession, the efficiency in selecting muons can be factorised as follows:
e, = €y(track)e, (ID|track)e, (Iso[ID) , (5.3)

where parameter ¢, (track) is the track reconstruction efficiency, e(ID|track) is the identification
efficiency for a given set of tracks and ¢(Iso|ID) is the isolation efficiency given a collection of

muons passing identification requirements.

Efficiencies are measured in bins of pt and 7, and a fit to the invariant mass distribution
is performed in each bin to extract the signal component in data, whereas for MC the signal

component is directly extracted using the generator level identification information [99].

It has to be noticed that due to different performances in the pixel detector between the
initial months and the final period of the 2016 data-taking campaign, muon ID performance is
significantly different as a function of time. To account for this behaviour independent SFs
have been derived, and the overall weight applied to simulation events is an average of the
two SFs. The event weight derived from the scale factors of the selected muons is obtained by
averaging over the different eras using the integrated luminosities corresponding to the initial

and final data-taking conditions as in the expression below:
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Wiy = (f[' initial | w}j}rjitial + f L:finul . w;{;;nal )/( f[’ initial + f[’final ) , (5_4)
where w,, is the weight obtained multiplying the SF for each muon selected in the event.

Figure 5.2 shows the SF for the tight identification working point and the tight isolation
requirement, measured in bins of pr and 7 for the two data-taking periods. The sources
of uncertainties on the SF measurements are given by the statistical significance of the bins
considered and the systematic uncertainties related to the invariant mass fit procedure. The

overall uncertainty is propagated through the analysis results and its impact on the final results
is discussed in Section 7.2.
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Figure 5.2.: Muon identification (id) scale corrections applied to MC, parameterised with the muon pt
and |#|. The top row shows the scale-factors for veto muons with corrections less than 1% as
a result of the basic selection. The bottom row shows the scale-factors for selection muons
with corrections from 1-4% with the largest discrepancies on the edges of the endcaps

(09 < || < 1.2 and 2.1 < |y| < 2.4) where the muon identification modelling does not
perform as well in MC.
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5.3.3. Photon scale factors

Photon corrections are derived using a sample of electrons from Z decays [103]. In this case,
tag and probe objects are selected in a 60-120 GeV mass window, with a pr threshold of 35 GeV
on the tag electron together with tight identification and isolation requirements and loose
identification requirements and a pr threshold of 10 GeV for probes.

Photons are reconstructed from ECAL deposits to which isolation requirements are applied,
therefore the photon efficiencies can be parametrised into:

€, = € (reco)e, (ID — Iso|reco) , (5.5)

where the ¢, (reco) term is the efficiency of reconstruction, which is considered 100% for
superclusters presenting H/E<0.5, whereas the term ¢, (ID — Iso|reco) represents the selection
efficiency. Similarly to the muon case, the efficiency is measured in bins of pr and 7, as
reported in Figure 5.3, and the SF is derived from the ratio of the efficiency measured in data
and MC. The uncertainty on the photon SF is propagated as systematic error to the measured
cross-section; details on the procedure followed and the impact on the results are discussed in
Section 7.2.
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Figure 5.3.: Photon identification scale-factors for the working point that is used in the analysis. The
bands at 1.444 < || < 1.566 correspond to the partially uninstrumented gap in the ECAL.
The corrections typically arise from the mismodelling of electromagnetic particles’ interac-
tions with the inner detector material resulting in photon conversions and Bremsstrahlung.
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5.3.4. Jet corrections

Jets are particularly challenging objects for simulation due to their composite nature and the
non-linear detector response to clustered particles. A complex set of corrections is applied to
map the reconstructed jet energies to their particle level equivalents, originating from hard
scattering. A three-level correction process is implemented, with each step addressing a
different effect of reconstruction [104].

The first step aims to estimate the contribution of particles coming from pileup interactions
that fall within the jet cone, causing an offset in energy estimation. To estimate this contribution,
a method known as “random cone” is implemented using zero bias datasets (i.e. randomly
selected events before the trigger decision), and MC events generated by switching off hard
interactions. The idea is to measure the average contribution from pileup events, clustering
particles falling inside cones constructed around a random direction. This energy contribution
is estimated for each type of PF particle, parametrised to the number of interactions per bunch
crossing y and jet kinematics. For each analysis event, such contributions are subtracted from
the reconstructed jets energies, and an SF is defined to map simulations to data. Figure 5.4
shows the energy offset due to pileup for different PF objects. A systematic uncertainty is
determined by comparing the correction from the random cone method to the generator-level
in MC.
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Figure 5.4.: Data/MC comparison for the average offset per additional pileup interaction (y), which is
calculated for each type of PF particle [105].

The second step involves the correction for the detector response to jet pr to match to
particle-level momentum. This is determined from QCD dijet simulations by comparing the
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reconstructed jets to particle-level ones, deriving corrections parameterised by the jet pt and 7.
Figure 5.5 reports the response correction for different jet kinematics, and it can be observed
how detector response is stable in the barrel region, || < 1.3. A systematic uncertainty on this
procedure is derived from its dependence on the underlying detector calibrations using test
beam studies results.
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Figure 5.5.: The detector response to different jet kinematics, obtained in simulation. A stable response
is found in the barrel, with a drop in energy reconstruction for pr < 30 due to HCAL
acceptance. Strong pr dependence is observed in HE (in both EC1 and EC2) and HF
regions [105].

The third and final step resolves residual differences between simulation and data. These
last set of corrections are applied to data, split into two steps, called “relative” and “absolute”
residual corrections. The relative residual correction is estimated in the function of pr and 7 in
dijet events, balancing probe jets using as reference jets reconstructed in the well-calibrated |7
<1.3 region. The residual correction is obtained with the missing energy projection fraction
method (MPF). The idea is that dijet-like topology presents no intrinsic E 1, therefore measured
imbalance can be attributed to mismeasurement of the hadronic recoil. Figure 5.6 shows
relative residual corrections averaged over pr in different # bins and determined for different
data-taking periods.

Absolute scale corrections are instead derived from Z/*(— £¢) + jets and 7y + jets events.
In these processes, the response is calculated in events that present limited additional hadronic
activity. Jets are required to be reconstructed in the || <1.3 region, back-to-back to the vector
boson. The MPF methodology is used to measure the imbalance in jet p, which is then used
to probe scale effects due to initial (ISR) or final state radiated (FSR) jets. Figure 5.7 shows ab-
solute scale corrections estimated from fitting a functional form to Z/y*(— €£) +jets, 7y + jets
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Figure 5.6.: Relative scale correction value at average pr in each # bin is shown for beginning
(Run2016BCD), middle (Run2016EF) and end (Run2016GH) of data taking [105].

and dijets measurements. The correction is reported in pt bins and measured independently in
different data-taking periods. Along with these corrections are associated systematic uncertain-
ties to cover the modelling in MC from an alternative event generator, statistical uncertainties
in the data due to trigger prescales, the dependence of the corrections over the data taking
period, constituent particle energy uncertainties, and the residual difference between the dijet,
v +jets and Z/*(— £L) + jets samples after all corrections have been applied.

Overall jet energy correction systematic uncertainties, which are propagated to the analysis

results, are summarized for jet pr and 7 in Figure 5.8.

5.3.5. Trigger efficiencies
5.3.5.1. Muon trigger efficiency

As described in Sec 5.1, the uu + jets sample from which Z — uu events are reconstructed
is selected with the logical OR of the HLT_IsoMu24 and HLT_IsoTkMu24 triggers. The trigger
efficiencies are measured for both data and simulated samples (containing a trigger emulation)
using a tag and probe method, [106], similarly to muon reconstruction and identification
efficiencies. Comparing data and MC efficiencies, which are estimated in bins of pt and 7, a SF
is derived and applied to correct event yields from simulations. The fraction of true muons in
each bin is determined with a maximum likelihood fit to the invariant mass distribution. The
signal component is modelled by a Breit-Wigner convoluted with a Gaussian distribution and
background contribution with a falling exponential. It is straightforward to define the trigger
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Figure 5.7.: Absolute scale corrections to detector response in bins of jet pr for different moments of
data-taking. The corrections are obtained from fitting dijet, v + jets and Z/~*(— ££) + jets
events. Improvement in detector response, and therefore smaller corrections, can be ob-
served for data collected at the end of data taking, driven by improved tracking perfor-

mances [105].

Run201GBCDEFGH 36 5 fb (13 TeV

Run201 SBCDEFGH 36 5 fb (1 3 TeV

—~ 7r T 3 . —~ 18~ T
g\i E CMS .Total uncerlalnty 1 g\i [ CMS
> @[ Preliminary ~ Excl. flavor, time > 161 Preliminary
< E Run| F ] 3
'® 5; R=0.4 PF+CHS _ aApsolute scale E o 141~ R=0.4 PF+CHS
o F |‘1|e|| =0 —~ Relative scale ] © 12'_ P, = 30 GeV
e E -= Pileup (()=25) 1 e L
S 4F ~Method & sample | S 10F
(@) F = Jet flavor (QCD) ] O [
W 3h < Time stability 3 w 8-
) H ] - F
[ ] 6 r
2 7 i
] 4
1 B 2
Ol s A e o
20 100 200 10002000 -4 -2
p, (GeV)

.Total uncertalnty

= Excl. flavor, time
Runl

< Absolute scale

- Relative scale

= Pileup ((1)=25)

-+Method & sample

= Jet flavor (QCD)

- Time stability
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efficiency as the fraction of signal events where the probe passes the muon trigger selection

over the overall number of true muons. The statistical uncertainty on the signal events is

propagated through to the efficiencies. Additional systematic uncertainties are determined
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by repeating the fitting procedure varying the functional forms for signal and background,
the number of invariant mass bins, the invariant mass range considered and tag and probe
selection requirements. As already discussed in Sec. 5.2.2, during the 2016 data-taking period,
tracking performances were not constant throughout the year. The loss of tracking efficiency
was mitigated in the later part of 2016. Despite better performances being achieved in the
latest data reprocessing, muon trigger efficiencies are split into the initial part and final part of
the data-taking period, as shown in Figure 5.9.
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Figure 5.9.: Muon trigger efficiencies parameterised by pr and |#|, split by the data-taking period. To
maintain a consistent background rejection, the trigger efficiency is lower in the endcaps
where the muon background rate is larger and for low pt muons where the track recon-
struction is poorer. Inefficiencies for high pt muons result from misidentified charged
hadrons or issues in reconstructing the pr for straight tracks. Most of the trigger efficiency
arises from the L1T decision, which is heavily constrained by the timing budget. The
differences between the data-taking periods are at most 2%, with significant overlap within
the uncertainties.

The procedure described so far provides an efficiency, ¢;, associated with a single muon;
however, as this analysis targets Z boson reconstruction, events are required to have two
muons in the final state, with the single muon trigger being fired by any of the two leptons.
Applying a binomial distribution, the trigger efficiency for at least one of the two muons

passing the trigger selection ¢, can be expressed as:
e=1-(1—-¢gn)(1—¢u), (5.6)

where ¢,1 and ¢, are the trigger efficiencies for the two muons in the selected events. This
efficiency correction is applied to the MC event weight scaling the number of selected events
in the analysis, with a luminosity-weighted average of the initial and final data-taking periods.
The individual muon trigger efficiency uncertainties are combined to derive the event level
one, which is then propagated as source of systematic error through the analysis.
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5.3.6. Photon trigger efficiency

The photon trigger efficiency is calculated using two orthogonal methods: the “absolute” ratio
technique and the so-called “bootstrap” method. The latter technique uses two identical HLT
paths with different thresholds, in particular to measure the efficiency of the analysis reference
trigger HLT_Photon175, a lower pr threshold HLT_Photon120 trigger is selected. The relative
trigger efficiency is calculated as the ratio of the events that have a photon passing both triggers
HLT_Photon175 and HLT_Photon120 to events that have a photon passing only HLT_Photon120.
To apply this efficiency measurement to the analysis phase space, identical offline photon
requirements are applied on the events firing these triggers. The efficiency is then evaluated as
follows:

NHLT_Photon175 (N HLT_Photon120 N 0ffline (5 7)

EHLT_Photonl75 —
NHLT_PhotoleO N 0ffline

Only events passing photon tight identification criteria are selected, using 2016 Single
Photon datasets.

Since both HLT_Photon175 and HLT_Photon120 may hide the same kind of inefficiency,
the results may be biased. Hence the photon trigger efficiency is also measured using the
orthogonal technique called the absolute trigger efficiency, where the Single Jet trigger paths
are used.

Different single jet trigger paths are considered, and the efficiency is obtained by averaging
the results obtained. The considered paths are HLT_PFJet40, 60, 80, 140, 200, 260, 320, 400, 450,
500, which requires at least one jet in the event with a pr above the threshold. The efficiency
is estimated using the same expression of Eq. 5.7, using the HLT_PFJetXX reference trigger
and adding jet requirements to the offline selection. Events need to have at least one offline
reconstructed particle flow jet, matched to the HLT jet object, with pr > 100 GeV and passing
the loose jet ID. The tight photon candidate in the event must be away from the reconstructed

jet by AR = 0.7 to avoid overlapping in the isolation cone.

The results of the two techniques relative efficiency and absolute efficiency are compared to
MC results using GJets samples as shown in Figure 5.10. As can be seen from the top plot,
both techniques give consistent results. The bottom plot shows the trigger efficiency used in
the analysis, including statistical and systematic uncertainties. The systematic uncertainty
is calculated as the average difference between the two trigger efficiency results, while the
statistical error is taken from the HLT PFJetHT path. Since the photon trigger is not fully

efficient at high photon pr (Figure 5.10), this loss in efficiency is corrected for in the simulation.



76

Chapter 5. Event selection and simulation

CMS Preliminary

2016, Vs =13 TeV

>
s [
S 1 ey
e [ ¢
o |
5 -
0.8
o |
5ot
T | A
0.6
04t
- —=— HLT_PFJETxx data
0.2 —— HLT_Photon120 data
- —+— Gjets MC
ul | | | ‘ | | | ‘ | | | ‘ | | | ‘ | | | ‘ | | | | | 1
0™500 400 600 800 1000 1200 1400
p(GeV)
CMS Preliminary 2016, Vs =13 TeV
>
O -
5 L
100.99|—
T
o
2 i
o
Zl0.98?
T L
0.97—
0.96;
0.95/— )
- tot uncertainty
0.947\ | | | | ‘ | | | ‘ | | | ‘ | | | ‘ | | | ‘ | | | |\
200 400 600 800 1000 1200 1400
p(GeV)

Figure 5.10.: (a) The trigger efficiency for HLT Photon175 as measured in data using the ratio method

(blue) and the orthogonal method (red) and compared to the simulated efficiency in the
v + jets MC sample (pink), as a function of the leading photon transverse momentum.
(b) The distribution of the trigger efficiency and its associated systematic and statistical
uncertainties [107].
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A cross-check studying the dependence of the HLT efficiency on the photon 7, 0;;,, and
the number of primary vertices nvtx has also been performed and results are shown in Figure
5.11. The trigger efficiency is relatively flat as a function of these variables and does not show

any significant dependence.
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Figure 5.11.: Trigger efficiency as a function of photon 7, nvtx and ¢j;;, [107].

5.4. Event selection and fiducial regions

Events containing physics objects that satisfy identification requirements, after being corrected,
are further selected on their kinematic properties. The set of kinematic requirements defines
the fiducial regions in which the measurement presented in this thesis is performed. For the v
+ jets analysis, events containing one tight isolated photon are selected. The photon is required
to have pr > 200 GeV where the trigger reaches a plateau and becomes > 99% efficient and
only photons inside the barrel region of the detector (|y| < 1.4) are considered. This is done
because photon identification performs better in the barrel, and the analysis targets the high pr
region. The selected events are also required to contain at least one hard jet with the leading jet
pr of 100 GeV and |y| < 2.4. Subleading jets are required to have pr > 40 GeV. The photon
fiducial region in which the presented measurement is carried out is characterized therefore by
one photon with pr > 200 GeV and |y| < 1.4, together with at least one jet with pt > 100 GeV
and |y7| < 2.4. Selected photons need to be isolated from jets in a AR = 0.5 cone.
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For the Z+jets samples, only the decay of the Z to muons is considered. Events are selected
where the two tight and isolated leading muons have pt > 30 GeV and n < 2.4 with an
invariant mass (1) satisfying 71 GeV < m;; < 111 GeV. In addition, the Z pr is required to be
> 200 GeV and the rapidity |y| < 1.4, to be consistent with the photon rapidity range. As in
the case of 1y + jets selection, the presence of at least one jet with pr > 100 GeV within |y| < 2.4
is required. All other jets are required to have pr > 40 GeV and || < 2.4. The fiducial region
for the Z+jets analysis is defined by requiring one Z boson with pp > 200 GeV and |y| < 1.4
and at least one jet with pr > 100 and and || < 2.4. The Z has to be reconstructed from a pair
of muons with invariant mass within 20 GeV of the Z boson mass, 71 GeV < m;; < 111 GeV,
with pt > 30 GeV and < 2.4. Both muons are required to be isolated from jets ina AR = 0.5

cone.

The event selection for the cross-section measurement of the collinear Z emission also
selects the muon decay mode, requiring 2 tight, isolated muons with pt > 30 GeV and 7 < 2.4
and an invariant mass (1) satisfying 71 GeV < m;; < 111 GeV. Since the Z boson is typically
soft, there is no pr requirement applied to it. Moreover the rapidity requirement on the Z
boson is removed. However, to enhance these events, the leading jet must have a minimum pr
of 300 GeV, and additional jets are required to have pr > 40 GeV and || < 2.4. This selection
targets dijet systems, which are expected to be balanced in jets pr before the Z boson emission,
therefore harder pr thresholds on the subleading jets could be adopted. However given the
limited statistics available in this particular selection, a lower and more inclusive requirement
has been implemented. The fiducial region for this selection is defined by requiring one Z
boson reconstructed from a pair of muons with an invariant mass within 20 GeV of the Z boson
mass, pr > 30 GeV and |77| < 2.4, and the presence of at least one jet with a pr threshold on
the leading jet of 300 (400, 500) GeV.

A summary of the fiducial region and event selection criteria for the different analysis

categories is shown in Tables 5.7 and 5.8.

From simulations, the efficiencies of the event selections can be estimated with respect to
events generated within the fiducial regions. The overall efficiencies for the Z+jets and y + jets
pr selections are 86% and 80% respectively, whereas the efficiency for the collinear Z emission
selection is 80%.
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Table 5.7.: Summary of the fiducial region selections for each analysis category.

Fiducial region for Z/*+jets analysis
2 muons with pr > 30 GeV, || < 2.4
Vetoing events presenting jets within AR = 0.5 of the muons

Dimuon invariant mass 71 GeV < mj; < 111 GeV
Z boson pr > 200 GeV, rapidity |y| < 1.4
Leading jet pr > 100 GeV, || < 2.4

Alljets pr > 40 GeV, || < 24

Fiducial region for y+jets analysis

1 photon with pr > 200 GeV, rapidity |y| < 1.4
Vetoing events presenting jets within AR = 0.5 of the photon
Leading jet pr > 100 GeV, || < 2.4

Alljets pr > 40 GeV, || < 24

Fiducial region for collinear Z emission analysis
2 muons with pr > 30 GeV, |y| < 24

Vetoing events presenting jets within AR = 0.5 of the muons
Dimuon invariant mass 71 GeV < my; < 111 GeV

Leading jet pr > 300 GeV (400 GeV, 500 GeV), || < 2.4
Alljets pr > 40 GeV, || < 2.4

Table 5.8.: Summary of the event selection criteria for each analysis category.

Event Selection for Z/*+jets analysis

2 tight, isolated muons with pr > 30 GeV, || < 2.4
Dimuon invariant mass 71 GeV < m;; < 111 GeV

Z boson pr > 200 GeV, rapidity |y| < 1.4

Leading jet pt > 100 GeV, || < 2.4

Alljets pr >40GeV, || <24

Event Selection for 7y+jets analysis

1 tight isolated photon y pr > 200 GeV, rapidity |y| < 1.4
Leading jet pr > 100 GeV, || < 2.4

Alljets pr > 40 GeV, || < 2.4

Event Selection for collinear Z emission analysis

2 tight, isolated muons with pr > 30 GeV, || < 2.4
Dimuon invariant mass 71 GeV < m;; < 111 GeV
Leading jet pr > 300 GeV (400 GeV, 500 GeV), || < 2.4
Alljets pr > 40 GeV, || < 2.4
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Chapter 6.

Background evaluation

6.1. Z+jets

6.1.1. Data-MC comparison

This section shows the data-MC comparison using out-of-the-box MC for some of the key
observables in the Z+jets channel, after the selection described in Section 5.4 is applied. Fig. 6.1
shows the pr distribution for the leading and subleading muons, Figures 6.2, 6.3 show the
1 and ¢ distribution for the lead and sublead muons, respectively, and Fig. 6.4 shows the
invariant mass distribution of the dimuon pair and the pr distribution of the reconstructed
Z boson. Figures 6.5, 6.6 and 6.7 show jet related variables, the scalar sum of the pt of all
selected jets (HT), the jet multiplicity, the pr distribution of the 3 most energetic jets and the
distribution of the two leading jets.

In general, a good agreement is found between data and MC predictions, with the overall
normalisation yielding a data/MC ratio of 0.99+0.01 (statistical) for the analysis selection. The
pr distributions for both muons and the reconstructed Z bosons show good agreement in the
tirst bins, while MC predictions overshoot data in the high momentum tail. Jet pr variables
(pr of the first three jets and Ht) show a similar trend, where the low pt bins in data are
slightly above MC predictions, and a downward trend is observed for mid to high pr values.
Angular variables for both muons and jets show remarkable agreement across the full 7 and ¢
range. The Nje; distribution is well modelled by simulation up to two jets, while for higher jet
multiplicities, a trend in shape can be observed, with simulation overpredicting events with
three and four jets and undershooting data for the highest multiplicities. The invariant mass of
the muon pair is overall well reproduced by simulation. A small shift can be observed in the Z
peak, with MC peaked at a higher mass value, which leads to a 5 % disagreement. It should
be noticed that the Drell-Yan sample used for the comparison is the MADGRAPH5_aMC@NLO
v2.2.2 NLO in QCD, with up to two jets in the matrix element. Moreover, the error reported in

the comparison plots is purely statistical, without including any systematic effect.
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Figure 6.1.: Distributions comparing data with simulation for (a) the leading muon pt and (b) the sub-
leading muon pt. The different MC samples are stacked while the data are superimposed.
In the ratio box, the gray band around y = 1 represents the statistical uncertainty on the
total MC prediction and the vertical lines on the data points show the statistical uncertainty
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prediction and the vertical lines on the data points show the statistical uncertainty of the

measurement.
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Figure 6.3.: Distributions comparing data with simulation for (a) the subleading muon # and (b) the
subleading muon ¢. The different MC samples are stacked while the data are superimposed.
In the ratio box, the gray band around y = 1 represents the statistical uncertainty on the
total MC prediction and the vertical lines on the data points show the statistical uncertainty
of the measurement.
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Figure 6.5.: Distributions comparing data with simulation for (a) the scalar sum of all the jets in the
event, Ht, and (b) the jet multiplicity. The different MC samples are stacked while the data
are superimposed. In the ratio box, the gray band around y = 1 represents the statistical
uncertainty on the total MC prediction and the vertical lines on the data points show the
statistical uncertainty of the measurement.

The level of background contamination is kept under control (<5%), proving the effective-
ness of the adopted identification and isolation requirements. The spurious events passing the
Z + jets selection are mainly from irreducible resonant background from Diboson (2.5%),VBF
Z+2jets (1.5%) and ttZ (0.1%) processes, and combinatorial background from tt (0.4%) and
single top (<0.1 %) processes.

6.1.2. Background subtraction

Given the small contribution expected from background events, coming from genuine Z + jets
production, the background contribution is taken from MC predictions, and it is subtracted
before extracting the Z + jets cross-section. The uncertainty on the backgrounds is taken as the
squared sum between the statistical MC uncertainty and the systematic uncertainty, derived
from +1¢ variation on the object efficiencies and simulation corrections. A detailed discussion
of the considered systematic effects is provided in Sec. 7.2.
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Figure 6.6.: Distributions comparing data with simulation for (a) the pr of the leading jet, (b) the pt
of the subleading jet and (c) the pr of the third jet in the event. As the analysis selection
ensures the presence of one jet, the distributions for higher jet multiplicity present smaller
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MC prediction and the vertical lines on the data points show the statistical uncertainty of
the measurement.
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6.2. v + jets

6.2.1. Data-MC comparison

The data-MC comparison for 7 + jets events is shown in Figures 6.8 to 6.12. The data are
compared with the NLO 7 + 1 jet simulation from MADGRAPH5_aMC@NLO v2.2.2. The photon
pr, 17 and ¢ distributions are shown in Figure 6.8. The pr distribution for the leading jet and the
scalar sum of all jets in the event passing the jet selection requirements are shown in Figure 6.9.
The pr distribution for the second and third leading jet is shown in Figure 6.10 and the 7%
distribution for the first and second jet in Figure 6.12. The jet multiplicity and the vector sum
of all jets in the event passing the jet selection requirements, denoted as HMS, is shown in
Figure 6.11.

The comparison between data and MC shows reasonable agreement for most of the vari-
ables investigated, with an overall ratio of 0.99 between data and MC cross-sections. The
background contribution is around 3%, and its composition is dominated by multijet events,
where hadrons are misidentified as photons. There are subdominant contributions from
Vy+jets and tty events. This minor background is estimated via MC and subtracted from the
event yields before extracting the 7 + jets cross-section. However, the contribution from QCD
multijet events requires a data-driven technique to be measured as simulations are not reliable

when reproducing misidentified events.

6.2.2. Purity Extraction

The QCD multijet processes provide events in which an electron or 7t from a jet is misidentified
as a photon candidate and passes the analysis offline selection. The contribution from such
fake photon events is estimated from the “purity” of  + jets events, which is defined as the
fraction of true, isolated photons from the hard scattering versus the number of all photon
candidates after the full selection criteria is applied. A Template fit method is used to extract
the purity of the photon selection in each p bin of the analysis by fitting to the data with a
sum of the signal and background template, where the signal denotes the distribution of true
photons and the background is the distribution of QCD induced fake photon events.

The number of isolated photons coming from the hard scattering is extracted from a fit to
the shower shape variable 0;,;,, which measures the extent of the shower across the ECAL
crystals in the # direction within a 5 x 5 cluster [107]. The signal template is obtained from
simulated vy + jets events generated at NLO using MADGRAPH5_aMC@NLO v2.2.2, selecting
all candidates passing the analysis selection criteria and matched to a particle level isolated
photon coming from the hard scattering. The particle level photon is defined as a prompt
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Figure 6.8.: Distributions comparing data with simulation for the photon pt (a) the photon 77 and (b)
the photon ¢ (c). The different MC samples are stacked while the data are superimposed.
In the ratio box, the gray band around y = 1 represents the statistical uncertainty on the
total MC prediction and the vertical lines on the data points show the statistical uncertainty
of the measurement.
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Figure 6.9.: Distributions comparing data with simulation for (a) the leading jet pt and (b) the scalar
sum of the jets in the event, HT. The different MC samples are stacked while the data
are superimposed. In the ratio box, the gray band around y = 1 represents the statistical
uncertainty on the total MC prediction and the vertical lines on the data points show the
statistical uncertainty of the measurement.

photon around which the scalar sum of the pt of all stable particles in a cone of radius AR = 0.4
is less than 5 GeV.

Since discrepancies between data and simulation are observed in the 0y, variable, the MC
distribution of 07, has been reweighted to better match data using a histogram remapping
method. Starting from unbiased MC and data samples of true electrons, obtained with a tag
and probe selection, the percentile 0;,;, distributions are built. The mapping is then done
assigning a new oy, value to each MC event, finding the value in the data distribution with
the same percentile. Fig.6.13 shows a comparison between data and MC ¢y, distributions
before and after the remapping. The tag and probe samples used for the remap are:

¢ Data Sample: 2016 Single Electron dataset
¢ MC Sample: DY+Jets MADGRAPH5_aMC@NLO v2.2.2 MLM + PYTHIA 82 @ LO

An uncertainty on the shape of the signal template is derived from this reweighting,
considering maximum percentile variations within statistical uncertainties of the ¢y, bins.
Another uncertainty on the signal is assigned to the choice of the MC, using alternative -y
+ jets MC simulations; the signal 0;,;, distribution as predicted by SHERPA v2.2.8 and LO
MADGRAPH5_aMC@NLO v2.2.2 are used, and a comparison is made between this and the
nominal distribution from MADGRAPH5_aMC@NLO v2.2.2. The shape of the 0;;;; distribution
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Figure 6.10.: Distributions comparing data with simulation for (a) the subleading jet pt and (b) the
third jet pr. As the analysis selection ensures the presence of one jet, the distributions
for higher jet multiplicity present smaller normalisations with respect to the nominal
ones. The different MC samples are stacked while the data are superimposed. In the ratio
box, the gray band around y = 1 represents the statistical uncertainty on the total MC
prediction and the vertical lines on the data points show the statistical uncertainty of the
measurement.
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Figure 6.11.: Distributions comparing data with simulation for (a) the jet multiplicity and (b) the HIss,
The different MC samples are stacked while the data are superimposed. In the ratio
box, the gray band around y = 1 represents the statistical uncertainty on the total MC
prediction and the vertical lines on the data points show the statistical uncertainty of the
measurement.

from the two simulations is found to be similar. The purity estimation extracted using the
signal template from SHERPA v2.2.8 is taken as a systematic uncertainty. More details on this
can be found in Appendix A.

The background template is taken from data in a sideband of the charged hadron isolation
variable (I;%Had). The fiducial Ig}‘lHad interval for “tight” photons is I;%Had < 0.202 GeV. To
produce the background template, the 0;;;; distribution from photon candidates with I;}lead
€ [10.0 — 15.0] GeV is taken. The choice of the sideband is optimized to reduce signal contam-
ination and, at the same time, provide good statistics of fake photons. More details on the
sideband selection can be found in Appendix A.

After the templates are constructed, a binned maximum-likelihood fit to the ¢;;;,, data distri-
bution is performed. The statistical framework used is based on Roofit [108] and RooStat [109].
To take into account the limited statistics of the templates, the Beeston-Barlow method [110] has
been implemented, smearing underpopulated bins with a Poisson distribution. The template
fit takes also into account systematic effects by considering alternative template shapes. Prac-
tically, templates obtained with a £1¢ variation on the nominal parameters are interpolated
with sixth order splines between the +1¢ and linearly outside that, to obtain a continuous
parametrisation. The uncertainties are added to the likelihood and profiled to determine the
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Figure 6.12.: Distributions comparing data with simulation for (a) the 7 of the leading jet (b) the 77 of
the subleading jet. The subleading distribution shows a smaller number of events as the
analysis selection requires at least one jet. The different MC samples are stacked while
the data are superimposed. In the ratio box, the gray band around y = 1 represents the
statistical uncertainty on the total MC prediction and the vertical lines on the data points
show the statistical uncertainty of the measurement.
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Figure 6.13.: 0;,;, distribution before (a) and after (b) correction. In the ratio box of both plots the
Data/MC agreement can be observed. The remapping procedure improves the agreement
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preferred value of the parameters and their impact on the fit uncertainty. A detailed description
of the systematic effects considered in the fit is discussed in 7.2.

The purity fraction is then estimated by integrating the fitted template over the “tight”
photon ¢y, fiducial region, i.e. 0jy;;; < 0.00994. The fit results for the photon 0;;;, shower
shape variable, in different pt bins, can be seen in Fig. 6.14 and Fig.6.15, whereas the purity
values with their uncertainty from the fit are shown in Table 6.1.

Table 6.1.: Photon purity, binned in pt. The error includes both systematic and statistical uncertainties.

pr bin [GeV] Purity error

200-250 0.980  0.003
250-300 0.985  0.007
300-350 0.987  0.008
350-450 0990 0.013
450-600 0.993 0.010
600-800 0995 0.018
800-Inf 0.997  0.043

Due to limited statistics, especially in the high pt range, a coarser binning with respect
to the analysis is chosen to perform the purity fit. The extrapolation to the analysis bins is
carried out by fitting the purity values with an error function. The results of this fit can be
seen in Fig. 6.16. The extrapolated purity using the functional form from this fit for the pt bins
corresponding to the analysis is shown in Table 6.2.
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Figure 6.14.: The purity fit on the photon shower shape variable 0;;;, in the photon transverse mo-
mentum bins. The black dots are the data points, the red line is the signal template, and
the green line represents the background component, and the blue line is the fit model
obtained combining the templates. The middle panel shows the ratio between the data
and the fit, and the bottom panel shows the pulls.
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Figure 6.15.: The purity fit on the photon shower shape variable 0;;;, in the photon transverse mo-
mentum bins. The dots are the data points, the red line is the signal template, and the
green line represents the background component. The blue line is the fit of the combined
templates. Below the fit plot, the ratio and pulls distribution between the data and the fit
are reported.
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Figure 6.16.: The purity results obtained in bins of photon pr are fitted with an error function. This fit
parameterisation is used to determine the purity for the p binning used in the unfolding.

Table 6.2.: Extrapolated photon purity for the pr bins corresponding to the analysis. The error includes
both systematic and statistical uncertainties.

pr bin [GeV] Purity error

200-230 0.98 0.03
230-250 0.98 0.02
250-290 0.98 0.02
290-320 0.99 0.03
320-370 0.99 0.03
370-410 0.99 0.03
410-460 0.99 0.03
460-520 0.99 0.03
520-590 0.99 0.04
590-670 0.99 0.05
670-750 1.00 0.06
750-850 1.00 0.06
850-960 1.00 0.07
960-1080 1.00 0.07

1080-1220 1.00 0.07
1220-1380 1.00 0.07
1380-1550 1.00 0.07
1550-1750 1.00 0.07




Chapter 7.

Differential cross section measurements

In this chapter, the extraction of the differential Z /<y + jets ratio is described. Starting from
the event yield obtained after the event selection described in Chapter 5 and the background
predictions as derived in Chapter 6, the Z + jets and <y + jets distributions are corrected to
particle level for detector reconstruction effects, performing a procedure known as “unfolding”.
In Sec. 7.1 a detailed description of this procedure is provided; Sec. 7.2 discusses the treatment
of systematic uncertainties, while unfolded differential distributions for the Z + jets, ¢ +
jets and their ratio are compared to several theoretical predictions in Sec. 7.3, 7.4 and 7.5

respectively.

7.1. Unfolding

The detector-level distributions from data are unfolded to the particle level after removing
background contributions. This step aims to undo the smearing and efficiency loss due
to detector finite resolution and acceptance. In particular, when performing a differential
measurement, events might be reconstructed in different bins with respect to their particle
level counterparts or not selected at all even if the objects producing deposits in the detector

satisfy the analysis selection.

The unfolding problem can be written as:

7= iAijxjf l<i<mn, 1)
j=1
where the bins x; are the particle level distribution, A;; represents the matrix of probabilities for
the migrations from the particle-level bin j to any of the n detector-level bins (migration matrix)
and 7, is the expected event count at detector level. The observed event counts y; can differ
from the expected #; due to statistical fluctuations. A schematic view is given in Figure 7.1.

This becomes more complicated when contamination from background processes is involved.

97
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Figure 7.1.: Schematic depiction of the reconstruction process and the unfolding problem [111].

In that case the §j; distribution receives an additional contribution from background, and Eq. 7.1

becomes:

m
inZAijx]'—I-bi,lgign, (7.2)
=1

where b; is the background contributing to bin i.

In general, the presence of statistical fluctuations prevents the problem from being solved
by simply inverting the migration matrix, as small variations can be over-amplified. Such
fluctuations can be damped by imposing particular smoothness conditions on the x;. This

procedure is known as “regularisation”.

The unfolding procedure in this analysis is carried out with the TUnfold software pack-
age [111] which implements a least squares method for migration matrix inversion with
Tikhonov regularisation [112], providing the option for enforcing area preservation. The usage
of least-squares minimization causes the measured data distribution to be finer than the particle

level one, making the number of degrees of freedom, n — m, larger than zero.

The algorithm finds the stationary point of the problem “lagrangian”:

L(x,A) =L1+ Lo+ L3 with
L1 =(y— Ax)TVy_y1 (y — Ax),
Ly =7*(x — fyxo) (LTL)(x — foxo0), (7.3)
L3 =AY —e'x) and

Y = Zyi, 6]' = ZAZ]
i i



7.1. Unfolding 99

The first term £, is the standard least square minimisation, where V,, is the covariance
matrix of the n-dimensional y distribution. The vector x is the unfolded distribution and has m
rows. The elements A;; of A describe for each row j of x the probability of migrating to bin 7 of

Y.

The term £, describes the regularisation step, which damps fluctuations in x otherwise am-
plified when determining the stationary point of £1. The parameter 72 gives the regularisation
strength, whereas the matrix L is the regularisation matrix, and the parameter f,x is the bias
vector. The L matrix can have different forms, depending on the regularisation implemented.
In the analysis, the regularisation is performed on the second derivative of x and, therefore,
the L matrix has n — 2 rows and the non-zero elements are L;; = 1, L;;11 = —2, L; ;4o = 1.
The bias vector is composed of a normalisation factor f, and a vector xy, and when f;, # 0,

deviations of x from xg are suppressed.

The term L3 enforces the area constraint condition, including a dedicated variable A in the
lagrangian. The sum over all observations is given by Y, whereas the efficiency vector e has m
rows and is calculated from A as indicated in equation 7.1. This constraint is implemented to
limit biases on the unfolded distribution normalization due to the least square methodology

being valid only for normal distributed measurements.

The minimum or stationary point of £(x, A) is determined by setting the first derivatives

to zero:
LA _ (ATVy (= Ax)) +27 ((LTL)(x — fixo) ) — Aej
ax]- j ] (7.4)
oL(x,A) 7
o =Y —e'x

The migration matrix is determined from MC simulations, accessing both particle and
detector level objects. With the TUnfold algorithm, it is foreseen to initialise the unfolding from
a matrix M, containing #n + 1 rows and m columns, where the extra row (the underflow bins) is
used to count the events which are generated within the acceptance but are not reconstructed.
The unfolding algorithm uses such events to adjust the normalization of the x distribution, and
therefore the unfolding step corrects the distributions for the overall event selection efficiency.
Events which are instead reconstructed within the selected phase space, but are associated
with generators objects not from the fiducial regions are treated as background.

When unfolding, the strength of the regularisation, 7>

, is an unknown parameter, and it is
crucial to select an appropriate value for it. A large value for 72 results in a bias towards the
frxo obtained from the MC prediction, whereas if it is too small, the unfolding result often has

large fluctuations and correspondingly large negative correlations of adjacent bins. Different
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methods for determining the regularisation strength have been developed. In particular, the
TUnfold package implements a simple version of the so-called “L-curve” method.

The idea of the L-curve method is to look at the graph of two variables named L{"™"¢ and
Ly*v¢ and locate the point where the curvature is maximal. These variables are defined as

follows:
L;urve — log £1
. (7.5)
L;urve — log fzz

L, is proportional to the difference between the unfolded vector x and the data, whereas Ly
assesses the agreement of x with the regularisation condition. The optimal choice for T implies
a trade-off between the regularisation error and perturbation error; therefore, the maximum
curvature point on the L°“"™V¢ graph provides the value of T for which these two effects have a

similar impact in determining the unfolding result.

In TUnfold, the L-curve algorithm is implemented repeating the unfolding for an arbitrary
number of points, scanning the curvature of the L-curve and identifying the kink point. In the
analysis presented, the number of iterations has been fixed to n = 30. Varying the number of

iterations shows no impact on the unfolded results.

The background contributions are subtracted from the data prior to unfolding, with the data
distribution y and the covariance matrix V,,, being modified accordingly to the background
prediction distribution and total uncertainty. The systematic errors affecting the background
processes are summed in quadrature to the statistical uncertainty and they are considered
uncorrelated with respect to the systematics affecting the signal yields. This is a conserva-
tive approach, but especially for MC based background subtraction, the overall background

uncertainty is driven by the statistical error.

The migration matrix, A, usually receives uncertainties from various sources. First, statisti-
cal uncertainties are originating from counting the Monte Carlo events in the matrix M. On top
of that, simulation corrections described in Sec. 5.3 introduce systematic uncertainties which
result in a variation M — M + éM, corresponding to a variation of experimental conditions.
While the statistical uncertainties are bin-to-bin independent uncertainties and can be propa-
gated through the unfolding formalism, systematic uncertainties might be correlated across
bins. To estimate the impact on the result, the unfolding procedure is repeated, providing alter-
native migration matrices obtained by applying a 1¢ shift to each implemented correction. A
detailed description of the systematic effects considered in the analysis is reported in Sec. 7.2.

The detector level distributions are unfolded into the fiducial regions described in Sec. 5.4

and summarized in Tab. 5.7. To keep reconstruction level selections and unfolding fiducial



7.2. Systematic uncertainties 101

regions as close as possible, and thus minimizing the extrapolation in the cross-section mea-
surement, an overlap removal at generator level is implemented, mimicking the reconstruction
isolation requirements. In particular photon events are required to present one photon isolated
fromjetsina AR = 0.5 cone, similarly both muons from the Z boson are required to be isolated
from jets in a AR = 0.5 cone. In case the generator isolation is not satisfied, the event is treated

as background.

The NLO MADGRAPH Z + jets sample has been used to build the migration matrix. To
properly fill the migration matrix underflow bin, a set of MC samples is used that include all
generator level events satisfying the fiducial region selection and the full reconstruction without
any further selection criteria applied. This ensures the efficiency of the event reconstruction and
selection to be fully incorporated into the unfolding procedure and the resulting distribution

to be comparable with theoretical predictions at the particle level.

Every generator level event is matched to a reconstructed level candidate. If a match is
found, the event is used to build the migration matrix, using the event weights derived for
implementing reconstruction corrections. If a viable match is not found, the event is put in
the underflow bins of the migration matrix, and it is used in the unfolding process to correct
for the selection efficiencies. Events presenting reconstructed objects passing the analysis
offline selection and the fiducial region requirements, without a match to generator-level ones
produced within the acceptance, are treated as background.

The binning for the unfolded distribution has to be coarser than the reconstruction level
binning to help the unfolding algorithm to converge. The final binning of the different particle-
level distributions has been obtained by merging groups of two reconstruction level adjacent
bins to keep the bin migration below 1¢. For pr distributions, the choice was also made to
scale the bin width logarithmically to ensure good statistical precision in each bin. Figures 7.2
and 7.3 show the migration matrices for the pr distribution of Z + jets and <y + jets channels. It
can be observed how the chosen binning ensure the matrices to be almost diagonal, with small

contributions to off-diagonal bins.

7.2. Systematic uncertainties

This section is dedicated to describing the different sources of systematic errors considered in
the analysis. Two types of uncertainties are discussed, affecting the data measurements and
theoretical predictions.
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Figure 7.2.: The correlation matrix showing the bin migration in the pr distribution of the Z boson. The
matrix is almost diagonal, with a small fraction of events populating the off-diagonal bins.
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Figure 7.3.: The correlation matrix showing the bin migration in the photon pr distribution. The matrix
is almost diagonal, with a small fraction of events migrating between different bins.

7.2.1. Measurement uncertainties

* Muon efficiencies
The corrections for muon efficiencies, determined with the tag-and-probe method as
described in Sec. 5.2.2. The efficiencies for tracking, isolation and identification depend on
1, pt, as well as the data-taking period. Uncertainties on the corrections arise from event
statistics in the considered bin and from the overall tag-and-probe and fitting strategy,
the latter being considered as a systematic uncertainty. While statistical errors are not
correlated across the bins, systematic uncertainties do correlate across different bins.
Given that Z pr is reconstructed from muons that can be reconstructed in different pr

and 7 bins, particular care is needed when propagating uncertainty effects to the Z pr
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distribution. In general, the scale factors are applied per event and propagated through
the unfolding procedure by using the alternative MC distributions as input, obtained by
a +1c variation on the efficiencies. To properly take into consideration the correlation
between the muon and the Z boson pr, the SF have been varied in each of the pr bins
independently, deriving a set of systematic variations. The total systematic uncertainty
on the unfolded distribution, coming from the muon SF, is derived by summing in
quadrature these variations. The overall uncertainty is found by summing in quadrature
the statistical and systematic variations. The muon selection efficiency uncertainty, which
includes the identification, isolation, and tracking efficiency, contributes at the 0.8-1.0%
level on the Z + jets cross-section.

* Muon trigger

The systematic uncertainty on the muon trigger efficiency is derived in a similar manner
as the isolation and identification uncertainty. Also in this case, a set of corrections from
varying each pr bin independently is obtained, with the final systematic uncertainty
obtained summing in quadrature the different variations. The impact of the muon trigger
efficiency uncertainty is given varying the single muon trigger SF in the binomial formula,
reported in Eq. 5.6. Given that the overall event weight is very close to 1, the impact
on the final distribution of the single muon trigger efficiency uncertainty is found to be
negligible.

¢ Photon efficiencies

The systematic uncertainty on the photon ID efficiency is determined using the tag-and-
probe method and is provided as a function of the photon 7 and pr. The efficiencies are
applied per event. To estimate the impact of the scale factor systematics on the differential
cross-section measurement, the alternative distributions obtained with a & 1 ¢ variation
on the efficiency central value are implemented in the unfolding procedure and fully
propagated to the final measurement. The photon selection efficiency uncertainty, which
includes the identification and isolation efficiency, contributes at the 2.5-2.6% level on the
7 + jets cross-section across the full pr range.

¢ Photon trigger
The strategy to measure the single photon trigger efficiency is described in Sec. 5.3.6,
with the statistical component of the uncertainty being derived from the JetHT absolute
efficiency method, while a further systematic uncertainty is defined by considering the
efficiency variations obtained in each pr bin, using the relative efficiency methodology.
The overall uncertainty on the single photon trigger efficiency is obtained by summing
the statistical and systematic uncertainties in quadrature. The systematic uncertainty on
the v + jets pr distribution is derived repeating the unfolding with alternative migration

matrices obtained taking a +1¢ variation on the single photon trigger efficiency. The
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photon trigger efficiency uncertainty contributes at the 0.2-2.2% level on the ¢ + jets

cross-section growing with pr.

Muon energy scale

The systematic uncertainty on the muon energy scale and resolution is obtained by
combining muon scale calibration and resolution error on the muon pr, derived from the
best reconstructed track associated with the muon. The analysis is repeated substituting
the nominal muon pr with a £1¢ variation. As a result, a different number of events
is selected, and the difference in the unfolding spectrum is taken as an uncertainty.
The systematic uncertainty in the muon momentum scale is the dominant systematic
uncertainty in the Z + jets cross-section. The uncertainty in the scale of up to 1 (6)% at
pr < 100 GeV (1 TeV) for each muon, results in an uncertainty in the cross-section ranging
from 1.7% at low pt up to 21.9% in the highest pr bin.

Photon scale

The systematic uncertainty on the photon energy scale and resolution is taken considering
resolution and scale errors and combining them in quadrature on a per-event basis. As
for the muon scale uncertainty, the analysis is repeated substituting the nominal photon
pt with the +=1¢ variation. The difference in the unfolding spectrum, due to the different
number of events fulfilling analysis selections, is taken as the uncertainty. The uncertainty
in the photon energy scale and resolution of 1-2% results in an uncertainty in the cross-
section of (<1%) at low pr and up to 8.6% at high pt, becoming the dominant systematic
uncertainty on the y + jets pr distribution.

Pile up reweighting and luminosity

The “Pile-up reweighting” is applied to correct the MC distributions to match pileup
conditions as measured in data. Corrections are derived by comparing simulated samples
with minimum bias datasets (see Sec. 5.3.1). To derive an uncertainty on this procedure,
the recommended 5% uncertainty is applied to the minimum bias cross-section. This
affects the shape of the number of interaction vertices per bunch crossing variable and,
therefore, different weights for simulated events. Alternative migration matrices are pro-
vided in the unfolding step containing such reweighting variations, however a negligible
(less than 1%) effect on the Z + jets and 7 + jets cross-sections is found.

A 2.5% uncertainty on the total integrated luminosity is applied, as per standard CMS
prescriptions [113]. The uncertainty on the luminosity differs from the ones described so
far, as it directly affects the number of events in data. This uncertainty is therefore applied

directly to the unfolded data before extracting the cross-section.

Jet energy corrections
The effect on the measurement from the JES and JER uncertainty is evaluated by varying

the jet four-momenta using the uncertainties in the correction factors that depend on



7.2. Systematic uncertainties 105

the jet pr and 7 for the JES and jet 1 for the JER. Details on jet correction uncertainties
determination have been provided in Sec. 5.3.4. As for other objects, scale and resolution
variations are substituted for nominal jet pr event content, and the analysis is repeated
with the alternative samples. The JES and JER uncertainties are subdominant (below or
at the % level) for all three event categories due to the high threshold on the pt of the
leading jet.

¢ Background subtraction
Given the high purity of the implemented muon selection, the Z + jets background con-
tribution is taken directly from simulations. To derive an uncertainty on this subtraction,
all the uncertainties on the Z 4 jets selection described in this section are applied to the
considered background sample. The total uncertainty on the background prediction is
obtained by scaling up and down coherently all the systematic variations and summing
them in quadrature with the statistical uncertainty of the background samples. The
background subtraction is performed in the unfolding procedure, and the error from the

subtraction is propagated to the unfolded distribution automatically.

® Purity estimation

The method described in Section 6.2.2 implements a template fit, using shapes derived
from both data and simulation. A discussion of the systematic uncertainty on the signal
and background templates is provided in Section 6.2.2 with more details in Appendix
A. In summary, alternative signal templates obtained from different MC predictions and
alternative background templates obtained varying the sideband region in the data are
provided to the fit. Changing the number of bin shows a negligible impact on the purity
results, provided a good statistical population of the bins and a meaningful low ¢;,;,, and
high 0;,;, separation. Systematic uncertainties from each of the effects described so far for
7 + jets selection are included in the purity fit via alternative shapes obtained from up and
down variation from each of these effects. It should be noted that the change in Monte
Carlo shape and normalization will also affect the background template as the predicted
fraction of real y + jets events in the sideband is varying. Another systematic source is
associated with the ¢0;,;, remapping due to the E/Gamma POG Tag and Probe sample’s
finite size. MC driven background subtraction is also performed using Vy+jets and tty
predictions, but as such backgrounds are subdominant, the effect of this is negligible. The
overall impact of photon background uncertainty is up to 1.1% at low photon pr and
down to 0.2% at high pr.

¢ Unfolding
Additional uncertainties are assigned to the unfolding procedure from the following
sources: uncertainty due to the limited statistics of the response matrix, uncertainty
due to the Monte Carlo spectrum inside the unfolded bins and bias introduced by the

regularisation process. Since the response matrices of the distributions of interest are
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fairly diagonal and present a rather small condition number, the optimal regularisation
strength, determined with the L-curve scan method is found to be negligible. For this
reason, no regularisation has been applied in the unfolding, and therefore it is not nec-
essary to include a systematic uncertainty covering this. The error associated with the
statistics of the response matrix is defined considering two alternative matrices obtained
with up and down variations on the bin contents. To take into account the uncertainty
coming from the Monte Carlo model, a comparison of the unfolding distributions has
been implemented. The alternative migration matrices are obtained with the nominal
NLO MADGRAPH5_aMC@NLO v2.2.2 (< 2 jets) and with the LO MADGRAPH5_aMC@NLO
v2.2.2 (< 4 jets) sample for the Z + jets selection. Similarly, for the < + jets selection, a
comparison is performed on the unfolded distribution obtained with the nominal NLO
MADGRAPH5_aMC@NLO v2.2.2 7y + 1 jet and with the LO SHERPA v2.2.2 (< 2 jets) sample.
The overall unfolding uncertainty is obtained by summing in quadrature the contribution
from the uncertainty associated with the simulation model and the migration matrix’s sta-
tistical uncertainty. The uncertainty in the unfolding is the dominant uncertainty at high
boson pr for the Z + jets cross-section, contributing up to 18.6% in the highest Z boson pr
bin and the subdominant uncertainty in the -y + jets cross-section, contributing up to 6.4%
at high photon pr. The unfolding uncertainty is driven by the statistical uncertainty of
the migration matrix, growing with the pr of the vector bosons. The uncertainty in the

unfolding for the ARIZ“ij“ distribution is among the dominant uncertainties.

To provide a general overview of the impacts of the different systematic uncertainties on
the measured quantities, a summary of the contributions from each source to the differential
cross-section measurements of Z + jets, v + jets, Z/y ratio, and collinear Z boson emission
(with leading jet pt threshold set to 300 GeV) is shown in Table 7.1. More detailed systematic
contributions, split per analysis bin, are reported in the Tab. 7.2 Tab. 7.4 and Tab. 7.6 for Z +jets,
7 +jets and Z/y pt distributions respectively. Similarly, Tab. 7.7 and Tab. 7.8 reports per bin
contribution on the AR‘Z“,}n selection for lead jet pr thresholds of 300 GeV and 500 GeV.

Common sources of systematic uncertainties such as those from JES, JER, and integrated
luminosity are treated as correlated between Z + jets and < + jets and therefore mostly cancel
in the Z + jets ratio, while sources of uncertainty such as the lepton efficiency, trigger and

photon purity are treated as uncorrelated.

7.2.2. Theory uncertainties

Besides uncertainty coming from the statistical significance of the different theoretical pre-
dictions used as comparison to the presented measurement, for NLO QCD MC predictions,
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Table 7.1.: The contributions to the uncertainty in the differential cross-section measurements for the
Z +jets, v +jets, the Z/y ratio, and collinear Z boson regions. The uncertainties are expressed
in per cent, and a range represents the minimum and maximum effect observed.

Systematic source Z +jets [%] v +jets [%] (Z+jets)/(y +jets) [%] Collinear region [%]
Trigger 0.0 02-22 02-22 0.0-0.2
Muon reconstruction and selection 0.8-1.0 — 0.8-1.0 09-1.1
Photon reconstruction and selection — 25-26 25-26 —
Photon energy scale — 0.5-8.6 0.5-8.6 —
Muon momentum scale 1.7-219 — 1.7-219 0.1-122
Photon purity — 02-1.1 02-1.1 —
Background yields 0.7-1.5 — 05-16 0.9-10.9
Pileup 0.0-0.7 0.0-0.3 0.0-04 0.2-09
Integrated luminosity 2.5 25 0.0 2.5
Unfolding 0.3-18.6 1.1-64 1.1-19.7 1.2-10.8
JES/JER 0.0-0.2 0.0-0.2 <0.04 03-15
Total 3.3-289 4.0-11.5 4.4-30.9 3.5-16.8

theoretical uncertainties are also considered. Such uncertainties are determined by varying the

QCD factorisation and renormalisation scale, a; and considering alternative pdf variations.

e Scale variations

The scale uncertainties in the NLO predictions from MADGRAPH5_aMC@NLO v2.2.2 and
JETPHOX are estimated by varying the values of the renormalization, factorization and, for
JETPHOX only, fragmentation scales up or down by a factor of 2. The variation is applied
on the scales either individually or in a correlated fashion. However, the cases where
one scale is multiplied by 2 and the other by 0.5 are considered as non-physical. The
final scale uncertainty is estimated by taking the largest deviation from the nominal value

among all the possible variations.
¢ PDF variations

The PDF uncertainty on the predictions from JETPHOX is estimated using the latest
PDF4LHC recommendations where the 100 replicas from the NNPDF30nlo analysis
are used [114]:

SPifg = + Y (o) —(0))?, (7.6)

Noyar — 1 —
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where N, is the number of variations and < ¢ > is the mean value of the cross-section
and it is calculated as:

1 Noar k
(o) = Y o). (7.7)
Nvur k=1

® ng variations

The a5 uncertainty is estimated using two sets of proton PDFs from the NNPDF30 analysis
with different values of a; assumed in the fits, s = 0.119 and as = 0.117 (with nominal &
being 0.118) were used here:

as = 0.119) — o(as = 0.117)

s = 2L . : (7.8)

7.3. Z+jets pr measurement

The differential production cross section for Z + jets events is calculated using the following
equation:
do u(N?%) 1

ao ) 7.9
dpf  Apf Liw 79

where u(N#) corresponds to the unfolded Z yields in each Z boson pr bin of width Ap# and
Liy; is the integrated luminosity.

Systematic uncertainties are propagated through the unfolding procedure, and their impact
on the final distributions are summarised in Tab. 7.2. The overall uncertainty contribution for
each analysis bin, including statistical data uncertainty, is reported in Fig. 7.4.

In the first bins, the largest systematic uncertainty comes from the luminosity measurement.
Above 300 GeV the uncertainties on the unfolding and the muon scale rises, becoming the
dominant ones. The differential measurement uncertainty is dominated by systematic effects
up to 800 GeV and by statistical uncertainty above that, reaching ~ 55% in the highest bin.
The large impact of muon scale uncertainty is due to the variation of bin contents induced
by the variation in the pr of the muons. The unfolding uncertainty evolution across the pr
range results from the MC's statistical uncertainty, which grows similarly to the data statistical
uncertainty, and the difference in shape obtained when using alternative MC for building the
migration matrix.
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Figure 7.4.: Summary of the statistical and systematic uncertainties contributing to the Z + jets pt
measurement.

Table 7.2.: Breakdown of the sources of systematic uncertainty for the Z + jets channel as the relative
error per pr bin of the analysis.

prbin [GeV]  Pile-up [%]  ID-iso [%] tracking [%] JEC [%] Scale [%] Lumi [%] Trigger [%] Backgrounds [%] Unfolding [%] Total [%]
200-250 -0.18 | +0.19 +0.8 +0.02 -0.18 | +0.14 | -1.69 | +1.69 +2.50 +0.01 +0.66 +0.71 -3.29 | +3.29
250-312 -0.15 | +0.15 +0.8 +0.02 -0.05 | +0.04 | -2.12 | +2.12 +2.50 +0.01 +0.73 +0.34 -349 | +349
312-391 -0.01 | +-0.00 +0.9 +0.02 -0.01 | +0.01 | -2.92 | +2.92 +2.50 +0.01 +0.84 +2.50 -4.74 | +4.74
391-489 -0.07 | +0.10 +0.9 +0.02 -0.00 | +0.00 | -5.82 | +5.82 +2.50 +0.01 +1.02 +1.10 -6.57 | +6.57
489-612 -0.01 | +-0.00 +0.9 +0.02 -0.00 | +-0.00 | -6.99 | +6.39 +2.50 +0.01 +0.76 +2.76 -8.01 +7.49
612-766 -0.32 | +0.24 +0.9 +0.02 -0.00 | +0.00 | -9.59 | +9.47 +2.50 +0.01 +1.43 +6.49 -11.97 | +11.87
766-958 -0.02 | +0.00 +0.9 +0.02 -0.00 | +0.00 | -10.96 | +11.30 +2.50 +0.01 +1.53 +3.89 -12.03 | +12.34
958-1199 -0.01 | +0.01 +0.9 +0.02 -0.00 | +0.00 | -14.69 | +13.06 +2.50 +0.01 +1.03 +4.69 -15.68 | +14.17
1199-1500 -0.61 | +0.65 +1.0 +0.02 -0.00 | +-0.00 | -16.01 | +21.91 +2.50 +0.01 +1.02 +18.59 -24.71 | +28.88
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The Z pr distribution is compared with the particle level prediction from the MADGRAPH5_aMC@NLO
v2.2.2 both at NLO and LO precision and with SHERPA v2.2.8 +OPENLOOPS v2.0 at NLO
QCDxEW. SHERPA v2.2.8 and MADGRAPH5_aMC@NLO v2.2.2 LO predictions display statistical
errors only, while MADGRAPH5_aMC@NLO v2.2.2 NLO errors include theoretical uncertainties

from variation to renormalization and factorization scales, pdf variations and «a variation.

The measured differential cross-section is shown in Table 7.3. A comparison of the unfolded
cross-section of Z 4 jets events as a function of the Z pr to several theoretical predictions is
shown in Figure 7.5. The unfolded data are compared to the MADGRAPH5_aMC@NLO v2.2.2
prediction at NLO and LO and the NLO QCD+EW prediction from SHERPA v2.2.8 + OPENLOOPS
v2.0. The data’s statistical uncertainty is shown by the error bars, while the shaded region
gives the total statistical and systematic uncertainty. Systematic uncertainties from the muon
selection efficiency dominate the low pt region, and the key source of systematic uncertainty in
the high pt region is the unfolding uncertainty. The high pr region is limited by the statistical
uncertainty on the data and the statistical uncertainty arising from the simulation samples’
limited size. The data shows agreement within uncertainties with all predictions across almost
the full pt range. A deviation of 2.8¢ (local) is observed in the data between 950 GeV and
1200 GeV and the effect is also visible in the out-of-the-box Data/MC comparison in Fig. 6.4.

pr bin [GeV]  cross-section [pb]
200 - 250 6.13e-01 + 1.32e-02
250 - 313 2.93e-01 + 1.89e-02
313 -391 1.35e-01 + 6.62e-03
391 - 490 5.87e-02 + 3.04e-03
490 - 613 2.34e-02 + 1.94e-03
613 - 766 7.35e-03 4+ 1.02e-03
766 - 959 2.40e-03 4 4.22e-04
959-1199  3.37e-04 4+ 1.70e-04
1199 - Inf 1.19e-04 + 1.18e-04

Table 7.3.: Z + jets cross-section differential in pr. The error includes both systematic and statistical
uncertainties.
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Figure 7.5.: Measured differential cross sections as a function of the boson pt for Z + jets and the
comparison with several theoretical predictions. The error bars in the upper panels represent
the statistical uncertainty on the measurement, and the hatched band in the lower and
upper panels is the sum in quadrature of the statistical and systematic uncertainty on the
measurement. The lower panel shows the ratio of the theory predictions to the unfolded
data. The shaded error band on the LO MADGRAPH5 _aMC@NLO v2.2.2 and SHERPA v2.2.8
+ OPENLOOPS v2.0 calculations is the statistical uncertainty. The dark (light) shaded error
band on the NLO prediction from MADGRAPH5_aMC@NLO v2.2.2 represents the PDF (scale)
uncertainties.

7.4. 7 + jets pr measurement

The differential production cross section for photon + jet events is calculated similarly to the
Z + jets pr distribution, following the equation:
do u(N7) 1

— = —. 7.10
dpr  Apr L 710

While LO and SHERPA v2.2.8 +OPENLOOPS v2.0 predictions errors include statistical un-
certainty only, the uncertainty of theoretical predictions for 7y + 1 jet MADGRAPH5_aMC@NLO
v2.2.2 and JETPHOX samples is obtained by combining MC statistical uncertainty with the-
oretical uncertainties due to renormalization and factorization scales, pdf variations and a;

variation.

The relative uncertainties from each of these sources of uncertainty are shown in Fig. 7.6.
The dominant uncertainty is from variations in the scale for most of the pr range, with the PDF

uncertainty dominating at very high pr.

The statistical uncertainty and the different systematic uncertainty sources are shown in
Fig. 7.7 and in Tab. 7.4. The integrated luminosity uncertainty and the photon isolation and

identification efficiencies dominate the low pr region, each of them leading to a 2.5% impact.
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Figure 7.6.: The theoretical uncertainties on the JETPHOX predictions as a function of the photon pr.

The unfolding uncertainty also contributes significantly, especially in the second bin, driven by
the variation in the pt spectrum obtained when using alternative MC samples for building the
migration matrix. The key source of the systematic uncertainty in the high pr region is from
the unfolding and the photon scale uncertainties. Systematic uncertainties overall dominate
the measurement of the 7y + jets pr distribution up to 1200 GeV and above that systematic and
statistical errors have a similar impact. The precision in the high pr region is therefore limited
by the statistical uncertainties in the data and the limited size of the MC samples, which results

in large unfolding uncertainty.

Table 7.4.: Breakdown of the sources of systematic uncertainty for the 7y + jets channel as the relative
error per pr bin of the analysis.

pr bin [GeV] Purity [%]  Pile-up [%]  photon ID-iso [%] JEC [%] Scale [%] Lumi [%] Trigger [%] Unfolding [%] Total [%]

200-250 +1.1 -0.04 | +0.02 +2.55 -0.18 | +0.17 | -1.55 | +2.16 +2.50 +0.23 +1.43 -4.31 +4.56
250-312 +0.8 -0.03 | +0.03 +2.55 -0.07 | +0.06 | -0.49 | +0.54 +2.50 +0.40 +2.27 -4.35 +4.36
312-391 +0.6 -0.07 | +0.09 +2.55 -0.02 | +0.02 | -0.58 | +1.17 | +2.50 +0.44 +1.43 -3.96 +4.09
391-489 +0.5 -0.03 | +0.02 +2.55 -0.00 | +0.00 | -2.13 | +2.15 +2.50 +0.37 +1.46 -4.45 +4.46
489-612 +0.3 -0.11 | +0.09 +2.55 -0.00 | +-0.00 | -3.55 | +3.69 +2.50 +0.47 +1.69 -5.35 +5.44
612-766 +0.4 -0.05 | +0.02 +2.54 -0.00 | +0.00 | -4.67 | +4.79 +2.50 +0.56 +1.11 -6.02 +6.11
766-958 +0.3 -0.05 | +0.03 +2.53 -0.00 | +0.00 | -5.54 | +6.02 +2.50 +0.91 +1.90 -6.92 +7.31
958-1199 +0.2 -0.11 | +0.10 +2.52 -0.00 | +0.00 | -6.24 | +7.24 +2.50 +0.84 +4.61 -8.58 +9.33

1199-1500 +0.2 -0.31 | +0.29 +2.50 -0.00 | +-0.00 | -6.96 | +8.63 +2.50 +2.21 +6.39 -10.33 +11.53

The unfolded photon cross-section, differential in pr is reported in Table 7.5. A compar-
ison of the unfolded distribution to theoretical predictions from three different generators;
JETPHOX, SHERPA v2.2.8 + OPENLOOPS v2.0, and MADGRAPH5_aMC@NLO v2.2.2 at two orders
of the perturbative expansion, LO and NLO, is shown in Figure 7.8. The LO prediction from
MADGRAPH5_aMC@NLO v2.2.2 shows significant disagreement in the shape of the photon
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Figure 7.7.: Summary of the statistical and systematic uncertainties contributing to the  + jets pr
measurement.

pr distribution, particularly at boson pt below around 600 GeV. The corresponding NLO
calculation shows much better agreement across the full range of py. The SHERPA v2.2.8 +
OPENLOOPS v2.0 calculation overpredicts the data by 20 — 30% in the pt region below 500 GeV
and then is consistent within uncertainties for the rest of the pr range. The NLO prediction
from JETPHOX is shown with uncertainties from the variation in PDFs and the renormalization,
factorization, and fragmentation scales. The scale uncertainty is estimated by varying the
values of the three scales up or down by a factor of two. This variation is applied on the scales
either simultaneously, individually or by fixing one and varying the other two. The final scale
uncertainty is estimated by taking the largest deviation from the nominal value among all
the possible variations. The theoretical uncertainties are at the level of 10% at low pt and
increase to 40% at high pr. The scale uncertainty is dominant at both low and high pr, while
the PDF uncertainty increases from the per cent level at low pr to 10% at high pr and 30% in
the last bin. The prediction is mostly consistent with data within uncertainties with a general
overprediction at the level of around 20% below pt of 500 GeV.

7.5. Z/vy ratio

Since the Z + jets and +y + jets cross-sections have been extracted in the same fiducial region,
as described in Section 5.4, a direct comparison between the two processes can be made. The
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Figure 7.8.: Measured differential cross sections as a function of the boson pt for 7 + jets and the
comparisons with several theoretical predictions. The error bars in the upper panels
represent the statistical uncertainty on the measurement, and the hatched band in the lower
and upper panels is the sum in quadrature of the statistical and systematic uncertainty
on the measurement. The lower panel shows the ratio of the theory predictions to the
unfolded data. The shaded error band on the LO MADGRAPH5 aMC@NLO v2.2.2 and
SHERPA v2.2.8 + OPENLOOPS v2.0 calculations is the statistical uncertainty. The dark (light)
shaded error band on the NLO prediction from MADGRAPH5_aMC@NLO v2.2.2 and the
JETPHOX prediction represents the PDF (scale) uncertainties.

pr bin [GeV]  cross-section [pb]
200 - 250 1.94e+01 4 4.48e-01
250 - 313 8.42¢+00 £ 7.67e-02
313 -391 3.56e+00 4 4.51e-02
391 - 490 1.42e+00 =+ 3.19e-02
490 - 613 5.54e-01 4 2.01e-02
613 - 766 1.96e-01 + 9.84e-03
766 - 959 6.44e-02 + 4.32e-03
959 - 1199 1.96e-02 + 1.68e-03
1199 - Inf 5.62e-03 4+ 7.91e-04

Table 7.5.: v + jets cross-section differential in pt. The error includes both systematic and statistical
uncertainties.

cross-section ratio is measured differentially in pr, restricting to p¥ > 200 GeV and |y"|<1.4
and requiring the presence of at least one jet with pt > 100 GeV.

The statistical and systematic uncertainties on the ratio are propagated to the ratio consider-
ing the systematics affecting both channels to be 100% correlated. The errors are propagated in
each pr bin separately. This allows the correct cancellation between systematics uncertainties
correlated across the two processes, such as PU reweighting, JEC and luminosity uncertainty.
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The remaining uncertainties are from object selection efficiency, photon purity estimation and
the unfolding procedure. A detailed breakdown of the uncertainties on the ratio between the
Z +jets and 7 + jets channels is presented in Table 7.6.

The differential cross-section ratio of the two processes Z + jets and <y + jets is shown in
Fig. 7.9 and compared to the theoretical prediction at NLO from MADGRAPH5_aMC@NLO
v2.2.2 and NLO QCD+EW from SHERPA v2.2.8 + OPENLOOPS v2.0. The comparison with
MADGRAPH5_aMC@NLO v2.2.2 shows consistency within the uncertainties across the entire pr
range. In contrast, SHERPA v2.2.8 + OPENLOOPS v2.0 underpredicts the data by 10-20% at low
pr but then is consistent with data within uncertainties for pr > 300 GeV.
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Figure 7.9.: Differential cross-section ratio of Z + jets over v + jets as a function of the vector boson
transverse momentum compared to the theoretical prediction from MADGRAPH5_aMC@NLO
v2.2.2 and SHERPA v2.2.8 + OPENLOOPS v2.0. Only vector bosons produced centrally, with
ly¥|<1.4, in association with one or more jets are considered. The error bars in the upper
panel represent the statistical uncertainty on the measurement, and the hatched band in the
lower and upper panels is the sum in quadrature of the statistical and systematic uncertainty
on the measurement. The lower panel shows the ratio of the theoretical prediction to the
unfolded data. The shaded error band on the SHERPA v2.2.8 + OPENLOOPS v2.0 calculation
is the statistical uncertainty. The dark (light) shaded error band on the NLO prediction from
MADGRAPH5_aMC@NLO v2.2.2 represents the PDF (scale) uncertainties.

Table 7.6.: Breakdown of the uncertainty on the Z +jets/-y + jets ratio per pr bin of the analysis.

prbin[GeV] Pile-up [%] JEC[%] Lumi[%]  tracking[%] pID-iso[%] 7 ID-iso[%] i trigger [%] 1 trigger [%] Zbackground [%] 7 purity [%] p scale [%] 1 scale[%] Zunfolding [%] 7 unfolding[%] stat[%] Total [%]
200-250 003 0.02 0.00 0.00 085 255 001 023 049 1.07 169 1.98 071 143 079 355
250-312 007 0.04 0.00 0.00 089 255 001 040 0.62 082 212 025 0.34 227 118 693
312-391 0.08 0.01 0.00 0.00 0.99 255 0.01 0.44 0.74 0.63 292 0.91 2.50 143 178 5.88
391-489 004 0.00 0.00 0.00 090 255 001 037 086 049 5.82 2,00 110 146 275 596
489-612 005 0.00 0.00 0.00 091 255 001 047 064 030 639 341 276 1.69 447 9.61
612766 017 0.00 0.00 0.00 098 254 001 056 121 035 9.47 468 649 111 849 16.11
766-958 016 0.00 0.00 0.00 092 253 001 091 1.25 032 11.30 5.87 3.89 1.90 1522 1911
958-1199 008 0.00 0.00 0.00 096 252 001 084 157 020 13.06 643 469 461 5492 6041
1199-1500 027 0.00 0.00 0.01 1.02 250 001 221 107 025 2191 9.81 18.59 639 5629 68.68
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7.6. Collinear Z boson emission

The angular separation between the Z boson and the closest jet (ARIZ“}]»“) is an interesting
observable that, at high pr of the jets, is sensitive to the real emission of Z bosons in dijet
events. For Z + 14jet like production at LO, the Z and jets are produced back-to-back, the
hadronic recoil in the event is balanced by the boson pr and the angular separation between
the Z and the jetis 7r. At NLO, both QCD and EWK corrections can modify this observable
with both real and virtual contributions. In particular, a real Z boson can be emitted from one
of the jets such that the angular separation between the two is small, so AR‘Z“,ij“ tends to small
values. The relative Feynman diagrams contributing to the angular distribution are shown in
Figure 7.10. This region is also populated by Z + multi-jets events at LO, but the contribution
from collinear Z emission can be enhanced by increasing the pr threshold on the leading jet.
This is done to select highly energetic di-jet systems, where one of the two jets irradiates a real
Z boson. For this study of the angular Z distribution, the pt and # cuts on the Z boson are
removed and instead, the threshold on the leading jet is progressively increased up to 500 GeV.
Figures 7.11 and 7.12 shows the AR distribution between the Z boson and the leading and
subleading jets, with the first set of plots obtained considering lead jets with pt > 100 GeV,
and the second one implements a 500 GeV threshold on the leading jet p. It can be observed
how the higher threshold requirement, does not affect the AR distribution for the leading jet,
while the collinear region is enhanced in the subleading jet distribution. This is expected as
the lead jet threshold requirement increases the probability for the subleading jet to irradiate
the Z boson. Figure 7.13 shows the AR‘Z“,ij“ for progressively higher thresholds on the lead
jet: nominal lead jet selection, 300 and 500 GeV respectively. The enhancement of collinear Z
events is shown in the low AR region.

Q
QY

q

Figure 7.10.: Diagrams showing the configuration where (a) the jet and Z boson are back to back (b)
where the Z boson is emitted collinear to one of the jets in the dijet final state.
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Data/MC = 0.94 +0.03 35.9 fo (13 TeV)
+— 800 ,
3 pOMS =
Z 700~ = DiBoson: 96,6
[2) E = VBF 24 87.7
-— F m tt: 52.5
c + = Single Top: 8.6
@ 600— m 1tV:4.5
> C = tH: 0.7
N = i g0
500 5 Muﬂxije{: 0.0
400
300
200~
100
o 16 -+
S bt T
ol E -
= 1.2¢ -
8 4 -4 |
08E ++ I |
06F +
0475 1 2 3 4 5 6
ARZ,Iea\d jet
Figure 7.12.:

Data/MC = 0.94 +0.03

35.9fb" (13 TeV)

T 240 .
§*VE CMS - Bl o
© 200 == DY+jets: 1757.2
~ E mmm DiBoson: 99.6
9 200 1 :LBF Z+jj: 87.7
c E = Single Top: 8.6
o E - (V4.5
> 1801 == tH: 0.7
w E 1 %BEQY;& : g.o
160 = Nidtiiet: 0.0
140 +
120
100~
80
60
401~
201~
~ Lo
O 16
% 14F +
= 1.2F
a it 4 L4 | -l-
08k t 4T Ty T4
“F +' has |
0.6
E Tl
0454 1 4 3
AF{Z.secnnd jet

Distribution of the angular separation between the the Z boson and the lead jet (a) or the
subleading jet (b), for a threshold on the pr of the lead jet of jet; py > 500 GeV.



118 Chapter 7. Differential cross section measurements

Data/MC = 1.00 + 0.00 35.9fb” (13 TeV) Data/MC = 0.93 + 0.01 35.91fb" (13 TeV) Data/MC = 0.94 + 0.03 35910 (13 TeV)
Qoor CMS = ST Spooo CMS = W, § FCMS = Bt
(SR ets: 31 2500 = DYaets: 14071.7 S 300 == DYjels: 1757.2

E o 2 ~ C mmm DiBoson: 494.2 —~ - mmm DiBoson: 99.6
“0000~ P [=erdtug o L = VBE Z4ij: 87.7
p=<] E £ -1 322, =3 . - {1 52.5
c £ < —] Slﬂgg\eA Top: 39.8 I= F —1 S\\/"_gje Top: 8.6
o000~ D000~ =50 Q 2501~ =00
w E - i} =B W00 o n - VEF Wi 0.0

E == W?els' 0.0 F i W+jets: -0.0
50000 } r == Muftijet: 0.0 200 + == Muftijet: 0.0

E 1500 £ +
40000~ L £

E F 150/~
30000 10001 E

E F 100~
20000 [

E 500~ sl
10000~ L F
o '6g o e T = o '°g F =
S 14F ! S 14p et = S 14f 5 =
£ 12 *++T¢L 8 12 Rdlc -~ 8 o ‘\ =T -
= PN = | 8 e AT ET 5 pdw——

- = B amewevcoa B R , cavans vl
E T o T i = === has T+ -
E - *l B E 3 —
04 0 1 2 3 4 5 04 0 1 2 3 4 5 04 0 1 2 3 4 5
AF{Z‘ closest jet ARZ, closest jet ARZ‘ closest jet
(a) (b) ()

Figure 7.13.: Distribution of the angular separation between the Z boson and the closest jet for progres-
sively higher thresholds on the pr of the leading jet of (a) 100 GeV, (b) 300 GeV, and (c) 500
GeV.

7.6.1. Unfolding

The details of the unfolding are very similar to those discussed in Sec. 7.1. However, in
the ARI}‘};‘ distribution, it is crucial to have a matching not only between the generator level
Z boson and the reconstructed candidate but also with the closest jet. When building the
migration matrix, the first step consists of selecting generator level events in the fiducial region,
then the Z boson is matched to a reconstructed candidate, and once the closest jet is found, a
second matching procedure is performed to identify the generator level jet. The AR between
generator-level objects and between the matched detector-level ones is used to populate the
migration matrix. The unfolding of the ARIZ‘?‘ between the reconstructed Z boson and the
closest jet has also been performed using the NLO MADGRAPH Z + jets. The binning for
the unfolding has been chosen to have at least 68% of events in the diagonal. The resulting

response matrix is shown in Fig.7.14.

7.6.2. Systematics

The sources of systematic uncertainties considered for the collinear emission study are very
similar to the Z pt, and details can be found in Section 7.2.

An overview of the systematic uncertainties is shown in Fig. 7.15. The breakdown of the
different systematic sources in each analysis bin is shown in Tab. 7.7 and Tab. 7.8 for the 300
and 500 GeV threshold, respectively.
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Table 7.7.: Breakdown of the sources of systematic uncertainty for the collinear Z study, as the relative
error per AR bin of the analysis for the 300 GeV threshold on the leading jet.

min ARz bin  Pile-up [%] ID-iso [%] tracking [%] JEC [%] Scale [%] Lumi [%] Trigger [%] Backgrounds[%] Unfolding[%] Total [%]
0.2-0.5 -0.55 | +0.40 +0.9 +0.02 -10.59 | +9.98 | -8.04 | +10.79 +2.50 +0.02 +9.32 +8.35 -18.46 +19.49
0.5-0.8 -0.61 | +0.51 +1.0 +0.02 -0.23 | +2.78 | -0.17 | +1.99 +2.50 +0.04 +10.89 +2.28 -11.47 +11.96
0.8-1.1 -0.30 | +0.30 +1.1 +0.02 -3.19 | +1.67 | -3.56 | +2.74 +2.50 +0.05 +10.31 +1.59 -11.80 +11.25
1.1-1.4 -0.36 | +0.32 +1.1 +0.02 -549 | +335 | -3.85 | +3.78 +2.50 +0.05 +7.57 +1.42 -10.57 +9.61
14-1.7 -0.15 | +0.15 +1.1 +0.02 -1.07 | +0.06 | -0.21 | +0.14 +2.50 +0.05 +7.90 +1.43 -8.54 +8.47
1.7-2.0 -0.34 | +0.26 +1.1 +0.02 -093 | +2.53 | -1.38 | +2.06 +2.50 +0.05 +5.55 +1.54 -6.59 +7.16
2.0-2.3 -0.48 | +0.40 +1.1 +0.03 -0.08 | +2.28 | -142 | +1.71 +2.50 +0.07 +4.81 +1.71 -5.98 +6.46
2.3-25 -0.43 | +0.50 +1.1 +0.03 -1.89 | +3.99 | -3.01 +3.94 +2.50 +0.08 +4.58 +2.17 -6.78 +8.05
25-2.8 -0.81 | +0.91 +1.1 +0.03 -0.82 | +1.79 | -1.20 | +0.22 +2.50 +0.09 +4.75 +2.36 -6.19 +6.30
2.8-3.1 -0.41 | +0.42 +1.1 +0.02 -0.12 | +1.86 | -0.59 | +0.95 +2.50 +0.08 +2.83 +1.29 -4.21 +4.66
3.1-34 -0.39 | +0.41 +1.1 +0.02 -1.70 | +1.20 | -0.24 | +0.07 +2.50 +0.11 +0.88 +1.17 -3.58 +3.37
3.4-37 -0.81 | +0.81 +1.1 +0.03 -421 | 46.79 | -6.73 | +4.34 +2.50 +0.15 +1.91 +3.75 -9.43 +9.53
3.7-4.0 -0.38 | +0.31 +1.0 +0.03 -4.38 | +6.60 | -12.21 | +7.64 +2.50 +0.18 +2.12 +10.81 -17.24 +15.19

Table 7.8.: Breakdown of the sources of systematic uncertainty for the collinear Z study, as the relative
error per AR bin of the analysis for the 500 GeV threshold on the leading jet.

min ARz bin  Pile-up [%] ID-iso [%] tracking [%] JEC [%] Scale [%] Lumi [%] Trigger [%] Backgrounds [%] Unfolding[%] Total [%]
0.2-0.5 -1.15 | +1.01 +0.9 +0.02 -1.09 | +0.15 | -31.77 | +20.74 +2.50 +0.01 +14.62 +18.14 -39.51 +31.32
0.5-0.8 -0.86 | +0.75 +1.0 +0.02 -0.79 | +0.17 | -3.49 | +0.98 +2.50 +0.05 +9.56 +4.51 -11.52 +10.98
0.8-1.1 -0.13 | +0.13 +1.1 +0.02 -0.97 | +0.66 | -16.63 | +15.45 +2.50 +0.05 +10.87 +3.69 -20.42 +19.45
1.1-1.4 -0.16 | +0.26 +1.1 +0.02 -091 | +0.73 | -7.66 | +8.34 +2.50 +0.05 +11.57 +3.73 -14.65 +15.01
14-1.7 -0.20 | +0.15 +1.1 +0.02 -0.83 | +0.46 | 298 | +2.84 +2.50 +0.05 +6.99 +3.57 -8.87 +8.80
1.7-2.0 -0.14 | +0.01 +1.1 +0.02 -0.81 | +1.23 | -2.91 | +0.42 +2.50 +0.06 +5.59 +4.46 -8.22 4+7.75
2.0-23 -1.93 | +1.71 +1.1 +0.02 -1.46 | +1.00 | -0.02 | +3.95 +2.50 +0.08 +7.75 +5.90 -10.40 +11.04
2.3-25 -1.53 | +1.28 +1.1 +0.03 -0.56 | +0.70 | -1.18 | +6.84 +2.50 +0.07 +5.32 +7.09 -9.49 +11.61
2.5-2.8 -2.00 | +1.71 +1.1 +0.03 -1.22 | +0.86 | -4.69 | +5.09 +2.50 +0.08 +5.30 +7.52 -10.93 +11.03
2.8-3.1 -0.27 | +0.25 +1.1 +0.02 -0.73 | +0.92 | -2.22 | +0.42 +2.50 +0.07 +7.35 +7.01 -10.78 +10.57
3.1-34 -0.38 | +0.26 +1.2 +0.02 -1.66 | +1.68 | -1.24 | +1.60 +2.50 +0.11 +1.17 +5.05 -6.24 +6.32
3.4-3.7 -5.22 | +6.40 +1.2 +0.01 -2.39 | +0.68 | -3.09 | +3.98 +2.50 +0.25 +8.68 +80.33 -81.11 +81.20
3.7-4.0 -3.55 | +2.74 +0.7 +0.03 -1.21 | +1.88 | -28.15 | +3.34 +2.50 +0.13 +1.61 +45.56 -53.78 +45.91
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Figure 7.14.: The correlation matrices showing the bin migration in the unfolded ART! distribution of

the Z boson for a leading jet threshold of 300 (a) and 500 (b) GeV. The matrices are almost
diagonal, with at least 68% of events populating the same bin both in reconstructed and
generator level distributions.

7.6.3. AR?}“ measurement

The unfolded distribution for the angular separation between the Z and closest jet is shown in
Figure 7.16 compared to the LO and NLO predictions from MADGRAPH5_aMC@NLO v2.2.2. The
theoretical predictions are generally consistent with the data within uncertainties for the case
where the leading jet pr is above 500 GeV. The LO prediction from MADGRAPH5_aMC@NLO
v2.2.2 underpredicts the data for AR%‘}I‘ above 1.8, while the NLO prediction is consistent
within uncertainties for the bulk of the distribution, with the largest discrepancies at AR of
0.5-0.8 and around 3.2.
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Figure 7.15.: Summary of the statistical and systematic uncertainty contributions to the ARIZn,ij“ distribu-
tion where the leading jet pr is (a)> 300 GeV and (b) > 500 GeV.
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Figure 7.16.: Measured differential cross-section of Z + jets as a function of the angular separation

between the Z boson and the closest jet and the comparison with theory predictions from
MADGRAPH5_aMC@NLO v2.2.2 and SHERPA v2.2.8 + OPENLOOPS v2.0 where the leading
jet pr is > 300 GeV (left) and 500 GeV (right). The error bars in the upper panel represent
the statistical uncertainty on the measurement, and the hatched band in the lower and
upper panels is the sum in quadrature of the statistical and systematic uncertainty on the
measurement. The lower panel shows the ratio of the theory predictions to the unfolded
data. The shaded error band on the theory calculation is the statistical uncertainty.



Chapter 8.
Conclusions

Measurements of the cross-section of Z + jets, v + jets and their ratio differential in pr, as
well as the measurement of collinear Z boson production in the proximity of a jet, have
been performed using the 35.9 fb~! dataset collected by the CMS experiment during the 2016

proton-proton collisions at an energy of /s = 13 TeV.

The data have been selected requiring muon and photon triggers for the Z + jets and
v + jets channels, respectively. In addition, muon and photon identification and isolation

requirements have been applied.

Simulated samples, both for the signal and background processes, have been selected
similarly to the data, and dedicated corrections have been derived and applied to improve the

simulated description of experimental data.

Different approaches have been adopted to estimate the background contribution to the
different analysis channels. A simulation-based approach has been implemented to estimate
diboson and VBF Z+jets backgrounds in the Z + jets channel, while a data-driven technique is
used to estimate the level of contamination in the 7y + jets selection coming from misidentified

hadrons.

After background contributions are subtracted, the data distributions are unfolded to the
particle level and compared with different theoretical predictions in different fiducial regions,
targeting specifically the high pt region for the Z/+ ratio, and real Z boson collinear emission.
The Z/v pr measurement is performed in a final state characterized by p‘T/ > 200GeV and
ly¥|< 1.4 and at least one jet with pr > 100GeV and |57| < 2.4. For the collinear Z boson
production, the fiducial region is defined by having a Z boson reconstructed from muons with
pr > 30GeV and || < 2.4 together with at least one jet with |y|< 2.4 and pr > 300 or 500
GeV.

In the unfolding stage, systematic uncertainties are included considering various sources
that can affect the physics objects considered and the overall event reconstruction. Among
them, the dominant ones are found to be the energy calibration of the leptons and photons,
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due to the large effects on bin contents in the high pr range, as well as the unfolding procedure,
due to the limited statistics of simulation used to build the migration matrices.

Overall, good agreement is observed between the measurement and the most precise theo-
retical predictions. The Z + jets pt distribution is modelled well by MADGRAPH5_aMC@NLO
v2.2.2 Z+0,1,2 jets NLO prediction, with a small overshoot of the data across the pr spectrum.
The comparison with MADGRAPH5_aMC@NLO v2.2.2 Z+0,1,2,3,4 jets generated at LO and nor-
malized to NNLO QCD cross-section shows a trend in the p shape, underestimating the data
in the low pr region while predicting more events in the high pr bins. The prediction that per-
forms better is the SHERPA v2.2.8 + OPENLOOPS v2.0 which has NLO QCDxEW precision. The
7 + jets pr distribution instead is predicted better by the JETPHOX and MADGRAPH5_aMC@NLO
v2.2.2 v+0,1 jets at NLO in QCD, with the overall normalization of JETPHOX overshooting data
by 10-15%, while the MADGRAPH NLO prediction provides a precise description of the pt spec-
trum in every bin. The SHERPA prediction exhibits a trend in the pt spectrum overestimating
the data in the 200-250 GeV bin by 30% and decreasing with pr with a ~10% undershoot in the
last bin. The LO MADGRAPH prediction shows an opposite trend with respect to SHERPA, un-
derestimating by 40% the data in the low end of the spectrum and improving data description
up to the high pr region. The unfolded Z/ ratio is compared with MADGRAPH5_aMC@NLO
v2.2.2 NLO and SHERPA v2.2.8 +OPENLOOPS v2.0 predictions and the comparison follows
the described behaviour in both Z + jets and 7y + jets channels with MADGRAPH performing
better in the low pt range due to the SHERPA 7y + jets overestimate, and SHERPA following the
evolution of the ratio better in the high pt region thanks to a better description of the Z + jets
spectrum. As expected, looking at the Z/« ratio, the NLO EWxQCD prediction exhibits a
reduction in the cross-section growing with pr. This is due to the EW corrections reducing
Z + jets production with respect to y + jets processes.

For the ARIZ“Ii]-“ distributions, the same predictions of the Z + jets pt analysis have been
compared to the unfolded distributions. In the pjT1 > 300 GeV selection, the different MC are in
agreement with the data. In particular, the MADGRAPH NLO sample describes well the data
from1 < AR‘Z“,i].n < 3.4, while it underestimates the data in the high AR region and especially
in the collinear region. SHERPA v2.2.8 + OPENLOOPS v2.0 predictions present an opposite
behaviour, overshooting the measurement but providing a better description in the small AR
range, while MADGRAPH LO provides a stable agreement across the AR range. It has to be
noted that statistical fluctuations have a considerable impact in the MADGRAPH and especially
the SHERPA samples, however in the back-to-back peak, the better agreement is provided
by SHERPA and MADGRAPH NLO predictions, while LO calculation shows a normalization
deficit. The effect is more pronounced in the pjT1 > 500 GeV selection, where both LO and NLO
MADGRAPH undershoot the back-to-back peak, while the inclusion of NLO EW corrections
provides a 10-15% cross-section enhancement and better predicts the data. In this selection,

MC statistics are limited and all three predictions are affected by fluctuations. Overall, the
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better description of the data distribution is provided by LO MADGRAPH predictions normal-
ized to the NNLO (in QCD) cross-section. This can be related to the higher jet multiplicity
considered in the matrix element calculation for MADGRAPH LO with respect to MADGRAPH
NLO predictions. As mentioned, SHERPA provides a better description of the back-to-back
region, while overestimates data in the small AR range, however, statistical fluctuations are a

limiting factor in the interpretation.

Further improvements that can be implemented in the analysis would be including the
full Run 2 dataset and adding the electron channel to improve data statistics in the high pr
region of the Z + jets channel, as well as improving the statistics of the simulated samples to
constrain the systematic uncertainty related to the unfolding procedure. Nevertheless, the
results presented in this thesis extend previous CMS 8 TeV results of the Z/ [115] ratio well
beyond the 1TeV mark, being the first measurement of this quantity performed at a centre
of mass energy of 13 TeV. The collinear region study constitutes the first measurement at
colliders of real Z boson radiation from a jet, providing crucial landmarks for theoretical
calculation development. The comparison with MADGRAPH5_aMC@NLO v2.2.2 Z+0,1,2,3,4 jets
LO normalized at NNLO cross-section shows a trend in the pt shape.
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Appendix A.

Photon Purity Studies

As explained in Sec.6.2.2 the purity of the selected 7 + jets events (as described in Sec. 5.4)
is determined with a Template fit method and a purity value is extracted in different pt bins.
The fitting is performed on an extended range (up to 0.02) of the 0;;;; variable, to include a
region which is largely dominated by hadronic objects misidentified as photons, and therefore
allowing for a stronger constraint on the background normalization. The data distribution is
titted to a signal and a background templates. In the following sections a detailed description
on how the templates are built and which uncertainties affect the template shapes is provided.

A.1. Signal template

The signal template is obtained from MADGRAPH v + 1 jet MC sample, selecting all the
photon candidates matched to a particle level isolated photon coming from the hard scattering.
Alternatively, Sherpa and MADGRAPH LO 7 + jets samples have been analysed, without
providing significant discrepancies (see Figure A.1 and Figure A.2). Given the larger statistics
of NLO v + 1 jet MC sample, the extracted signal template provides a smoother shape in the
tails of the 0y, distribution, the maximum variation from the nominal template in each bin is

considered as a source of systematic uncertainty on the signal shape in the fit.

Tiyin reweight

The reweighting procedure, briefly described in Sec.6.2.2, consists of a histogram remapping
based on the percentile distribution, correcting the MC 05, shape to be closer to the one
observed in data. The correction is derived from Z— ee tag-and-probe samples, as electron
and photon showers develop in a similar way inside the ECAL crystals. Events from data and
simulations are required to present two isolated electrons, opposite in charge, with an invariant
mass within 20 GeV of the Z boson mass. Tight identification requirements are applied to the
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Figure A.1.: Distribution of the photon shower shape variable ¢;;;,, in the photon transverse momentum
bins, ranging from 200 to 450 GeV. The distributions are obtained with different MC -y
+ jets samples. In black is reported theMADGRAPH5_aMC@NLO v2.2.2 NLO 7 + 1 jet, in
red MADGRAPH5_aMC@NLO v2.2.2 LO 7 + jets sample and the grey points represent the
SHERPA v2.2.8 LO sample. To compare the differences in shape the distribution has been

normalized to the same area

tag objects and the invariant mass distribution of the probes is fitted to extract the fraction of

signal electrons.

Starting from the ¢, distributions in data and simulation, the normalized cumulative

distribution is derived (percentile distribution) and used as input for determining the correction

map. An association between MC and data 07, value is implemented, based on the percentile

value.
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Figure A.2.: Distribution of the photon shower shape variable ¢;;;,, in the photon transverse momentum

bins, starting from 450 GeV. The distributions are obtained with different MC v + jets
samples. In black is reported theMADGRAPH5_aMC@NLO v2.2.2 NLO 7 + 1 jet, in red
MADGRAPH5_aMC@NLO v2.2.2 LO v + jets sample and in gray the SHERPA v2.2.8 LO
sample. To compare the difference in shape the distribution has been normalized to the
same area

In Figure A.3 the percentile distribution for data and MC is reported. To derive a mapping

granular enough to be used in a per-event correction a very fine binning (10000) has been

chosen.
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A.2. Background template

The data/MC comparison displayed in Figure A.4 and Figure A.5 shows how QCD MC fails

to reproduce the 0;,;;, distribution, resulting in large discrepancies in the high 0;,;, region.

The background template is therefore taken from data. To define a fake enriched region
from which taking the background template we choose a sideband in the charged hadron
isolation variable (IgﬁHad). The fiducial I;}lead interval for “tight” photons is Iglead < 0.202 GeV.
To produce the background template, the 07, distribution from photon candidates with IgﬁHad

€ [10.0 — 15.0] GeV has been choosen.

Care has to be taken in defining a suitable sideband, as the presence of true photons in
the chosen region can lead to a background template that looks like signal and therefore an
unphysical low purity estimation. To correct the template shape from residual contribution
from true photons, we subtract the fraction of leaked signal events, estimating it with the MC.
However, this procedure relies on the correct normalization of the MC prediction in a region of
the Ig}‘lHad which is not subject to precise calibration. A test of sanity for the procedure of signal
leakage subtraction is to check if the normalized 07, shape varies across different sidebands.
To evaluate the shape difference we define the quantity Ry, ,

No,,i,<0.0094
Tiin — N7
" Ney>0.014
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Figure A.4.: Distribution of the photon shower shape variable j,;, in the inclusive case (a) and in
the photon transverse momentum bins (b-d), covering the range from 200 to 450 GeV.
Especially in the most statistically significant bins the Data/MC comparison in the high
Uiyiy Tegion shows a large QCD MC mismodelling.

as the ratio of the number of events in the tight region, where true photons are expected to
contribute, and the number of events in the high 07, tail, which is dominated by fake photons
(Ng,;, > 0.014).
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Figure A.5.: Distribution of the photon shower shape variable ¢;;;,, in the photon transverse momentum
bins, starting from 350 GeV. Especially in the most statistically significant bins the Data/MC
comparison in the high ¢;,;,, region shows a large QCD MC mismodelling.

In Figure A.6 and A.7 the behaviour of the ratio R,,, can be observed across different
IgﬁHad sidebands. 190 sidebands have been investigated, considering all possible combinations
of integer boundaries between 1 and 20 GeV. It can be observed how Ry, is varying across
sidebands with a lower boundary close to the signal region, whereas it stabilizes when the
lower boundary is far enough, at around 8 GeV for all the pt bins. This is due to an imperfect

signal leakage subtraction as can be seen in Figures A.8 and A.9, where the ratio is plotted

Tinin
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against the fraction of y + jets events estimated with the MC; the R, values are very similar

i
for sidebands with low signal leakage, whereas when the leakage increases, a clear trend is

observed.

The sideband Ig}‘lHad € [10.0 — 15.0] has been chosen optimizing the low signal leakage
expected across the different pr bins while maintaining good statistics.

In the fit to determine the purity of the selected 7y + jets events, we included as a systematic
effect on the sideband choice, the maximum variation from the nominal background template,
across all the sidebands that presents a R, value independent of the signal leakage. In
FiguresA.10 A.11 all the templates from the selected sidebands are plotted normalized to the
unit area and despite the large number of sidebands considered, the shape difference is found

to be small, compatible within statistical error.
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Figure A.6.: Distribution of the R, , for each charged hadron isolation sideband in the photon trans-
verse momentum bins. The bins range from 200 to 450 GeV. It can be observed how the
ratio stabilizes as the lower edge of the sidebands is increasingly far from the tight region.
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verse momentum bins, starting form 450 GeV. It can be observed how the ratio stabilizes
as the lower edge of the sidebands is increasingly far from the tight region.
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Figure A.8.: Distribution of the Ry, , with respect to the signal leakage expected in each sideband. The

plots are obtained in the photon transverse momentum bins, from 200 to 450 GeV. It can be
observed how the ratio is mostly stable for small values of leakage, while shows a strong

dependence when the fraction of real photons in the sidebands increases.
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Figure A.10.: Distribution of the 0;;;, variable for the different charged hadron isolation sidebands.
Different photon transverse momentum bins are shown, ranging from 200 to 450 GeV.

The 03, shape is consistent across the many
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regions considered.
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