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A search for heavy pseudo-scalar (A) and scalar (H) Higgs bosons decaying into a top quark
pair (¢7) has been performed with 140 fb~! of proton—proton collision data collected by the
ATLAS experiment at the Large Hadron Collider at a center-of-mass energy of /s = 13 TeV.
Interference effects between the signal process and Standard Model (SM) tf production are
taken into account. Final states with exactly one or exactly two electrons or muons are
considered. No significant deviation from the SM prediction is observed. The results of the
search are interpreted in the context of a Two-Higgs-Doublet Model (2HDM) of type II in
the alignment limit with mass-degenerate pseudo-scalar and scalar Higgs bosons (m 4 = mg)
and the minimal supersymmetric standard model scenario (hMSSM). Ratios of the two
vacuum expectation values, tan 8, of smaller than 3.49 (3.16) are observed to be excluded
for ma = myg =400 GeV in the 2HDM (hMSSM). Masses up to 1240 GeV (1210 GeV) are
observed (expected) to be excluded for the lowest tested tan 8 value of 0.4 in the 2HDM. In
the hMSSM, masses up to 950 GeV (830 GeV) are observed (expected) to be excluded for
tan 8 = 1.0. In addition, generic exclusion limits are derived separately for single scalar and
pseudo-scalar states for different choices of their mass and total width.
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1 Introduction

New massive scalar or pseudo-scalar states with strong couplings to the top quark are predicted in numerous
extensions of the Standard Model (SM) of Particle Physics. These include models with an extended
Higgs sector, such as Two-Higgs-Doublet Models (2HDMs) [1-4], which postulate the existence of a
second complex Higgs doublet. 2HDMs are motivated, for example, by supersymmetry [5—10] and axion
models [11]. Further examples of models with an extended Higgs sector include models predicting a new
electroweak singlet [12], a combination of singlet and doublet fields [13, 14], or Three-Higgs-Doublet
Models (3HDMs) [15]. Additional scalar or pseudo-scalar states could also provide a portal to dark matter,
acting as a mediator between the SM and dark sector [16—18].

In this paper, a search for massive scalar (H) and pseudo-scalar (A) states decaying into a top—antitop
quark pair (¢7) is presented. The significant interference between the signal process and the dominant,
irreducible background from SM ¢7 production is taken into account. The search is conducted on a sample
of proton—proton (pp) collision data with an integrated luminosity of 140 fb~! at a center-of-mass energy
Vs = 13 TeV, collected with the ATLAS detector [19]. The results of this search are interpreted in a range
of representative benchmark models, in particular 2HDM-based models.

A 2HDM model is assumed with a CP-conserving potential with a softly broken Z, symmetry [20]. After
electroweak symmetry breaking the model contains five Higgs bosons: a lighter CP-even boson, #, a heavier
CP-even boson, H, a CP-odd boson, A, and two charged bosons, H*. It is assumed that the 125 GeV Higgs
boson discovered by ATLAS and CMS [21, 22] corresponds to the lighter CP-even state, 2. The 2HDM
coupling structure is chosen to be of type-II [20]. In this case, the parameter governing the fermionic
decays of the neutral scalar and pseudo-scalar states is the ratio of the two vacuum expectation values
of the two Higgs doublets, tan 8. According to precision analyses of the Higgs-like particle by ATLAS
and CMS, the parameters of the 2HDM must be close to the alignment limit (cos(8 — @) = 0), where
a denotes the mixing angle between the two doublets. A prominent realisation of such a 2HDM is the
Minimal Supersymmetric SM (MSSM). Type-11 2HDMs are also predicted in models of dark matter (DM),
such as the 2HDM+a [17], in which an additional pseudo-scalar a, mediating the interaction between the
SM- and the DM-sector, is introduced, in addition to the five Higgs bosons of the 2HDM Higgs sector. For
large tan 3 stringent limits on the A/H masses exist, the most stringent using decays A/H — 77 [23, 24].
For small values of tan 8 the decay A/H — tf dominates. The present limits are much weaker than for
large tan 8 and the most stringent exclusion are derived from searches targeting heavy scalars decaying to a
pair of Higgs bosons, H — hh [25, 26], from searches for decays of charged Higgs bosons to a top and a
bottom quark, H* — tb [27, 28], and from searches targeting the ¢7 associated production of A/H with
subsequent decay to t7, leading to a 4-top (#77) final state [29]. The dominant production mode for a heavy
H or A is, like for the SM Higgs, via gluon-gluon fusion, which proceeds dominantly via a top-quark loop.
Due to the top quarks in the loop, the matrix element acquires a complex phase which leads to the fact that
the matrix element at the mass pole is no longer purely imaginary. This, in turn, leads to a complicated
interference pattern with the irreducible background gg — t7. Because of this interference pattern the
peak at the A, H mass can disappear completely and is replaced by a broad peak at lower masses and a dip
around the resonance mass. In Figure 1, the leading-order Feynman graph for the signal process and for the
interfering part of the background are shown.

A search for A, H — tf taking the interference into account was first presented by ATLAS on 20.3 fb~!of
8 TeV data [30] and later by CMS on 36 fb~lof 13 TeV data [31]. Neither of these two searches observed
a significant deviation from the SM expectation. In this paper, a search for gg — A/H — tf on the full
dataset collected with the ATLAS detector during LHC Run 2, amounting to 140 fb~!of pp collision data
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Figure 1: Diagram for (a) the resonant production of a pseudo-scalar or scalar from gluon—gluon (gg) initial states
via a fermion loop with subsequent decay to 7 at leading order and (b) the interfering diagram for gg induced #7
production via the strong force at tree level.

at /s = 13 TeV, is presented. The search targets events in which one top-quark decays leptonically and
the other hadronically (1-lepton channel), as well as events in which both top quarks decay leptonically
(2-lepton channel). Leptonic top-quark decays are classified as all top-quark decays resulting in an electron
(e) or muon () in the final state, either directly from the W-boson decay or via a W boson that decays into
a leptonically decaying 7-lepton. In the 1-lepton channel, separate analysis strategies targeting resolved and
merged hadronic top-quark decays are used. In the latter case, the merged top-quark decay is reconstructed
using large jets with variable radius parameter that are re-clustered from calibrated small-R jets. The
dominant background in both channels arises from SM ¢7 production, which is estimated using simulated
events that are corrected to high-precision predictions calculated at next-to-next-to-leading order (NNLO)
in QCD and NLO in the electroweak (EW) interaction [32].

This paper is structured as follows: In Section 2, the benchmark models used for the interpretation of the
results of this search are introduced. In Sections 3 and 4, the ATLAS detector as well as the data and
simulated event samples are described. The event selection, categorisation, reconstruction of observables,
the estimation of background processes and systematic uncertainties are described in Sections 6 to 9. The
statistical model for the interference analysis is discussed in Section 10. Finally, the results are presented
and discussed in Section 11.

2 Theoretical framework

In this paper, a CP-conserving type-1I 2HDM with a softly broken Z, symmetry is considered as a
benchmark model. The alignment and decoupling limit are assumed, i.e. my = 125 GeV, v = 246 GeV,
and cos(B — @) = 0, where v denotes the electroweak vacuum expectation value. The parameter m1; of the
Z, breaking term of the potential is taken to be m%z = mi tan /(1 + tan 82). In this model, the production
cross-sections and widths of A and H, as well as the signal shape, are uniquely determined by tan 5 and the
masses m 4 and mg. In the alignment limit, the scalar & behaves SM-like and the scalar H does not couple
to gauge bosons. The coupling relative to the SM Higgs coupling for the pseudo-scalar A is multiplied by
tan B for down type quarks and by 1/tan 8 for up-type quarks. For the scalar H, the coupling to up-type
quarks receives in addition a minus sign [33]. In this paper, the scalar and pseudo-scalar states are assumed
to be mass degenerate, i.e. mgy = ma.

As a second benchmark model, the Higgs sector of the hMSSM [34] is considered, which constitutes a
special instance of a type-II 2HDM. In this specific Minimal Supersymmetric extension of the Standard



Model (MSSM) [35-39], the lighter scalar 4 is identified with the Higgs boson (mj, = 125 GeV) discovered
in 2012. This choice fixes the dominant radiative corrections that enter the MSSM [40]. As a result, the
hMSSM can be fully described by only two free parameters, m 4 and tan 8. In particular, in this case, the
mass of the heavier scalar H depends on m 4. For ma =~ 2m,, the H is around 40 GeV heavier than the A,
while the mass differences reduces to Am ~ 10GeV at m4 = 1 TeV. The couplings of the A and the H are
to a good approximation the same as in the alignment limit.

A 2HDM-based model of dark matter, referred to as 2HDM-+a, is also considered in this publication. In
addition to the extra Higgs bosons introduced by the 2HDM, the 2HDM+a includes a fermionic DM particle
x and a pseudo-scalar (CP-odd) mediator a with Yukawa-like couplings to both the SM fermions and the
Dirac DM particle y. The mediator mixes with the pseudo-scalar A of the 2HDM sector with mixing angle
6. The 2HDM-+a is promoted by the LHC Dark Matter Working Group as a simple, ultra-violet-complete
(UV-complete), gauge-invariant, and renormalisable benchmark model of DM [41]. A range of different
benchmark scenarios are recommended to and explored by the LHC experiments [41]. In all cases, the
scalar and pseudo-scalar states are assumed to be mass-degenerate: my = m4.

Finally, a simplified, generic scenario is considered in which only the interference pattern of either a scalar
or a pseudo-scalar are assumed to appear in the spectra of sensitive variables. The full spectrum in the
presence of signal-background interference can be described in the terms of the contributions from the
pure (resonant) signal S, the interference term /, and the total background B, which is dominated by SM ¢7
production, B;7. The interference pattern S + I, which describes the deviation from the background-only
hypothesis in the presence of a signal process with signal-background interference, is obtained by subtracting
the SM ¢7 background from the inclusive process S + I + B;;, see Section 4 for details. In the simplified,
generic scenario, the coupling to ¢7, predicted for a (pseudo-)scalar of a given mass and width, is scaled
by the coupling modifier g 4,7, which is a free parameter in this scenario, along with the mass m 4,y
and the width I'4 /. This benchmark scenario differs from the other, 2HDM-based, benchmark models
considered in this publication, in which I"4,g is a function of m 4,y and tan . In a type-II 2ZHDM, the
coupling modifier is inversely proportional to tan 8: ga/u7 = 1/tan 8. The interference pattern in this
generic scenario is derived from the pure-signal (S = S(m /g, a/m)) and the signal-plus-interference
(S+1=(S+1)(maju,T a/m)) templates, obtained for a given choice of m 4,y and I'y g, as follows:

2 4 2
S+D@aruee) = Sajmee =S + 8aymer 1
4 2 2
= (8a/mi —8aymi) S * 8aymii - (S+D). )

This scenario allows for the results of the search to be re-interpreted in the context of models beyond the
2HDM-based ones discussed in this paper by providing constraints on a wider set of interference patterns
obtained from the well-defined S and S + I templates for a given mass and width via variations of the
coupling modifier according to Equation 1. This includes models which, unlike 2HDM-based models,
predict the existence of a single new pseudo-scalar or single scalar, such as models predicting a single
heavy axion-like particles coupling to the top quark [42].

In Figure 2, two sets of interference patterns for the production and decay to 7 of a single pseudo-scalar
with mass m4 = 500 GeV and a single scalar with mass my = 800 GeV for different values of tan 8 in
a type-1I1 2HDM in the alignment limit are shown. The interference patterns are shown as a function of
the ¢ invariant mass, m,;, calculated at parton level before the emission of final-state radiation (FSR).
The SM tf background contribution has been subtracted in both cases to yield the signal-plus-interference
(S + 1) distribution only. For all scenarios, a deficit of events compared to the SM expectation is predicted
in the m,7 region around the signal mass, while an excess of events is predicted for lower values of m;;.



Higher values of tan 8 correspond to smaller relative widths I'4/ 7 /m 4/ and hence a narrower peak-dip
structure. In addition, the interference patterns obtained for a single pseudo-scalar and scalar, respectively,
with width I/ /m /g = 10% for the generic scenario are shown in Figure 3 for various values of the
coupling modifier g 4,7. For small values of the coupling modifier, the interference pattern exhibits a
peak-dip structure. For coupling values g4,n;7 > 1, the resonant contribution S, which scales like gj JHP

dominates over the interference contribution /, which scales like gi JHIT Hence for large values of the
coupling modifier, the interference pattern can exhibit a peak-peak structure.
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Figure 2: Signal-plus-interference distributions in m,; at parton level before FSR for (a) a single pseudo-scalar A
with mass m4 = 500 GeV and (b) a single scalar H with mass mpy = 800 GeV for various values of tan 8 in a type-II

2HDM in the alignment limit.
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3 ATLAS detector

The ATLAS detector [19] is a multipurpose particle detector with a forward-backward symmetric cylindrical
geometry and a near 47 coverage in solid angle.! It consists of an inner tracking detector surrounded
by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic and hadron
calorimeters, and a muon spectrometer. The inner tracking detector (ID) consists of silicon pixel and silicon
microstrip detectors covering the pseudorapidity range || < 2.5, and a surrounding transition radiation
tracking detector that enhances electron identification in the range |n7| < 2.0. A new inner pixel layer, the
insertable B-layer [43, 44], was added at a mean radius of 3.3 cm during the period between Run 1 and
Run 2 of the LHC. Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy
measurements with high granularity in the region || < 3.2. A steel/scintillator-tile hadron calorimeter
covers the central pseudorapidity range (|r7] < 1.7). The endcap and forward regions (1.5 < || < 4.9) of
the hadron calorimeter are made of LAr active layers with either copper or tungsten as the absorber material.
The muon spectrometer (MS) surrounds the calorimeters and is based on three large superconducting
air-core toroidal magnets with eight coils each. The field integral of the toroids ranges between 2.0 and 6.0
Tm across most of the detector. Three layers of high-precision tracking chambers provide coverage in the
range |n| < 2.7, while dedicated fast chambers allow triggering in the region || < 2.4. The ATLAS trigger
system consists of a hardware-based level-1 trigger followed by a software-based high-level trigger [45].
The level-1 trigger uses a subset of the detector information to accept events at a rate below 100 kHz, while
the software-based trigger reduces the accepted event rate to 1 kHz on average depending on the data-taking
conditions. An extensive software suite [46] is used in the reconstruction and analysis of real and simulated
data, in detector operations, and in the trigger and data acquisition systems of the experiment.

4 Data and simulated event samples

In this search, data from pp collisions at v/s = 13 TeV corresponding to an integrated luminosity of
140 fb~!, collected in the years 2015 to 2018 with the ATLAS detector, are analysed. The uncertainty in
the combined 2015-2018 integrated luminosity is 0.83% [47], obtained using the LUCID-2 detector [48]
for the primary luminosity measurements. All detector subsystems were required to be operational during
data taking. The average number of interactions per bunch crossing (pile-up) was (u) = 33.7 with some
variation over the years.

Candidate events are selected using single-muon and single-electron triggers. These triggers require a muon
(electron) with transverse momentum pr (transverse energy Et) above a certain threshold and passing
certain data quality and, for some triggers, lepton isolation requirements. The triggers with the lowest
pr (ET) threshold and without prescaling require pt > 26 GeV for muons (electrons) in 2016-2018 and
include a lepton isolation requirement that is not applied for triggers with higher thresholds. The trigger
efficiency is mostly constant in the transverse momentum for leptons with pr > 28 GeV.

I ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector. The
positive x-axis is defined by the direction from the interaction point to the centre of the LHC ring, with the positive y-axis
pointing upwards, while the beam direction defines the z-axis. Cylindrical coordinates (r, ¢) are used in the transverse plane, ¢
being the azimuthal angle around the z-axis. The pseudorapidity 1 is defined in terms of the polar angle 6 by 7 = —Intan(6/2),
while the rapidity y is defined as y = 0.5In[(E + p;)/(E — pz)], where E denotes the energy and p, the component of the
momentum along the beam direction. The angular distance AR is defined as v/(Ay)2 + (A¢)2.



Monte Carlo (MC) simulated event samples are used to model the signal and background processes,
including the interference effects between the signal and SM 7 production. The ATLAS simulation
infrastructure [49] was used to simulate the detector and its response. Signal and nominal background
samples as well as several alternative background samples used to assess systematic uncertainties were
produced with a detailed GEANT4 [50] detector simulation. A faster simulation based on a parameterisation
of the calorimeter response and GEaNT4 for the other detector systems [49] was used for the remaining
alternative background samples. Pile-up effects were modeled by overlaying minimum-bias events simulated
using the soft QCD processes of PyTtHia8.186 [51] with the NNPDF2.3L0 set of parton distribution
functions (PDFs) [52] and the A3 [53] set of tuned parameters (tune). The pile-up profiles match the
ones of each dataset between 2015 and 2018. The same offline reconstruction methods used for data were
applied to the simulated samples. Corrections were applied to the simulated events in order to match the
selection efficiencies, energy and mass scales and resolutions of reconstructed simulated particles to those
measured in data control samples. An overview of the generator choices for the signal and background
processes can be found in Table 1, with further details given in the following.

The dominant and irreducible background process is SM ¢ production. Smaller background components
arise from single vector-boson (W,Z) production in association with hadronic jets, referred to as W/Z+jets,
single-top-quark, and multijets production. In the 2-lepton channel, another small background component
arises from processes with at least one fake or non-prompt lepton that satisfies the lepton identification
and isolation criteria applied in this search. These are mostly ¢7 production with one top quark decaying
hadronically and the other leptonically, as well as single-top, and W+jets production. This background
component is referred to as "Fakes" in the following. Minor backgrounds from #f +V and diboson
(WW, ZZ, WZ) production are also considered. All background components, with the exception of
multijets production in the 1-lepton channel (Section 8.2), are modelled using MC simulation. Data-driven
corrections are applied to the MC-based estimates of the W+jets background in the 1-lepton channel
(Section 8.1) and the Z+jets background in the 2-lepton channel (Section 8.3). The modelling of the Fakes
background is also validated in data (Section 8.4).

SM tf production was generated at next-to-leading order (NLO) accuracy in QCD using PowHEG Box v2 [54—
58] with the NNPDF3.0nLo [59] PDF set and the hgamp parameter set to 1.5 myp [60].2 The functional

form of the renormalisation and factorisation scales was set to the default scale /mtzop + p3. The top-quark

mass was set to mp =172.5 GeV. The top quarks were decayed in PowHEG Box, thus preserving their spin
correlations. The matrix-element (ME) generator is interfaced with Pytnia 8.230 to model the parton
shower (PS), hadronisation, and the underlying event with parameters set according to the A14 tune [61]
and using the NNPDF2.3L0 PDF set. The decays of bottom and charm hadrons were modelled with
EvrGEN 1.6.0 [62].

Alternative SM rt samples obtained with different generator choices and settings are used to estimate
systematic uncertainties related to the modeling of this main background component. The details can be
found in Section 9.1.

The top-quark kinematics in the nominal and all alternative SM ¢ samples were corrected to more accurate
differential predictions calculated at NNLO-QCD+NLO-EW accuracy for a top-quark mass value mqp
=173.3 GeV [32]. The corrections were applied as event-by-event weights. The weights were obtained via
an iterative recursive reweighting procedure, referred to as NNLO reweighting in the following, in which the
calculated and generated binned differential distributions of the top and anti-top quark pt as well as that of

2 The hgamp parameter controls the transverse momentum, pr, of the first additional emission beyond the leading-order Feynman
diagram in the parton shower and therefore regulates the high-p1 emission against which the ¢7 system recoils.



the 7 invariant mass, m,;, were compared. All variables were obtained at the parton level before final-state
radiation. In each step, weights were obtained as the ratio of the bin contents of the calculated parton-level
distribution and the corresponding distribution obtained from the given MC sample, already corrected by
the previous steps of the reweighting procedure. The weights were then applied to the generated sample. In
the case of the top and anti-top quark pr distributions, in order to avoid introducing an artificial asymmetry
between the top and anti-top kinematic distributions, the weight applied to the sample was the geometric
average of the two weights derived from comparing separately the top and anti-top quark pr distributions.
Corrections were first derived based on m;,;, then on the pr(¢) and pt(7) distributions, and then again on
the pr(t) and pr(7) distributions. The procedure was iterated three times to achieve a good agreement
between the reweighted and calculated target distributions in all three variables.

All reweighted ¢7 samples were additionally normalised to the cross-section prediction at NNLO in QCD
including the resummation of next-to-next-to-leading logarithmic (NNLL) soft-gluon terms calculated
using Top++2.0 [63-69]. For pp collisions at a centre-of-mass energy of /s = 13 TeV, this cross-
section corresponds to o (ff)NNLo+NNLL = 814 £ 76 fb using a top-quark mass of m,, = 173.3GeV.
The uncertainties in the cross-section due to the PDF and a, were calculated using the PDFALHC15
prescription [70] with the MSTW2008~n~Lo [71, 72], CT108NLO [73, 74] and NNPDF2.31L0 PDF sets in
the five-flavour scheme, and were added in quadrature to the effect of the scale uncertainty.

Single-top production in the W¢-channel [75], which constitutes the main single-top contribution in this
analysis, is generated with PowHeG Box v2 and using the NNPDF3.0nLo PDF set. The overlap between #f
and Wt production is treated within the diagram removal (DR) scheme [76] and the renormalisation and
factorisation scales are set to Hy /2, where Hy denotes the scalar sum of the transverse momenta of all
final-state particles in the event. The ME generator is interfaced with Pytaia 8.307.1 with parameters set
according to the A14 tune and using the NNPDF2.3Lo PDF set. EvrGen 1.7.0 is used to decay bottom and
charm hadrons. Single-top production in the s-channel [77], like SM ¢7 production, were generated with
Pownec Box v2 at NLO in QCD using the five-flavour scheme and the NNPDF3.0nLo PDF set. Single-top
production in the 7-channel was generated with Pownec Box v1 [78]. This generator uses the four-flavour
scheme for the NLO matrix element calculations together with the four-flavour PDF set NNPDF3.04r. For
this process, the top-quark decays were simulated using MaDpSPIN [79], preserving all spin correlations.
For both processes, the ME generator was interfaced with PytHia 8.230 with parameters set according to
the A14 tune and using the NNPDF2.3L0 PDF set. EvTGEN 1.6.0 was used to decay bottom and charm
hadrons. The respective samples were normalised to the theoretical cross-sections for Wt-channel [80],
calculated at NNLO+NNLL accuracy, s-channel [81], and #— channel[82] production, both calculated at
NLO accuracy.

The background from ¢V (V = W, Z) production was generated at NLO accuracy in QCD with Mab-
GrarPHS_AMC@NLO 2.3.3 with the NNPDF3.0nLo PDF set, interfaced with PyTHia 8.210 using the
A1l4 set of tuned parameters and the NNPDF2.3rLo PDF set for parton showering, hadronisation, and
underlying event. EvTGEN 1.2.0 was used for the decay of bottom and charm hadrons. The samples were
normalised to the theoretical cross-section calculated at NLO in QCD [83]. The background from #7 +h
production was generated at NLO accuracy in QCD with Pownec Box v1 with the NNPDF3.0nLo PDF
set, interfaced with PyTHia 8.230 using the A14 set of tuned parameters and the NNPDF2.3L0 PDF set
for parton showering, hadronisation, and underlying event. EvTGEN 1.6.0 was used to decay bottom and
charm hadrons. The samples are normalised to the theoretical cross-section calculated at NLO QCD [84]
and NLO EW accuracies.

Production of a single W boson in association with hadronic jets (W+jets) was simulated with SHERPA 2.2.11
[85], while Z+jets production was simulated with SHERPA 2.2.11 (SHERPA 2.2.1) in the 1-lepton (2-lepton)



Table 1: List of ME generators and the order of the strong coupling constant in the perturbative calculation, PDF sets,
shower generator and tune for the different signal and background processes.

Process ME generator ME order PDF set PS and hadronisation UE tune
Signal MabpGrarPHS_AMC@NLO 2.6.7 LO NNPDF3.0nLO PytHia [8.244] Al4
tr PowHEG Box v2 NLO, rew. to NNLO + NLO EW  NNPDF3.0nLO PyTtHiA 8.230 Al4
Single top PownEG Box v2 NLO NNPDF3.0nLo  PyTHia 8.230/8.235 Al4
Diboson SHERPA 2.2.1/2.2.2 MEPS@NLO NNPDF3.0nNLO SHERPA internal
W+jets SHERPA 2.2.11 MEPS@NLO NNPDF3.0nNLO SHERPA internal
Z+jets SHERPA 2.2.1 MEPS@NLO NNPDF3.0nNLO SHERPA internal
tr+V MapGrapru5_aMC@NLO 2.3.3 NLO NNPDF3.0nLO PytHIA 8.210 Al4

channel. NLO MEs were used for up to two partons for all samples, and LO ME:s for up to five (four)
partons for the SHERPA 2.2.11 (SHERPA 2.2.1) samples. The MEs were calculated with the Comix [86]
and OpenLoops [87-89] libraries. They were matched with the SHERPA parton shower [90] using the
MEPS @NLO prescription [91-94] using the set of tuned parameters developed by the SHERPA authors.
The NNPDF3.0nnLo set of PDFs was used for all V+jets samples. The W+jets and Z+jets samples were
normalised to the theoretical cross-section calculated at NLO accuracy in QCD [95]. An additional
data-driven normalisation correction was derived for the W+jets background in the 1-lepton channel.

Diboson events with fully leptonic and semileptonic decays were simulated using SHErpa 2.2.1 and
SHERPA 2.2.2 [96], respectively. The simulation includes oft-shell effects and Higgs boson contributions,
where appropriate. Events were generated using matrix elements at NLO accuracy in QCD for up to
one additional parton and at LO accuracy for up to three additional parton emissions. Samples for the
loop-induced processes gg — VV were generated using LO-accurate matrix elements for up to one
additional parton emission. The matrix element calculations were matched and merged with the SHERPA
parton shower based on Catani—Seymour dipole factorisation [86, 90] using the MEPS @NLO prescription.
The virtual QCD corrections were provided by the OpenLoops library. The NNPDF3.0nNLo set of PDFs
was used, along with the dedicated set of tuned parton-shower parameters developed by the SHERPA authors.
The cross-sections from the generator were used for sample normalisation.

The signal process gg — A/H — tf and its interference with the background from SM ¢ production
were simulated with the MADGRrAPH [83] v2.6.7 generator with the model of Ref. [97], which implements
A/H production through loop-induced gluon—gluon fusion with loop contributions from top and bottom
quarks at leading order (LO) in QCD. Additional, non-resonant contributions at the same order [98] or
NLO contributions [99] were not considered in the simulation. The latter are partially accounted for via
the multiplicative correction factors described below. The parton luminosities were modeled using the
NNPDF3.0nLo PDF set. The factorisation and renormalisation scales were set to % Zfi 11 /mlz + p%,i and
the top-quark mass was set to 173.3 GeV to be consistent with the top-quark mass value that is used in the
NNLO-QCD+NLO-EW predictions to which the generated SM ¢7 sample is corrected. The widths of the
(pseudo-)scalar states for a given signal hypothesis was calculated with 2HDMC [100] v1.8.0 and used
as an input to the ME generation. The top-quark decays were simulated using MADSPIN to preserve all
spin correlations. PyTHiA 8.244 was used to model the PS, hadronisation, and the underlying event with
parameters set according to the A14 tune and using the NNPDF2.3L0 PDF set. The decays of bottom and
charm hadrons were modelled with EvTGEeN 1.6.0. All signal samples are produced with the full detector
simulation.

For the statistical interpretation, distributions of the #7 invariant mass and related variables in data are
compared to a combination of the expected distributions from all background processes B, the pure signal



process S, and the signal-plus-interference component S + / for a given signal hypothesis, see Equation 6 in
Section 10 for the parameterisation of the likelihood function in terms of the S and S + I components. The
S + I contributions therefore need to be obtained from the inclusive process S + I + B;; that MADGRAPH
produces by default. This is achieved by modifying the MADGRAPH software to remove the pure (LO) SM
tf process from the inclusive S + I + B,; process at the ME level on an event-by-event basis. The modified
MabpGraPH code was used and validated in the context of Ref. [30]. The S + I events obtained with
the modified software can have positive or negative weights and the overall binned distribution typically
exhibits several bins with negative yields in the dip region.

Event samples for both the S and S + I components for different signal hypotheses (i.e. different values
of (ma/u,tanB) or (ma/p, I aym) in the generic model) were obtained from a set of signal samples S
after the detector simulation by applying an event-by-event reweighting. This reweighting substantially
reduces the computing time required to model all tested signal hypotheses. The weight is the ratio of the
MapGrAPH matrix elements, calculated from the four-momenta of the incoming gluons and outgoing top
quarks of the generated event with the new and the old values of (74, , tan ), respectively.

Two sets of input samples were generated for signal processes involving scalar and pseudo-scalar states,
respectively, and each was used to obtain S and § + / distributions for signal hypotheses involving the
same CP-state. For the input samples, tan 8 = 0.4 and m 4,z ranging from 400 GeV to 1400 GeV were
chosen to obtain a good coverage of the m,; spectrum and related kinematic distributions. The reweighting
procedure was validated by comparing the particle-level m,; distributions obtained via reweighting to the
equivalent distributions generated directly with MADGRraPH. The reweighted and generated distributions
were found to agree within statistical uncertainties. All S and S + / samples were therefore obtained through
reweighting from the above two sets of input samples. Only signal hypotheses with tan 8 > 0.4 were
considered to ensure the perturbativity of the top-quark Yukawa coupling [101].

Multiplicative correction factors Ks were used to correct the generated signal (S) cross-section to the value
calculated at partial NNLO precision in QCD with SusH1 v1.7.0 [102-107]. The values of Kg range from
3 — 4 for low values of m 4, and tan 3 to around 1 — 2 for high values of m 4,y and tan 8. A multiplicative

correction factor Ky is also applied to the interference term /. It is defined as k; = /ks - k%o [108], where

kléo = 2.07 is the ratio of the ¢ cross-section calculated at NNLO+NNLL precision and the cross-section
for LO tf production with MADGRAPH using settings consistent with those for S and S + / production.
These correction factors Kg and K; are applied to the S and I templates, respectively, obtained via the
event-by-event reweighting, where the / template is obtained by subtracting the S template from the S +
template. The correction factors are applied for all benchmark models with the exception of the 2HDM+a
due to the fact that no correction factors K are available for the process gg — a/A — tf, which depends
on the mixing of the two pseudo-scalar particles a and A.

5 Event reconstruction

Common event-quality criteria and object definitions are applied for both analysis channels, including
standard data-quality requirements to select data events with the detector in good operating condition [109].
In addition, in each analysis channel, dedicated event selection criteria, which are specific to the objects
and kinematics of interest in those final states, are applied as described in Section 6.

Events are required to have at least one reconstructed pp interaction vertex with a minimum of two
associated particle trajectories (fracks) with transverse momenta pt > 0.5 GeV. The primary vertex is
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defined as the vertex with the highest sum of squared transverse momenta of associated tracks [110]. A
set of baseline quality criteria are applied to reject events with non-collision backgrounds or detector
noise [111]. Two levels of object identification requirements are defined for charged leptons and jets:
baseline and signal. Baseline leptons and jets are selected with looser identification criteria, and are used
in computing the missing transverse momentum as well as in resolving possible reconstruction ambiguities.
Signal leptons and jets are a subset of the baseline objects, with tighter quality requirements which are
used to define the search regions. Isolation criteria are used to discriminate between signal leptons and
leptons arising from semileptonic heavy-flavour decays or jets misidentified as leptons.

Jets are reconstructed from particle-flow objects [112, 113] using the anti-k, algorithm [114, 115] with a
radius parameter R = 0.4. The particle-flow algorithm combines information about ID tracks and energy
deposits in the calorimeters to form the input for jet reconstruction. An energy calibration is applied to
both the input calorimeter clusters [116] and the final reconstructed jets [113]. Additionally, a pile-up
subtraction procedure [117] is applied along with a global sequential calibration to account for flavour
dependencies. To suppress jets arising from pile-up, a jet-vertex-tagging technique using a multivariate
likelihood [118] is applied to jets with pt < 60 GeV and |57| < 2.4, ensuring that selected jets are matched
to the primary vertex. Baseline jets are selected by requiring pt > 20 GeV and || < 4.5. Signal jets are
selected via the tighter requirements pt > 30 GeV and |n| < 2.5.

The selected and calibrated jets are used as inputs for jet reclustering [119] using the anti-k, algorithm
with a variable radius parameter [120, 121]. These reclustered jets are referred to as "large-V R jets", and
are used as proxies of the hadronically decaying top quark in the 1-lepton channel. The effective radius of
these jets is inversely proportional to the jet pr, according to the relation R.g ~ p/ pJTet. The parameter p is
chosen to be 600 GeV, a value found to be optimal for the reconstruction of boosted hadronically decaying
top quarks [121]. The maximum and minimum radius of the large-V R jets is set to 1.5 and 0.4, respectively.
The calibration corrections and uncertainties for the reclustered large-V R jets are inherited from the input
jets [119]. A trimming procedure [120] is applied to reclustered large-VR jets which removes all the
associated small-R jets that have a pt below 5% of the pr of the reclustered jet to suppress gluon radiation
and mitigate pile-up effects. The large-V R jets are required to have pr > 200 GeV, || < 2.0, a jet mass
m > 100 GeV, and at least two constituent jets.

Small-R jets in the range |n| < 2.5 are identified as containing a b-hadron (henceforth called b-tagged)
using the ‘DL1r" algorithm [122]. This algorithm is based on a multivariate classification technique with a
DNN combining information from the impact parameters of tracks and topological properties of secondary
and tertiary decay vertices reconstructed from the tracks associated to the jet. The b-tagged jets are selected
in this analysis using a working point corresponding to an efficiency of 77% for identifying true b-jets
in simulated SM 7 events. This working point corresponds to a rejection factor of 6 for charm and of
134 for light-flavour jets. Correction factors are applied to the simulated event samples to compensate for
differences between data and simulation in the b-tagging efficiency for b-, c-, and light-flavour jets. The
correction for b-jets is derived from 7 events with final states containing two leptons, and the corrections
are consistent with unity with uncertainties at the level of a few percent over most of the jet p range.

Muon candidates are reconstructed from matching tracks in the ID and MS, refined through a global
fit which uses the hits from both subdetectors [123]. Baseline muons must have pt > 10 GeV and
In| < 2.5, and satisfy a set of medium identification criteria. Additionally, the longitudinal impact
parameter is required to satisfy |zo sin 8| < 0.5 mm. Signal muons are required to have pt > 28 GeV and
additionally satisfy the following requirement on the transverse impact parameter dy and its uncertainty
04, |do/o(dp)| < 3. Signal muons are required to be isolated [124] using the requirement that the sum
of the transverse momenta of the tracks in a variable-size cone around the muon direction, excluding the
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muon track be less than 6% of the transverse momentum of the muon. The track isolation cone size is
given by the minimum of R = 10 GeV/ p; and R = 0.3, where p"T‘ is the muon pt. Thus, the cone radius
increases with decreasing p# up to a maximum of 0.3.

Electron candidates are reconstructed from energy deposits in the electromagnetic calorimeter matched
to a charged-particle track in the ID [124]. The track is required to be matched to the primary vertex by
imposing the requirement |Azg sin 8| < 0.5 mm. Electron candidates are required to be within || < 2.47,
excluding the transition region between the barrel and endcap calorimeters (1.37 < |n| < 1.52). Baseline
electrons are required to satisfy pt > 10 GeV and fulfil loose identification criteria, using a likelihood-based
discriminant that combines information about tracks in the ID and energy deposits in the calorimeter
system [124]. The number of hits in the innermost pixel layer is used to discriminate between electrons
and converted photons. Signal electrons are required to also satisfy pr > 28 GeV and the tight likelihood
identification criteria [124]. Additionally, like signal muons, signal electrons must fulfil |dy/o (dp)| < 5.
The same variable-cone isolation requirement as for muons is imposed on signal electrons, with the
exception that the maximum cone radius is set to 0.2.

An overlap removal procedure is applied to resolve the reconstruction ambiguities between electrons,
muons, and jets. First, if an electron shares the same ID track with another electron, the electron with
the lower transverse momentum is discarded. Electrons sharing the same track with a muon candidate
are rejected as they are assumed to be a falsely reconstructed photon from bremsstrahlung. Next, jets are
rejected if they lie within AR = 0.2 of an electron. Similarly, jets are rejected if they are within AR = 0.2
of a muon if the jet has fewer than three associated tracks or the muon is matched to the jet through ghost
association [125]. Next, to reduce the background contributions due to muons from heavy-flavour decays
inside jets, muons are removed if they are separated from the nearest jet by AR < 0.04 + 10 GeV/ p"T‘. For
electrons, an electron-in-jet subtraction method is used to suppress backgrounds from leptonic heavy-flavour
decays inside jets while at the same time maintaining a high reconstruction efficiency for electrons from
highly collimated leptonic decays of boosted top quarks, which typically result in an electron close to
a b-jet. If an electron is within AR < 0.4 of a jet, the electron pr is subtracted from the jet pr. If the
transverse momentum of the resulting modified jet, pr (electron-subtracted-jet), fails the requirement
pr(jet) > 25 GeV, the jet is removed as it can be assumed that the jet was actually caused by the electron.
The selected electron is kept in this case. If the modified jet passes the jet pt cut, the AR between the
electron and the modified jet is recalculated. If AR (e, mod. jet) > 0.2, then both the electron and jet are
kept. Otherwise, it is assumed that the electron resulted from a heavy-flavour decay. In this case, the
electron is removed and the original jet is kept.

The missing transverse momentum p'*°, with magnitude EF"°, is calculated as the negative vectorial sum

of the transverse momenta of all baseline reconstructed objects (electrons, muons, jets and photons [126])
and a soft term. The soft term includes all tracks associated with the primary vertex but not matched to any
reconstructed physics object. Tracks not associated with the primary vertex are not considered in the E%li“
calculation, improving the ET"* resolution by suppressing the effect of pile-up [127, 128].

6 Event selection and categorisation

Events are required to have fired one of the single-electron or single-muon triggers. For all events the
pre-selection detailed in Section 5 is applied. The further selection depends on the number of leptons in
the event.
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6.1 Event selection and categorisation in the 1-lepton channel

Events are required to contain exactly one selected electron or muon with a minimum transerse momentum
of 28 GeV. This threshold is chosen to ensure that events are selected from the trigger efficiency plateau,
avoiding the turn-on region. The electron or muon is also required to be matched, within AR < 0.15, to the
respective trigger object. Events with a second selected electron or muon with transverse momentum larger
than 25 GeV are vetoed to ensure orthogonality of the 1-lepton and 2-lepton channels.

The detector signature of a ¢ decay in the 1-lepton channel involves the presence of a substantial amount of
missing transverse momentum from the leptonically decaying W boson. In order to suppress background
from strong multijet production that can give rise to (typically smaller) amounts of E‘TIliSS via leptonic
decays in heavy-flavour jets, mis-measured jet energies, etc., the requirement E"* > 20 GeV is imposed.
Additionally, events are required to fulfil E‘TniSS + m‘TV > 60 GeV where the transverse mass of the selected

lepton and the ErTniss, referred to as the W transverse mass, or mZVY , 1s defined as:

m7W = \/ZP,?E%““S(I — COoS Agb(p%, E%‘iss))

All events must contain at least one b-tagged small-R jet.

Events are split into two categories, a merged topology where the hadronic top-quark decay is reconstructed
as single large-V R jet, and a resolved topology where the decay products of the hadronically decaying top
quark are reconstructed as three small-R jets. In order to keep the signal regions orthogonal, the selection
criteria for the merged topology are applied first. The criteria for the resolved topology are applied only on
the events that fail the merged selection. This preference of the merged over the resolved category for events
that would pass the selection requirements for both is based on the superior m;,; resolution obtained with
the merged-category reconstruction compared to that for events in the resolved category (Section 7.1).

Events in the merged category must contain at least one small-R jet with a distance AR < 2 to the selected
lepton, which is considered as the b-jet candidate from the leptonic top-quark decay. If more than one jet is
found within AR < 2 from the selected lepton, the b-jet candidate is chosen as the jet with the highest
transverse momentum among all b-tagged candidate jets. If none of the candidate jets is b-tagged, the jet
with the highest transverse momentum is chosen instead.

In addition, at least one selected large-V R jet must be present in the event with m > 100 GeV and a distance
AR > 1.5 to the lepton and to the selected b-jet candidate from the leptonic top-quark decay.

Only events failing the merged selection are considered for the resolved-topology selection. A fully resolved
hadronic top-quark decay is expected to result in three small-R jets, one of which is a b-jet, in addition
to a b-jet from the leptonic top-quark decay. Hence, events with a resolved decay topology are required
to contain at least four selected small-R jets. The 7 system is then reconstructed using a y? algorithm,
defined in Section 7.1.1, and only well-reconstructed events, defined via the requirement log;,(x?) < 0.9,
are kept for further analysis. This requirement has a 60% efficiency for SM 7 events as well as pure-signal
events with a signal mass of 500 GeV. All selection criteria are summarised in Table 2.

In Figure 4, the selection efficiency times acceptance, including the branching ratio for the £+jets final
state, is shown for the resolved and merged event categories, separately for e+jets and u+jets events. For
reference, the branching ratio for ¢7 to e+jets or u+jets final states is about 17% for each lepton flavour,
taking into account leptonic 7-lepton decays [129]. The efficiency times acceptance is dominated by the
merged selection for #7 invariant mass values m,; > 600 GeV, while the resolved selection covers the region
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Table 2: Summary of the event selection criteria for the resolved and merged signal regions in the 1-lepton channel.

Selection Criteria

Common Selection

Run and event cleaning All detector components with acceptable conditions
Single lepton trigger Separate single-electron or single-muon triggers
Exactly one lepton == 1 e or yu with pt > 28 GeV.
ED" ET™ > 20 GeV
ET"™ + W transverse mass ET™ + mTW > 60 GeV
b-tagging > 1 b-tagged jet
Merged Selection
Large-VR jet > 1 large-VR jet, pt > 200 GeV
Top tagging (hadronic decay) Large-V R jet mass consistent with top quark mass: m > 100 GeV
Candidate b-jet (Ieptonic decay) > 1 jet with AR (¢{,R=0.4 jet) < 2.0
AR (lep-b-cand-jet, £) < 2.0
Back-to-back ¢ topology AR (large-VR jet, lep-b-cand-jet) > 1.5
AR (large-VR jet,£) > 1.5
Matching of b-jets and top candidates > 1 top candidate reconstructed using == 1b-tagged jet
Resolved Selection
At least four jets > 4 jets, pt > 25 GeV
Well-reconstructed 7 system log;o(x?) < 0.9
Matching of b-jets and top candidates > 1 top candidate reconstructed using == 1b-tagged jet
Veto events passing the merged selection

down to the kinematic threshold. The distributions correspond to the case of a single pseudo-scalar A. The
corresponding results for a single scalar H are very similar.
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Figure 4: Selection efficiency times acceptance times ¢ branching ratio for the £+jets (£ € e, u) final state (Eff x Acc
x BR) as a function of the 7 invariant mass at the parton level before the emission of FSR. The branching ratio for ¢7
to e+jets or u+jets final states is about 17% for each lepton flavour, taking into account leptonic 7-lepton decays.
The distributions are obtained from all generated pure-A samples in the mass range 400 — 1400 GeV. The error bars
correspond to the statistical uncertainty on the distributions.
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To increase the statistical significance of the analysis, selected events in the resolved region are classified
further into separate categories based on whether or not a b-tagged jet can be associated with one or both
of the reconstructed top quarks. The matching of b-tagged jets to the leptonic or hadronic top quark is
performed by checking whether the small-R jet assigned as b-candidate jet to the leptonic side or one of the
small-R jets used for the reconstruction of the hadronic decay (based on the result of the y? minimisation)
are b-tagged. The "Resolved 2b" category contains events in which both top-quark candidates have
associated b-tagged jets, while the "Resolved 15" category contains events in which only the leptonically
or hadronically decaying top-quark candidate has an associated b-tagged jet. The background composition
in the resulting four event categories is shown in Figure 5. The highest ¢7 purity (94.2%) is found in the
"Resolved 2b" region due to the requirement of two b-tagged jets. In the "Resolved 15" and "Merged"
signal regions, the relative contribution of SM #f production to the total SM background amounts to 74.4%
and 84.7%, respectively. Signal regions are also not split according to the flavour of the selected lepton for
simplicity and because no increase in sensitivity was found for setups in which e+jets and u+jets events are
sorted into separate categories compared to the setup in which the signal regions are not split according to
lepton flavour. The "Resolved 26" and "Resolved 15" regions are each further split into five equidistant bins
of the angular variable | cos 8*|, defined in Section 7.1, which provides additional discrimination between
the signal process and SM backgrounds in the 1-lepton channel. This yields a total of eleven orthogonal
signal regions for the 1-lepton channel that are used in the statistical analysis of the results. Here, 6*
denotes the angle between the momentum of the leptonically decaying top quark in the ¢7 centre-of-mass
frame and the momentum of the reconstructed 77 system in the laboratory frame. A flat cos 6* distribution
is expected for signal events as the decays of a heavy spin-zero state would result in an isotropic distribution
of the resulting top quarks. The main background from SM #f production, by contrast, is dominated by
t-channel processes, and thus the resulting cos 8* distribution peaks at 1. The distributions of | cos 8*| in
the "Resolved 20" and "Resolved 15" regions obtained after the profile-likelihood fit to the data under the
background-only hypothesis (Section 10) are shown in Figure 6.

Additional control and validation regions enriched in hadronic jets falsely identified as leptons are defined
in the context of the data-driven estimate of the multijet background via the Matrix Method. These are
obtained by reverting the E%‘iss and/or m¥v requirements of the SRs and additionally loosening the lepton
ID and isolation requirements. Details are given in Section 8.2.

6.2 Event selection and categorisation in the 2-lepton channel

Candidate events for the 2-lepton channel are required to have exactly two charged leptons (electrons or
muons) and at least two reconstructed jets. At least one of these leptons is required to have pr > 28 GeV
and to match, within AR < 0.15, the lepton with the same flavour reconstructed by the trigger algorithm.
Additionally, at least one of the jets is required to be b-tagged. Depending on the flavour of the charged
leptons, three channels are defined: ee, uu and eu. These pre-selection requirements ensure orthogonality
of the 1- and 2-lepton channels in this analysis. Events passing the pre-selection requirements are then
further classified into a number of signal and control regions.

Events in the signal regions are required to contain two leptons with opposite-sign electric charge (OS).
Additionally, in the ee and pu channels, the dilepton invariant mass, my;, is required to be greater
than 15 GeV and not within the range 81-101 GeV around the Z-boson mass. To further suppress the
background from Z+jets production, events in the ee and pu channels are required to have E%‘iss > 45 GeV.
Signal-candidate events must also meet the requirement that the invariant masses of the lepton-b-jet pairs,
myep, are smaller than 150 GeV for at least one of the two possible b-jet to lepton assignments. In this
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Figure 5: Background composition in the resolved signal regions with two and one b-tag, respectively, and the merged
signal region of the 1-lepton channel, as well as the signal region of the 2-lepton channel, all evaluated before the
profile likelihood fit to data. The resolved and 2-lepton signal regions are not broken down further into angular bins
here for simplicity. The background composition in the different angular bins is similar to that of the respective
inclusive regions shown here. Number within each pie charts quantifies the ¢7 purity in the respective region.

context, the two b-jets are either taken as the two b-tagged jets with the largest transverse momentum or, if
only one jet in the event is b-tagged, the b-tagged jet and jet with the highest transverse momentum among
the jets without a b-tag. This requirement is meant to veto events where at least one of the lepton-b-jet
pairs does not originate from a top-quark decay. It effectively suppresses events from tW production as
well as ¢f events in which at least one of selected b-jets does not originate from a top-quark decay but, for
example, from initial-state radiation (ISR). It has a 64% (68%) efficiency for SM ¢f events with both top
quarks decaying leptonically (pure-signal events with a signal mass of 1000 GeV).

In analogy to the 1-lepton channel event categories, the signal region of the 2-lepton channel is further split
into five equidistant bins in the azimuthal angle between the two leptons A¢,, to enhance the sensitivity to
spin-0 states. These five orthogonal signal regions are used in the statistical analysis of the results. The
post-fit distribution of A¢,, in the 2-lepton channel is shown in Figure 7. Each bin corresponds to a signal
region.

Two orthogonal regions are used to correct and validate the MC-based modelling of smaller background
components. A control region CRz enriched in Z+jets events is defined by requiring events to pass the
common pre-selection requirements and additionally contain two same-flavour leptons with opposite charge
and with an invariant mass consistent with leptons arising from a Z-boson decay, 81 < my; < 101 GeV. A
second, orthogonal control region CR r, enriched in events with one prompt lepton and one lepton arising
from a semileptonic decays of a hadron inside a jet or a jet mis-identified as a lepton (fake lepton), is
obtained by inverting the opposite-sign requirement on the electric charges of the selected leptons and
instead selecting same-sign ey or pu events. Events with a same-sign electron pair ee are not used to
control and validate the fake-lepton background due to the large contributions from processes with two
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Figure 6: Distributions of the reconstructed | cos(6*)| in the "Resolved 25" (left) and "Resolved 15" (right) signal
regions for the SM backgrounds. Each bin corresponds to a signal region. The expected relative deviation from
the background prediction in the presence of an interference pattern, (S + I + B)/B, for two representative signal
hypotheses is also shown in the ratio panel. All distributions and the uncertainty bands are obtained after the profile
likelihood fit to the data under the background-only hypothesis.

prompt electrons where one of the two electrons has its charge mis-identified. Instead, the modelling of
fake electrons is assessed in ey events after verifying in uu events that fake muons are well modelled
(Section 8.4). To further reduce the contamination from events with two prompt leptons, only events in
which the transverse W-boson masses for either the leading or sub-leading lepton is smaller than 100 GeV
are considered. The event selection requirements for the signal region are summarised in Table 3. The
background composition in this region is also shown in Figure 5. The relative contribution of SM #f
production to the total SM background amounts to 94.7% in this signal region.

7 Reconstruction of observables

The most relevant variable to separate signal from background is the invariant mass of the ¢f system,
m,;, which needs to be reconstructed accurately. Additionally, angular variables sensitive to the ¢7 spin
correlations are used in both the 1- and 2-lepton channels to increase the sensitivity of the analysis. These
provide additional discrimination power between the signal process, in which the #7 system is produced in a
spin-zero state, and the background from SM ¢7 production, which involves 7 systems in different spin and
angular momentum states.
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Figure 7: Distributions of the reconstructed A¢,, after the signal selection of the 2-lepton channel for the SM
backgrounds. Each bin corresponds to a signal region. The expected relative deviation from the background
prediction in the presence of an interference pattern, (S + I + B) /B, for two representative signal hypotheses is also
shown in the ratio panel. All distributions and the uncertainty bands are obtained after the profile likelihood fit to the
data under the background-only hypothesis.

Table 3: Summary of the event selection criteria for the signal regions in the 2-lepton channel.

Selection ‘ Criteria

Common Selection

Run and event cleaning All detector components with acceptable conditions
Single lepton trigger Separate single-electron or single-muon triggers
Exactly two leptons 2 (ee, uu, ep) with pt > 25 GeV. Leading one with pt > 28 GeV.
At least two jets > 2 jets
b-tagging > 1 b-tagged jet
Signal Selection
Opposite-sign leptons ete , utu ety , e ut
ErTniSS ErTniSS > 45 GeV (ee and pyu channels only)
Dilepton invariant mass my > 15 GeV
Dilepton invariant mass my; < 81 GeV or > 101 GeV (ee and pu channels only)

Lepton-plus-b-jet invariant mass | m;, < 150 GeV

7.1 Observables in the 1-lepton channel

The main discriminating variable in the 1-lepton channel is the #7 invariant mass. In addition to the 7
invariant mass, the angular variable cos 6* is calculated to define the ten orthogonal signal regions for
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the Resolved regions, as discussed in Section 6. The reconstruction of both m;,; and cos 8* requires the
correct identification and reconstruction of all ## decay products, including the four-momentum of the
neutrino from the leptonic decay of one of the two top-quarks. In both the resolved and the merged event
topologies, the transverse momentum of the neutrino is taken to be the transverse missing momentum in
the event, ﬁ?iss. The four-momentum component longitudinal to the beam axis p? is calculated from the
kinematic constraint that the squared sum of the neutrino and charged lepton four-momenta must yield the
squared mass of the W-boson [130]. If the resulting equation has exactly one real solution, it is taken as the
neutrino longitudinal momentum. If it has no real solutions, the ﬁ‘T“iSS vector is rescaled and rotated in the
transverse plane by the minimal amount required to obtain exactly one real solution [131]. This procedure
is based on the assumption that the lack of a real solution is caused by a mismeasurement of the transverse
missing energy. If two real solutions are found, in the resolved-topology selection, the choice is made
by means of a y? algorithm (7.1.1), while in the merged-topology selection the solution with the smaller
absolute value of p? is chosen [131].

7.1.1 Resolved topology

A x? minimisation approach is used to select the four jets from the ¢7 decay from all selected small-R jets
and assign them to the leptonically- and hadronically- decaying top quarks. It is defined as follows:

X =

2 2
mjj— mWh] . [(m,ﬂ, —mjj) = My,-w, ]

2
mjiy, —mz,}
O'Wh

Oy

O—Zh—Wh

[(pT,jjb ~pr.iv) = (., = pra) | )

O diff pr

The first term is a constraint requiring the mass of a pair of jets m; to be close to the W-boson mass. The
second term constrains the mass of a three-jet system m; ;, to be close to the mass of the hadronically
decaying top quark but since m; and m ;, are heavily correlated, the mass of the hadronically-decaying
W-boson is subtracted to decouple this term from the previous one. The third term is used to constrain the
mass of the leptonically decaying top quark. The last term constrains the magnitudes of the transverse
momenta of the two top quarks to be similar, as expected for pp — 7 production at LO. In the y? definition
above, t;, and t; refer to the hadronically and leptonically decaying top quarks. The values of the y?
central-value parameters mw, , m;,_w,, My, and pr ;, — pr s, and the values of the width parameters
OW,,» Otj,~Wy,» O, and ;e p, are obtained from Gaussian fits to the distributions of relevant reconstructed
variables, using signal MC events for which the lepton, the reconstructed neutrino and the three jets are
matched to the lepton, neutrino and quarks from the hard scattering process. All possible jet permutations
are tested, and the one with the lowest Xz is used; if there are two solutions for the neutrino longitudinal
momentum, the one that yields the lowest y? is kept. Any b-tagged jet can only be assigned to either of the
b-quarks produced by the decay of a top-quark, reducing the number of permutations to test.

The estimate of the reconstructed 7 invariant mass by the y? algorithm is improved via in-situ calibrations that
rely on the fact that the masses of the top quark and W boson are known to high accuracy. First the momenta
of the two jets assigned to the hadronic W decay are scaled by a correction factor @ = (80.4 GeV)/m
so that their corrected invariant mass is equal to the W-boson mass. Then the momenta of the third jet
assigned to the hadronic top-quark decay is scaled by a factor S that is based on the constraints that the
total invariant mass of this jet and the two in-situ calibrated jets must yield the top-quark mass. The scale

. . o, . . . 2 _ _ 2
factor B is obtained as the positive solution to the quadratic equation a” + b + ¢ = 0, where a = my,
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b=mjj, —am;; — mi, ¢ =173.3 GeV — am;;, and my, is the reconstructed mass of the b-candidate jet.
The scale factors a and S obtained with this method are in the ranges 0.90-1.00 and 0.88-1.10, respectively,
and the jet energy corrections thus within ranges consistent with the uncertainty on the jet energy scale and
the jet energy resolution for the jet collection used in this search [113]. No such scaling is applied to the jet
assigned to the leptonically decaying top quark to avoid an over-correction of the jet momenta beyond
the range compatible with the jet energy resolution and the uncertainty on the jet energy scale due to the
poorer E‘Tniss resolution. This kinematic scaling improves the m,7 resolution® for the resolved topology by
about 12%. The m;,; resolution for events in the resolved category varies between 12% for m,; = 400 GeV
and 10% for m,7 = 1000 GeV.

7.1.2 Merged topology

For the merged topology, the hadronically decaying top quark can be straightforwardly identified with
the selected large-V R jet that passes the requirements in Section 5. If there is more than one large-VR
jet passing these requirements, the one with the highest transverse momentum is taken as proxy for the
hadronically decaying top quark. The leptonically decaying top quark is reconstructed from the selected
jet identified with the b-jet from the leptonic top-quark decay (Section 6.1), the selected lepton, and the
reconstructed neutrino (Section 6.1). The m;,; resolution for events in the merged category is around 10%
for m;; > 600 GeV.

In Figure 8, the S+ I distributions in the reconstructed ¢7 invariant mass are shown for a single pseudo-scalar
A with mass 500 GeV and scalar with mass 800 GeV and different values of tan 8. The corresponding
parton-level distributions can be found in Figure 2. The peak-dip structure of the signal-plus-interference
pattern is clearly visible in the m,; spectrum.
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Figure 8: Signal-plus-interference distributions in m;,; after the signal selection of the 1-lepton channel for (a) a single
pseudo-scalar A with mass m4 = 500 GeV and (b) a single scalar H with mass mgy = 800 GeV for various values of
tan 8. Events from all resolved and the merged signal region are included.

3 The experimental resolution of the reconstructed 7 invariant mass, myz, is defined as the width of a Gaussian fit to the
afterFSR) / mafterFSR in pure-S MC samples, where m*t™FSR denotes the combined invariant mass of the

distribution (m;; — miz
six tf decay products at the parton level after the emission of FSR.

20



7.2 Observables in the 2-lepton channel

The invariant mass of the #f system cannot be unambiguously reconstructed due to the presence of the two
neutrinos from the two leptonically decaying top quarks. Therefore, instead of the ¢7 invariant mass, the
invariant mass of the two selected b-jets and the two charged leptons, meepp 1S used as a discriminating
variable. In addition, the azimuthal angle between the two leptons, A¢¢, is calculated to define the five
orthogonal signal regions of the 2-lepton channel, as discussed in Section 6.

8 Estimation of background contributions from data

8.1 W+jets background in the 1-lepton channel

Scale factors derived from data are applied before the final fit to correct the normalisation of the W+jets
background in the SHErRPA MC simulation samples for possible mis-modelling of the cross-section times
acceptance. The scale factors are determined by comparing the measured W-boson charge asymmetry in
data [132] with that predicted by the simulation. The total number of W+jets events in data in a given
signal region, Ny + + Nw -, is given by

rMc+1

Nw++ Nwy- = (Dcorr+ - Dcorr—), (3)

rmc — 1
where ryic denotes the ratio of the number of W+jets events with a positively charged lepton to that with a
negatively charged lepton obtained from the SHErPA MC simulation and Do (-) refers to the number of
observed data events with a positively (negatively) charged lepton in the same signal region. This method
relies on the fact that the charge asymmetry obtained in MC simulation is in excellent agreement with
the value measured in data [133]. Contributions to Doy (—) from charge-asymmetric processes such as
single-top, WZ, and 17 + W production are estimated from MC simulation and are subtracted from the data
samples. Contributions from charge-symmetric processes such as ## production cancel out in the difference
on the right-hand side of Eq. 3. The final scale factor, C4, for a given signal region is then calculated
as the ratio of Ny + + Ny - evaluated from data to that predicted from the SHERPA MC simulation. The
scale factors are evaluated separately for the e+jets and p+jets events in the Resolved 25, Resolved 15,
and Merged regions, respectively, without splitting the resolved regions into angular bins. Their values
agree within their statistical uncertainties and with the scale factors obtained inclusively for all e+jets and
u+jets events across all signal regions. The latter, C4 = 1.125 + 0.031, is used to correct the normalisation
of the generated W+jets samples. An additional conservative 20% uncertainty is assigned on the W+jets
normalisation after the C4 correction to account for potential residual mis-modellings of the relative
contributions from W-boson production in association with heavy-flavour jets [131].

8.2 Multijet background in the 1-lepton channel

The multijet background in events satisfying the resolved- or merged-selection criteria consists of events
with a non-prompt lepton or a jet misreconstructed as a lepton that satisfies the lepton identification
and isolation criteria applied in this search. These are referred to as "tight" lepton requirements in the
following. In the u+jets channel, muons arising from semileptonic decays of hadrons inside jets constitute
the main source of this background. In the e+jets channel, additional multijet background arises from
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events containing jets with a large electromagnetic component, for example from 7 — yy decays, or
photons mis-identified as isolated electrons. The normalisation, m;>* shape, as well as statistical and
systematic uncertainties associated with the multijet background are estimated from data using the matrix
method. The matrix method used in this search is based on the one used in previous ATLAS ¢ resonance

searches and measurements [130, 131].

The matrix method relies on an alternative, looser lepton definition that is based on a set of loose
identification criteria [124] without any additional isolation requirements applied. The number of multijet
events in a given signal region can then be estimated by solving a set of two equations describing the
composition of events in two regions: the signal region with its tight lepton requirements and a region
defined by applying the same criteria as in the signal region, except that the loose lepton requirements
are applied. The number of events with leptons satisfying the loose lepton identification criteria, N, is
defined as

NL =N, prompt t N multijet, (4)

where Nprompt and Npuigjer denote the number of events with prompt leptons and events with leptons from
other sources, respectively, satisfying the loose identification criteria. The number of events with leptons
satisfying the tight lepton identification criteria applied in the signal regions, Ny, can be written as

Nt =€ X Nprompt +f X Nmultijet’ )

where the real rate € is an estimator for the probability of a prompt lepton passing the loose lepton
identification criteria to also pass the tight critieria. Similarly, fake rate f is an estimator for the probability
that a lepton from other sources that passes the loose criteria also passes the tight criteria. The fake
efficiency f is estimated from a control region, defined by applying the same selection criteria as for
the resolved signal region, but with the missing transverse momentum and transverse mass requirements
inverted. Contributions from processes leading to prompt leptons are subtracted from the data in this
multijet enriched control region using MC simulation. The real efficiency € is determined using SM ¢tf MC
samples. Solving Equations 4 and 5 for Nprompt and Npurgjer yields the multijet contribution in the given
signal region. The multijet estimate is performed separately for the e+jets and p+jets channels.

Good modelling of the shape of kinematic distributions, in particular n;>°, is achieved by parameterising

the real and fake rates as functions of the transverse momentum of the lepton and a calorimeter-based
isolation variable. In addition, the rates are derived separately for the two cases AR(¢, j) > 0.4 and
AR(¢, j) < 0.4, where j denotes the nearest selected jet. The fake rates for electrons vary from 5% to 86%,
with the largest values occurring at high electron pt, with low nearby calorimeter activity. This behaviour
is explained by the track-based lepton isolation criterion that uses a pr-dependent cone and leads to a
looser isolation requirement at higher p. The fake rates for muons vary from 9% to 84%, with the largest
values occurring at low muon pT, with low nearby calorimeter activity, which is typical for soft muons
arising from semileptonic decays of hadrons inside jets.

The modelling is validated in separate dedicated validation regions, where only one of the E%‘iss or
ErTniss + m‘TV requirements is inverted. These validation regions contain a background composition that is
more similar to that in the signal region while still having an enhanced multijet contribution. A conservative
50% normalisation uncertainty is assigned to the multijet background based on the modelling performance
in the validation regions.
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8.3 Z+jets background in the 2-lepton channel

Data-driven corrections are applied to the SHERPA MC simulation samples for the Z+jets background in
the 2-lepton channel before the final fit to correct the overall normalisation of this background component
as well as the modelling of relevant kinematic variables. The corrections are derived in the Z+jets enriched
CR7z where a poor modelling of background prediction obtained with the SHERPA MC simulated samples
is observed for two kinematic variables in particular: the transverse momentum of the di-lepton system,
pgf, and the invariant mass mg¢pp. In both cases, the mis-modelling exhibits a linear trend, with good
agreement observed for small values of these variables and a linear increase in the difference between
data and MC prediction towards higher values. A reweighting procedure in m¢pp is used to correct the
SuerpPa MC samples for the Z+jets background to the data in CRz. Each simulated event is assigned a
multiplicative correction weight based on its meepp:

w=a-(1=>b-meepp).

The correction factors a and b are derived from a maximum likelihood fit of the m ¢, distributions, taking
into account only the statistical uncertainty on the MC predictions. The following values are obtained for
the correction factors:

a=1.193+0.003, b=-1.7+0.1-10"*Gev~".

Good agreement between the data and the SM expectation is observed for all relevant kinematic variables
after applying the reweighting correction. A systematic uncertainty is assigned to the reweighting procedure
based on a comparison of the nominal reweighting with an equivalent reweighting approach based on p?).
It amounts to a 3% variation of the correction factor a. In the final fit, an additional conservative 30%
normalisation uncertainty is applied to the Z+jets background to cover any residual mismodellings in the
production of heavy-flavour jets [134].

8.4 Fakes background in the 2-lepton channel

The Fakes background is estimated using MC simulation and the modelling is validated in the yu and ey
channels of the fake-enriched control region CR¢ (Section 6.1). First, the modelling of background events
arising from fake muons is studied in various representative kinematic variables in the pu channel, such
as the leading and sub-leading muon transverse momenta, the di-muon invariant mass or the W-boson
transverse masses for the leading and sub-leading muons. The MC-based predictions are found to be in
good agreement with the data within a conservative 30% normalisation uncertainty on the MC-based
fake-muon prediction. Second, the modelling of background events with fake electrons is studied in the eu
channel, using an equivalent set of kinematic variables. Again, good agreement between the MC-based
background prediction and the data is found within a conservative 30% normalisation uncertainty.

9 Systematic uncertainties

The modelling of signal and all background events is affected by various experimental uncertainties
related to the reconstruction, identification, and calibration of object and event properties. In addition,
uncertainties on the theoretical modelling of the simulated backgrounds, most importantly SM ¢7 production,
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as well as on the data-driven background estimates and corrections are taken into account. Some of the
uncertainties affect both the shape and the normalisation of the m,; and m,pp Spectra, while others affect
the normalisation only. The sources of the largest systematic uncertainties in the analysis are related to
the modelling of the SM 7 background processes, followed by uncertainties on the jet energy scale and
resolution.

9.1 Modelling uncertainties

A range of modelling uncertainties is estimated for the dominant and irreducible background from SM ##
production. These uncertainties can largely be grouped into three categories:

1. Uncertainties on the higher-order prediction to which the NLO MC sample is reweighted, including
uncertainties on the reweighting method itself;

2. Uncertainties obtained from a comparison to alternative SM tf MC samples;

3. Uncertainties on the NLO+PS prediction obtained from the nominal SM ¢f MC sample without a
corresponding uncertainty on the higher-order prediction.

Category 1 comprises uncertainties related to scale variations in the fixed-order calculations, to the choice
of PDF set, and to uncertainties on the EW contribution, which is not present in the NLO+PS prediction.
The scale uncertainties are estimated separately for the (anti-)top pr and m;,; distributions by varying
independently the renormalisation and factorisation scales up and down by a factor of two. The PDF
uncertainty is estimated as the envelope of the intra-PDF uncertainties of the LUXQED PDF set [135],
which is used to obtain the NNLO-QCD+NLO-EW predictions (Section 4). The uncertainty on the
EW contribution is estimated by comparing the nominal spectra, obtained with the LUXQED PDF set,
to spectra obtained with the NNPDF3.0QED PDF set. This variation has been found to significantly
alter the EW part of the prediction, as the two PDF sets rely on a different treatment of the photon PDF.
An additional uncertainty is derived to describe possible differences between the parton-level top-quark
definitions in the theory and NLO MC predictions, which are due to the fact that the latter includes any
number of real emissions from the final-state top quarks, while the NNLO prediction includes at most two
real emissions. The resulting uncertainty on the higher-order prediction is estimated by comparing the
nominal SM ¢7 spectra to those obtained by reweighting an alternative NLO+PS MC sample created with
the same generators and settings as the nominal NLO sample but without decaying the top quarks and
forbidding PS emissions after the first one, thus obtaining a parton-level NLO+PS prediction coherent
with the NNLO prediction. An uncertainty on the reweighting method itself is derived by comparing the
nominal reweighted SM ¢f sample to a sample obtained through an alternative reweighting that is first
applied twice on the (anti-)top quark pt and then in m,;.

Uncertainties in Category 2 are estimated by comparing the nominal SM ¢ prediction to alternative
predictions obtained from alternative SM ¢f MC samples All alternative MC samples are reweighted
to the same higher-order predictions as the nominal PowHEG v2 +PyTHIA 8.230 MC sample. This is
done since none of these systematic uncertainties on the NLO+PS prediction are meant to affect the
parton-level variables used for the reweighting, but have a non-negligible effect on the final observables
due to different correlations between these kinematical variables, as well as other properties of the event
that affect acceptance and shapes of the kinematic variables of interest. The uncertainties in Category
2 are therefore referred to as residual uncertainties. The uncertainty due to the choice of the PS and
hadronisation model is estimated by comparing the nominal predictions to those obtained from a sample
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generated at NLO in QCD with PowneG Box v2 with the same PDF set and Agamp value as for the nominal
sample but interfaced with HErwic 7.713 [136, 137], using the H7UE set of tuned parameters [137] and the
MMHT201410 PDF set [138]. The uncertainty related to the ME-PS matching is estimated by comparing
the predictions obtained with the nominal sample to those obtained from an alternative sample generated
with the same generator settings as the nominal sample but setting the POWHEG:PTHARD parameter
in PyTHIA to 1 instead of O [139]. This parameter regulates the definition of the vetoed region of the
showering to avoid holes or overlaps in the phase space filled by Pownec and PytHia. This estimate of the
uncertainty follows the description in Ref. [140] and replaces the comparison with an alternative sample
generated with MapGrarPHS_aMC@NLO that was used in previous ATLAS searches in #7 final states [30,
130, 131]. An additional uncertainty, referred to as lineshape uncertainty, related to the treatment of ¢ spin
correlations in different generators is estimated by comparing the predictions obtained with the nominal
sample to those obtained with an alternative sample generated with the same setup as the nominal sample
but using MADSPIN to decay the top quarks. An uncertainty related to the choice of the hg,mp parameter
is estimated by comparing the predictions of the nominal sample to those obtained with an alternative
sample with the hg,mp parameter increased by a factor of 1.5 compared to its nominal value. In all four
cases, the resulting one-sided uncertainties are symmetrised to obtain effective "up" and "down" variations.
Variations in the ISR are estimated by varying the factorisation and renormalisation scales independently
up and down by a factor of two. Similarly, the uncertainty related to final-state radiation (FSR) is assessed
by varying the renormalisation scale for final-state parton-shower emissions up and down by a factor of
two. In both cases, the variations are obtained from internal weights of the NLO+PS generator and the
resulting alternative samples are reweighted to the higher-order predictions.

Category 3 comprises uncertainties on the NLO+PS prediction without a corresponding uncertainty on the
higher-order predictions. These uncertainties are kept without "reducing" them, i.e. without reweighting
them separately to the higher-order predictions. Instead, the nominal reweighting is applied on each of the
alternative MC predictions. The main uncertainty of Category 3 is that related to the variations of the
renormalisation scale in the ISR parton shower, obtained via the corresponding systematic variation in the
A14 tune, and accessed through internal generator weights. The uncertainty on the m,; and megpp sSpectra
arising from the uncertainty in the top quark mass is evaluated by comparing the spectra obtained using the
nominal sample to those generated with top quark masses of 170.0 and 175.0 GeV, and multiplying the
difference by 0.7 to approximate a one standard deviation uncertainty, corresponding to the +£0.76 GeV
uncertainty on the top-quark mass world average [141]. This uncertainty is of Category 3 to avoid reducing
its impact by reweighting the alternative samples to the same higher-order prediction estimated for the
central m,, value of 173.3 GeV.

Additionally, the uncertainty on the SM #7 cross-section is applied as a pure normalisation uncertainty. It is
calculated by summing in quadrature the uncertainties related to scale, PDF+a;, and m, variations with

respect to the nominal value (Section 4). This yields a J:%?Z];Z variation.

The main uncertainty on the modelling of single-top quark production, arises from a comparison of the
diagram removal and the alternative diagram subtraction scheme for the treatment of interference effects
and overlap between SM ¢7 and tW production. It is estimated by comparing the nominal tW samples,
generated with the diagram removal scheme, to a set of alternative samples obtained with the diagram
subtraction scheme [60, 76] using the same generator settings as for the nominal single-top samples. As in
the case of the SM ¢f background, an uncertainty related to the choice of the PS and hadronisation model is
estimated for the tW background component by comparing the nominal prediction to that obtained with the
same ME generator settings but interfaced with HErwic 7.713, using the H7UE set of tuned parameters and
the MMHT20141L.0 PDF set. The uncertainty related to the ME-PS matching is estimated by comparing the
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predictions obtained with the nominal sample to those obtained from an alternative sample generated with
the same generator settings as the nominal sample but setting the POWHEG:PTHARD parameter in PyTHIA
to 1 instead of 0. Modelling uncertainties related to the choice of the renormalisation and factorisation
scales, the levels of ISR and FSR, and the choice of PDF set have also been evaluated but are found to
be negligible. The theoretical uncertainties on the cross-sections for tW-, -, and s-channel production
(Section 4) are applied as pure normalisation uncertainties on the respective components. They are
estimated by summing in quadrature the scale, PDF, and @, uncertainties on the nominal cross-sections and

amount to +5.4% for tW production, i‘;%g‘; for ¢-channel production, and ‘:i"ﬂ‘; for s-channel production.

Both shape and normalisation uncertainties are taken into account for the background from W+jets
production in the 1-lepton channel. In addition to the +20% normalisation uncertainty covering any
possible remaining mis-modellings of the W+jets flavour fractions after the data-driven C4 correction
factors are applied (Section 8.1), uncertainties related to the choice of scales and PDF set are taken
into account for the MC modelling of this background component. The latter affect both the shape and
normalisation of the W+jets background spectra but are found to be negligible and pruned from the final
likelihood fit. In the 2-lepton channel, no separate uncertainty is assigned to the background from W+jets
production as it is included in the fakes background component, the uncertainty on which is described
below.

The main systematic uncertainty on the Z+jets background in the 2-lepton channel is the uncertainty related
to the data-driven reweighting described in Section 8.3. It affects both the shape and normalisation of
this background component. An additional conservative 30% normalisation uncertainty is assigned to
cover any residual mismodellings in the production of heavy-flavour jets (Section 8.3). In the 1-lepton
channel, where Z+jets production constitutes an even smaller background component, a conservative 30%
normalisation uncertainty is applied, which covers both the +5% uncertainty on the Z+jets production
cross-section and acceptance uncertainties related to possible mismodellings of higher jet multiplicities.

In the case of the remaining small backgrounds, only normalisation uncertainties are applied. A conservative
50% normalisation uncertainty is assigned to the data-driven estimate of the multijet background in the
1-lepton channel (Section 8.2). The normalisation uncertainty on the fakes background in the 2-lepton
channel amounts to 30% (Section 8.4). For the backgrounds from ¢7Z, W, and tfh production, the
uncertainties on the respective higher-order cross-sections (Section 4) are taken into account. They amount
to ’jllg'_éff]z, ’:113'_%2772, and fg:gff;;, respectively. A conservative 50% normalisation uncertainty is applied on
the diboson background to take into account any possible mismodelling in the production of additional

jets [142] and heavy-flavour jets [143].

Modelling uncertainties are also taken into account for the signal (S) and signal-plus-interference (S + /)
spectra. Uncertainties due to the choices of renormalisation and factorisation scales are estimated by
varying the two scales independently up and down by a factors of 2.0 and 0.5. Uncertainties related to the
choice of PDF set and «, are derived based on the PDF4LHC15 prescription. The uncertainty related
to the uncertainty on the top-quark mass is evaluated by comparing the S or S + I spectra obtained for
m, = 173.3 GeV to spectra obtained for values of m, varied by +0.76 GeV from the nominal value. No
uncertainty is applied on the signal MC reweighting as the agreement between generated test samples and
reweighted samples has been found to be within statistical uncertainties.
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9.2 Experimental uncertainties

The dominant experimental uncertainties affecting the m,7 and m¢,pp spectra are the uncertainties on the jet
energy scale (JES) and resolution (JER). These are evaluated from a combination of simulations, test-beam
data, and in situ measurements. Additional contributions from jet flavour composition, punch-through,
single-particle response, calorimeter response to different jet flavours and pile-up are taken into account.
The jet flavour uncertainties, which were among the dominant JES uncertainties in the previous analysis [30],
were significantly reduced compared to those given in Ref. [113]. This was achieved by re-calibrating to
remove the dependence on the MC hadronisation model [144], and considering uncertainties on quark,
gluon, charm and bottom quarks derived from comparisons between models which agree with previous
measurements, and also constraining these for the flavour mixture where the JES is measured in data with
in situ techniques. The JER uncertainties are obtained with an in situ measurement of the jet response in
di-jet events [113]. Uncertainties related to the jet mass scale (JMS), which are propagated to the large-V R
jet uncertainties, are derived using the Ryx method [145], which compares the ratio of the mass of jets
reconstructed from calorimeter clusters to that of jets reconstructed from tracks in data and MC simulation.
An uncertainty is assigned on the efficiency of the JVT requirement on jets [118].

Further experimental uncertainties on the correction factors for the b-tagging efficiencies [146], as well as
the rates of mis-tagging c-[147], and light-flavour jets [148] are applied to the simulated event samples
by looking at dedicated flavour-enriched samples in data. An additional b-tagging uncertainty is applied
for high-momentum jets (pt > 400 GeV) to account for uncertainties on the modelling of the track
reconstruction in high-pt environments. It is calculated from simulated events by considering variations
on the quantities affecting the b-tagging performance such as the impact parameter resolution, percentage
of poorly measured tracks, description of the detector material, and track multiplicity per jet. The dominant
effect on the uncertainty when extrapolating to high jet pr is related to the different tagging efficiency
when smearing the track impact parameters based on the resolution measured in data and simulation.

Smaller experimental uncertainties are related to the efficiencies of the lepton identification, isolation,
and reconstruction, as well as the lepton energy scale and resolution [149, 150] and to the scale and
resolution of the track soft-term in the ETT“iSS calculation [128]. Variations in the reweighting applied to
simulated samples to match the expected mean number of interactions observed in each bunch crossing in
data are included. They cover the uncertainty on the ratio between the predicted and measured inelastic
cross-section. A constant 0.83% normalisation uncertainty is applied to all signal and background samples,
except multijet and W+jets, which are estimated from data. It accounts for the uncertainty on the integrated
luminosity (Section 4).

9.3 Uncertainty correlation scheme

All experimental uncertainties are treated as fully correlated across samples and the signal regions of the 1-
and 2-lepton channels in the final profile-likelihood fit (Section 10). The modelling uncertainties are treated
as uncorrelated between all signal and background samples, with the exception of the uncertainty on the top-
quark mass m,p, which is treated as correlated between signal, signal-plus-interference, and SM ¢ samples.
Additionally, the uncertainties on the SM 7 background related to the modelling of the parton shower and
hadronisation, the PS-ME matching, and the choice of the /1gamp parameter are treated as uncorrelated
between all 1145 signal regions of the 1- and 2-lepton channels. These uncertainties are obtained by
comparing the nominal to an alternative SM #f sample in each case (“two-point systematics”), an approach
known to yield conservative uncertainties with non-negligible constraints. Additionally, the uncertainties
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on the SM ¢7 background related to the (inclusive) ¢f cross-section, the choice of renormalisation and
factorisation scales, and the levels of ISR/FSR cannot be assumed to be fully correlated across different
kinematic regimes and are therefore treated as uncorrelated between the resolved and merged signal regions
of the 1-lepton channel and between the 1- and 2-lepton channels, although they are treated as correlated
across the different angular bins in cos 6* and A¢,,. All other modelling NPs, such as the one related to
the top-quark mass uncertainty, are treated as correlated across all signal regions.

9.4 Uncertainty impact

The relative importance of the different categories of systematic uncertainties is quantified via their
post-fit impact on the observed signal strength for two representative signal hypotheses. The ¢ modelling
systematics are found to have the largest impact for the majority of the tested signal hypotheses. The
dominant uncertainties on this irreducble backgrounds are those related to the NNLO estimate (reweighting,
scales, PDFs), the ME-PS matching (PTHARD, /gamp), and modelling of ISR and FSR. The largest
experimental systematics are those related to the JES and JER of the small-R jets, followed by b-tagging
related systematics.

10 Statistical data analysis

The agreement between the data and the SM prediction (null hypothesis) as well as different signal
hypotheses is quantified using a profile-likelihood fit [151] of the expected distributions in m,7 (1-lepton
channel) and m¢¢pp (2-lepton channel) and the observed ones. The fit is performed simultaneously in the
eleven signal regions of the 1-lepton and the five signal regions of the 2-lepton channels. The statistical and
systematic uncertainties are taken into account as nuisance parameters (NPs) in the fit with a correlation
scheme as described in Section 9.3.

The shape of the binned m,; or meepp distributions in the presence of a signal interfering with the
background is parameterised in terms of the signal strength u:

US+ul+B=(u—-+u) S++u(S+1)+B. (6)

The terms S and S + I on the right-hand side of Eq. 6 denote the m,; or m¢¢pp distributions obtained from
the S and S + I samples for a given signal hypothesis, respectively, while B denotes the corresponding
distributions for the total background expected under the SM-only hypothesis. The fitted variable is /i
and the case u = 1 (1 = 0) corresponds to the signal hypothesis under consideration (the background-only
hypothesis). In some cases, in which interference effects are negligible, Eq. 6 reduces to the common
parameterisation ¢ S + B and then u can be interpreted as the ratio of the observed to the predicted value
of the (pure-)signal cross-section times the branching fraction to 7. It should be noted that this approach
relies on the assumption that, for a given signal hypothesis, the m;7 (m¢epp) shapes for S and S + I in Eq. 6,
and hence the width of the interference pattern, do not change with .

The likelihood used in this analysis is given by [152]:

NCﬂlS NCOﬂS
L(datal iz, 0,) = [ | Le(datalvi, 0.5) [ | F(0.x0yz.0) (7
c=1 k=1
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where 6 is the vector of nuisance parameters (NPs), N, is the number of categories, Neops i the number
of constrained NPs, §; is the global observable corresponding to 6y, c is the index for the categories, k
is the index for the constrained NPs, and ¥ denotes a Poisson, a Gaussian or a Log-normal distribution
depending on the type of uncertainty.

The agreement of the data with a set of signal hypotheses (search stage) is quantified using the CLg
frequentist formalism [153] with the profile likelihood ratio test statistic (qg), defined as [151]:

go= L0090 ®)
L0 4)

where the numerator is evaluated for the set of NPs 90 that maximise £ for 4/u = 0, and the denominator is
evaluated for the values \]ﬁ and @ i that jointly maximise the likelihood. A best-fit value \/A,Tz # 1 indicates
agreement with an interference pattern that is different from the one predicted by the signal hypothesis
under consideration, i.e. the signal hypothesis for which the S and S + I templates in Equation 6 are
obtained. The search stage thus does not only quantify the compatibility of the data with one specific
signal hypothesis, e.g. the unique interference pattern obtained for a single scalar of mass my and relative
width 'y /mp (\/ = 1). It also tests the compatibility of the data with the broader set of interference
patterns obtained from the S and S + I templates for the original (4/u = 1) hypothesis by varying the value
of 4/u according to Equation 7. A best-fit value of \]ﬁ # 1 indicates better compatibility of the data with
an interference pattern that is different from the one obtained under the original hypothesis, for example a
peak-peak rather than a peak-dip structure, see e.g. Figure 3. In this context, it is worth noting that gi JHIT
is equivalent to 4/ according to Equation 1. Variations of /i thus yield a set of interference patterns like
the ones shown in Figure 3 for variations of gi JHIT for two represenative parameter points in the generic
benchmark scenario.

In the absence of any significant deviation from the background-only hypothesis (see Section 11), the
level at which a given signal hypothesis is excluded by the data is also quantified with the CLg frequentist
formalism (exclusion stage) but using a different test statistic compared to the one used at the search stage.
It is defined as the simple likelihood ratio of the two values of the likelihood obtained for \/u = 1 (signal
hypothesis) and 4/u = 0 (background-only hypothesis):

1.6
q1.0 = R GL

£(0.60)
The asymptotic formula of this test statistic, which provides an analytic approximation of its sampling
distribution [154, 155], has been taken from Ref. [151]. Its implementation in the statistical framework and
general validity of the asymptotic approximation in the context of this analysis has been verified using
toy experiments. The use of this test statistic for the calculation of exclusion regions is motivated by the
fact that at the exclusion stage, the goal is to quantify the rejection of the specific benchmark scenario
under consideration, which corresponds to y/u = 1. Values of 4/ # 1 do not yield interference patterns
compatible with the signal model under consideration because, as stated above, the width of the interference
pattern, which is determined by the S and S + I templates, does not change in the fit with the signal strength
(or, equivalently, the coupling modifier g 4/x7), while in a realistic model, the width is a function of the
coupling to #7. In a type-1I 2HDM, for example, the latter is determined by the value of tan 8 (Section 2)
The choice of test statistic for the exclusion stage thus differs from that for the search stage, where the aim
is to test whether the SM hypothesis should be rejected in favour of an alternative signal hypothesis that

(€))
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agrees better with the data. In this case, it is sensible to consider the wider range of interference patterns
obtained for values /i # 1.

A signal hypothesis is excluded at 95% confidence level (CL) if the CLg value, pcr,, for 4/u = 1 is smaller
than 0.05. In this context, it should be noted that the quadratic dependence of the likelihood function on
y/# can lead to a non-monotonic behaviour of pcr, as a function of /i, as shown in Figure 9 for one
of the signal hypotheses considered in this paper. This means that for some signal hypotheses, the pcr,
function may cross the value of pCL; = 0.05 multiple times, leading to disjoint exclusion intervals. In
these cases, no unique upper limit on the signal strength can be defined. Additionally, the crossing point(s)
for the median and the No bands may vary significantly for the same signal hypothesis. Furthermore,
the behaviour of the CL; scans varies across signal hypotheses, with some scans exhibiting only unique
crossing points or even a monotonous behaviour, and others exhibiting several crossing points in either the
median and/or No (N € {1, £2}) bands.
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Figure 9: Distribution of the logarithm of the CL value, In(pcr,) as a function of /i for the signal hypothesis with
ma = mpg =700 GeV and tan 8 = 1.4 showing non-monotonic behaviour for the observed and expected median,
+1o0, and +20 bands. The red horizontal line corresponds to pcr, = 0.05. Values of \/u with pcr; < 0.05 are
excluded at 95% CL.

This behaviour of pcr, as a function of /u has implications for the calculation of two-dimensional
exclusion regions in the parameter spaces of the different benchmark models. Instead of calculating
upper limits on /u for selected signal hypotheses and then using an interpolation technique to obtain the
contours corresponding to 4/u = 0.05 to define the parameter regions excluded at 95% CL, a different
approach is chosen in this paper. The 95% CL exclusion regions are obtained by calculating the observed
(expected) values of pcr, using the test statistic in Equation 9 for each point in a fine, uniform grid of
points in the parameter plane of interest. Each point corresponds to a different signal hypothesis, for which
S and S + I templates have been obtained via the reweighting technique described in Section 4. A linear
interpolation between the values of In(pcy, ) is then used to determine the observed (expected) exclusion
contour corresponding to pcr, (4/¢ = 1) = 0.05. This approach avoids the ambiguities in the definition of
upper limits on 4/u in the presence of signal-background interference effects that necessitate a quadratic
likelihood parameterisation.

The non-linear dependence of the likelihood and hence CL; value on +/u also has consequences for the
calculation of the No bands. These are commonly understood as an indication of how frequently each
signal hypothesis would be excluded under the background-only hypothesis, with the edges of the +10
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(£20) bands marking the range of signal hypotheses that would be excluded under the background-only
hypothesis in 68% (95%) of equivalent searches. Common ATLAS statistics tools rely on a slightly
different definition of the No exclusion regions. The latter are obtained from a set of Asimov datasets that
are representative of No fluctuations under the background-only hypothesis, referred to as No- Asimov
datasets. The exclusion limit for a given No- Asimov dataset defines the No exclusion region, referred
to as No limit contour in the following. If the likelihood function is quadratic in the POI, as is the case
for models including signal-background interference, unphysical crossings of the limit contours with the
median exclusion limit can occur. Such crossings contradict the simple Frequentist interpretation of the
No exclusion regions outlined above. Therefore, an alternative, more appropriate way of defining the No-
exclusion regions, referred to as limit bands, is chosen in the analysis presented in this paper. These limit
bands represent the hypotheses that have an exclusion rate between ®(—N) and ®(N), where ®(X) is
the standard Gaussian cumulative distribution function and ®(N) is the probability of N™ normile. This
approach to determine the No- exclusion regions more accurately reflects the Frequentist interpretation of
the No exclusion regions and, by construction, avoids unphysical crossings of the No- band edges and the
median expected limit. It should be noted in the case of a likelihood that is linear in the POI, the limit
contours approximate the limit bands very well.

11 Results

The level of agreement between the observed data and the SM is tested in a fit under the background-only
hypothesis (¢ = 0) in which only the nuisance parameters are allowed to vary. The m,; distributions in the
eleven signal regions of the 1-lepton channel after the fit to the full 140 fb~!dataset are shown in Figures 10
and 11. The m¢epp distributions in the five signal regions of the 2-lepton channel are shown in Figure 12.
A comparison of the post- and pre-fit background predictions is included the respective ratio panels. The
observed m,; and m¢gpp spectra are compatible with the post-fit expected spectra within the (constrained)
uncertainty bands in all signal regions.

The agreement between the data and various signal hypotheses is quantified at the search stage. The
significance of individual local excesses or deficits is quantified by fitting the observed data with different
signal hypotheses (S + I + B model), predicting either a single scalar or pseudo-scalar with masses in the
range 400 — 1400 GeV and values of the relative width of 1%, 5%, 10%, 20%, 30% and 40%. No significant
interference pattern is found in the data. The most significant deviation from the background-only prediction
is obtained for the interference pattern of a pseudo-scalar with m4 = 800 GeV, I'y/m4 = 10%, and a
best-fit value of \/u = 4.0, with a local significance of 2.30. In the absence of any significant interference
patterns in the data compared to the background-only prediction, exclusion regions are derived for the
benchmark scenarios described in Section 2.

The excluded region at 95% CL in the m 4,¢-tan § plane for the hypothesis of both a pseudo-scalar and a
scalar with equal masses (m = mpg) in a type-II 2HDM with cos(8 — @) = 0 is shown in Figure 13(a).
The exclusion region for the hMSSM is shown in Figure 13(b). In both cases, the interference patterns
for both A and H are assumed to be present in the spectra of the fitted variables. Values of tan § smaller
than 3.49 (3.52) are observed (expected) to be excluded for my4 = mg = 400 GeV in the 2HDM. In the
hMSSM, values of tan 8 smaller than 3.16 (3.37) are observed (expected) to be excluded for m 4 = 400 GeV.
Masses up to 1240 GeV (1210 GeV) are observed (expected) to be excluded for the lowest tested tan 8
value of 0.4 in the 2HDM. In the hMSSM, masses up to 950 GeV (830 GeV) are observed (expected)
to be excluded for tan 8 = 1.0. In both scenarios, the observed exclusion is stronger than the expected
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Figure 10: Post-fit distributions of the reconstructed m;,; in (a-e) the five Resolved 26 signal regions and (f) the Merged
signal region of the 1-lepton channel. In the lower panel, the ratio of the data and the post-fit prediction is shown
(data points). The expected relative deviation from the background prediction in the presence of an interference
pattern, (S + I + B)/B, for two representative signal hypotheses is also shown in the ratio panel.
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Figure 11: Post-fit distributions of the reconstructed m;,; in the five Resolved 1b signal regions of the 1-lepton
channel. In the lower panel, the ratio of the data and the post-fit prediction is shown (data points). The expected

relative deviation from the background prediction in the presence of an interference pattern, (S + / + B) /B, for two
representative signal hypotheses is also shown in the ratio panel.
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Figure 12: Post-fit distributions of the reconstructed m¢¢pp in the five signal regions of the 2-lepton channel. In the
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from the background prediction in the presence of an interference pattern, (S + I + B)/B, for two representative
signal hypotheses is also shown in the ratio panel.
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exclusion by about 20" in the mass region m4 = my ~ 850 GeV. This deviation is consistent with the
location of the largest local excess in the data, which is found for m,; ~ 850 GeV, as mentioned above. In
the type-1I 2HDM and the hMSSM, a local deficit compared to the SM expectation is predicted, hence the
local excess in the data leads to a stronger-than-expected exclusion of these BSM scenarios in this mass
region. The sensitivity of the search is dominated by the 1-lepton channel due to its larger branching ratio.
The sensitivity improvement from the statistical combination with the 2-lepton channel is largest for low
values of m 4 . For my g = 400 GeV, the observed (expected) exclusion range in tan g is 11% (5%)
larger for the combined 1- and 2-lepton channels compared to the exclusion obtained with the 1-lepton
channel alone.

Constraints are also derived for the 2HDM-+a benchmark, specifically for benchmark scenarios 2a and 2b
defined in Ref. [156]. In these benchmark scenarios, the value of the mixing angle is chosen such that
sind =0.35 and 0.7, respectively. The masses of the additional neutral and charged Higgs bosons of the
2HDM set to 600 GeV (m 4 = myg = mp+), while the mass of the DM particle is set to 1 GeV. Exclusion
limits are derived as a function of the mass of the pseudo-scalar mediator, m, and tan 8 (Figure 14). They
only show a moderate dependence on m,, which results from a decrease in the production cross-section
of the mediator a with increasing m, combined with an increase of the branching ratio for the decay
A — 1t. The latter is related to the fact that the branching ratio for the decay A — ah decreases with m,,.
Values of tan 8 up to almost 1.1 (0.9) are excluded in the probed m, range for the benchmark scenario
with sin@ = 0.35 (0.70). The lower sensitivity in the case of the scenario with the larger a — A mixing
parameter sin 6 is due to the fact that the branching ratio for the decay A — ¢ is smaller for larger a — A
mixing as the mixing increases the branching ratio for the invisible decay A — yy.

The constraints on the coupling modifiers for the pseudo-scalar A and the scalar H to ¢f separately are
shown as a function of the (pseudo-)scalar mass in Figures 15 and 16, respectively. In these cases, only the
interference pattern for either A or H are assumed to be present in the spectra of the fitted variables. The
constraints are derived for different, fixed values of the relative total width I"4 ;7 /m o/ . Given that the
partial width I'(A/H — tt) is proportional to g /x7, it can exceed the total width in some regions of the
shown phase space. These unphysical regions are marked by hatched lines. The constraints on the coupling
modifier g 4/p,7 for signal hypotheses with a single pseudo-scalar are more stringent than for those with a
single scalar of the same width due to the fact that the (pure-signal) cross-sections are generally larger for
the pseudo-scalar compared to the scalar case for the same masses and width. Further differences in the
exclusion regions arise due to differences in the interference patterns of scalars and pseudo-scalars. In the
former case, the peak is generally narrower and located closer to the dip. The observed constraints on
the coupling strength are slightly weaker than expected for m 4,5 =~ 850 GeV, especially in the scenarios
with'g g /majg = 5% and I'ajp /majg = 10%, consistent with the small narrow excess of events in data
compared to the SM expectation observed in this region. This weaker-than-expected exclusion can be
explained by the fact that for g 4,7 > 1 the pure-signal component S, which scales like gi JHiT (Equation 1),

is enhanced over the interference component, which scales like gi .7+ This means that larger values
of g/m:+ correspond to interference patterns with a shallower dip or, for very large couplings, even a
peak-peak instead of a peak-dip structure. Such patterns are more compatible with a narrow excess in the
data than the interference patterns with a more pronounced dip obtained for smaller values of g4,7. A
small, discrete “island” occurs in the observed exclusion contour for the scenario with a single scalar with
total width I'4 = 10% in the region around m 4 = 800 GeV, for which coupling values around gg;7 = 2.0
are observed to be excluded but slightly larger values of g,; are not (Figure 16(b)). This island can
be explained by the fact that CL; value for this choice of myg and I'gy exhibits a local minimum around
gH:7 ~ 1.2 when expressed as a function of gg,7, similar to the scenario shown in Figure 9, where /u can
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be read as the equivalent of gi JHIT (compare also Equations 1 and 6). This local minimum causes the CL
value for a narrow range of g4,p,7 to fall below the exclusion threshold of 0.05. For the scenarios with
Ca/a/maja = 1%, no constraints were obtained within the physical parameter region.
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Figure 14: Observed and expected exclusion contours in the m,-tan 8 plane for the 2HDM+a with my = myg =

600 GeV and (a) sin# = 0.35 and (b) sin § = 0.70. The model settings correspond to those of benchmark scenarios 2a
and 2b defined in Ref. [156], respectively.
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12 Conclusion

A search for massive pseudo-scalar and scalar resonances decaying to 7 has been conducted on 140 fb~!of
pp collision data at \/s = 13 TeV recorded by the ATLAS experiment. The non-negligible interference
between the signal and the main background from SM 7 production is taken into account. The search
uses semi-leptonic and di-leptonic decays of the #7 system. For the semi-leptonic decays, separate analysis
strategies targeting resolved and merged hadronic top-quark decays are used. The agreement between the
data and the SM prediction is quantified in distributions of the ¢f invariant mass (1-lepton final states) and
the invariant mass of the two leptons and two b-jets (2-lepton final states) in several orthogonal signal
regions, which are combined in a final likelihood fit.

No significant deviation from the SM prediction is observed, and exclusion regions at 95% CL are derived
for several representative benchmark models that predict new scalar and pseudo-scalar states decaying to
1, such as a generic type-11 2HDM, the hMSSM, and the 2HDM+a benchmark for LHC DM searches.
Additionally, the search results are interpreted in a more model-independent scenario in which only the
interference pattern of a single scalar or pseudo-scalar of a given mass and width is considered and upper
limits are derived on the coupling of this particle to ¢7. In the 2HDM, values of tan 8 smaller than 3.0 are
excluded for my = myg = 400 GeV, and mass values up to 1250 GeV are excluded for the lowest tested
tan 8 value of 0.4. In the hMSSM, values of tan 8 smaller than 3.1 are excluded for m 4 = 400 GeV and
mass values up to 1000 GeV are excluded for tan 8 =1.0. The search presented in this paper provides the
most stringent constraints on the 2HDM and hMSSM parameter space in the region of high m 4 and low
tan B to date, surpassing previous constraints from #7 interference and ¢71f searches on Run-2 data. In the
2HDM+a, values of tan 8 below 1.2 (1.0) are excluded across the probed range of the mediator mass m,
for a benchmark scenario with low (high) a — A mixing. The search presented in this paper is the first to
consider the more complex interference patterns arising in the presence of two pseudo-scalars and a scalar
and the first ¢7 interference search to set constraints on pseudo-scalar mediators to dark matter.
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