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Abstract

Results are reported from a search for new physics in proton-proton collisions leading
to an experimental signature with two Higgs bosons and large missing momentum
in the direction transverse to the beam axis. This signature can arise in the context
of supersymmetry, where a broad class of models predicts the electroweak produc-
tion of a pair of Higgsinos, each of which can decay via a cascade process to a final
state with a Higgs boson and the lightest supersymmetric particle (LSP). The LSPs
remain undetected, producing the large missing transverse momentum characteristic
for these events. The search uses a 35.9 fb~! sample of proton-proton collision data at
V/s = 13 TeV, accumulated by the CMS experiment at the LHC. The observed event
yield in the signal region is found to be consistent with the expected standard model
background predicted from control regions in the data. Higgsinos with mass in the
range 225 — 770 GeV are excluded at 95% CL using a simplified model framework for
the production and decay of approximately degenerate Higgsinos in the context of
gauge mediated supersymmetry breaking.
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1 Introduction

The discovery of a Higgs boson with a mass my, ~ 125 GeV [1-6] at the electroweak scale
provides a new tool that can be used in searches for particles associated with physics beyond
the standard model (SM). Particles predicted by models based on supersymmetry (SUSY) [7-
14] are expected in many cases to decay into Higgs bosons with significant branching fractions,
and in some cases, the presence of a Higgs boson can become a critical part of the experimental
signature [15-17].

In this analysis, we perform a search for processes leading to Higgs-boson pair production in
association with large magnitude of the missing transverse momentum vector, pss, with each
Higgs particle decaying via its dominant decay mode, h — bb, which has a branching fraction
of around 60%. Such a signature can arise, for example, in models based on SUSY, in which
an electroweak process can lead to the production of two supersymmetric particles, each of
which decays into a Higgs boson and another particle that interacts so weakly that it escapes
detection in the apparatus. The search uses an event sample of proton-proton collision data
at /s = 13 TeV, corresponding to an integrated luminosity of 35.9 fb~!, accumulated by the
CMS experiment at the CERN LHC. Searches for this and related decay scenarios have been
performed by ATLAS [18, 19] and CMS [15, 17, 20] using 7 TeV and 8 TeV data. In particular,
this analysis is based on an approach developed in Ref. [15].

While the Higgs particle completes the SM, the low value of its mass raises fundamental ques-
tions that suggest the existence of new physics beyond the SM. Assuming that the Higgs boson
is a fundamental (that is, non-composite) spin-0 particle, stabilizing its mass at the electroweak
scale is a major theoretical challenge, referred to as the gauge hierarchy problem [21-26]. Specif-
cally, without invoking new physics, preventing the Higgs boson mass from being pulled by
quantum loop corrections to the cutoff scale of the theory, which can be taken as, for example,
the Planck scale, requires extreme degree of fine tuning of the theoretical parameters. Instead,
this stabilization can be achieved through a variety of mechanisms extending the SM, such as
supersymmetry (SUSY) or extra dimensions.

A class of so-called natural SUSY models [27-30] contain the ingredients necessary to stabilize
the Higgs boson mass at the electroweak scale, and are thus the object of intensive searches
at the LHC. In any SUSY model, additional particles are introduced such that all fermionic
(bosonic) degrees of freedom in the SM are paired with corresponding bosonic (fermionic) de-
grees of feedom in the extended theory. In natural SUSY models, certain classes of partner par-
ticles are expected to be light. These include the four Higgsinos (I:I(l),z, H*), both top squarks,
t, and tg, which have the same electroweak couplings as the left- (L) and right- (R) handed top
quarks, respectively; the bottom squark with L-handed couplings (b;); and the gluino (g). Of
these, the Higgsinos are generically expected to be the lightest, but in contrast to the squarks
and the gluino which couple via the strong force, the Higgsinos only couple via electroweak
interactions, greatly suppressing their production cross sections. Furthermore, in natural sce-
narios, the four Higgsinos are approximately degenerate in mass, so that transitions among
these SUSY partners would typically produce only very soft additional particles, which do not
contribute to the experimental signature.

More generally, the gaugino and Higgsino fields can mix, leading to mass eigenstates that are
classified either as neutralinos (X?, i = 1 —4) or charginos ()Zii, i=1-2)Ifthe X(l) is the lightest
supersymmetric particle (LSP), it is stable in R-parity [31] conserving models and, because of
its weak interactions, would escape experimental detection. Searches for the direct production
of such particles can be performed using signatures involving initial-state radiation, in which



47
48
49
50

51
52
53
54
55
56
57
58
59
60
61
62
63
64
65

66
67
68
69
70
71
72
73
74
75
76
77

78
79
80

2 1 Introduction
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Figure 1: Diagram for the gauge-mediated-symmetry-breaking signal model, {00 — hhGG
(TChiHH), where G is a Goldstino. The NLSPs x! are not directly pair produced, but are instead
produced in the cascade decays of several different combinations of neutralinos and charginos,
as described in the text.
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a hadronic jet or energetic photon is radiated before the hard-scattering of the partons. The
jet or photon then recoils against the missing transverse momentum. Such monojet searches
have been performed by both ATLAS [32] and CMS [33], but, thus far, no signals have been
observed.

While crucial to addressing the question of naturalness, the detection of particles in a nearly
degenerate Higgsino sector that contains the LSP poses a major experimental challenge. How-
ever, there is an alternative scenario in which the lightest Higgsino/neutralino is not the light-
est supersymmetric particle, but the next- to-lightest supersymmetric particle (NLSP). The LSP
can be another particle that is generic in SUSY models, the Goldstino (G). The Goldstino is
the Nambu-Goldstone particle associated with the spontaneous breaking of global supersym-
metry and is a fermion. In a broad range of models in which SUSY breaking is mediated at
a low scale, such as Gauge Mediated Supersymmetry Breaking (GMSB) models [34, 35], the
Goldstino is nearly massless on the scale of the other particles and becomes the LSP. If SUSY is
promoted to a local symmetry, leading to gravity, the Goldstino is “eaten” by the SUSY part-
ner of the graviton, the gravitino (] = 3/2), and provides two of its four degrees of freedom.
In the region of parameter space involving prompt decays to the gravitino, only the degrees
of freedom associated with the Goldstino have sufficiently large couplings to be relevant, so
it is common to denote the particle in either case as a Goldstino. In these GMSB models, the
Goldstino mass is generically at the eV scale.

If the lighter neutralinos and charginos are dominated by their Higgsino content and are thus
nearly mass degenerate, their cascade decays can all lead to the lightest neutralino, {9 (now
taken to be the NLSP), plus soft particles. Integrating over the contributions from various
allowed combinations of produced charginos and neutralinos ()E(l) )Eg, X(l) )Eli, Xg Xli, Xli X1) there-
fore leads to an effective rate for {0 production [36, 37] that is significantly larger than that
for any of the individual primary pairs resulting in a boost to the experimental sensitivity. The
Higgsino-like NLSP would then decay via X(l) = (7, h,Z)G, where the Goldstino can lead to
large p™iss. The branching fractions here depend on a number of parameters including tan j3,
the ratio of the Higgs vacuum expectation values, but the branching fraction for 0 — hG can
be substantial. As a consequence, the signature hh + g™ with h — bb can provide sensitivity
to the existence of a Higgsino sector in the important class of scenarios in which the LSP mass
lies below the Higgsino masses.

Figure 1 shows the pair production of two ! NLSPs, each decaying via ¥ — hG, where
it is assumed that the NLSPs are each fed by the production of X(l), )Eg, and Xf as described
above. This situation arises when the mass splittings among charginos and neutralinos are
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large enough (= 100 MeV) so that the decays to §) occur promptly, while also small enough
so that the additional soft particles fall out of acceptance. This scenario, in which other poten-
tial NLSP decay modes are ignored, is a SUSY simplified model [38—40] and is designated by
TChiHH.

2 Detector

The central feature of the CMS detector is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8T. Within the solenoid volume are the tracking and
calorimeter systems. The tracking system, composed of silicon-pixel and silicon-strip detec-
tors, measures charged particle trajectories within the pseudorapidity range |77| < 2.5, where

= —Inftan(0/2)] and 0 is the polar angle of the trajectory of the particle with respect to the
counterclockwise proton beam direction. A lead tungstate crystal electromagnetic calorimeter
(ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel
and two endcap sections, provide energy measurements up to || = 3. Forward calorime-
ters extend the pseudorapidity coverage provided by the barrel and endcap detectors up to
|7| = 5. Muons are identified and measured within the range || < 2.4 by gas-ionization de-
tectors embedded in the steel magnetic flux-return yoke outside the solenoid. The detector is
nearly hermetic, permitting the accurate measurement of pIs*. A more detailed description
of the CMS detector, together with a definition of the coordinate system used and the relevant
kinematic variables, is given in Ref. [41].

3 Simulated event samples

The analysis makes use of several simulated event samples for modeling the SM background
and signal processes. While the background estimation in the analysis is performed from con-
trol samples in the data, simulated event samples are used to propagate uncertainties as well as
build understanding of the characteristics of the background events selected by this analysis.

The production of tt+jets, W-jets, Z+jets, and QCD multijet events is simulated with the Monte
Carlo (MC) generator MADGRAPH5_AMC@NLO 2.2.2 [42] in leading-order (LO) mode. Single
top quark events are modeled at next-to-leading order (NLO) with MADGRAPH5_AMC@NLO
for the s-channel and POWHEG v2 [43, 44] for the t-channel and W-associated production. Addi-
tional small backgrounds, such as tt production in association with bosons, diboson processes,
and tttt are similarly produced at NLO with either MADGRAPH5_AMC@NLO or POWHEG.
All events are generated using the NNPDF 3.0 [45] set of parton distribution functions (PDF).
Parton showering and fragmentation are performed with the PYTHIA 8.205 [46] generator with
the underlying event model based on the CUETP8M1 tune detailed in Ref. [47]. The detector
simulation is performed with GEANT4 [48]. The cross sections used to scale simulated event
yields are based on the highest order calculation available.

Signal events for the TChiHH simplified model are generated for 33 values of the Higgsino
mass between 200 GeV and 1000 GeV. The mass of the LSP (the Goldstino) is fixed to 1 GeV. The
yields are normalized to the NLO + next-to-leading-logarithmic (NLL) cross section [36, 37].
The production cross sections are calculated assuming mass degeneracy for ¥, 9, and %7 All
SUSY decays in the simplified model are taken to be prompt, though the lifetime of a true phys-
ical model would depend on the mass splitting between the Higgsino states and may be long-
lived for very nearly degenerate states. Both Higgs bosons in each event are forced to decay
to bb, which is accounted for by scaling with the branching fraction. The events are generated
in a manner similar to that for the SM backgrounds, with the MADGRAPH5_AMC@NLO 2.2.2



125
126
127

128

129
130
131
132

133

134
135
136

137

139
140

141
142
143
144
145
146
147
148

149

150
151
152
153
154
155
156
157
158
159

160
161

162

164
165

166
167
168

4 4 Event reconstruction and analysis variables

generator in LO mode using the NNPDF 3.0 PDF set and followed with PYTHIA 8.205 for show-
ering and fragmentation. The detector simulation is performed with the CMS fast simulation
package [49] with scale factors applied to account for differences with respect to the full simu-
lation used for backgrounds.

Finally, to model the presence of additional proton-proton collisions from the same or adjacent
beam crossing as the primary hard-scattering process (“pileup” interactions), the simulated
events are overlaid with multiple minimum bias events, which are also generated with the
PYTHIA 8.205 generator with the underlying event model based on the CUETP8M1 tune.

4 Event reconstruction and analysis variables

The reconstruction of physics objects in an event proceeds from the candidate particles iden-
tified by the particle-flow (PF) algorithm [50, 51], which uses information from the tracker,
calorimeters, and muon systems to identify the candidates as charged or neutral hadrons, pho-
tons, electrons, or muons. Charged particle tracks are required to originate from the event
primary vertex (PV), defined as the reconstructed vertex, located within 24 cm (2 cm) of the
center of the detector in the direction along (perpendicular to) the beam axis, that has the high-
est value of p3 summed over the associated charged particle tracks.

The charged PF candidates associated with the PV and the neutral PF candidates are clustered
into jets using the anti-kt algorithm [52] with distance parameter R = 0.4, as implemented
in the FASTJET package [53]. The estimated pileup contribution to the jet pt from neutral PF
candidates is removed with a correction based on the area of the jet and the average energy
density of the event [54]. The jet energy is calibrated using pr- and 77-dependent corrections;
the resulting calibrated jet is required to satisfy pr > 30GeV and |y| < 2.4. Each jet must also
meet loose identification requirements [55] to suppress, for example, calorimeter noise. Finally,
jets that have PF constituents matched to an isolated lepton, as defined below, are removed
from the jet collection.

A subset of the jets are “tagged” as originating from b quarks using DeepCSV [56], a new b-
tagging algorithm based on a deep neural network [57]. The DeepCSV discriminator employs
the same set of observables used by the combined secondary vertex (CSV) algorithm [58, 59],
except that the track selection is expanded to include the leading six tracks, further improving
the b-jet discrimination. In this analysis we use all three of the DeepCSV algorithm working
points, loose, medium, and tight, defined as the values of the discriminator cut for which the
rate for misidentifying a light-quark jet as a b jet are 10%, 1%, and 0.1%, respectively. The
b-tagging efficiency for jets with pr in the 50-150 GeV range is approximately 84%, 66% and
45% for the loose, medium and tight working points, respectively, and gradually decreases for
lower and higher jet transverse momenta.

The missing transverse momentum, pisS, is given by the magnitude of pss, the negative
vector sum of the transverse momenta of all PF candidates [50, 51]. Correspondence to the true
undetectable energy in the event is improved by replacing the contribution of the PF candidates
associated with a jet by the calibrated four-momentum of that jet. Filters are applied to reject
events with well defined anomalous sources of pfr“iss arising from calorimeter noise, beam halo,
dead cells, and other effects.

Two types of lepton candidates are defined: veto leptons are used to suppress contamination
from leptonic decays in the search region, while signal leptons are defined with tighter require-
ments and are used in the single-lepton and dilepton control regions. Electrons are recon-
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structed by associating a charged particle track with an ECAL supercluster [60]. Veto (signal)
candidate electrons are required to have pr > 10GeV (pr > 20GeV) and || < 2.5, and are
required to satisfy identification criteria designed to minimize any misidentification of light-
parton jets, photon conversions, and electrons from heavy flavor hadron decays as prompt
electrons. Muons are reconstructed by associating tracks in the muon system with those found
in the silicon tracker [61]. Veto (signal) muon candidates are required to satisty pt > 10 GeV
(pr > 20GeV) and || < 2.4.

To preferentially select leptons that originate in the decay of W and Z bosons, leptons are re-
quired to be isolated from other PF candidates. Isolation is quantified using an optimized ver-
sion of the “mini-isolation” variable originally suggested in Ref. [62], in which the transverse
energy of the particles within a cone in 77-¢ space surrounding the lepton momentum vector
is computed using a cone size that scales with the inverse of the transverse momentum of the
lepton. For more details on the precise definition of the lepton isolation used in this analysis,
see Ref. [63] The combined efficiency for the signal electron reconstruction and isolation re-
quirements is about 50% at a p§ of 20 GeV, increasing to 65% at 50 GeV and reaching a plateau
of 80% above 200 GeV. The combined reconstruction and isolation efficiencies for signal muons
are about 70% at a p% of 20 GeV, increasing to 80% at 50 GeV and reaching a plateau of 95% at
200 GeV.

The dominant background in the analysis arises from the production of tt single-lepton events
in which the lepton is a T decaying hadronically or is a light lepton that is not reconstructed or
fails the lepton selection criteria, including the pr threshold and the isolation requirements. To
reduce this background, we veto events with any additional tracks corresponding to leptonic
or hadronic PF candidates. To reduce the influence of tracks from extraneous pp interactions
(pileup), isolated tracks are considered only if their nearest distance of approach along the
beam axis to a reconstructed vertex is smaller for the primary event vertex than for any other
vertex.

The requirements for the definition of an isolated track differ slightly depending on whether
the track is identified as leptonic or hadronic by the PF algorithm. For leptonic tracks, we
require pr > 5GeV and Iy < 0.2, where Iy is the scalar pr sum of other charged tracks within

R = /(A¢)? + (An)? < 0.3 of the primary track, divided by the pr value of the primary track.
For hadronic tracks, we apply slightly tighter requirements to reduce hadronic (non-7) signal
loss: pr > 10GeV and Iy < 0.1. Since the isolation sum does not include neutral-particle
candidates, the isolation distributions and efficiencies of leptonic tracks should be similar to
those of pions from single-prong T decays. To minimize the signal inefficiency due to this veto,
isolated tracks are considered only if they satisfy

—»m1ss \/ZPT p$lss COS(A(Ptk,fJ}“iSSH < 100 GeV, (1)

where pi¥ is the transverse momentum of the track and A¢,, pmiss 18 the azimuthal separation
between the track and pIss.

The majority of QCD multijet events in the high-piss search region have jets with undermea-
sured momenta and thus a spurious momentum imbalance. A signature of such an eventis a jet
closely aligned in direction with the g™ vector. To suppress this background, we place the fol-
lowing requirements on the angle A¢; between the i-th highest-pr jet and piss for i = 1,2, 3, 4:
Ap1 < 0.5, Ar < 0.5, A¢3 < 0.3, and A¢s < 0.3. No such requirement is placed on other jets.

The transverse hadronic energy Hr is defined as the scalar sum of the transverse momenta
of the jets satisfying the criteria described above. Similarly, Njes is the number of such jets,
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6 4 Event reconstruction and analysis variables

and N, 1, Ny v, and Ny v the number of these jets tagged with the loose, medium, and tight b-
tagging working points, respectively. By definition, the jets identified by each b-tagging work-
ing point form a subset of those satisfying the requirements of looser working points.

A single-lepton control sample is used to study the tt background. To avoid possible signal
contamination from SUSY processes leading to leptons, a maximum requirement is imposed
on the transverse mass of these events:

mr (0, Piss) = \/2;9’;;9!;1155[1 — 08 (A jmi)] < 100 GeV, )

where Ay ;s is the difference between the azimuthal angles of the lepton momentum vector
and the missing momentum vector, pmiss.

To optimize signal efficiency and background rejection, we define the following mutually ex-
clusive b-tagging categories:

e 2b category: two tight b-tags (N, 1 = 2, N, = 2),

e 3b category: two tight b -tags and a medium b-tag (N, > 2, Nom = 3, Np. = 3),
and

e 4b category: two tight b-tags, a medium b-tag, and a loose b-tag (N, T > 2, Ny > 3,
Np > 4).

The 2b category is used as a control sample to determine the kinematic shape of the back-
ground. Most of the signal events lie in the 3b and 4b categories. This categorization was found
to have superior performance with respect to different combinations of working points. For in-
stance, the simpler option of only using medium b-tags results in a loose 2b control sample that
has a larger contribution from QCD, and a tight 4b sample with smaller signal efficiency.

To study various sources of background with higher statistical precision, we also define the
following b-tag categories with looser requirements:

e 0Ob category: no medium b-tags (N, \ = 0),
e 1b category: one medium b-tags (Npp = 1).

We will use N, as a shorthand when discussing b-tag categories as an analysis variable, and
Np 1, Npm, and Ny, T when discussing numbers of b-tags for specific working points.

The principal visible decay products in signal events are the four b jets that arise from the
decay of the two Higgs bosons. Additional jets may arise from initial-state radiation, final-state
radiation or pileup. In order to reconstruct both Higgs bosons, we choose the four jets with
the largest DeepCSV discriminator values, i.e., the four most b-like jets. These four jets can
be grouped into three different pairs of Higgs boson candidates. Of the three possibilities, we
choose the one with the smallest mass difference Am between the two Higgs candidate masses
My, My,

Am = |mpy, — mp,| . 3)

This method exploits the fact that signal events contain two particles of identical mass, without
using the known value of the mass itself. Methods that use the known mass to select the best
candidate tend to sculpt an artificial peak in the background.

Only events where the masses of the two Higgs boson candidates are similar, Am < 40 GeV,
are kept. We then calculate the average mass as

my, + mg,

(m) = — 5 4)
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As discussed in Section 6, we define the Higgs boson mass window as 100 < (m) < 140 GeV.

After selecting the two Higgs boson candidates, we compute the distance AR between the two
jets in each of the H — bb candidate decays. We then define ARp.x as the larger of these two
values

ARmax = max (ARp,, ARp,) . (5)

In the typical configuration of signal events, ARmax is small because the Higgs bosons tend to
have non-zero transverse boost and, thus, the two jets from the decay of a Higgs boson tend to
lie near each other in 77 and ¢. In contrast, for semileptonic tt background events, three of the
jets typically arise from a top quark that decays via a hadronically decaying W boson while the
fourth jet arises from a b quark from the other top-quark decay. Therefore, three of the jets tend
to lie within the same hemisphere while the fourth jet is in the opposite hemisphere. One of
the Higgs boson candidates is thus formed from jets in both hemispheres, and ARpyax tends to
be larger than it is for signal events.

5 Trigger and event selection

The data sample used in this analysis was obtained with triggers that require the value of
piss to be greater than 100 GeV to 120 GeV, depending on the running period. This variable
is computed with trigger-level quantities, and, as result, it has somewhat poorer resolution
than the corresponding offline variable. The trigger efficiency, measured in samples triggered
by a high-pr isolated electron, rises rapidly from about 60% at pmis = 150 GeV to over 99%
for pTiss > 300 GeV. Systematic uncertainties on this efficiency are obtained by comparing
the nominal trigger efficiency with that obtained in different kinematic regions, with different
reference triggers, and with the simulation. This uncertainty is about 7% for pmis = 150 GeV
and decreases to 0.7% for pTiss > 300 GeV.

Several data control samples are employed to validate the analysis techniques and estimate
systematic uncertainties on the background estimates. The control sample for the principal
background from tt events requires exactly one electron or one muon, while invisible Z boson
decays are studied with a control sample requiring two leptons consistent with a Z — ¢/ decay.
These data samples were obtained with triggers that require at least one electron or muon with
pr greater than 27 GeV or 24 GeV, respectively.

Signal events have four b jets from the decay of two Higgs bosons with little or no additional
hadronic activity and no isolated leptons. Thus, we select events with 4 or 5 jets, no veto
leptons or isolated tracks, at least two tight b tags, p%‘iss > 150 GeV, high A¢, Am < 40 GeV,
and ARmax < 2.2. These selection requirements, listed in the top half of Table 1, are referred
to as the baseline selection, while the bottom half of that table shows the further reduction in
background in increasingly more sensitive search bins.

After the baseline selection, more than 85% of the remaining SM background arises from tt
production. The contributions from events with a W or Z boson in association with jets are
about 10%. The background from QCD multijet events after the baseline selection is very small
due to the combination of pMi¢, A¢, and N, requirements. The distributions of (), Am and
ARmax in the 4b category are shown in Fig. 2 in data and simulation for illustration only. The
background prediction is based on data control samples as described next.

As shown in Fig. 2, the pi* distribution of the signal is highly dependent on the Higgsino
mass. Thus, to further enhance the sensitivity of the analysis we subdivide the search region
into four pM* bins: 150 < piss < 200 GeV, 200 < piiss < 300 GeV, 300 < piiss < 450 GeV,



5 Trigger and event selection

Table 1: Event yields obtained from simulated event samples scaled to 35.9 fb~!, as the event selection criteria are applied. The category
“tt + X” is dominated by tt (98.5%), but also includes small contributions from tttt, ttW, ttZ, ttH, and tty. The category “V+jets” includes
Z+jets and W+jets in all their decays. The category “Other” includes ZZ, WZ, WW, WH(— bb), and ZH(— bb). The event selection
requirements listed above the horizontal line in the middle of the table are defined as the baseline selection. The trigger efficiency is applied
as an event weight and is first taken into account in the p™is* > 150 GeV row.

TChiHH | TChiHH | TChiHH

L =359fb1! Other Single t QCD V+jets tt+ X | Total SM bkg. (225,1) (400,1) (700,1)

No selection - - - - - - | 10477.0 1080.4 84.0
04, 4-5 jets - - - - - - 4400.5 542.4 445
Np > 2 - - - - - - 2479.4 304.2 23.8
piss > 150 GeV 122.3  1847.0 13201.4 2375.8 26797.7 | 44344.2+778.5 487.0 201.7 20.2
Track veto 914  1130.1 12251.8 1987.0 16910.1 | 32370.5+£770.5 455.1 193.2 19.8
Ap1o > 0.5,A¢34 > 0.3 62.3 688.4 1649.0 1466.6 12027.0 | 15893.4+482.6 258.4 161.0 17.4
|Am| < 40 GeV 35.9 366.0 8319 7455 76823 | 9661.6+440.8 187.1 118.9 12.0
ARpmax < 2.2 14.2 138.2 147.0 3369 3014.2 3650.5490.2 95.1 80.1 9.9
100 < (m) < 140 GeV 3.8 42.3 14.0 75.2 992.0 1127.3+10.1 70.4 61.1 8.1
3b + 4b 0.1 34 3.2 7.1 109.0 122.9+3.9 53.0 46.1 6.2
4b 0.1 0.7 3.2 1.5 27.3 32.8+34 354 32.0 44
piss > 200 GeV 0.1 0.3 3.2 1.1 94 14.1+3.3 15.0 26.2 42
piss > 300 GeV 0.0 0.1 0.0 0.4 1.1 1.740.2 2.4 11.6 3.4
piss > 450 GeV 0.0 0.0 0.0 0.1 0.1 0.14+0.1 0.1 1.1 1.9
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Figure 2: Distributions of p%ﬁss, Am, (m), and ARmax for data and simulated background sam-
ples, as well as signal benchmark points for three values of the Higgsino mass. All plots include
baseline requirements, and the Am, (m), and ARmax distributions also include the 4b selection.
The simulation is normalized to the data yields. The gray shading indicates the statistical un-
certainty on the total simulated background.

pmiss > 450 GeV. The background estimation procedure described in Section 6 is then applied
simultaneously in each of the four p7"*® bins. Details of the background control samples will
be given in Section 7 which covers the systematic uncertainties.

6 Background estimation
6.1 Method

The background estimation method is based on the observation that the (m) distribution is ap-
proximately uncorrelated with the number of b-tags. As shown in Fig. 3, the (m) shapes for the
three event categories used in the analysis agree within the available statistics. This behavior
can be understood by noting that the background in all three b-tag categories is dominated by
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Figure 3: Comparison of the (m) shape from simulated background samples among the three b-
tag categories after baseline selection. Note that QCD is not included due to the poor statistics
of the simulation.

events containing only 2 b quarks, with the additional b-tagged jets in the 3b and 4b categories
being mistagged light-quark or gluon jets. The background simulation indicates that less than
20% of the events in the 3b and 4b selection have more than 2 b quarks. As a result, the four
jets used to construct (m) in the 3b and 4b categories have no distinct angular correlations as
compared to the jets used to construct (m) in the 2b selection, and thus the shape of the average
mass distribution is independent of Ny, for N, > 2.

Taking advantage of this observation, we construct an ABCD method [63] using (m) and the
b-tag categories as the two dimensions. Specifically, we define the HIG region as the events
with (m) within the Higgs boson mass window, 100 to 140 GeV, and the SBD region as the sum
of all events outside the mass window up to (m) < 200 GeV. The SBD and 2b regions are the
sidebands, which are used to determine the background in the signal enriched HIG region for
the 3b and 4b events independently for each piss bin. In the limit that the b-tag category and
(m) are uncorrelated, the background HIG / SBD ratio is the same for the three b-tag categories

bkg bkg bkg
<?4H1G ) _ < s ) _ ( HiG > - R )
bkg - bkg - bkg -
HseD / 2b HseD / 3p HseD / 4

where yzlggSBD and yzl;gHIG are the estimated (Poisson) means of the background for each b-tag
category (n = 2,3,4) in the SBD and HIG search regions, respectively. The resulting back-
ground predictions are

bkg ___bkg bkg ___bkg
Hapiic = Mapepp X Rm and  pyfne = pypdpp X Run @)

The closure of the background estimation method, that is, the ability of Eq. 7 to predict the
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Figure 4: Values of the double-ratios 3}, and x4, obtained from the background simulation for
each of the pi*s bins.

background rates in the signal regions, is quantified with the double ratio x

‘ubkg ybkg
o= (M) /(1E) ®
MseD/ b \HMsBD/ 2

These x factors measure the impact of any residual correlation between the b-tag category and
(m). Figure 4 shows that the x factors in simulation are consistent with unity for both the 3b
and 4b regions across the full pss range, demonstrating the fundamental assumption of the
ABCD method. In Section 7, we study the closure of the method in data control samples and
estimate the associated systematic uncertainties on the background prediction.

6.2 Implementation

The method outlined in Section 6.1 is implemented with a likelihood function that incorporates
the systematic uncertainties on the closure and accounts for signal contamination in the (m)
SBD and 2b sideband regions.

The likelihood function is the product of Poisson probability density functions, one for each
observable, given by

dat MC
L :ﬁA%%D ﬁ&g ’ (9)
data H P data + MC,sig
LYBep = H oisson ( reu nb,SBD,m) X
m=1n=
4 d MC,si
t ,S1g
H H Poisson (N G, m ’:unb sBDm X Rm 47+ :unb,HIG,m)’ (10)
m=1n=
MC MC ,sig MC;sig MC ,sig MC;sig
Lgg = 1—11 H Poisson(N, 1b,SBD,m |an,SBD m H H Poisson(N, 1b,HIG,m |:unb,HIG,m)’ (11)
m n= m=1n=

where N9 and NMC refer to the observed number of events in data and the simulation, Hob MCsig

is the expected number of signal events, and r is the strength of the signal. For each prTmSS bin
m, there are four main floating parameters describing the fitted background rates: the three

sideband background rates yzlggSBD ., and the ratio Ry,.
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12 7 Systematic uncertainties

In Eq. (9), £933 ) accounts for the statistical uncertainty in the observed data yields in each of
the 4 x 6 regions, and L’ls\fgc accounts for the uncertainty in the computation of the signal shape
due to the finite size of the MC samples.

The systematic uncertainties on the closure and the signal efficiency are described in the follow-
ing sections. These effects are incorporated in the likelihood function as log-normal constraints
multypling the event rates with a nuisance parameter for each uncorrelated source of uncer-
tainty. These terms are not explicitly shown in the likelihood function above for simplicity.

The likelihood function defined in Egs. (9)-(11) is employed in two separate types of fits that
provide complementary but compatible background estimates based on an ABCD model. The
tirst type of fit, which we call the predictive fit, allows us to more easily establish the agreement
of the background predictions and the observations in the null (i.e., the background-only) hy-
pothesis. We do this by excluding the observations in the signal regions in the likelihood (that
is, by not including the (3b,HIG) and (4b,HIG) bins in the products of Eq. (10)) and fixing
the signal strength r to 0. This procedure leaves as many unknowns as constraints: four data
floating parameters (Vlzji%BD/ VSE,gSBD/ yZﬁ%BD, and R;;) and four observations (NgﬁtsaBD, Ngllj‘,tsaBD,
NﬁffsaBD, and NS;’;‘;‘HG) for each prT“iSS bin. In the likelihood function there are additional floating
parameters associated with the signal yields, which have small uncertainties. As a result, the
estimated background rates in the control regions converge to the observed values in those
bins, and we obtain predictions for the signal regions that do not depend on the observed
Ng;tl_anc and Nfl?,tlflnc yields. The predictive fit thus converges to the standard ABCD method,
and the likelihood machinery becomes just a convenient way to solve the system of equations
and propagate the various uncertainties.

Additionally, we implement a global fit which, by making use of the observations in the signal
regions, can provide an estimate of the signal strength r, while allowing for signal events to
populate the control regions. This is achieved by including all N,‘jf;‘fSaBD and Nggfﬁnc observa-
tions, (n = 2,3,4), in the likelihood function. Since there are six observations and four float-
ing background parameters in each ABCD plane, there are enough constraints for the signal
strength also to be determined in the fit.

7 Systematic uncertainties

7.1 Overview

The background estimation procedure described in Section 6 relies on the approximate inde-
pendence of the (m) and Nj, distributions. The closure of the method for each signal bin can be
quantified with the double-ratio x (Eq. 8), expected to be unity in the case of (m) and N, being
uncorrelated. In the simulation, the x factors are close to 1 (Fig. 4) because the following two
conditions are approximately true:

1. The distributions of (m) and N, are independent for each background category.

2. The relative abundance of each background component is independent of Nj,.

These conditions are sufficient to ensure that the overall « is unity, even when each background
has different (m) shape (which is the case for the two main backgrounds, tt and Z+jets). In this
section, we present the data control sample studies that test these expectations together with the
resulting estimates for the systematic uncertainties on the closure of the background estimate
method for each search bin.
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7.2 Single-lepton tt control sample 13

In Sections 7.2, 7.3, and 7.4, we study the first condition by defining dedicated data control re-
gions for tt, Z+jets and QCD multijet production and examining the closure of the background
estimation method for each of these individual background processes in the data. Then, in
Section 7.5, we use these data control samples to quantify the validity of the simulation predic-
tion that the background admixture is independent of Ny, in each p%ﬁss bin, the second closure
condition, by examining the modeling of the p™* and Nj, distributions for each background
source. Finally, Section 7.6 describes the prescription for combining the findings based on these
data control sample studies into a total systematic uncertainty on the background prediction in
each search bin.

7.2 Single-lepton tt control sample

To test whether the background estimation method works for tt-like processes, we define a
single lepton control sample, which, like the search region, is dominated by single lepton tt
events and represents a similar kinematic phase space. Since the lepton is a spectator object
as far as the ABCD method is concerned —it is neither involved in the construction of the
(m) variable, nor correlated with the presence of additional b-jets— this control sample should
accurately capture any potential mismodeling of the (m)-Nj, correlation that may be present in
the signal region.

For each of the 6 nominal ABCD planes, we construct a corresponding single-lepton ABCD
plane, where all cuts are kept the same except for removing the lepton and isolated track vetoes
and instead requiring exactly one signal lepton with pr > 30 GeV (to reach trigger plateau) and
mt < 100 GeV (to avoid poorly reconstructed events and possible signal contamination from
other SUSY models). Given that the single lepton region is free of QCD contamination, the A¢
cut is also removed. Since the presence of the lepton allows us to trigger on events with lower
piiss we add two additional pTis® bins, piss < 75 GeV and 75 < piss < 150 GeV, allowing to
study the piiss dependence of the closure in a wider range. Except for the p2iss > 300 GeV bin
where the contribution of single top production and V +jets can be altogether as high as ~25%,
tt accounts for over 90% of the events in this control region. Data-to-simulation comparison
shows good agreement for the (m) distribution, as seen in Figure 5 (left), as well as for the
other Higgs reconstruction variables, Am and ARpmax.

As described in Section 6, since the 3b and 4b categories are dominated by events with two
true B hadrons and one or two additional mistagged jets, similar jet topologies contribute to all
b-tag categories and thus the (m) distributions of the reconstructed b-tag categories converge.
We validate this assertion in the single-lepton control sample by examining the value of the «
factor. Figure 6 shows the overall closure of the method in bins of p2ss both in the simulation
and in data. We observe good closure within the statistical uncertainties. As expected from the
simulation, the data x values are consistent with unity across the full pT* range.

To assign the final uncertainty on the closure of the method in tt-like events, we take advantage
of the fact that the closure of the method is not expected to depend on ps. This is confirmed
within the available data and simulation statistics, shown in Fig. 6, as well as after loosening
the selection by removing the ARmax cut. Additionally, from simulation we know that the true
B-hadron composition of each b-tag category does not depend on pMi*. We thus integrate
over piss to increase the statistical precision of the closure test and assign the larger of the
non-closure and the statistical uncertainty as the systematic uncertainty on the closure of the
method in tt-like events. The results, shown to the right of the solid line in Fig. 6 correspond to

an uncertainty of 3% and 6% in the 3b and 4b bins, respectively.
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Figure 5: Comparison of the distribution of (m) in data and simulation in the single-lepton
control sample (left) and the dilepton control sample (right) integrated in pi*. The simulation
is normalized to the data yields. The gray shading indicates the statistical uncertainty on the
total simulated background.
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Figure 6: Comparison of the « values found in the single-lepton control sample, for data and
simulated events, for the 2b-3b and 2b-4b ABCD planes in each pis bin.
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7.3 Z+jets control sample

As shown in Section 5, the second largest background is Z+jets, with the Z boson decaying
as Z — vv. Similarly to the tt case, we can validate the background estimation method for
Z+jets events by constructing a closure test in a representative data control sample rich with
Z — (¢ decays. However, given the small branching fraction of Z — ¢/ decays and the large tt
contamination associated with a high N, selection, we test the method by constructing ABCD
planes with lower b-tag requirements, namely 1b/0b and 2b/1b. The additional Ob and 1b
categories are selected by requiring exactly 0 and 1 medium b-tags, respectively.

The Z — /¢¢ control sample is constructed in a similar manner to the search region. Events
with 4 or 5 jets are selected, and the double-Higgs-boson reconstruction proceeds as described
in Section 4. We require two opposite-sign same-flavor signal leptons in the Z-mass window,
80 < m(¢¢) < 100 GeV, with the pr of the leading lepton being greater than 40 GeV due to
trigger constraints. We remove the lepton and isolated track vetoes and, since the dilepton
requirement makes the contamination from QCD events negligible, we remove the A¢ cut.
Since we do not expect real pTiss from the targeted DY+jets events, we additionally require
pmiss < 50 GeV, which reduces the contamination of other processes from 20% to 10%.

We divide the sample in bins of pr(¢¢), ensuring kinematic correspondence with the Z — vv
decays present in the various piss bins employed in the search region. Similarly to the single-
lepton sample, the presence of leptons allows us to study the closure for lower values of pr(¢¢)
as well. Figure 5 (right) shows both the high purity of the sample and the excellent data to
simulation agreement in the () shape.

The validity of the extrapolation of the method to a sample consisting of lower b-tag multiplic-
ities is supported by the observation that all jets in V+jets events come from ISR, and thus their
kinematic properties are largely independent of the flavor content of the event. This expecta-
tion is confirmed in data by examining the overall closure of the method in bins of pr(¢¢) as
seen in Fig. 7, where the values of x found in the simulation and data are compared to unity.

Since we do not observe that the closure of the method has any dependence on pr(¢¢), we
proceed to combine all the pr(¢¢) bins into one bin to the right of the solid brown line and
repeat the closure test with improved statistical precision. The 1b/0b test shown in Fig. 7 shows
a residual non-closure of 11%, which may be due to higher order effects beyond the precision
of this search. A similar 2b/1b test shows good closure but with a higher statistical uncertainty
of 19%. We proceed to assign the larger uncertainty of 19% as the systematic uncertainty on the
closure of the background estimate method for Z+jets events. The robustness of this result is
further corroborated by similar checks in a looser selection, without the ARy cut.

7.4 Systematic uncertainty on the QCD contribution

The systematic uncertainty for the QCD background is set by following the same procedure as
for the Z+jets background. Namely, we define a QCD-enriched control region by inverting the
A¢ cut. Then, since the high b-tag multiplicity region of the control sample has limited event
yield and high tt contamination, we check the (m)-Nj, independence in lower b-tag multiplicity
regions, the 1b/0b and 2b/1b ABCD planes. Due to the strong QCD supression at high piss
and high N, the purity of this sample in the lowest p™i* bin ranges from 87% to 67% with
increasing Np,. At high p™i**, the sample becomes dominated by Z+jets and tt at low and high
Ny, respectively.

Similarly, to the previous control regions we observe good agreement in the data-to-simulation
comparison in (m) and, since there is no expected p** dependence and a higher purity at
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Figure 7: Comparison of the « values found in the dilepton control sample, data and simulation,
for the 1b/0b ABCD planes in bins of pr(¢¢).

low piss, we proceed to quantify the closure of the method after integrating in p™s*. Having
examined both the 1b/0b and 2b/1b ABCD planes, with and without the ARnax cut, we observe
a maximum deviation of x of 13%, which we assign as the systematic uncertainty on the closure
of the background estimate method for QCD events.

7.5 Impact of the background composition

Having evaluated the closure of the method for each individual background, we proceed to
study the impact of mismodeling the relative abundance of the different background sources.

Since the (m) shape varies between background types as seen in Fig. 5, differences in the pro-
cess admixture in the 2b category vs the 3b or 4b categories will result in (m)-Nj, correlation
and lead to non-closure of the method. From simulation, the background composition is ex-
pected to be independent of the b-tag category. The validity of this prediction relies on the
ability of the simulation to model the shape of the b-tag category distribution equally well for
each background. As an example, if a particular background has a harder Nj, distribution than
predicted in simulation, while the Nj, shape is well modeled for other backgrounds, then the
relative abundance of the mismodeled background would be underestimated, distorting the
total (m) shape at high Nj,. The final impact of such an effect in each bin will also be modulated
by the abundance of each background and therefore also relies on the modeling of the piiss
spectrum for each background.

Data-to-simuation comparisons show that the N, distribution is indeed similarly modeled for
tt, Z+jets and QCD multijet production. The pis* distribution in simulation is found to overes-
timate the data for large values of pfss for tt and Z+jets events, while the opposite is observed
for QCD multijet events. To provide an estimate of the potential impact of mismodeling of the
composition on the closure, we reweight the simulation using the data/MC comparisons and
then calculate the « factors using the reweighted simulation, proceeding to assign 100% of the
shift in their values with respect to the nominal simulation as the uncertainty on the modeling
of the background composition. This test is performed after integrating 3b and 4b, and loos-
ening the A¢ cut (requiring ¢; > 0.3 and ¢ > 0.3), in order to allow some QCD events to be
selected so that the propagation of the effect of the QCD on the total background is meaningful.
The resulting uncertainty is found to be within 4%.
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7.6 Total systematic uncertainty determination

As described in Sections 7.2, 7.3, 7.4, and 7.5, we define individual data control regions for tt,
Z+jets and QCD multijet production where we study the closure of the background estimation
method for each of these background processes in the data and validate the simulation pre-
diction that x is consistent with unity for each of these backgrounds within the precision of
this analysis. We perform these studies in various looser selections to examine the ability of the
simulation to predict the closure of the method at high pss with better statistical precision. We
then use the data control regions to understand the modeling of the N,, and p7"** distributions
for each background, which directly translates into quantifying the ability of the simulation to

predict the relative abundance of the backgrounds in each search bin.

Finally, we employ these data control sample studies to assign a set of systematic uncertainties
on the overall x for each search bin as follows:

1. The closure uncertainty for each background process obtained in data CRs is propagated
to the overall x by varying the closure of the particular background in simulation in bins
of pss and Nj,. The resulting shifts of the x factors, ranging from 1% to 10% increasing
with pisS, are assigned as systematic uncertainties with a 100% bin-to-bin correlation.

2. The level of non-closure due to the relative abundance of each background component
as a function of Nj, is estimated by comparing the change in x in simulation before and
after correcting the Nj, and p™s® distributions of each background source according to
measurements in the data control samples. Its overall impact is 1-4% and it is taken as
100% correlated across the different analysis bins.

3. Since there are no known sources of pis> dependence that are significant within the
context of the available data sample and no pis* dependence is observed in the data,
the closure uncertainties for each background process derived in data are integrated in
piiss_ Instead, having extensively validated the ability of the simulation to model both
the closure of the method for the individual backgrounds and the relative admixture of
the backgrounds in each search bin, we take the larger of the statistical uncertainty and
the non-closure for each bin in the simulation as the systematic uncertainty on the clo-
sure of the method as a function of p** and Nj,. As seen in Fig. 4, this uncertainty ranges
from 8-15% in the lowest p7"*® bin to 59-75% in the highest-p7"*° bin, and is assumed to
be uncorrelated between bins.

Due to the robustness of the background method, evidenced by the high-statistics data CR
studies integrated in piss, the final uncertainty is dominated by the statistical precision of
the simulation in evaluating the closure as a function of pfrniss, described in the third item.
Nevertheless, each of the listed uncertainties is incorporated in the background fit as a log-
normal constraint in the likelihood function as described in Section 6.2, taking into account the
stated correlations.

8 Results and interpretation

The observed event yields in data and the total predicted SM background are listed in Table 2,
along with the expected yields for three Higgsino-mass scenarios. Two background estimates
are given: the predictive fit, which does not use the data in the signal regions and ignores signal
contamination in the other regions, and the global fit, which also incorporates the observations
in the (HIG,3b) and (HIG,4b) regions, as described in Section 6.2. Since we observed 0 events
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Figure 8: Distributions of (m) in data and two signal benchmark models. The points with error
bars show the data in the 3b (top) and 4b bins (bottom) for 150 < plrniss < 200 GeV (left) and
prss > 200 GeV (right). The histograms show the shape of the (m) distribution observed in
the 2b bin with an overall event yield normalized to those observed in the 3b and 4b samples.
The shaded areas reflect the statistical uncertainty on the (m) distribution in the 2b data. The
ratio plots demonstrate that the shapes are in agreement.

in the (SBD, 4b) region, the parameter yZﬁ/gSBD is fitted to be 0, pushing against its physical
boundary and leading to the underestimation of the associated uncertainty. We account for
this by including an additional uncertainty that makes the uncertainty on ?‘Zﬁ;SSBD consistent
with having observed 1 event. In all cases, the event yields observed in data are consistent
with the predictions within 20, and no pattern of deviations is evident.

Figure 8 shows the distributions in data of (1) in the 3b and 4b bins for 150 < pTiss < 200 GeV
and pT* > 200 GeV. In each plot, the renormalized histogram of the (m) distribution in the
2b bin is overlaid for comparison. The shapes of the (m) distributions are consistent. The
signal region (HIG) in (m) lies between the two vertical dotted lines, and no significant excess
is observed, in either the 3b or in the 4b bins.
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Table 2: Observed event yields (“Obs.”) for all control and signal regions in each of the four
piiss bins corresponding to 35.9 fb~! of data. The predicted SM background rates (“Pred.”) in
the (HIG,3b) and (HIG,4b) regions correspond to the values obtained with the predictive fit.
The results of the global fit under the background-only hypothesis (r = 0) are also shown. The
expected signal yields for three values of the Higgsino mass are shown for reference.

Global TChiHH | TChiHH | TChiHH
L =359 fb! fit Pred. Obs. | (2251) | (400,1) | (700,1)
150 < pmiss < 200 GeV
SBD, 2b 1560.17337 1559 5.9 1.0 0.0
HIG, 2b 656.2122 658 105 2.7 0.1
SBD, 3b 14037758 145 4.6 1.0 0.0
HIG, 3b 577125 612787 53 10.7 2.3 0.1
SBD, 4b 481182 45 5.4 1.1 0.0
HIG, 4b 219735 19.0735 25 20.3 5.8 0.3
200 < pmiss < 300 GeV
SBD, 2b 588.0123% 585 2.5 3.4 0.1
HIG, 2b 333.1%179 336 6.2 6.6 0.3
SBD, 3b 55.3783 61 2.2 2.6 0.1
HIG, 3b 30.6132 351722 25 5.7 6.5 0.3
SBD, 4b 15.6738 13 2.5 2.9 0.1
HIG, 4b 114732 75938 14 12.6 144 0.8
300 < piiss < 450 GeV
SBD, 2b 724457 74 0.1 2.0 0.2
HIG, 2b 40.6783 39 0.6 5.0 0.6
SBD, 3b 57122 4 0.1 1.7 0.1
HIG, 3b 3317 2135 5 0.6 4.6 0.5
SBD, 4b 19755 2 0.1 1.9 0.2
HIG, 4b L1t 11?1 2.3 10.4 15
piiss > 450 GeV
SBD, 2b 54132 5 0.0 0.2 0.2
HIG, 2b 46123 5 0.0 0.6 0.9
SBD, 3b 0.670% 1 0.0 0.1 0.2
HIG, 3b 04705 10535 0 0.0 0.4 0.7
SBD, 4b 0.0703 0 0.0 0.2 0.2
HIG, 4b 0070 00703 0 0.1 1.1 1.9
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Table 3: Range of values for the systematic uncertainties on the signal efficiency and acceptance
for each analysis bin. Uncertainties due to a particular source are treated as fully correlated
between bins, while uncertainties due to different sources are treated as uncorrelated.

Fractional uncertainty [%]

Source TChiHH(225,1) TChiHH(400,1) TChiHH(700,1)
Trigger efficiency 1-6 1-6 1-6
b tagging efficiency 1-6 1-5 2-5
Fast sim. b tagging efficiency 3-11 3-8 3-12
Fast sim. of piss spectrum 14-72 1-7 1-5
Jet energy corrections 8-42 2-18 2-10
Jet energy resolution 2-45 1-14 1-8
Initial state radiation 1-4 1 1
JetID 1 1 1
Pileup 1-21 14 1-9
Integrated luminosity 3 3 3

The absence of excess event yields in data is interpreted in the context of the Higgsino simpli-
fied model discussed in Section 1. Table 3 shows typical values for the systematic uncertainties
associated with the expected signal yields for three models with different Higgsino masses. The
largest uncertainties arise from the jet energy corrections, jet energy resolution, pileup, and the
modeling of the pTiss spectrum by the fast simulation. These uncertainties can be as large as
70% for low Higgsino masses, models for which the pis* > 150 GeV baseline requirement has
low acceptance, but their impact is reduced for larger values of the Higgsino mass. Uncertain-
ties associated with the modeling of the b tagging range from 1% to 12%. The uncertainties
on the trigger efficiency, described in Section 5, range from 6% in the lowest pT® bin to less
than 1% for p7"** > 300 GeV. Uncertainties due the modeling of ISR, the efficiency of the jet
identification filter, and the total integrated luminosity are 1-4%.

A 95% confidence level (CL) upper limit on the production cross section of the GMSB hig-
gsino NLSP scenario is estimated using the modified frequentist CLs method [64-66], with a
one-sided profile likelihood ratio test statistic in its asymptotic approximation [67]. Figure 9
shows the expected and observed exclusion limits for 35.9 fb™'. The theoretical cross section at
NLO+NLL [36, 37] as a function of Higgsino mass is shown as a dotted line. The upper limit on
the cross section at a 95% confidence level is obtained from the global fit method, which takes
into account the expected signal contribution in all of the bins. This cross section is below the
theoretical cross section for Higgsino masses between roughly 225 GeV and 770 GeV, excluding
this mass range.

9 Summary

We have performed a search for an excess of events in proton-proton collisions in the channel
with two Higgs bosons and large missing transverse momentum, with each of the Higgs bosons
reconstructed in its h — bb decay. The data sample corresponds to an integrated luminosity of
35.9 fb~! at \/s = 13 TeV. Because the signal is rich in b quarks, while the background is domi-
nated by tt events, the analysis is binned in the number of b-tagged quarks. In each event, the
mass difference between the two Higgs-boson candidates is required to be small, and the av-
erage mass of the two candidates is used in conjunction with the number of observed b tags to
define signal and sideband regions. The observed event yields in these regions are used to ob-
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CMS Preliminary 35.9 tb™! (13 TeV)
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Figure 9: Top: excluded cross section times the hh— bbbb branching fraction at 95% CL as a
function of the Higgsino mass. The theoretical cross section is shown as a dotted line. Bottom:
excluded cross section at 95% CL divided by the theoretical cross section as a function of the
Higgsino mass.
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tain estimates for the SM background in the signal regions without input from simulated event
samples. The data are also binned in regions of |p*| to enhance the sensitivity to the signal.
The observed event yields in the signal regions are consistent with the background predictions,
leading to an excluded range of Higgsino masses extending from 225 GeV to 770 GeV at 95%
CL. The model used in the interpretation assumes that each Higgsino decays into a Higgs bo-
son plus a nearly massless lightest supersymmetric particle (LSP), which is weakly interacting.
Such a scenario occurs in Gauge Mediated Supersymmetry Breaking (GMSB) models, in which
the LSP is a Goldstino. The cross section calculation assumes that the Higgsino sector is mass
degenerate and sums over the cross sections for the pair production of all relevant combina-
tions of Higgsinos.
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