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Abstract

After the Higgs boson discovery by the ATLAS and CMS collaborations at CERN,
one of the main goals of the Large Hadron Collider programme is to find Beyond
the Standard Model particles. This thesis focuses on the search for supersymmetric
partners of the leptons (sleptons) and presents the prospects of a search for the
supersymmetric partners of the electroweak gauge bosons and the Higgs boson
(higgsinos). The detectable final state for both signatures consists of two electrons or
muons with opposite electric charge. The search for the sleptons is performed using
the full Run-2 data collected by the ATLAS detector, corresponding to an integrated
luminosity of 139 fb~! at /s = 13 TeV. In the regions sensitive to the slepton signal,
the selected events are found to be consistent with the Standard Model predictions.
The higgsino search is developed in the context of the next major upgrade of the LHC,
the High-Luminosity LHC (HL-LHC). The thesis assesses the sensitivity reach on the
search for higgsinos by the end of the HL-LHC era, by which the ATLAS detector
is expected to have recorded an integrated luminosity of 3000 fb~! at /s = 14 TeV.
The results obtained show that using the full HL-LHC dataset, higgsinos with masses
of about 200 GeV could be discovered, and masses up to 350 GeV could be excluded.
The thesis also discusses the possibility of estimating the Standard Model ZZ process
using Z+ events from data in Beyond the Standard Model searches, showing that
theoretical uncertainties of about 4% can be achieved. In addition to the LHC data
analyses, the thesis reports on the design of a cooling setup with the aim of testing
the silicon modules that will be placed in the upgraded ATLAS Inner Detector.
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Zusammenfassung

Nach der Entdeckung des Higgs Bosons durch die ATLAS und CMS Kollaboratio-
nen am CERN ist eines der priméren Ziele des Large Hadron Collider Programms
Teilchen zu finden, die iiber das Standardmodell der Teilchenphysik hinausgehen.
Fokus dieser Arbeit ist die Suche nach supersymmetrischen Partnern der Leptonen
(Sleptonen), sowie die Perspektiven einer Suche nach supersymmetrischen Partern
der elektroschwachen Eichbosonen und des Higgs Bosons (Higgsinos). Der detektier-
bare Endzustand beider Signaturen beinhaltet zwei Elektronen oder Muonen mit
entgegengesetzter elektrischer Ladung. Die Suche nach Sleptonen basiert auf dem
vollen Run-2 Datensatz aufgenommen vom ATLAS Detektor, entsprechend einer
intergrierten Luminositit von 139 fb™! bei y/s = 13 TeV. In den Bereichen, die auf
das Slepton Signal sensitiv sind, erweisen sich die selektierten Ereignisse als konsistent
mit den Vorhersagen des Standardmodells. Die Suche nach Higgsinos wird im Kontext
der néchsten grofen Erweiterung des LHC entwickelt, dem High-Luminosity LHC
(HL-LHC). Die Arbeit bestimmt die erwartete Sensitivitdt der Suche nach Higgsinos
am Ende des HL-LHC Programms, mit einem erwarteten Datensatz des ATLAS
Detektors von 3000 fb~! bei /s = 14 TeV. Die erzielten Ergebnisse zeigen, dass
Higgsinos mit Massen von etwa 200 GeV mit dem vollen HL-LHC Datensatz entdeckt
werden konnten, und Massen bis 350 GeV ausgeschlossen werden konnten. In der
Arbeit wird auch die Moglichkeit zur Abschitzung des Standardmodell ZZ Prozesses
in Suchen nach Physik jenseits des Standardmodells besprochen, die auf der Selektion
von Zv Ereignissen in Daten basiert und eine Theorieunsicherheit von 4% erreicht.
Zusétzlich zur Analyse der LHC Daten wird in dieser Thesis iiber den Entwurf eines
Kihlungsaufbaus berichtet, mit dem Ziel, die Silizium Module zu testen, die im

aufgeriisteten inneren Detektor des ATLAS Experiments installiert werden sollen.
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1 Introduction

During the last century, huge progress has been made in the understanding of el-
ementary particles and their interactions. The strong, weak and electromagnetic
interactions are described by the Standard Model (SM) of particle physics. Exper-
iments have verified this theory up to very high energies (10'? eV) and down to
attometer distances (107! m). Cosmology and astrophysical observations have also
proven it to be a very successful theory. However, we know that the SM is not the
ultimate theory: gravity is not incorporated, there is no explanation for the number
of generations of quarks and leptons, and there are ~ 20 free parameters (masses,
coupling constants and mixing angles) that have to be determined experimentally.
Furthermore, the SM does not explain the matter-antimatter asymmetry that we
observe. The astrophysical evidence of dark matter and dark energy also remains
unexplained. All these arguments suggest (i) the existence of new particles, and (ii)
that the SM is the low-energy limit of a more fundamental theory.

The last missing piece of the Standard Model, the Higgs boson, was discovered in
2012 by the ATLAS and CMS detectors at CERN, with a measured mass of about
125 GeV. This confirmed the electroweak symmetry breaking mechanism of the
Standard Model, but also emphasized the hierarchy problem. The Higgs boson mass
is affected in the Standard Model by radiative corrections. Since these higher-order
(loop) corrections depend on the scale of new physics!, the Higgs boson mass can, in
principle, have values up to the Planck scale ~ 10" GeV. To obtain the measured
mass value, the cancellation of all possible corrections contributing to the Higgs
boson mass have to be fine-tuned to 1 part in 10'°. This would be an astonishing
coincidence if it is not enforced by some symmetry.

The most popular symmetry that solves, or at least strongly mitigates, the hierar-
chy problem is Supersymmetry. In a supersymmetric theory, any fermionic state is
accompanied by a bosonic one, and vice versa. This implies that for each Standard
Model particle loop, there is always an accompanying loop of superpartners. The

negative sign of fermionic loops and the supersymmetric relations between masses

'The new physics scale corresponds to the scale beyond which the low-energy theory (Standard
Model) no longer applies.



and couplings, guarantee the cancellation of terms. If it is an exact symmetry,
the supersymmetric particles have the same mass as the Standard Model particles.
However, no “selectron” (the superpartner of the electron) has been observed with a
mass of 0.511 MeV, for example. This requires Supersymmetry to be broken. The
argument for the superpartners to have a mass around the TeV (10'2 V) scale is
that the counter-term cancellation argument fails if the superpartners are too heavy.
A natural question that the reader may ask is whether Supersymmetry can still
be realised in Nature. The answer to this question is yes, however not every mass
hierarchy of the superpartners is able to explain the shortcomings of the SM with
the same ease. Therefore, in this dissertation I explore the range of masses where
Supersymmetry is more likely to manifest itself, increasing in this way the probability
of a potential discovery.

In order to search for the Supersymmetric particles in a collider, enough energy in the
collision is needed to be able to produce them. At present, the highest-energy collider
that has been built is the Large Hadron Collider (LHC). The LHC collides protons
at a center-of-mass energy of 13 TeV. For this reason, it is the best-suited machine
to look for supersymmetric particles, since it explores the desired energy range.
The LHC consists of a 27-km-long ring that accelerates protons and lead ions. The
collisions take place at four interaction points. A detector is located at each interac-
tion point: ATLAS, CMS, LHCb and ALICE.

ATLAS is a multipurpose detector designed to cover a large variety of physics aspects,
from Standard Model measurements to Beyond the Standard Model physics (e.g.
Supersymmetry searches). This thesis will present the search of the supersymmetric
partners of the Standard Model leptons (sleptons) with the data recorded by the
ATLAS detector. Sleptons are unstable and decay into a lepton and the lightest
neutralino, resulting in a final state with two same-flavour opposite-sign leptons
and missing transverse momentum coming from the undetected neutralinos. The
flavour asymmetry of this final state (100% probability of same-flavour leptons) will
be exploited in order to discriminate the Supersymmetry signal from known Standard
Model processes.

In Beyond the Standard Model searches, it is often the case that the SM backgrounds
are taken directly from Monte Carlo simulation, leading in some cases to large mod-
elling uncertainties. In this thesis, I will also discuss a novel technique developed in
order to estimate the ZZ Standard Model background in new physics searches by
using a data driven approach. This can help in reducing the associated uncertainties

and thus enhance the sensitivity of the searches. I will show that an uncertainty of



about 4% can be achieved by using a photon replacement technique that exploits the

greater production cross section of the Z+ Standard Model process.

During the writing of this thesis, the LHC is in the Long Shutdown 2 and has
delivered 156 fb~!of integrated luminosity during Run 2. Run 3, which begins in
2022, will deliver a total of 350 fb~lof data over 3 years. The last major upgrade of
the LHC will be the high-luminosity upgrade (HL-LHC), where the instantaneous
luminosity will be a factor of five greater than the current nominal value and the
center-of-mass energy will be increased to 14 TeV. By the end of this phase, the
LHC is expected to deliver 3000 fb~lof data. In order to cope with the challenging
environment of the HL-LHC, major detector components of the ATLAS detector
will be replaced in the Long Shutdown 3. The Inner Detector will be replaced by
a new tracker (ITk) in this phase. The modules that will be installed in the ITk
will operate at very low temperatures in the HL-LHC phase. Therefore, all modules
will go through electrical tests to validate their performance. In order to test how
the module responds after applying temperature changes, I designed a test setup to
evaluate the performance of the module in response to thermal cycles. The results

and potential improvements will also be discussed in this document.

Since no significant sign of Supersymmetry has been observed in any detector so far, it
could be that the dataset collected by ATLAS is not large enough, or that the energy
needed to produce the hypothetical particles has not been reached yet. These aspects
will be decisive for the future of particles physics when considering the construction
of new machines after the LHC era. To this end, I studied the expected sensitivity
and discovery potential in the electroweak sector of Supersymmetry: chargino and
neutralino production. The heavy neutralino will go through a decay chain resulting
in two charged leptons, as well as an undetected (dark matter) particle whose presence
can be inferred from the transverse momentum imbalance in the event. This channel
is especially interesting since these type of scenarios probe the hierarchy problem and
tackle the dark matter problem simultaneously.

The thesis is organised as follows: in Chapter 2, a theoretical introduction to the
Standard Model and Supersymmetry is given, as well as a description on how proton-
proton collisions are simulated. The Large Hadron Collider, the ATLAS detector,
and the High Luminosity-LHC upgrade is presented in Chapter 3. The process of
particle reconstruction and identification is presented in Chapter 4. Chapter 5 reports
on the ZZ background estimation technique in new physics searches. Chapter 6 and

Chapter 7 present the Run-2 slepton search and the HL-LHC higgsino prospects,



respectively. Final remarks and conclusions are given in Chapter 8.



2 The Standard Model and beyond

There are four fundamental forces in Nature that we know of: strong, electromagnetic,
weak and gravitational. The first three of the listed forces are described by the
Standard Model (SM) of particle physics. The gravitational force is not included,
since it is too weak compared to the other interactions to play a significant role
in particle physics. The elementary particles that constitute the SM are classified
according to their spin and interaction. We can group them into matter particles
(fermions) and interaction particles (bosons). The fermions can be further classified
according to their interaction, we distinguish between quarks and leptons. Leptons
are spin half particles that interact via the electromagnetic and weak force (they do
not interact via the strong force). Three families (known as generations) of leptons
are known. The first generation is composed of the electron e and its corresponding
neutrino, the electron neutrino v.. The muon p and the tau 7, together with their
neutrinos v, and v; correspond to the second and third generation, respectively.
Each generation of lepton pairs carries a quantum number (lepton number), which is
conserved in the Standard Model.

The strongly interacting particles, called hadrons, are composed of quarks ¢, which
again come in three generations. In the first generation, we have the up-quark u
and down-quark d, these make up the proton and neutron. The strange-quark s
and charm-quark ¢, correspond to the second generation, and the bottom-quark b
and top-quark ¢ correspond to the third generation. Free quarks have never been
observed in Nature, this is a consequence of asymptotic freedom and is one of the
most important features of the strong interactions. Each of the particles presented
previously has a corresponding antiparticle. Systems of a quark and its antiquark ¢g
are called mesons, and systems of three quarks qqq are called baryons. A summary of
the elementary particles of the SM is depicted in Figure 1. Each baryon is assigned
quantum number (baryon number) B = 1. In the Standard Model, baryon number is
conserved, forbidding proton decay.

The SM particles interact through forces. Each of these forces has a spin one particle

that mediates the interaction. The electromagnetic force is mediated by the photon



Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
I Il 1]
mass | =2.2 MeV/c? =1.28 GeV/c? =173.1 GeV/c? 0 =124.97 GeV/c?
charge | % % % 0 0
o [ (G « @ « @ |
up charm top gluon higgs
=47 MeV/c? =96 MeV/c? =418 GeV/c? 0
=% = - 0
« @ « « (@ : @
down strange bottom photon
=0.511 MeV/c? =105.66 MeV/c? =]1.7768 GeV/c? =91.19 GeV/c?
-1 =1 =1 0
« & « « ]
electron muon tau Z boson
<1.0 eV/c? <0.17 MeV/c? <18.2 MeV/c? =80.39 GeV/c?
0 0 0 +1
. Ve x Vi . O A \M
electr:on muon tau W boson
] neutrino neutrino neutrino

Figure 1: Elementary particles of the Standard Model: quarks (violet), leptons
(green), spin-1 bosons (red) and the spin-0 Higgs boson (yellow). The
mass, charge and spin is also shown for each particle. Figure taken
from [1].

7, the weak interaction by the vector bosons W= and Z° and the strong interaction
by the gluon g. If gravity was included in the SM, the hypothetical graviton would
mediate the gravitational force.

The Standard Model is based on the gauge group G = SU(3) x SU(2) x U(1). The
SU(3) group is used to construct the theory of the strong interaction, Quantum
Chromodynamics (QCD). The SU(3) factor has gauge coupling gs and 8 gauge bosons,
the gluons. The electroweak sector of the Standard Model is based on SU(2) and
U(1) groups. The SU(2) group has gauge coupling g and gauge bosons W?,i = 1,2, 3.
The U(1) factor has gauge coupling ¢’ and gauge boson B. These symmetries are
exact if all the particles are massless. The Higgs mechanism breaks the SU(2) x U(1)



symmetry, providing mass to the particles (except for the massless photon and gluon).
The particle corresponding to the Higgs field is the Higgs boson, which was discovered
by the ATLAS and CMS experiments at CERN in 2012 |2, 3].

2.1 The Standard Model

Electroweak interactions

Quantum Electrodynamics (QED), is the quantum theory describing all the elec-
tromagnetic interactions involving electrically charged particles by means of photon
exchange. For instance, QED describes the well known Compton scattering, where
an incoming photon interacts (transferring its energy) with an electron, i.e. ye — ~ye.
The classical Lagrangian that describes a spin 1/2 charged fermion, represented by a
field 1, reads

Lem = _%FQ + @(UD - m)d}a (1)

where D is the covariant derivativel D,y = (9, + ieA, )1, m and e the mass and
electric charge of ¢, A, the gauge field for the electromagnetic interaction and F*¥ the
field strength?. This Lagrangian is invariant under local U(1) transformations®, and
its associated equations of motion are the Dirac equation and the Maxwell equations.
On the other hand, the weak interaction describes radiative decays, e.g. the known
B~ decay, where a d quark inside the neutron emits a W~ boson becoming a u
quark. The W boson then decays into an electron and an electron antineutrino, i.e.,
n — p+e~ +0. In 1968, Sheldon Glashow, Abdus Salam and Steven Weinberg [4, 5, 6]
realised that the electromagnetic and the weak interaction can be described by only
one interaction, termed the electroweak interaction (GSW theory). Its underlying
symmetry group is SU(2)r, x U(1)y, where SU(2)r, represents the weak isospin and
U(1)y the hypercharge. The gauge vector fields for U(1) and SU(2) are WL =
(Wl}, Wg, Wlf) and B,,, with gauge couplings g and ¢’, respectively.

Left-handed fermions are doublets of SU(2)r, whereas right-handed fermions are

1¢ =D,
2R = QR AY — QY A* F? = FMF,,.
3Local U(1) transformations correspond to phase () rotations of the field, 1) (x) — e~**@y(z)



Particle ‘ T ‘ T3 ‘ Q ‘ Y

Veur 1/2 | +1/2] 0 1
e, r, 7 | 1/2 | —=1/2 | -1 -1
ur,cr tr, | 1/2 | +1/2 | +2/3 | +1/3
dr,sr,br | 1/2 | =1/2 | —=1/3 | +1/3

er, R, TR | 0O 0 -1 -2
uR,cR,tR 0 0 +2/3 +4/3
dRr,SRr,br 0 0 -1/3 | —=2/3

Table 1: Weak isospin 7', its third component T3, electric charge ) and hypercharge
Y for the Standard Model fermions.

singlets of SU(2), for the first generation we have

(&

leptons :  {p = (%) ,  €R, (2)
L

quarks : g = (Z) ,  ugr, dg. (3)
L

Note that there is no right-handed neutrino. The weak isospin T, its third component
T3 and the hypercharge Y for the SM fermions are listed in Table 1. The weak
hypercharge is related to the electric charge through Q = T3 + %Y.

The SU(2) x U(1) Lagrangian can be expressed as,

Lsy = ﬁgauge + Efermion + Ly ukawa + ﬁHiggS' (4)

The first term Lgquge corresponds to the kinetic term which describes the gauge
bosons and their interactions,

1

, 1
Lgauge = 4Fz‘WF:w 7

1B By (5)

The second term encodes how interaction particles (bosons) interact with matter

particles (fermions),

Lfermion = Z &Lime + Z &RilDd}R‘ (6)
YL YR



Since the right-handed fermions have T3 = 0, they do not couple to weak isospin,

while the left-handed fermions do, therefore their covariant derivatives read

D,Lﬂl}L = (au + ZgWy, + ig/YLB,U,)va

(7)
Dy = (0p +ig'YrBu)Ur,

where ¢’ and g are the U(1) and SU(2) couplings, respectively. In order to repro-
duce the electromagnetic interactions described by QED with the GSW theory, the
unification condition

e = gsinfy = g’ cos Oy, (8)

has to be set. Up to this point the theory is mathematically consistent. However, (i)
the theory has to give physical predictions and (ii) the fermions and gauge bosons
are massless and have to acquire mass. To solve (i) and be able to calculate observ-
ables, Richard Feynman invented a graphical formalism to visualize the perturbative
expansion in the coupling constants in terms of diagrams (Feynman diagrams). The
computation of each Feynman diagram is carried out using Feynman rules. Higher
order terms in the perturbative series give rise to loops in the diagrams and the
Feynman rules require integrating over the particle momentum in each loop. This
usually results in divergences that one has to take care of. Fortunately, 't Hooft
and Veltman showed that locally gauge-invariant theories can absorb these infini-
ties [7], these theories are called renormalizable. For instance, since the photon is
massless, QED is locally gauge-invariant, and therefore renormalizable. However,
we have massive W* and Z bosons in Nature. In fact, a bosonic (fermionic) mass
term of the form m?A,, A* (maprp) which could be added to the Lagrangian, breaks
gauge-invariance under local SU(2)r, x U(1)y. This is where the Brout-Englert-Higgs
mechanism (Higgs mechanism for short) [8, 9, 10] comes into play, providing masses
to the particles, while preserving gauge invariance. The Higgs mechanism predicts
a new boson (Higgs boson), where the mass is a free parameter that needs to be
determined by experiment. The Higgs boson was observed by the ATLAS and CMS
experiments in 2012, with a measured mass? of about 125 GeV [2, 3].

The argument starts with all particles being massless, and introducing a complex

scalar doublet field ¢ with which all particles can interact, defined as

.
b= (2()) . (9)

4Natural units are used throughout the thesis, & = ¢ = 1.




Renormalizability and SU(2)r x U(1)y invariance, require that the potential energy
associated with this field has to be
24t i)’
V(9) = —u26to+ A (o10) (10)
where p and X\ are positive real constants. The vacuum state of the field (obtained
by minimizing the potential) occurs for a non-zero value of ¢. Therefore, the quanta
of the field correspond to excitations with respect to the non-zero field values, and

the vacuum acquires a non-zero vacuum expectation value® (vev),

2

Wloh =135 = 75

where v = |u|/v/A ~ 246 GeV, which defines the electroweak scale. Electric charge

conservation implies that only the neutral field from the doublet can acquire a vev

(11)

and since V(¢) only depends on the combination of ¢!, we choose

1 (0
<¢>0 = ﬁ (U) ) (12)

which spontaneously breaks the symmetry,
SUR2) xUQ)y = UQ)gp. (13)

Now we are able to write Lfig9s, Which describes how the electroweak gauge bosons

couple to the Higgs field,

EHiggs = (D“@)T(D#gb) - V(¢)7 (14)

whereb
1

D¢ = <au +igT' W), + 5

/B,) 0 (15)

When a gauge invariant vector field is added and spontaneous symmetry breaking
(SSB) occurs, the vector field interacts with the scalar field and acquires a mass due
to the non-zero vev of the scalar field.

In the same way, the Yukawa term, Ly ykawa, describes how fermions couple to the

°There is also the trivial solution (¢), = 0.
67t = %17 being 7 the Pauli matrices.
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Higgs field and thereby obtain mass, for the first generation we have

Ly ukawa = —fu@rdur — fadrédr — flrger + h.c., (16)

where f, 4. are the coupling constants, ¢, gz, the quark and lepton doublets and ¢~> =
119¢*. The mass contribution to the Lagrangian density is obtained by substituting

the Higgs vev into the Lagrangian densities,

v - vg' \?
Lyrass = — ﬁ(fuﬁu + fqdd + feée) + (g) W:Wﬁ

(17)
2 12 / 1
v 3 g —9g9 ws

99 g

We see that the SM does not predict the mass of the fermions, but it predicts that

the Higgs boson coupling to matter fermions is proportional to the fermion mass,
v
Mo = \ﬁfa (o =wu,d,e,...). (18)

Since the mass matrix for the neutral bosons is not diagonal (see Equation 17),
after SSB the W3 and B states mix forming the physical Z,, and A, fields. The
electromagnetic interaction A* is a linear combination of WE and By, and their
orthogonal combination produces the weak neutral current Z°. The usual way to

form this linear combination is by using a rotation angle Ay (the weak mixing angle),

A, =+DB, cosby + W[f sin Oy, (19)
Z, = —B,sin by + W2 cos Oy .

Before SSB all fields are massless, but after the symmetry is broken, we end up with 3
physical spin 1 massive bosons W*, Z% and a massive scalar boson H (Higgs boson),

whereas the photon v remains massless,

1 EEE s G
mw = 5v, W= = E(W# FiWy),
ms = 20/ + g Zy = ————(qW} — ¢'B,)
Z 2 ) o g2—|—gl2 n whs (20)
_ _ 1 13
my =0, A, = g2+g’2(g WH—FgBM).
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The W to Z mass ratio is fixed by

TW _ cos Oy . (21)
my

Strong interactions

Approximately 50% of the momentum of a proton is carried by particles that do not
interact electromagnetically or weakly. These particles are called gluons (g), have spin
one, interact through the strong force and carry color charge (8 gluons in total). The
theory of strong interactions is called Quantum Chromodynamics (QCD) [11, 12, 13]
and is based on the symmetry group SU(3).

In QCD, quarks and gluons interact with a strength proportional to the strong
coupling constant a,. However, o, varies with the scale Q? of the process studied,
this effect is usually referred to as running of the coupling constant. Already in QED,
the value of the coupling constant a(Q?) increases with energy’, resulting in a 7%
difference between a(Q = m.) and a(Q = myz).

In the QCD case, the scale dependence can be written as

127
(33 —2ny)In (QQ/AEQCD) ’

as(Q*) = (22)
where ny is the number of active flavours, and Agcp is the cutoff scale, which is
an unknown parameter and has to be determined by the experiment. We see that
for ny < 17 the value of as(Q?) decreases with increasing Q2. This has strong

implications:

o At large Q2, oy becomes small enough for perturbation theory to be valid®.
This is called asymptotic freedom. In this regime quarks and gluons can be

treated as free particles.

e When Q? becomes small (~ 1 GeV?), a, approaches unity and perturbation
theory is no more valid. The consequence of this is that (at large distances)
quarks and gluons are confined into hadrons, they do not appear as free particles

in Nature. This is called color confinement.

" At low energies, o ~ 1/137.
8At the Z boson mass scale, as(mz) ~ 0.12.
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2.2 Supersymmetry

Supersymmetry (SUSY) is a hypothetical symmetry that relates fermionic and bosonic
degrees of freedom. As a consequence, new supersymmetric particles are predicted,
which are (super)partners of all the known Standard Model particles, differing in
spin by half a unit. The total number of bosonic and fermionic degrees of freedom
must be equal. All the quantum numbers, except the spin, are identical to those of
the Standard Model particles. In a supersymmetric theory, two Higgs doublets are
introduced. If only a single Higgs doublet is included, anomalies arise and theory
becomes inconsistent.

An important feature of supersymmetric theories is that the mass matrices for su-
persymmetric particles in general mix particles with the same quantum numbers.
Therefore, one should distinguish between “interaction eigenstates” and “mass eigen-
states”. The correct mass eigenstates should be determined by the experiment or
predicted by the theoretical model.

There are many reasons why Supersymmetry and the relation between fermions and
bosons is interesting. Here, some will be listed and later explained in more detail
throughout this section. First, it solves the so-called hierarchy problem. The mass
of the Higgs boson receives radiative corrections due to fermion loops. All fermions
contribute to these corrections, but the dominant one, due to its large mass, is the
top quark. In the Standard Model, corrections to the Higgs boson mass are of the

form

(Amp)? = —g7f/\2, (23)

where g7 is the coupling constant for the fermion-Higgs boson interaction and A is
a cutoff which represents the new physics energy scale. In Supersymmetry, due to
the additional contributions from the accompanying superpartners, an additional

correction is introduced

2 Y9s 42
(AmH) = 167T2A, (24)

where g5 is the coupling constant for the scalar interaction. If we now compare both
equations, we see that a perfect cancellation is found if g; = g]% and we have two
scalar superpartners for the Standard Model fermions (from left and right-handed
particles). A second motivation for Supersymmetry is the unification of couplings.
In the supersymmetric extension of the Standard Model, the coupling unification is
more successful than in the SM. The extrapolation of SU(3), SU(2) and U(1) gauge

couplings results in a unification of the three into a single one at high energy scales
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(My ~ 10% GeV). Furthermore, Supersymmetry could also connect particle physics
with the large scale structure of the universe, since it yields a candidate for dark
matter, providing a density matching with current astrophysical observations. The
anomaly in the anomalous magnetic moment of the muon, which has been measured
to be greater than the predicted value [14], can also be explained considering light
supersymmetric partners [15, 16].

Although the SUSY phenomenology can be very complex, the emergence of some
sparticles in the Minimal Supersymmetric extension of the Standard Model relevant

for the supersymmetry searches considered in this thesis will be explained.

2.3 The Minimal Supersymmetric Standard Model

In order to construct the Minimal Supersymmetric version® of the Standard Model
(MSSM), for each chiral fermion of the Standard model we introduce a chiral superfield,
and for each gauge field we introduce a vector superfield. Starting with the fermion

sector, for the first generation we have

~ 1% B B U - ~
by = <~_> ,  €r, qr= (J) , UR, dg, (25)
¢/ L

where /5, are called left-handed sleptons!?, ép is the right-handed selectron and §
are the squarks. The generalisation for the three lepton generations can be done
similarly.

In the gauge sector, a vector superfield corresponding to each gauge field is introduced.
Thus, for the Standard Model U(1), SU(2), SU(3) gauge fields By, W, g;; we have
the spin half gaugino fields B, VVW g°.

Finally, in the Higgs sector, at least two Higgs doublets chiral fields are needed. The
two Higgs doublets!! are denoted as H,, (up type) and Hy (down type).

Hf HY
Hy=|{*|; Ha=[_%]. (26)
H H,

9The prefix minimal refers to the minimal set of supersymmetric particles and fields required to
construct a supersymmetric Standard Model.

Ohere L (and R) does not stand for helicity of selectrons but to that of their partners, since selectrons
are spin-0 particles

HTf up-type and down-type fermions couple to different Higgs doublets (Hu, Hg), one ensures that
flavour changing neutral currents are suppressed at tree-level [17, 18].
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Now, after spontaneous symmetry breaking SU(2)r x U(1)y — U(1)gnm, the Higgs
vacuum expectation values are given by real, positive quantities v, and v4. These

arise from the minimisation of the Higgs potential, and are expressed as

_ (0, = (v
(H.) = ﬂ<> (Hi) = ﬂ(()) 21)

This means that the W and Z boson masses now read

1 7
mw = ig UQ2L + U?p
1
mz = =\ g%+ g?\/v2 + 03, (28)

2
v =/v2 +v3 ~ 246 GeV.

Furthermore, a parameter (3 is defined,
tan 8 = vy /vg, (29)

and enters as a free parameter in the theory.

The fermionic partners of the Higgs bosons, the higgsinos, are given by

B H+ B Ho
Hy={ % ); Ha=[_-]. (30)
HO IZp

All the states corresponding to the component fields of the superfields described until
now are just interaction eigenstates. In the following sections we will go through the

mass eigenstates of the supersymmetric particles of interest for this thesis.

In general, the MSSM contains interaction vertices that violate the baryon number
B and lepton number L. If both are violated, proton decays of the type p — 70 + et
can occur. Since there has been no experimental evidence for any of both violations,
the simplest approach to overcome this is to postulate an additional symmetry. A
simple solution is to impose a discrete symmetry known as R-parity. It usually

1)3(B_L)+2S, where S, B and L are the spin, baryon number

expressed as R, = (—
and lepton number of the particle. In this way, all the Standard Model particles and
the Higgs bosons have even parity (R, = +1), whereas squarks, sleptons, gauginos
and higgsinos have odd R-parity (R, = —1). This new symmetry not only avoids

the proton decay, it also has a striking consequence: the lightest supersymmetric
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particle (LSP) is stable. Thus, supersymmetry produces a dark matter candidate.
Throughout this thesis a conserved R-parity will be assumed.

As of this writing, no supersymmetric particles have been observed in any experi-
ment, thus supersymmetry has to be broken. With an unbroken supersymmetry we
would have discovered selectrons (€r, ér) with a mass corresponding to the ordinary
electron, m, = 0.511 MeV, long ago. Therefore, if supersymmetry is a symmetry
of Nature, it must be a broken symmetry. We saw in Section 2.2 that a perfect
cancellation of quadratic divergences can be obtained with a relation between the
couplings (e.g. gs = gj%) If we want to keep this nice feature of supersymmetry,
the cancellation must occur even with non-degenerate mass spectrum. To avoid the
reappearance of the hierarchy problem, the breaking should be soft. The MSSM

lagrangian can then be written as

Larrssym = Lsusy + LsorT (31)

where Lgysy preserves supersymmetry invariance and contains all the gauge and
Yukawa interactions, and Lgopr violates supersymmetry. There are three types
of soft breaking terms: soft scalar masses, gaugino masses and trilinear scalar cou-
plings. The inclusion of soft supersymmetry breaking terms introduces numerous

free parameters in the theory since the exact SUSY breaking mechanism is not known.

2.3.1 Gauginos, higgsinos and sleptons
Chargino mass matrix

As described in the SM introduction, the electroweak gauge symmetry SU(2) x U(1)y
is associated in the SM with the spin one gauge bosons W+, W3 and B°. The spin
half superpartners are W=, W3 (winos), and B9 (binos). After electroweak symmetry
breaking SU(2), x U(1)y — U(1)gar, the W3 and B states mix and form the Z and
v bosons. The corresponding mixtures of W3 and B in Supersymmetry are the Z
(zino) and 4 (photino). To see how the mass eigenstates emerge after electroweak

symmetry breaking, it is convenient to define the wino fields as

W= %(Wl T iW?). (32)

Once the fields (Equation 26) acquire vevs (after electroweak symmetry breaking),

the mass terms of the non-matter charged fermions (gauginos and higgsinos) can be
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written as
¢ ags = _%(vdeﬁ; oW H +hoe) —(MyW W™+ pHy HY +h.c.), (33)

where My is the wino mass parameter (corresponding to the SU(2), gaugino field)
and p the supersymmetric Higgs mass parameter. This mass term can be more

compactly written in terms of a 2 x 2 matrix X,
Lirass = =W)Xt + hee, (34)

where we have defined

and the matrix X is given by

M. 2 i
X = 2 V2my sinf) (36)
V2myy cos 3 p
One can now find two unitary 2 x 2 matrices U and V such that
. 1 M+ 0
U'XV™  =M¢ = X1 , (37)
0 My

here, M¢ is a 2 x 2 diagonal matrix and has real positive entries m%l and mi. The

two mass eigenstates are related to the gaugino fields, and we can write Equation 34
as
LSrass =X (Mo)x + h.c. (38)

being X}_: = V¢t and x; = Uy~ (k= 1,2). Defining now the chargino fields as

ot o+
- X1 - X2
Xii_ = (_T> 7X;_ = (_T> 5 (39)
X1 X2

Equation 38 can be written as

Lisass = mgeX{ X{ +me2X3X; , (40)
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and a clear Dirac mass term can be read. Usually my, is taken to be lighter than

Myy, 1.€., My, < My,. Now, since
M? =VXIXV! =U*XX(U*)™, (41)

my, and mg, can be seen as the positive square roots of the eigenvalues of the XX,
Since they are 2 x 2 matrices, analytical expressions for the eigenvalues can be derived.

The chargino square masses are given by

1 .
0,0 = | IVl + 20ty % (M e+ 2 )2~ e — iy sn 26|
42)

Neutralino mass matrix

Following the same philosophy as for the charginos, one can calculate now the mass
eigenstates of neutral non-matter fermions. Taking now the terms from the Lagrangian

relevant to the neutral sector,

/
L0 ags = —gwg(vng — 0, H) + %B(Ung v, ) )
43
P 1 - . 1 -~
+ pHYHD — 5 MoWsWs — SMiBB + hec.,

where M; is the bino mass parameter (corresponding to the U(1)y gaugino field).
This expression is similar to the chargino Equation 33 but this time with the neutral

components. In a similar procedure than with the charginos, defining the row vector
(W) = (B Wy HY 1) (44)
we can rewrite Equation 43 as
n 1 0\T 0
Mags = —5 () MYT+ hee. (45)

being the mass matrix M the 4 x 4 matrix

My 0 —mygcosfBsinfy  mysin §sin Oy
M= 0 M> my cos fcosBy  —mysin B cos Oy
—mygcosfBsinfy  my cos [ cos Oy 0 —
mygsin Bsinfy  —mygsin [ cos Oy W 0
(46)
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We can now diagonalize the matrix M with a unitary matrix N in order to obtain

the mass eingenstates, i.e.
~ 0 ..
Xi *N’L]w‘jv v,] = 1727374' (47>

satistfying

N*MN™! = , (48)

where the indices 7, j in IV;; are mass and gauge eigenstate labels. The mass eigenvalues
can be expressed in terms of My, Ms, u and tan 3, however these are more tedious to
solve since it is a 4 x 4 matrix, and does not give too much physical insight. The
XY are linear combinations of the neutral gaugino and higgsino states which are
determined by the matrix elements of V. The neutralinos are ordered, as for the
charginos, depending on their mass. The X! being the lightest from them all and the
)291 the heaviest, i.e., mgo < mgo < mgo < Mmgo. The neutralinos are of special interest
since, if R-parity is conserved, the XY is stable and if it is the lightest supersymmetric

particle (LSP), then it becomes a good candidate for the constituent of dark matter.

Sleptons

There are two scalar leptons, denoted by ¢;, and ¢ for each generation of leptons
£. One of them is associated with the left-handed lepton ¢;, and the other one with
the right-handed lepton ¢ (weak SU(2) singlet). As for the gauginos case, the two
sleptons l L,r are expected to mix, and the mass eigenstates will be linear combinations

of these states. The sfermion mass terms can be collected under

Llass = > JZTM?JF, (49)
!
where f = (Jf?L) For the scalar sleptons (E: €, fi, T), the 2 X 2 mass matrix is
R
M2 + M2(TY, — Qgsin® Oy ) cos 2 2 X
M2 i 2 (Tsp ¢sin Oy ) cos 26 + mj My

¢ Ximy ME?R + QyM?2 cos 2Bsin? Oy +m? |’
(50)
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where T3EL is the third component of the weak isospin, ), the electromagnetic charge
of the lepton and'? X, = A, — p* tan 8. Note that the off-diagonal LR mixing terms
X - my of the matrix is proportional to the lepton mass, therefore the mixing is
largest for the third generation. Similar expressions hold for 4, d, ¢, 5,1,b,0 but the
appropriate values of T3, and Q must be inserted; for the up-type squarks (, &, 1)

and sneutrinos 7, tan 8 should also be replaced by cot 5.

2.4 Solving the SM problems

Dark matter in the MSSM

In the early Universe, shortly after the Big Bang, the SM particles were in thermal
equilibrium with the dark matter. As the Universe expanded, the temperature
dropped until the gas of Dark Matter (DM) reached such a low density that the DM
particles annihilation processes ceased. The dark matter then “freezes out” and the
number approaches a constant: the thermal relic density. This relic abundance has
been measured by WMAP and Planck, being Qh? = 0.1188 & 0.0010 [19, 20]. In
order to obtain this thermal abundance, the DM annihilation cross section (into SM
particles) has to be'? (ov) ~ 3 x 10726cm3/s ~ 1pb .

To see how compatible this is with the MSSM, we have to recall that, after electroweak
symmetry breaking (EWSB), four neutralino mass eigenstates are obtained by means
of mass matrix diagonalization. The matrix in Equation 46 contains the soft SUSY
breaking mass gaugino mass parameters M;, My and the SUSY preserving higgsino
mass parameter p. The hierarchy of pu, M;, My determines the nature of the
neutralino: bino, higgsino or wino.

Bino case (SU(2) singlet): | M| < u, Ma. The correct dark matter relic density
is obtained (at leading order) by pair annihilation of bino-like neutralinos through
slepton exchange, as illustrated in Figure 2.

The thermal cross section for bino-like neutralino is [21]

14\ 4 2 4 4
Y (mf +m>z°)
(ov)p =2 407
7 (

4
2 2
mf+m>‘<°)

12 A, correspond to the matrices of the trilinear scalar couplings.

13The annihilation cross section is inversely proportional to the relic density, i.e., Qpas ﬁ
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Figure 2: Dark matter annihilation at tree-level for a pure bino neutralino (left)
and a pure higgsino neutralino (middle). Example of a coannihilation
channel for a pure higgsino neutralino (right). Figure taken from [22].

where m 7 is the mass of the sfermion and Yf the hypercharge. If one assumes that
only selectrons and smuons contribute in the light SUSY spectrum, and that the
left and right states have the same mass, substituting YfL =-1/2, Y];R = —1, cross
sections of about 1 pb are obtained in the mg < mg < 100 GeV range, which is
a region already excluded by the experiments [23]. One way to evade this collider
limits is by a mechanism called coannihilation. If the bino and the sfermions are
nearly degenerate in mass, the neutralinos can coannihilate with the sfermions into
SM particles, e.g., X — £, as shown in Figure 3, in this way the observed DM relic
density constraint can be satisfied.

Higgsino case (SU(2) doublet). The higgsino case is realised when |u| < My, Mo.
After EWSB, the four higgsinos states give rise to two neutralinos >~((1],>~((2] and a
chargino )Zli The tree level mass splitting between the two higgsino states is [24]

(52)

-0 -~ - - in% 4 20
Am(X(z],X(l]) = m(X(z]) - m(X(f) ~ m?% (sm L W> ;

M Mo

which is of the order of tens of GeV for y < M, M>. In order to compute the thermal
cross section for the higgsinos, all the possible annihiliations ()NCOXO — SMSM) and
coannihilations ()Zoii — SMSM) have to be taken into account. Therefore, a
thermal-averaged cross section is calculated, where all the higgsino-like neutralinos
and charginos are mass degenerate [21]

4 2
(o) ~ —L (21 + 3tan 62, + 11 tan 0%,), Q7h2 =0.10 ( a ) . (53)

H ™ 51272 1 TeV
Substituting tan Gy ~ 0.54 and using the relation in Equation 8, one finds that overall
the cross section is > 1 pb, except for o 2 1 TeV. Therefore, a 1 TeV higgsino-like
neutralino is a good candidate for the constituent of dark matter. For masses below

~ 1 TeV, the higgsinos would have to coexist with other dark matter candidates in
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Figure 3: Example of coannihilation diagrams between X! and ¢ for s-channel (left)
and t-channel (right).

order to explain the observations.
Wino case (SU(2) triplet). EWSB causes the neutralino to be dominated by the
superpartner of the W3 in the |Ma| < p, My limit. In this case one finds a (nearly)
mass degenerate neutralino X" and chargino X=. The mass splitting between the X3
and the X~ is AMy, = (%)mw sin? (G /2) ~ 166 MeV [25]. As for higgsinos, the
thermal annihilation cross section is dominated by the coannihilation of the three
wino states [21],
4 2

(o)l = é%, 0 h% = 0.13 (%) , (54)
obtaining a good dark matter candidate for neutralino masses of mge ~ 2.2 TeV.
In this case of large DM masses and very low mass splittings, the Sommerfeld
enhancement'# cannot be neglected [26], yielding a good DM candidate for Mg ~
2.8 TeV. For lighter winos the DM relic density is not satisfied.
Moreover, mixed states can also be realised. Even though these cases are very
interesting since they can circumvent experimental constraints, here they will not be
discussed in detail. The thermal annihilation cross section will depend on the relative
contribution of each of the states. Depending on the value of p, My and My, we find

the following cases
o |M;| ~ |u| < |Ma2| — Bino-Higgsino case.

o |Mi| < |Ms| < |pu| — Bino-Wino case.

MFor slowly moving heavy DM particles (above the TeV), the weak interaction can play the role of
long range force since the W, Z bosons are much lighter. Attractive forces become then strong
between DM particles, enhancing their annihilation cross section.
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o |Ms| ~ |u| < |Mi| — Wino-Higgsino case.

It should be stressed that since SUSY is not the only SM extension that provides a
dark matter candidate, it could be that dark matter consists of more than one type of
particle. One of the most popular dark matter candidates (excluding the neutralino),
is the axion, due to its capability of solving the strong CP problem [27, 28|. In this
way, neutralinos and axions could coexist in Nature, satisfying the dark matter relic

density constraint [29].

Muon magnetic moment

In classic electrodynamics, the magnetic moment of a particle arises from the spinning
of a charge distribution. In the SM the elementary particles are understood as
point-like particles, but nevertheless they still carry a magnetic moment p. The
magnetic moment can be expressed as pu = g(q/2m)s, where ¢ and m are the charge
and mass of the particle, s its spin, and g the g-factor. The g-factor for elementary
spin 1/2 particles was first predicted by Dirac to be exactly 2 [30, 31]. This however,
was the leading order prediction, and when radiative corrections are included, this
factor differs from 2. In fact, the first higher-order correction was calculated by

Schwinger, which lead to the so-called anomalous magnetic moment [32]
a="—=—. (55)

However, this calculation only includes the one loop QED correction. The most precise
theoretical prediction of the anomalous magnetic moment of the muon, including

QED, electroweak and hadronic contributions, is [14]
ai™ =116 591 810(43) x 107" (56)

The experimental measurement of a, is also performed with extraordinary preci-
sion. The most precise measured value is the result of the E821 experiment at
Brookhaven [33]

alN =116 592 089(63) x 1071, (57)

BNL _
I

aﬁM = 279(76) x 10~''. During the writing of this thesis, the Fermilab Muon

g — 2 collaboration has released a new measurement of the muon g — 2 [34]| which is

which results in a 3.7¢ discrepancy between theory and experiment, Aa, = a

consistent with the previous BNL result. When both experimental values are combined,
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the difference with respect to the SM prediction becomes Aa, = affxp EM =

(251 £ 59) x 107!, corresponding to a significance of 4.20. The discrepancy is
comparable to the SM electroweak contribution to the anomalous magnetic moment,
aEWK = 153.6(1.0) x 107!, This means that if this discrepancy arises from Beyond
Standard Model (BSM) contributions, the scale of new physics may be around
100 — 1000 GeV, which is exactly the scale that the LHC is currently probing. Among
several BSM physics proposals, low-energy Supersymmetry could be the answer. In
the MSSM, two types of one-loop corrections contribute to the muon g — 2: the
contribution from a chargino-sneutrino loop aé it and the one coming from a neutralino-
slepton loop ae The contributions are classified into four types'® and approximated

as (see e.g. |35, 36, 37, 38|)

2 2 2 2,,2 2
S gm MZ pu gm My
a/J«(WaH7V/M,uL) tan 3 - fC( 22 y 9 ) - n tan 8- fn <m2 amT )
17

167 2]\42 mz, Mz, 32m2 Map By UL
(58)
Lo g/2m2 M2 ,LLQ
B,H t —=
ulBLA.fir) = gt tan - fi (m ) (59)
HrL KL
o gl2m2 Ml ,LL2
B, H L — =
a’ll( lu’ ) 167T2M M anﬁ fN (m 7m2 ) (60)
fir "hir
g*m2 M m2~ m?2
au(B, fir, i) = ﬁtanﬂ In MQ, ]\55 (61)
AL iR
where the loop functions fn and fo are defined as
5-3(x+y)+ay 2Inx 2Iny
fC T,y)=2xy |: - +
N N T e e IR
PR [—3+x+y+xy+ 2rlnzx 2ylny ]
N4y = -
(x-1)2y—-1)? (@-yz-17° (z-y)(y-1)

with fo(1,1) = 1/2 and fn(1,1) = 1/6. Therefore, we can match the experimen-
tally measured values by tuning the individual parameters in Equations 58 — 61.
By observing the above formulae, the first three terms, corresponding to Equa-
tions 58 — 60, are enhanced by increasing tan 8 and by reducing u, whereas
Equation 61 is enhanced by increasing ptan 3. For illustration purporses, the

SUSY contributions to a, according to the approximated formulae'® in Equa-

15Scalar trilinear terms are neglected for simplicity.
Y5For more detailed studies using the exact formulae the reader is referred to e.g. [39].
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tions 58 — 61 are shown in Figure 4. Here, two benchmark scenarios are con-
sidered: the bino case, where M; = 200 GeV, p = 2M;, tan g = 10, mg, = mg,,
whereas My and my, are decoupled from the spectrum, and the wino case, where
My =100 GeV, My = p =400 GeV, tanf =40, mz, = my, and mg, = 600 GeV.
It is observed that in all the cases considered, the experimentally measured a, can be
recovered by adding the SUSY contributions discussed above. As a general rule, to
generate sizable contributions to the muon g — 2 while satisfying the observed dark
matter relic abundance, sleptons and electroweakinos (charginos and neutralinos)
should have masses of O(100 GeV) [15, 16, 40].

8.x107%}

= Bino

Bino, Mg =0.5 Mg,

6.x1077F
— Bino, tang =50

o 4.x107%F

2.x1077}

0 l(I)O 260 360 460 5[I}D
mg
Figure 4: MSSM contributions to the anomalous magnetic moment of the muon
as function of the mass of the left-handed smuon my, . The gray dashed
line corresponds to the difference between the experimental value and
the SM prediction Aa, = 251 x 107!, with its uncertainty (blue band).
The different colors represent different choices of the SUSY parameters
My, Mz, p, tan 3, mp, and mg,. Left-handed and right-handed smuons
are considered mass degenerate except where explicitly stated. The
blue curve corresponds to the bino benchmark scenario, where M; =
200 GeV, p = 2M,, tanf = 10, my, = my, , whereas Mo and sneutrinos
are decoupled. Variations of the bino benchmark scenario are realised by
changing mg, = 0.5my, (yellow curve) and tan 3 = 50 (red curve). The
wino benchmark (green curve), inspired by [39], corresponds to the choice
My =100 GeV, My = =400 GeV, tan3 =40 and myp, = 600 GeV.
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Fine-tuning
In the MSSM, the mass of the Z boson can be related to SUSY parameters through

2 2 2
my My, —my, tan®
R S i il (63)

This means that myg, and p have to be adjusted in such a way to reproduce the
measured Z boson mass. The tuning is considered natural if the cancellation is
not very sensitive to small variations of the parameters. This occurs for values of
1 < 300 GeV, implying the existence of light higgsinos )2(1), X5 and ﬁ[ with masses of
about 100 — 300 GeV [29].

2.5 Simulation of proton-proton collisions

In order to simulate a proton-proton collision, we have to remember that protons are
composite particles, thus, multiple quarks and (or) gluons (partons) collisions occur
in the same pp collision. Therefore we normally identify the hard process with large
momentum transfer that we are interested in, accompanied by an underlying event.
The underlying event is just a consequence of the interaction of the partons that
did not participate in the hard process. The underlying event is usually modelled
using phenomenological models that describe the scattering process at small angles.
A general sketch of a usual proton-proton collision is depicted in Figure 5.

The probability of finding a parton with momentum fraction z inside a proton is
given by the Parton Distribution Functions (PDFs), shown in Figure 6. At the LHC,
most of the collisions that take place involve gluons due to the high gluon densities
inside the proton. In hard collisions, the cross section of a given process pp — c¢d can

be calculated through
1,1
Opp—scd = Z/O /0 dl’adxbfa(l'aa /L%')fb(xba M%)a'ab—)cd(:u%a N%%)? (64)
a,b

where the sum runs over all the partons (quarks and gluons), f(z, Q?) are the PDFs
and & is the parton-parton cross section. The momenta of the partons are given
by Pap = Tapy/s/2. We have introduced two scales pp and pg, called factorization

and renormalization scales, respectively. The factorization scale separates long and
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short distance physics and arises from the infrared (collinear) divergences'”. The
renormalization scale has its origin in the ultraviolet divergences'®and the need to
renormalize the theory. Both scales are usually set to a characteristic scale that
describes the hard process.

Since the hard process has large momentum transfer, the partons involved will be ac-
celerated, radiating gluons, which can then split into quark-antiquark pairs (g — ¢q),
and these quarks could further radiate more gluons, creating a parton shower. We
distinguish between intial state showers (initial state radiation) and final state showers
(final state radiation). The final state radiation occurs when an outgoing parton
creates the shower. The initial state radiation develops when an incoming parton from
the hard process radiates partons. The showering of the (initial state) partons stops
when the hard collision occurs. As a result of this radiation, the parton also acquires
transverse momenta (which was zero before the radiation), and is then transferred to
the hard process.

The parton shower will evolve until the scale drops to Q% ~ 1 GéV?, entering the
non-pertubative regime of ;. At this point, quarks and gluons are confined into
colour neutral hadrons. This process is called hadronization. In order to describe this

non-perturbative effects in generators, dedicated phenomenological models are used.

M nfrared divergences occur when the momentum of a massless particle approaches zero.
BThese arise from divergent loop momentum integrations in Feynman diagrams.

shower

event
proton W proton

Figure 5: Sketch of a proton-proton collision. Figure taken from [41].
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Figure 6: Parton distribution functions obtained in NNLO NNPDF3.0 global anal-
ysis [42] at scales pu? = 10 GeV? (left) and p? = 10* GeV? (right) using
as(M?) =0.118.

A popular and intuitive model is the Lund String model [43], which is the approach
taken by the PYTHIA event generator [44]. Other event generators like SHERPA use a
cluster model for hadronization [45].

Finally, the produced hadrons (mostly pions, kaons and nucleons) are in general
unstable and will eventually decay.

General-purpose event generators in proton-proton collisions use different models
and approaches, the most commonly used ones in ATLAS are: SHERPA [46], Her-
wig++ [47] and PyTHIA [48].

After the physics simulation, in order to compare with real data obtained from
the ATLAS detector, the simulated events have to go through the detector simulation.
In this step, it is crucial to understand the detector and its subcomponents precisely.
The ATLAS detector simulation relies on GEANT 4 toolkit [49]. The ATLAS detector
geometry is built into GEANT 4 and the program provides physics models (physics
interactions) for particles travelling through the detector parts. The energy deposits
produced by the generated particles are recorded as hits. Then, the digitalization
software converts the hits into detector responses. The result of the simulation is
then processed, triggered and reconstructed using the same algorithms as if it was
normal data [50].
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2.6 Electroweak production of sparticles

If R-parity is conserved, the Supersymmetric partners of the Standard Model particles
are produced in pairs. Electroweakinos (charginos and neutralinos) and sleptons are
produced as in Figure 7. In the s-channel, the production of the electroweakinos and
slepton pairs is mediated by a Z, W or ~ boson. In the f-channel, the production
proceeds through squark mediation, but, as we will discuss, in the models considered
throughout this thesis the squarks are very heavy and therefore this production
mechanism is highly suppressed. The production rate of sparticles depend on the
couplings and the masses of the produced particles. In Figure 8 the production cross
section of sleptons and electroweakinos as a function of their mass at proton-proton
collisions for a center of mass energy of /s = 13 TeV is shown. First, we see that
the xx production cross section is about two orders of magnitude greater than for
sleptons. We also observe that the )Zlif(li cross section is the lowest of all xy, and
X9 the highest. Secondly, for sleptons, the left-handed slepton cross section is
about three times higher than that for right-handed sleptons one due to interferences

between Z and ~ s-channel diagrams.
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Figure 7: Sample of chargino, neutralino and slepton production diagrams at a
hadron collider from quark-antiquark annihilation. Charginos are repre-
sented with C’Z-ij and neutralinos with IV; ;. Diagrams taken from [51].
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Figure 8: Production cross sections for electroweakinos and sleptons as a function
of their mass, for pp collisions at /s = 13 TeV. The cross sections are
calculated at next-to-leading order. Figure taken from [52].

Simplified models

Supersymmetric models usually predict a number of experimental observables as a
function of theoretical parameters. In some cases the number of theoretical parameters
is too large and a more model independent search is desired. To this end, simplified
models [53] were proposed. They are effective models that are built with the minimal
particle content required to produce the required SUSY final state. In this way,
the dimensionality of the theoretical parameter space is reduced, simplifying the
problem down to the sparticle masses and decay branching ratios. This allows for the
interpretation of the results in terms of the cross sections times branching fractions
as a function of the sparticle masses. As a consequence, the results interpreted in
terms of simplified models can be used to test a wide variety of BSM models that
predict a similar phenomenology.

The usual way of decoupling the other sparticles, is by setting their masses to values
above the TeV scale. Example are squarks, which in this case are too heavy to

contribute to the t—channel production mechanisms presented in Figure 7. Two sets
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of simplified models are considered in this thesis: direct production of sleptons pairs
and direct production of higgsino states. For the first scenario, left and right-handed
sleptons are assumed to be degenerate in mass my, =M. Furthermore, sleptons
decay with a 100% branching ratio into their corresponding lepton and a (pure bino)
LSP, i1, ig — ¢X).

The higgsino model includes the production of XSS&E, )28)2(1) and Xliﬁf The Xli and
the X3 also decay with a 100% branching fraction into W and Z bosons, respectively,
accompanied by the LSP, ﬁc - Wt + )2(1), X5 — Z + X). While the masses of the
X1, X3 are varied, the X1 masses are set to m(f(f) =1 [m(f((f) + m(f(g)}

Finally, the lifetimes of sleptons and charginos depend on the mass splittings with
respect to the X1. These particles only acquire a significant lifetime to be detected
directly in the detector for mass splittings below few hundreds of MeV. Since the
mass splittings considered in this thesis are above this threshold, the sparticles will

decay promptly, and only the decay products will reach the detector.
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3 The LHC and the ATLAS detector

3.1 Particle colliders: the Large Hadron Collider

Particle colliders are used to accelerate particles to certain energy and then collide
them. They can be used to study the small scale structure of the universe, since
smaller distances are reached as the energy of the collision increases (A o< 1/FE). It is
well known that a symmetric collider with beam energy E' is more efficient in reaching
higher energies than a fixed target experiment, since the center of mass energy at a

collider is given by

Vs = 2E, (65)

opposed to a fixed target (with mass m) experiment, where /s = v2mFE (E >
m). However, in colliders it is much more challenging to achieve high luminosities.
Furthermore, when charged particles are accelerated in a circular machine, they emit
synchrotron radiation and thus lose part of their energy. For an ultra-relativistic

particle with mass m the power emitted is

_ 2rcm’y4
=3 7 ,

P (66)

where ~ is the Lorentz factor v = (1 — Z—;)_I/Q = E/mc?, p the radius of curvature

2. Therefore, for protons, the energy loss due to synchrotron

and 7. = e?/4megmce
radiation is negligible (but not for electrons).

The beams also have to be guided and focused through the beam pipe. The bending of
the charged particle trajectory is done with dipole magnets, which provide a vertical
magnetic field. The radius of the trajectory for a particle with momentum p, mass m
and charge ¢ is given by

r= quv (67)

where B is the magnetic field. To avoid protons escaping from the accelerator,
the particle bunches have to be squeezed and focused, which is achieved by using

quadrupole magnets.
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The acceleration of the charged particles is done with metallic chambers containing
electromagnetic fields called Radiofrequency (RF) cavities. Since the nature of the
electromagnetic field inside the cavity is oscillating (switches direction with time), the
beams need to enter the accelerating cavity at the right time, leading to a bunched

structure of the beam.

The Large Hadron Collider (LHC) is a 27 km long circular particle collider situated
beneath the France and Switzerland border, near Geneva. It accelerates beams of
protons! up to an energy of 6.5 TeV and collides them with a center of mass energy
of /s =13 TeV. The LHC is embedded in an accelerator complex at CERN, which
consists in a succession of different machines which increasingly accelerate the protons,
until they are injected in the LHC. All the different components of the accelerator
complex are included in Figure 9. The protons path start at a Hydrogen bottle that
contains Hydrogen atoms. The electrons from the Hydrogen atoms are stripped from
the atoms by applying electric fields. The proton beam is then accelerated through
the following steps:

1. The beam is injected into the PS booster at an energy of 50 MeV from LINAC 2,

where it is accelerated to an energy of 1.4 GeV.
2. The beam enters the Proton Synchrotron (PS) and is accelerated to 25 GeV.

3. The protons are then sent to the Super Proton Synchrotron (SPS), where they

are accelerated to an energy of 450 GeV.

4. Finally they enter the LHC, where they are accelerated to an energy of 6.5 TeV
in about 20 minutes. In normal operation mode the protons circulate for some

hours along the beam pipe.

Once the protons reach the desired energy, they collide at four points where the
two rings of the machine intersect. Surrounding each of these four points there is
a detector: ATLAS, CMS, LHCDb and ALICE. ATLAS and CMS are multipurpose
detectors that study a wide variety of physics. LHCD is dedicated to the study of the
bottom-quark physics and ALICE is specialized in analysing lead-ion collisions to

better understand the quark-gluon plasma.

1Tt also accelerates heavy ions, but this will not be discussed in this thesis
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The CERN accelerator complex
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Figure 9: CERN accelerator complex. Figure taken from [54].

Luminosity

One of the most important quantities in a particle collider, together with the center
of mass energy, is the luminosity. The number of produced events is given by the
integral of the instantaneous luminosity £ over time, multiplied with the cross section

o of the process of interest,
Nzax/ﬁwﬁ. (68)

If we consider two proton bunches colliding head-on with a revolution frequency f,

(~ 10 kHz at the LHC), the luminosity can be expressed as
— bbJr 69
4drf*e =’ (69)

where
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N, is the number of protons per bunch?, about 10! at the LHC

ny ~ 2500 the number of colliding bunches

p* the focusing function (at the interaction point) is a measure of the width of

the beam.

the emittance e is the area in the (z,p,) plane occupied by the beam particles®.

F' is the geometrical factor that takes into account geometric effects as crossing

angle and finite bunch length, its value is of order one.

By optimizing each one of the above parameters the luminosity can be increased.
First, it is clear that, increasing the number of protons per bunch and the bunches per
beam will increase the luminosity. On the other hand, lowering emittances and the
focusing can also result in an increase of the luminosity. Low emittances are achieved
by having the beam particles confined together to small distances, while having similar
momentum. The decrease of §* is achieved by having strong focusing quadrupole
magnets, reducing the transverse beam size. At the LHC, the collisions take place
every 25 ns, and about 34 collisions per bunch crossing occur (see Figure 11). The
design instantaneous luminosity at the LHC corresponds to £ = 2 x 10%* cm™2s71.
If we integrate over time, we get the total (integrated) luminosity. The delivered
luminosity at the ATLAS detector for various years of LHC operation is shown in
Figure 10. The luminosity used for physics analyses at /s = 13 TeV in ATLAS adds
up to about 139 fb~!.

The luminosity is measured by counting the number of interactions each time the
beams cross. In ATLAS, the LUCID detector is used [56], situated at either sides
of the interaction point. The calibration of the detector is done using van der Meer
(vdM) scans using special low luminosity LHC fills. During these special runs, the
beams are separated, vertically and horizontally, varying the overlap between the
beams. The mean number of interactions per bunch crossing is then measured as
a function of the separation to determine the beam width in z and y. Then, the
total number of protons in each colliding bunch from the measurement of the beam
currents is determined. Combining all these ingredients, the luminosity for each

colliding bunch pair can be computed.

2Equation 68 assumes that the two bunches have the same number of protons, Ny, = N, .
3 At constant energies (z,p.) can be replaced by (z,2' = da/dz). Where z is the longitudinal
component and x one of the transverse components.
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Figure 10: Cumulative luminosity as a function of the day it was delivered to the
ATLAS detector for pp collisions. Figure taken from [55].

The averaged number of interactions per bunch crossing (u) can be calculated from

Loinel

<u> - -Z\[bunchfr7

(70)
where oipel is the pp inelastic cross section (80mb, see e.g. [57]). The integrated
luminosity as a function of the mean number of interactions per bunch crossing is

shown in Figure 11.

Pile-up

Out of all the collisions that occur in each bunch crossing, usually only one is energetic
enough to be of interest. The rest of collisions happening during the same crossing
are called pile-up interactions, and they represent a challenge in physics analyses.

There are several sources of pile-up:

o In-time pile-up: collisions occurring during the same bunch crossing as the

collision of interest.
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Figure 11: Integrated luminosity as a function of the mean number of interactions
per bunch crossing at 13 TeV. Figure taken from [55].

e Qut-of-time pile-up: collisions happening right before or right after the collision
of interest. When a subdetector electronics integration time is greater than

25 ns, the out-of-time pile-up can lead to changes in the signal.

e Cavern background: neutrons and photons present in the LHC cavern, which

leave random hits in the different subdetectors.

e Beam-halo events: off-orbit protons interact with the beam-pipe, creating

hadronic showers parallel to the beam-pipe.
e Beam gas events: collisions of protons and residual gas present in the beam
pipe.
3.2 The ATLAS detector

The ATLAS detector [58], situated in one of the four interaction points at the LHC, is
a multipurpose detector that studies a wide variety of physics processes. The general

structure of the detector is depicted in Figure 12. The coordinate system adopted by
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Figure 12: View of the ATLAS detector and subdetectors. Figure taken from [58].

ATLAS has the origin centered at the nominal collision point inside the experiment,
the y-axis pointing vertically upward, and the z-axis pointing radially inward toward
the center of the LHC. Thus, the z-axis points along the counterclockwise-beam
direction. The azimuthal angle ¢ is measured from the z-axis in the = — y plane,
around the beam axis. The polar angle 0 is measured from the z-axis. In hadron

colliders, a more convenient variable is used instead of the polar angle, the rapidity,
defined as

v =5 n[(E+p2)/(E )], ()

where E and p, are the energy and z component of the momentum along the
beam direction, respectively. Differences in rapidity are invariant under Lorentz
transformations along the beam direction. At high energies (E > m) the rapidity
can be approximated by the pseudorapidity,

n = —Intan (6/2). (72)

In this way, n = 0 (6 = 7/2) is perpendicular to the beam line and n = oo (# =0) is
parallel to the beam line. To measure the angular separation between two points, the

combined angle AR = /An? + A¢? is used, where An =1y — 1 and A¢p = ¢o — ¢1.
The momentum transverse to the beam direction (transverse momentum) pr is thus
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computed from the x and y components?, pr = | /p2 + p%/. The vector sum of all
transverse momenta before and after the collision is zero, and any imbalance of the
momentum in the transverse plane is accounted in the missing transverse momentum,
denoted by E%iss.

The ATLAS detector follows the usual structure of a high energy physics detector,

from the innermost to outermost layers we have:

e Inner tracker: high precision silicon and transition radiation detectors which
are immersed in a magnetic field. The magnetic field bends the trajectory of
charged particles and thus the particle momentum can be computed. It is also
used for vertex reconstruction, e.g., secondary vertices created by long-lived
hadrons originating from b and ¢ quark hadronization. Surrounding the ATLAS

tracker, a solenoid that provides a magnetic field of 2 T is placed.

e Calorimeters: the electromagnetic (EM) calorimeter provides precision mea-
surements of electrons and photons. The hadronic calorimeter (HCAL) is used
to calculate the energy of hadrons. Except for muons and neutrinos (and/or
neutralinos), all the SM particles will deposit their energy in the calorimeters.

Thickness and good || coverage is crucial for a good EF"® measurement.

e Muon spectrometer: the only remaining Standard Model particles at this stage
will be muons (and neutrinos). Immersed in a magnetic field created by toroid

magnets, muons trajectories are bent and measured in the muon chambers.

3.2.1 Magnet system

The ATLAS magnet system is composed of a thin superconducting solenoid surround-
ing the Inner Detector cavity and three large toroids (a barrel toroid and two end-cap
toroids), as shown in Figure 13. The solenoid is aligned with the beam axis and
provides a 2 T magnetic field to the inner detector. The barrel and end-cap toroids
provide a magnetic field of 0.5 T and 1 T to the muon detectors in the barrel and
end-cap regions, respectively. The advantage of this field configuration is that it

allows two independent measures of the muon momentum.

“Cartesian coordinates are obtained from the pr, p, = pr cos ¢, p, = pr sin ¢, p, = prsinhn.
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Figure 13: Schematic view of the ATLAS magnet system. Figure taken from [59].

Energy and momentum resolution

The resolution of a charged particle track can be approximated as®

o(pr) _ 8prds
pPT O.?)BZQ7

(73)

where §s is the uncertainty on the position of the track in the midpoint. It is seen
that, for a track measured over a length [ and with constant magnetic field B, the
resolution degrades as the pr is increased (straighter tracks). In a real detector,
however, the resolution also has to take into account multiple scattering effects.
Since the scattering angle goes as 6 o 1/p, the contribution will cause a constant

uncertainty on o(pr)/pr, parametrized as

o(pr)
pr

= C @ Dpr, (74)

where C' is the contribution from the multiple scattering, and D from the spatial
precision. Thus, the precision is limited by multiple scattering at low pr, and by
spatial resolution at high pp. Typical values for the ATLAS detector can be consulted
in Table 2.

The resolution of a calorimeter can be parameterized as

oB)_ 2 gbae
E VB EV®

(75)

5The approximation assumes that the track is measured with high precision at the beginning and
end of the trajectory.
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Detector ‘ Resolution ‘ |n| coverage

Tracking opr/PT = 0.05% pr & 1% <25
EM calorimeter og/E =10% VE @ 0.7% < 3.2
HCAL
Barrel and end-cap og/E =50% VE ©3% < 3.2
Forward og/E =100% VE ®10% < 3.1 |n| < 4.9
Muon Spectrometer | oy, /pr = 10% pr at pr = 1 TeV < 2.5

Table 2: Resolution for the different detector components in ATLAS [58].

being a, b and ¢ constants (see Table 2 for typical ATLAS values). The constant a is
called the stochastic term, b corresponds to the electronic noise and ¢ is a constant
term. The stochastic term can be interpreted as a statistical term a/\/E ~ 1/\/]V,
where N is the number of photons detected. The noise term b is usually negligible
at high energies and can be reduced with good calibration. The constant term c
includes effects from detector instabilities and miscalibration. When the detector is
in operation, effects like pile-up and radiation damage can also degrade the resolution

of the calorimeters.

3.2.2 Inner detector

The ATLAS Inner Detector (ID) is the innermost subdetector. It is composed of two
silicon detectors, the Silicon Detector and the Semi-conductor Tracker (SCT), and the
Transition Radiation Tracker (TRT), as depicted in Figure 14. The Inner Detector
angular coverage is |n| < 2.5. All these parts are immersed in a 2 T magnetic field
produced by the solenoid magnet surrounding the Inner Detector. During the LHC
shutdown period in 2013 — 2014 the inner detector was upgraded with the installation
of a new pixel detector layer, together with a new beam pipe, referred as insertable
B-layer (IBL). The new beam pipe is made of beryllium® with 23.5 mm of inner
radius and ranging from 24.3 mm (|z| < 30 mm) to 28.2 mm (|z| > 311 mm). The
pixel detector (with IBL) covers the radial region (measured from the interaction
point) of 33 to 150 mm. The SCT and TRT span the radial regions from 299 — 560
mm and 563 — 1066 mm, respectively.

As charged particles travel through the detector, they leave hits allowing to reconstruct
the particle trajectory. Since silicon is a semiconducting material (with a band-gap of

1.1 eV), when a charged particle passes through, it interacts with the silicon creating

5Beryllium is ideal for beampipes since it minimizes multiple scattering
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Figure 14: ATLAS Inner Detector. Figure taken from [60].

charge carriers (electron-hole pairs). Most of the energy goes into phonons, so the
energy loss per electron-hole pair is larger, about 3.6 V. For a minimum ionizing
particle, this corresponds to 80 electron-hole pairs per micrometer. The electron-hole
pairs are then separated applying an electric field, sweeping the charges carriers to
electrodes. The motion of the electrons and holes induces a current into the external
circuit, which can be measured. The current is then amplified and digitised by the
readout electronics. The number of electron-hole pairs is proportional to the absorbed
energy, thus integrating the signal current, the signal charge is obtained. The spatial
resolution of the silicon detectors depend on the segmentation of the silicon into
individual detector channels. If a particle causes a hit and all the charge is collected in
a single strip, the spatial resolution in this direction is 2/4/12. The spatial resolution
can be further improved by using signal information from neighbour channels, giving
extra information on the location of the hit. One of the main advantages of pixel

over strip detectors is their low capacitance (from their smaller size), resulting in low
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noise.

Pixel detector

The pixel detector consists of four barrel layers and two end-caps with three disks
each. The innermost pixel layer, the IBL, situated at 3.3 cm from the beam axis, has
14 staves that cover the region |n| < 3.3 with more than 12 million silicon pixels with
a size of 50 pm x 250 pm each.

The remaining layers are composed of 1744 pixel sensor modules, with each module
containing 46080 pixels with a size of 50 pm x 400 pm each. The smaller dimension is
placed in the bending plane of the magnetic field in order to maximize the momentum
resolution. The radii of the three barrel layers are 50.5 mm, 88.5 mm and 122.5 mm.
Overall, the detector has over 80 million pixels (80 million channels) distributed in

2m?2 of sensor area.

Semi-conductor Tracker

The SCT has 4088 two-sided silicon micro-strip modules (providing 2-dimensional
position measurements), arranged in four barrel layers and two end-caps with nine

wheels each. It has about 60m? of silicon strips with 6 x 10° strip detector channels.

Transition radiation tracker

Beyond 56 cm of radius, we find the TRT (barrel and end-cap), which consists of
more than 350 x 10 gas filled straw tubes (350 x 10% channels). The TRT barrel
consists of 73—layer straw tubes filled with gas providing at least 40 hits per track.
The TRT end-caps consists of two sets of identical wheels. The first set has 12288
radial straws and the second set 6144. The tubes are filled with a mixture composed
primarily of Argon (for good X-ray absorption).

7. When a high energetic particle crosses the

The TRT uses transition radiation
boundary between two media with different dieletric constant, transition-radiation
photons are emitted®. This is accomplished by filling the spaces between the straws
with polymer fibres (barrel) and foils (end-cap). The transition radiation increases
with the Lorentz factor v, and therefore the TRT is useful to distinguish between

high energy electrons and charged hadrons (pions).

"Particles traversing the TRT also ionize the gas inside the straws, the resulting electrons drift
towards the wire creating a measurable current.

8These photons are in the X-ray regime. Typical TR photon energies for electrons and pions are
8 — 10 keV and 2 keV, respectively.
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3.2.3 Calorimetry system

When a particle interacts with the calorimeter, it deposits its energy creating a cascade
of secondary particles?. All the particles except muons and neutrinos usually deposit
all their energy in the calorimetry system. There are electromagnetic calorimeters and
hadronic calorimeters to measure electromagnetic and hadronic showers, respectively.
The electromagnetic showers tend to be more compact in volume than the hadronic
ones, thus requiring a greater segmentation in the EM calorimeter. The components
of the ATLAS calorimetry system are the Liquid Argon (LAr) Calorimeter and the
Tile Hadronic Calorimeter (TileCal). The LAr technology is also used in the detection
of hadronic activity in the Hadronic End-Cap Calorimeter and in the Forward
Calorimeter (FCal), providing a coverage up to |n| < 4.9. All these components are

shown in Figurelb.

Tile barrel Tile extended barrel

uuuuu

LAr hadronic
end-cap (HEC)

LAr eleciromagnetic

LAr eleciromagnetic
barrel

LAr forward (FCal)

Figure 15: ATLAS calorimetry system. Figure taken from [58].

The electromagnetic calorimeter

The EM calorimeter absorbs the energy coming from electrons and photons. The
emerging shower depth is determined by the ability of the calorimeter to stop these

particles. There are "sampling" and "homogeneus" calorimeters. Since ATLAS only

9Showers of particles originating from the fragmentation and hadronization of quarks are called jets
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uses sampling calorimeters, only the former is discussed. The sampling calorimeters
contain successive layers of an active material and passive (absorbing) material. Most
of the energy of the particles is deposited in the passive layers. The passive material
is usually a material with high atomic number Z. The energy deposited in the active
layer is only a small fraction of the total energy deposited.

The EM calorimeter consists of a barrel part (|| < 1.475) and two end-caps (1.375 <
In| < 3.2). The barrel consists of two identical half-barrels separated by a gap of
4 mm at z = 0. It is 6.4 m long, has 53 cm of thickness and contains 110 000
channels. The end-cap calorimeter is divided into two wheels, one covering the region
1.375 < |n| < 2.5 and the other one covering 2.5 < |n| < 3.2. The passive material
is lead (Pb) and the active material liquid Argon, which operates at -183°C. It has
accordion-shaped kapton electrodes and lead absorber plates. In the region |n| < 1.8,
a presampler detector is placed in order to correct for the energy losses of electrons

and photons upstream in the calorimeter.

The Hadronic Calorimeter

Placed outside the EM calorimeter we find the hadronic calorimeter as depicted in
Figure 15. The barrel of the hadronic calorimeter covers the region |n| < 1.0, is made
of 64 wedges, each 5.6 m long and weighs 20000 kg. The two extended barrels cover
the region 0.8 < |n| < 1.7, each has 64 wedges, each 2.6 m long and weighing 9 600
kg.

It is, as for the EM case, a sample calorimeter using steel as absorber and scintillating
tiles (about 500 000) as active material.

3.2.4 The Muon Spectrometer

Surrounding the calorimetry system we find the Muon Spectrometer, shown in
Figure 16. The ATLAS Muon Spectrometer (MS) has a cylindrical structure of 22 m
in diameter and 45 m in length. Its angular coverage is |n| < 2.7. In the MS, the
muons are identified, triggered and their charge sign and momenta are measured.
For triggering, Resistive Plate Chambers (RPC’s) and Thin Gap Chambers (TGC’s)
are used in the barrel and end-cap regions, respectively. They also measure the
coordinates of the muon in the non-bending plane. Over most of the 7 range, the
tracking is performed by Monitored Drift Tubes (MDT’s). The MDT’s provide
precision particle tracking in the r — z plane, defined by the beam axis (z) and the

radial distance to the beam (7). In the more forward region, 2 < |n| < 2.7, Cathode
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Figure 16: Muon spectrometer in ATLAS. Figure taken from [58].

Strip Chambers (CSC’s) with higher granularity are used. The MDT’s are made of
cylindrical aluminium drift tubes, and filled with 93% Argon and 7% COs. When
a muon traverses a drift tube, it causes ionization of the gas, creating electron-ion
pairs along its trajectory. Electrons drift towards the anode wire and the (slower)
ions drift towards the cathode. The number of electron-ion pairs is increased due to
high energy electrons being able to ionize the gas further!’. When the electrons reach
the anode, they create a measurable current, which is proportional to the original
number of ions created. Since the electrons drift with uniform velocity towards the
anode, this can be translated into a measurement of the distance of the muon to the

anode, providing an accurate measurement of the position of the muon.

3.2.5 Trigger system and data acquisition

The triggering and data acquisition is an essential component at the LHC: triggering
interesting event candidates while maintaining high readout rate. This, however, is

usually very challenging due to the high levels of hadronic activity and high collision

1%When the electrons are close to the wire, the electric field is very high and the electrons acquire
energies to further ionize the gas, creating an avalanche process.
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rate.

The ATLAS trigger system is composed of a first-level hardware based trigger (L1)
and a software based high-level trigger (HLT). The L1 trigger reduces the event rate
from 40 MHz to 100 kHz. It uses custom electronics to determine Regions-of-Interest
(ROIs) around the trigger signal in the detector. It takes as input calorimetry and
muon detector information. The data is stored in a pipelined system in order to
cope with the 25 ns between bunch crossings. The decision is taken in about 2.5 ms
after the collision, and the event is then retrieved from the pipelined storage buffers.
The L1 trigger uses distinctive signatures to make the trigger decision: high missing
transverse momentum, high pr muons, electrons, or jets. It contains configurable
algorithms to trigger electrons, photons, hadronically decaying tau leptons, muons,
jets and E:,“3iss. The candidate events are then fed into the HLT.

In the HLT, the events are reconstructed in large CPU farms with algorithms, forming
a decision in about 300 ms. Here, the ROIs formed by the L1 are sent to the HLT.
The HLT then runs dedicated algorithms on the whole event. In this step the rate
is reduced from 100 kHz to about 1 kHz. These events are then sent to the CERN

storage, and prepared for the offline analysis.

3.3 The High-Luminosity LHC

The LHC will receive a major upgrade between 2025 and 2027, referred to as High-
Luminosity LHC (HL-LHC) upgrade. The integrated luminosity delivered at the
end of its lifetime is expected to be 3000 fb~!. In this regime, the average proton-
proton inelastic collisions per bunch crossing will reach () = 200. This will of course
represent a challenging environment for the ATLAS experiment. In order to cope with
the radiation while maintaining high tracking performance, the ATLAS collaboration
decided to replace the Inner Detector with a new all-silicon tracker Inner Tracker
(ITk).

3.3.1 Motivation for detector upgrade

The current ATLAS Inner Detector was designed for 10 years of operation with
a center of mass energy of 14 TeV, 25 ns spacing between bunch crossings and 23
pile-up interactions per bunch crossing. Despite that some of these numbers have been
surpassed, the ATLAS Inner Detector has shown good performance so far. Although

it has been well suited until now, there are few limitations for the future:
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Figure 17: ATLAS ITk layout from [61].

Radiation damage. The Pixel detector and the Semi-Conductor Tracker were
designed to tolerate the radiation damage equivalent to roughly 400 fb~! and
700 fb~! of integrated luminosity, respectively. Therefore, the detector as it is
right now is not ready to survive the HL-LHC phase.

Bandwidth saturation. The Inner Detector electronics will saturate due to the

high collision rate, leading to inefficiencies and to loss of data.

Detector occupancy. If the number of tracks rises due to the higher pile-up but
the granularity is not increased, this will also lead to inefficiencies in pattern

recognition and track finding.

Trigger. The L1 trigger does not receive any tracking information from the
Inner Detector in its current state. By providing tracking information to the L1

trigger, the trigger thresholds could be lowered, benefiting physics analyses.

The ITk consists of a pixel subsystem with coverage up to |n| < 4 and a strip

subsystem covering |n| < 2.7. The pixel system consists in five barrel layers and

five layers of inclined rings. The strips detector has four strip module layers in the

barrel and six disks in the end-cap. A schematic view of the [Tk layout is shown in

Figure 17.
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Figure 18: Exploded view of the cooling setup. From top to bottom: Vaccum
chucks (gray), noise sheet (black), cooling jig (copper) and brass plate
(orange).

3.3.2 Thermal cycling and experimental setup

The end-cap structure of the ITk consists of six disks on which petals are mounted.
Each petal has nine modules of different types per side. These modules will be
operated at very low temperatures in the HL-LHC environment. In order to test
their performance at these low temperatures, cooling tests emulating the HL-LHC
environment are needed. The modules have to be able to perform the temperature
cycle -35°C — 40°C — -35°C. To this end, I designed a cooling setup where the
modules are placed and thermally cycled. An exploded view of the setup design is
shown in Figurel8. The cooling cycle starts by injecting cold water from a chiller
to the cooling jig made out of copper for good thermal conductivity. The water (or
the liquid mixture) flows inside the cooling block and is emitted to the other side,
where it is then fed back again to the chiller. Sitting on top of the copper block we
have four Peltier elements!!, which are electrical components used for cooling. The
heat emitted by the Peltier is absorbed by the cooling jig. The more heat we are
able to remove, the lower the temperature will be on the other side (the cold side)
of the Peltier. The next layer of the setup consists of an aluminium sheet to avoid
electronic noise coming from the Peltier. On the top, we have the vacuum chucks
that hold the module in place, restricting any movement during testing. Finally, the
module, held by a test-frame, is placed on the top most part.

I was involved in the first preliminary tests checking the performance of the setup.
Since no well-insulated box was designed by the time of the tests, a non-optimal box

used for the test-beam was selected. The cooling setup inside the box is depicted in

"1The Peltier element is based on the Peltier effect: when an electric current passes through the
junction of two conductors a heat exchange occurs.
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Figure 19: Laboratory setup with the cooling jig and the box used for tests.

Figure 19. Since no real modules were available at the time of the testing, a “heat
load” was placed to emulate the heat emitted by a powered sensor. Two temperature
lines were constantly taking the temperature at two different points of the heat load,
one where the real silicon sensor would sit (outermost), and one where the hybrid
would sit (innermost). To avoid condensation, there was a constant flow of dry air
entering the box at room temperature.

At t = 0 s the chiller and the heat load were turned on. Here, the two temperature lines
began recording the temperature T'. The graph in Figure 20 shows the temperature as
a function of time. We can see that the temperature drops in the first 10 minutes and
then begins to level off to a constant value around -20°C. Finally, at ¢t = 40 min the
heat load was turned off while keeping the Peltier elements on and the temperature
drops again due to this fact. As observed, the desired temperature of -35°C was not

reached due to several limitations:

e The box used was old and had bad insulation, leading to leakages of the dry air

and a reduction in temperature.

e The dry air was at room temperature when it came inside the box. Cold

Nitrogen will replace the dry air in future versions of the setup.

e The cold jig, where the water flows through, was preliminary and made out of

aluminium instead of copper, reducing the thermal conductivity.
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4 ATLAS reconstruction and

1identification

Each subcomponent of the ATLAS detector is designed to identify and reconstruct
specific types of particles. A general overview of the particles interactions through the
ATLAS detector is shown in Figure 21. Charged particles travel through a trajectory
bent by the magnetic field and leave hits in the Inner Detector. All particles follow
their path to the calorimeters, where they deposit their energy. Muons are the
exception as they leave almost no energy in the calorimetry system and travel to
the Muon Spectrometer, where their track is reconstructed. Photons travel through
the Inner Detector without leaving hits and are absorbed by the EM calorimeter.
Photons can also interact with a charged nucleus from the detector and convert into an
electron-positron pair (photon conversion), which also leave hits in the Inner Detector.
Inuisible particles, like neutrinos, travel through the whole detector without leaving
any signature. Their presence can only be inferred from momentum conservation, as
they can leave a momentum imbalance in the event. A more detailed explanation of

the reconstruction and identification of the particles is discussed in this chapter.
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Figure 21: Different particle interactions within the ATLAS detector

4.1 Tracks, vertices and clusters

To identify and reconstruct objects, it is useful to clarify the concepts of hit, track

and cluster.

e Hit and cluster. When charged particles pass through the silicon detectors (pixel
or strip), they leave charge deposits (hits). The charge is usually collected in
multiple pixels. A connected component analysis (CCA) [62] groups connected
pixels and strips in a given sensor, where the energy deposited yields a charge

above threshold, into clusters.

e Tracks are then formed by fitting clusters in different layers of the silicon
detectors. The process starts by building three-dimensional measurements from
the clusters (space-points). These space-points correspond to the point where
the particle traversed the active material of the Inner Detector. Track seeds
are then defined from sets of three space-points. Tracks are then built from

the track seeds by using the Kalman filter [63]. This algorithm creates track
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candidates by adding space-points to the preliminary trajectory. The track
candidates are then processed through a ambiguity solver in order to remove
tracks that have shared clusters. Track candidates are rejected by the ambiguity

solver if they fail some of the following requirements:
— pr > 500 MeV,
- Inl < 2.5,
— Minimum of 7 pixel and SCT clusters

— Maximum of one shared pixel cluster or two shared SCT clusters on the

same layer
— Not more than two holes in the pixel and SCT detectors,

— Not more than one hole in the pixel detector,

|do| < 2.0 mm,

|z0sinf| < 3.0 mm,

where dj is the transverse impact parameter, defined as the shortest distance
in the transverse plane between a track and the beam line. The longitudinal
impact parameter, zg, is defined as the distance (in the z direction) between
the primary vertex and the point on the track used to measure dy. The polar

angle of the track is denoted with 6.

e Vertex seed positions are determined by the beam spot position and tracking
information. The tracks and the seed are then used to find the optimal vertex
positions with a fit. Tracks that are incompatible with a given vertex, are
removed from that vertex and are used to reconstruct the other vertices. The
hard scattered primary vertex is defined as the vertex with the greatest sum of

the squared transverse momenta of the associated tracks » pQT.

e Calorimeter energy clusters are formed around seed cells with an energy |Ece|

of more than 40 above the noisel

. These clusters then grow by iteratively
adding neighboring cells that have |E| with at least 20 above the noise,
across all electromagnetic and hadronic calorimeter layers. The procedure stops
when |Ecep| is below the 20 threshold, and a final boundary shell is added to
the cluster. The set of all the gathered cells is called a topocluster. A sketch of

this procedure is shown in Figure 22.

!Electronic noise and effects of pile-up
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Figure 22: Topocluster construction procedure in ATLAS. Figure taken from [64].

4.2 Electrons and photons

When an electron or a photon reaches the EM calorimeter, it interacts with the lead
absorber and creates an EM shower. The particles in the EM showers ionize the LAr,
the ionized electrons drift due to the applied electric field and induced currents are
created in the electrodes. The total energy detected in the active layers (LAr) is only
a fraction of the total deposited by the electrons and photons.

An electron is defined from a cluster built from energy deposits in the calorimeter
and a matched track. Electrons (and positrons) are reconstructed by fitting a track
using the information from the ID and matching it to a cluster built from energy
deposits in the EM calorimeter.

A converted photon consists in a cluster matched to a conversion vertex. An uncon-
verted photon (prompt photon) corresponds to a cluster that is not matched to an
electron track nor a conversion vertex. At low values of pseudorapidity, about 20% of
the photons convert in the ID, whereas at || = 2.3, the fraction goes up to 65%.
To improve the quality of selected electrons, further identification criteria are required.
To do so, several variables are constructed in order to discriminate between prompt
isolated electrons from (i) energy deposits from hadronic jets, (ii) from converted
photons and (iii) from electrons coming from heavy-flavour hadron decays. These
quantities are then used to construct a likelihood (LH) discriminant. Information from
the number of hits in the tracker (Pixel, SCT, TRT), as well as shower shapes are used
to build the variables. Depending on the likelihood discriminant values, four working
points are defined in order to satisfy specific background rejection requirements from
the different ATLAS analyses. The working points (WP) defined are: VeryLoose,
Loose, Medium, and Tight [65]. A variation of the Loose WP (LooseAndBLayer) is
defined using the same discriminant threshold but also requires a hit in the innermost

pixel layer. In Figure 23 the identification efficiencies as a function of the electron
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Figure 23: Electron identification efficiencies in Z — ee events as a function of the
electrons transverse energy F7 for three operation points: Loose (blue),
Medium (red) and Tight (black). The bottom frame shows the data to
simulation efficiency ratio. Figure taken from [65].

Er for different identification WPs are shown. The identification efficiencies of an
electron with a transverse energy of 40 GeV are 93%, 88%, and 80% for the Loose,
Medium, and Tight WPs, respectively. In the analysis described in Chapter 6 the
Tight WP is used for electrons.

In the same way, in order to efficiently select prompt, isolated photons while main-
taining high hadronic jets rejection, the selected photons use primarily information
from the first layer of the EM calorimeter. This can be used to distinguish a prompt

photon from photons coming from a 7°

— 77 decay, since the latter results in two
collimated showers in the EM calorimeter.

Furthermore, isolation criteria have also to be fulfilled. A cone is built around
the electron track (or cluster) or the photon cluster direction. The energy con-
tained in the cone is required to have less than a certain fraction of the energy of

the electron or photon. For the electron, track-based isolation is defined by sum-
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ming the transverse momentum of the particles around the cone. The cone size? is

AR = min (10 GeV /pr, ARmax), where AR,,4, is typically 0.2. For the calorimeter
isolation, the energies of the topological clusters that have their barycenter within
the cone radius are summed. Specific analyses use different isolation requirements, to
this end isolation working points are defined, some commonly used WPs are listed in
Table 3.

Particle ‘ WP ‘ Calorimeter isolation ‘ Track isolation

Electron | FCLoose | EX°(AR < 0.2)/Er < 0.2 | p¥°(AR'™ < 0.2)/Er < 0.15
FCTight | EX¥°(AR < 0.2)/Er < 0.06 P (AR™ < 0.2)/Er < 0.06

Muon FCLoose | EX°(AR < 0.2)/Er < 0.3 | pi°(AR" < 0.3)/Er < 0.15
FCTight | E¥°(AR < 0.2)/Er <0.15 P (AR™ < 0.3)/Er < 0.04

Table 3: Definition of the electron, muon and photon isolation working points. The
WPs in bold correspond to the ones used in the analysis in Chapter 6. The
prefix FC is used when the requirement on calorimeter and track isolation
variables is fixed.

4.3 Muons

Muon reconstruction is first performed independently in the ID and MS. Then,
the combination ID-MS is performed using algorithms that use information coming
from the ID, MS and calorimeters. Depending on the subdetectors used for the

reconstruction, four muon types are defined:

e Combined muon: the track is first reconstructed separately in the ID and in
the MS. Then, a global fit uses information from both subdetectors to form a

combined track.

e Segment-tagged muons: if a track is reconstructed in the ID, and it is associated
with at least one local track segment in the MDT or CSC, it is a segmented-

tagged muon.

e Calorimeter-tagged muons: if a track in the ID can be matched to an energy
deposit in the calorimeter from a minimum ionizing particle, then the particle

is a calorimeter tagged muon.

2In boosted topologies, other particles can be very close to the signal electron direction, therefore
the cone shrinks as the pr increases.
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e Extrapolated muons: if the muon trajectory is reconstructed from a track in
the MS and a loose requirement on the compatibility of the particle coming

from the IP is fulfilled, the particle is tagged as a extrapolated muon.

Muons also have to pass quality requirements in order to be identified. These are
built to suppress backgrounds from pion and kaon decays?. Specific hits in the ID and
MS as well as track quality are required. Depending on the background rejection rate
and muon reconstruction efficiency, four identification working points are defined for
physics analyses [66]: Loose, Medium (used in Chapter 6), Tight and High-pp. High
muon purity is achieved with the Tight and High-pt WPs, whereas the Loose WP
maximises the muon reconstruction efficiency. The muon reconstruction efficiency
for the Medium and Loose WPs as a function of the pseudorapidity are depicted in
Figure 24.

Muons coming from resonances like W, Z and the Higgs are normally isolated from
other particles, in contrast to semileptonic decays from heavy-flavour hadrons, which
are usually contained inside jets. To define the detector activity in the surroundings
of the muon, two types of cones are defined. For the track-based isolation cone,
a pp-dependent cone around the muon is defined AR = min (10 GeV/pr,0.3).
The calorimeter-based isolation is defined as the sum of the transverse energy of
topological clusters within a AR = 0.2 cone around the muon, after subtracting the
energy deposits from the muon itself, and correcting for pile-up effects. Depending
on the isolation requirement, WPs are defined in order to satisfy physics analysis

needs [66]. Commonly used muon WPs are listed in Table 3.
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4.4 Jets

High-energy quarks and gluons are not directly observed in the detector due to the
confinement nature of QCD. Instead, they radiate quarks and gluons at small angles.
These hadronize and result in color neutral final states (hadrons). Therefore, in the
detector a bunch of collimated hadrons, referred to as jets*, are observed. In order to
try and infer all the particles emerging from a single quark or gluon that produced
the jet, recombination algorithms are used. In the LHC, the anti-k; algorithm [67] is

the commonly used. To see how it works, we first define two quantities for each pair

4 About 65% of energy in a jet is carried by charged particles, 25% by photons (from 7° decays)
and 10% from neutral hadrons (neutrons and Kr.).
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of clusters i and j, the interparticle distance d; ; and beam distance d;p as

AR},
R2 (76)

R S

dij = mln(pT,ppT’j)
—2

dip = Pr;»

where R is a free parameter called jet radius. The typical value used in ATLAS is

R = 0.4. The algorithm proceeds as follows:
1. Take all particles as a list of objects

2. Find the smallest distance among all the d; ; and d;p

o If d; ; is the smallest, then the corresponding pair of objects i and j are

combined into a single entity, and it is then added to the list again

e If d;p is the smallest, the object ¢ is tagged as a jet and removed from the
list.

3. The distances are recalculated and step 2 is repeated until there are no more

objects in the list.

With the definition in Equation 76, the meaning of R becomes intuitive: when
AR;; > R, the beam distance is smaller than the interparticle distance (dip < di,j)
and objects are not recombined, therefore R is a measure of the size of the jet.

The anti-k; algorithm is built in such a way that it favours hard particles. The hard
jet will grow by adding soft particles surrounding it until it reaches a distance R. The
anti-k; algorithm was selected because the resulting jets have a circular shape, and
(the shape) is not influenced by soft radiation and pile-up, facilitating the calibration.
A Particle Flow (PFlow) algorithm [68] was used to reconstruct jets in this work. This
approach combines tracker and calorimeter information to form the signals, which
ideally represent individual particles. The energy deposited in the calorimeter by the
charged particles is removed (since a track exists). The remaining calorimeter energy
(mainly neutral particles) and well measured tracks matched to the hard interaction
are then used in the reconstruction of the PFlow jets. A more detailed sketch of how
the algorithm proceeds is shown in Figure 25.

Jets measured in the ATLAS detector have to be calibrated in order to recover the
true energy of a jet. To achieve this, Monte Carlo simulations are used, and the
process is described in the diagram in Figure 26. In the last step (in situ calibration),
the jet response difference between Monte Carlo simulations and data are computed.

To this end, the pt of the jets are balanced with other well-measured objects, e.g.
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photons or Z bosons. The well-measured pr of the photon can be used to calibrate
the jet energy scale (JES) by looking at p];t/p% for data and Monte Carlo.

. o n - Jet area-based pile- Residual pile-u
EM-scale jets Origin correction o pEesup
up)correction correction

Jet finding applied to Changes the jet direction Applied as a function of Removes residual pile-up
topological clusters at to point to the hard-scatter event pile-up pr density dependence, as a
the EM scale. vertex. Does not affect E. and jet area. function of u and Npv.

Absolute MC-based
calibration

Residual in situ
calibration

Global sequential
calibration

Corrects jet 4-momentum  Reduces flavor dependence A residual calibration
to the particle-level energy  and energy leakage effects is derived using in situ
scale. Both the energy and using calorimeter, track, and measurements and is

direction are calibrated. muon-segment variables. applied only to data.

Figure 26: Jet energy calibration procedure [69]. The procedure starts by correctly
pointing the jet direction to the hard-scatter vertex. Then pile-up energy
excesses are removed. MC simulations are then used to correct the
4-momentum of the jet. The reconstructed energy is further improved
using calorimeter, MS, and track-based variables. A final calibration is
performed using well-measured objects.

Flavour tagging

Jets are labeled depending on the quark (or gluon) originating the shower. We
distinguish three types: jets arising from bottom-quarks (b-jets) from charm-quarks
(c-jets) and from up, down, strange-quarks or gluons (light-jets). The identification
of b and c-jets is called heavy-flavour tagging. Heavy flavour tagging algorithms
exploit the hard fragmentation, long lifetimes and large masses of & and ¢ hadrons in
order to identify heavy flavour jets. For instance, B mesons (containing a b-quark)

have a relatively long lifetime (7 ~ 1.6 ps) and will travel hundreds of micrometers
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(er ~ 500 pm) inside the ATLAS tracker before the decay. Therefore, it will create
a secondary vertex at the point of the decay, which can be reconstructed, and the
products will leave displaced tracks in the detector. All the kinematic properties
from the secondary vertices, displaced tracks, and soft leptons (from leptonic decays
from mesons) are processed using multivariate analysis (MVA) techniques. The
MVA techniques map all these kinematic properties into a single discriminator value.
In ATLAS, two main algorithms are used: MV2 [70] and DL1 [70]. The output
discriminant of the DL1 b-tagging algorithm is shown in Figure 27. We can see that,

very high b-jet purity can be achieved at high discriminant values.
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Figure 27: Output discriminant of the DL1 b-tagging algorithm [71].

Jet vertex tagging

Jet calibration and reconstruction is sensitive to the effect of jets coming from pile-up
interactions. It is then desired to discriminate pile-up jets from hard-scattered jets.
To do so, two new variables are introduced: JVF and R,,.. The JVF is defined as

the scalar sum of all the tracks associated with the primary vertex, over the scalar
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sum of all associated tracks

Zj pgfk'“ (PW)

JVF = trkl trkl ’
dupr (PVo) + 235120 (PVa)

(77)

where PV} is the hard-scatter vertex, and PV;(j > 1) corresponds to pile-up interac-
tions in the same bunch crossing. JVF values are usually greater for hard-scattered

jets than for pile-up jets. A second variable R,., is defined as the scalar sum of

PT >
the hard-scattered vertex tracks associated with the jet, over the jet transverse

momentum, PV
tr 0

kPr

Ry = T a— (78)
Pr

Since pile-up jets will not contain tracks originating from the hard scattered vertex,

R, peaks at low values for pile-up jets. The multivariate combination of these two

variables is used to reject pile-up jets and is called jet-vertex-tagger (JVT) |72, 73].

4.5 Missing transverse momentum

In the ATLAS detector, conservation of momentum in the transverse plane (zy)
implies that the vector sum of all the particles produced in the collision has to be
zero. The momentum imbalance in the transverse plane is called missing transverse
momentum E%iss. It can be produced by weakly interacting particles escaping
detection, like neutrinos, from particles lost down the beam pipe (e.g. at high |n|),
or by mismeasured objects. Two terms are defined in ATLAS to measure the Eiss,
The first one comprises fully reconstructed and calibrated objects: electrons, muons,
photons, 7 leptons and jets (hard objects). The second term, soft term, comes from
reconstructed signals that are not associated with any of the hard objects. The x,y

components of the missing transverse momentum are expressed as

ERS=— Y D= D, Pay) (79)

i€hard objects j€Esoft signals
The variables that are constructed from the EX® are,
E$iss — (Egrcniss’ ‘Elr/niSS)7
E%nlss _ |E%1lssy _ \/(Egliss)2 + (E'?rJniss)27 (80)

d)miss _ tan_l (E;niSS/E;niSS)’

64



where EX is the magnitude of the vector ERSS,

Object based EMss significance

The object based EITniSS significance is computed in exactly the same way as the E%‘iss,
but in this case the transverse momentum resolution of the objects are also considered
in the calculation. The Ejnlisssigniﬁcance is determined from the log-likelihood ratio
that the reconstructed E%ﬁss is consistent with the null hypothesis of having zero
real EXSS. Therefore, large values E%Fniss significance indicate that the E?iss cannot
be explained by momentum resolution effects, and is likely to come from invisible

particles. The mathematical definition is [74]

| Erjgiss ’ 2

miss _: .. : _
ET"significance = (1= 2)
9L, PLT

(81)

where o7 is the total variance in the longitudinal direction of E2 and ppr is the

correlation factor of the longitudinal and transverse measurements.
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5 Standard Model ZZ background

estimation using Z~v events

In every search for new physics or Standard Model measurement, it is crucial to dis-
tinguish between the new process we want to detect (signal), and the Standard Model
processes which yield the same detector signature (backgrounds). Any measurement
or search relies on how well this background is known. In addition, as the LHC
luminosity increases, the statistical uncertainties decrease, and as a consequence, the
precision to which the background can be estimated is becoming increasingly more
important. Typically, there are two approaches used to estimate the background
processes: using Monte Carlo simulations or using data driven estimates. Although
calculations up to N*LO in QCD exist for some processes [75], MC simulations can, in
some cases, be subject to large uncertainties. In an attempt to reduce the associated
uncertainty, data-driven background estimates have become more popular.

In this chapter it is explored whether the Z~ process can be used to obtain a precise
estimate of the ZZ process by using the v as a proxy for the Z boson. A similar
strategy has been successfully used for many Supersymmetry searches to estimate
the background of Z+jets events using y+jets events |76, 77|. The ZZ — (T4 vi
background populates searches where two leptons are reconstructed with significant
E{Fniss in the event. Examples are resonances decaying to two Z bosons X — ZZ
[78, 79|, Z + EWiss searches such as ZH — Z + invisible [80, 81] or searches for
Supersymmetry in final states Z + ERiS4jets [77, 82].

The strategy begins by identifying a process that is similar to the background process
to be studied and that occurs at a sufficiently high rate. One could think of ZZ — £0¢¢
(¢ = e, ), however, the branching ratio of the Z boson decaying leptonically is very
low!, leading to low event rates. In fact, accounting for the branching ratio difference
and the finite identification efficiencies of charged leptons, typically there are about
10 times less identified ZZ — £T¢~¢T¢~ events than ZZ — (v events in a given

kinematic region. Therefore, events where a Z boson is produced in association with a

'BR(Z — #¢) = 3.4 % per lepton flavour.
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photon are used, the former decaying into two leptons, Zy — ¢T¢~~. The advantage
of the Z~ process is that the statistical precision is high since there is no branching
ratio to consider for the photon.

The idea is to extract a pure Zv sample from the data collected by the experiment

and predict the ZZ contribution in a given region of the phase space as

1 o AA

__ arreco
Nzzstre-vo = NZ’\/—)E""Z"}/ X —gen—=reco X ) (82)
€y 0Z~
where N7 ., are the number of Zy — £¥{7 reconstructed events, ST the

reconstruction efficiency of the photon and ozz and oz, the ZZ and Z+ production
cross sections, respectively. Throughout this chapter, a special focus on the determi-
nation of the ratio of cross sections and its associated uncertainties will be given.
Leading order (LO) and next-to leading order (NLO) theoretical predictions have
been available for some time for the ZZ [83, 84] and Z~ [85, 86] processes. Recent
theoretical developments [87, 88] have provided next-to-next-to leading order (NNLO)
calculations for both processes, which are used in this chapter to derive the results.
The LO Feynman diagrams for the ZZ and Z~ processes are depicted in Figure 28.
The production at LO proceeds via quark-antiquark (¢q) annihilation. At NLO, qg
and g interactions give rise to jets in the final state. At NNLO (O(a?2)), both diboson
processes receive an extra contribution via loop-induced gluon fusion (gg) interactions
as shown in Figure 29. This production mechanism is of special importance in hadron
colliders due to the high gluon densities. Recently, a new loop-induced gg NLO
calculation, corresponding to O(a?) has become available for ZZ production [89]
and is used in this analysis. Higher order EW corrections have been calculated for
diboson processes by various groups [90, 91, 92, 93, 94, 95, 96, 97|, and will also be
discussed throughout this chapter. The numbers in this chapter were provided by
the authors of Ref. [93] based on the OpenLoops generator [98].
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Figure 28: Example of leading order Feynman diagram for ZZ (left) and Z+ (right)
production processes.
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Figure 29: Loop-induced gluon fusion contribution at LO, corresponding to the
NNLO QCD correction for ZZ (left) and Z~ (right) production processes.

5.1 Cross Section Calculation

The calculation is performed using the computational framework MATRIX [99]. Proton-
proton collisions are simulated at /s = 13 TeV, using NNLO CT14 [100] Parton

Distribution Function (PDF) set. The renormalisation and factorisation scales chosen

are ppp = \/m% 4+ p¥.’, where pY. (V = v, Z(— vP)) is the transverse momentum
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of the boson.
In the theoretical calculation, collinear divergences arise when the QCD radiation is
emitted in the direction of the photon, therefore a smooth cone isolation prescription

proposed by Frixione [101] is often applied. The photon has to satisfy

, 1—cosr \"

L) < evp | ———— r<R 83

' Z pT( )_ ’ypT<1—COSR0> = Ivp, ( )
i=partons/hadrons

with €., Ry and n being free parameters. The smooth cone limits the hadronic activity

in the vicinity of the photon, being gradually more restrictive as one gets closer to

the photon. Here, by default these parameters are set to
e, = 0.075, Ry=0.2, n=1.

It was already noted in [102] that requiring an isolation on the photon can alter
the higher order corrections for Zv. Since the ZZ does not require isolation, at
high p¥ both processes can receive significantly different QCD corrections. In order
to mitigate this difference, a dynamic cone isolation was proposed [102] and is
discussed in Appendix A. An alternative theoretical prescription is that of using
photon fragmentation functions, as will be discussed in Section 5.4.1. However, the
smooth cone is adopted as the nominal isolation prescription since it is similar to

what is done in the experiments.

5.2 Event Selection

The event selection for the ZZ — {T¢~vi process follows closely the one adopted
in the ATLAS analyses [78, 80]. The presence of exactly two electrons or muons in
the event is required in the detector angular coverage |n,| < 2.5, with the leading
(subleading) lepton p% > 30 GeV (20 GeV). The dilepton system invariant mass has
to be in the resonant mass window of the Z boson 76 < myy < 106 GeV.

For the ZZ — (T~ v process, E%iss > 60 GeV is required, and for Z~ — £T4~~
events pT7 > 60 GeV is required. In addition, for the Z~ process it is necessary to
require |n,| < 2.5 to ensure a high experimental selection efficiency, and the angular
separation between the two leptons and the photon must fulfill AR(¢,~) > 0.4. This
latter cut is primarily applied to suppress photons coming from lepton radiation.
The photon has to be isolated from hadronic activity for both theoretical and

experimental reasons. On the experimental side, it rejects reducible backgrounds
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coming from hadron decays (7°

— ) produced in fragmentation processes of quarks
and gluons. The experimental isolation cut typically requires the energy within a
(n, ¢) cone of 0.2 around the photon direction to be less than 5-10% of the photon

energy. A summary of the event selection is given in Table 4.

Variable 77| Z
Nlepton 2

P > 30 GeV

o > 20 GeV

‘| < 2.5 GeV

My 76 GeV < myy < 106 GeV
Emiss > 60 GeV -

pr — > 60 GeV
In| - <25
AR(L,7) - > 0.4

~ isol. — applied

Table 4: Event selection for ZZ — (T4~ v (left column) and Z — T4~ (right
column) events.

5.3 ZZ and Z~v cross sections and their ratio

The cross sections as a function of the boson transverse momentum p¥ (V=~272(—
vp)) at LO, NLO and NNLO with the selections discussed in Section 5.2 are depicted
in Figure 30. The correction from LO to NLO is larger for the Z~ process than the
Z Z process at low p¥ , but at high p¥ both become similar. The correction from
NLO to NNLO is smaller and again similar for both processes above p¥ ~ 200 GeV.
Part of the difference between NNLO and NLO can be attributed to the loop-induced
gluon-gluon processes which only enter at NNLO as they are of O(a2). The relative
contribution of the gg process differs significantly between the two processes as seen
in Figure 30 (right): at low p¥ this contribution is about 6% for ZZ and 2% for Z~
production. For p¥ = 600 GeV the contribution decreases to 2% and below 0.5% for
the ZZ and Z~ processes, respectively.

Since both processes behave similarly at high p¥ , we proceed to study the ratio
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Figure 30: Left: pY. distributions for ZZ (blue) and Z~y (red) at LO (dotted), NLO
(dashed) and NNLO (solid) at /s = 13 TeV. The bottom frame shows
the ratio of LO and NNLO calculations to the NLO prediction. Right:
p¥ distribution for the inclusive cross section (solid) and for the gg
contribution separately (dotted). The bottom frame shows the fractional
contribution of the gg process.

between their differential cross sections, defined as

NkLO \%
RNkLo( vy = 49y 7 o1/ PT (84)
Pt doNFLO  jaqp
Oz t+e—~! OPT

Figure 31 shows the ratio versus p¥. at LO, NLO and NNLO. At all three orders
the ratio increases rapidly up to p¥ ~ 200 GeV, since the ZZ cross section is
suppressed due to the large Z boson mass. At LO the ratio then decreases while
at NLO and NNLO it remains constant at a value of R =~ 0.5. The reason the
ratio is not unity is due to the difference in branching fractions and different SM
couplings of the Z and = bosons to quarks. For p¥ 2 500 GeV all three ratios
seem to converge. In order to benefit from the plateau behaviour and gain greater
statistics, in the rest of the studies the following binning in p¥ will be used, p¥ =
[60, 70, 80, 90, 100, 125, 150, 200, 250, 300, 400, 500, 1000] GeV.
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Figure 31: Ratio R between the ZZ — 0lvv and Z~ — (f~ differential cross
sections at /s = 13 TeV as a function of p¥. in bins of 20 GeV at LO
(green), NLO (violet) NNLO (black). The bottom frame shows the ratios
normalised to the NLO calculation.

5.4 Uncertainty estimate

In this section the theoretical uncertainty on the ratio R(pY.) is estimated. The

following uncertainties are considered: QCD (69¢P), isolation (§?°), PDF (67PF)

and electroweak (67").

QCD Uncertainties

For the QCD uncertainties the discussion in Ref. [102] is closely followed. The QCD
uncertainties are divided in three terms: §%¢%¢, §%"2P¢ and 6779, The term 6%€ is
estimated by varying the factorisation and renormalisation scales. Both scales are
varied up and down by a factor of two but the variations where they differ by a factor
of four are discarded (7-point variation). When estimating the uncertainty on R the

scales are varied coherently for the two processes. The scale uncertainty on the cross
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Figure 32: Relative scale §°°®¢ (top) and shape §*"®%¢ (bottom) uncertainties for
ZZ (blue) and Z~ (red). Left: uncertainty on the full cross section and
on the ratio R (black). Right: uncertainty calculated taking only the
loop-induced gg contribution into account.

sections and on the ratio are then symmetrized,

5 o(pf) = 5 (I p¥) — oY) (85)
where o(V'maz) (pV) - 5 (Vimin) (p¥) are the maximum and minimum values of the cross
section obtained after the 7-point scale variations, respectively. The scale uncertainties
§%¢ale are shown in Figure 32 (top frame) for the differential cross sections and for
the cross section ratio R(p¥). The uncertainty taking only the gg process is also
shown in Figure 32 (right). The cross section uncertainties for ZZ and Z+v range
between 3% and 6%. For the ratio, due to the partial cancellation of uncertainties,
the uncertainty ranges between 0.5% and 0.8%. This arises from the fact that the
uncertainty among processes were varied coherently, thus, assuming to be correlated.
The scale uncertainties for the gg process are about 20% to 30%. This, however, has
little impact on the full cross section uncertainty due its low relative contribution.
Since the above pg p are varied by constant factors (%,2), the variations affect
mostly the overall normalisation of p¥ , and it can lead to an underestimation of the
shape uncertainties. Therefore, a supportive shape uncertainty is applied in order

to account for a possible p¥ dependence of the uncertainty. To estimate the shape
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uncertainty, the scale uncertainty is multiplied by a function that is p¥ dependent,
5P (pr) = Wehape (PY)6° 0 (), (86)
being wshape(p¥ ) a function defined as in [102]

2 2
Pt —Prpo

, 87
Pt + iy (87)

Wshape(PY) =
where pr is a free parameter, chosen to be pr o = 250 GeV. The shape uncertainty
is shown in Figure 32 (bottom frame). The uncertainty §*?¢ on the cross section
raises up to 3% while on the ratio it stays below 1% at all pY. values. Again, for the
loop-induced gluon part, these are significantly larger. They are, however, part of the
total uncertainties discussed above.

For both the shape and scale uncertainties, it was assumed that the renormalisation
and factorisation scales of the Z+ and ZZ processes were fully correlated. However,
it is not clear if this is a valid assumption. Therefore, an additional higher order
correction uncertainty is estimated, 7€, This uncertainty is estimated by directly

comparing the K-factors, defined as

K
do™" O JdpY.

— .
doN"N1LO /qpV.

v
knkro(pr) = (88)
The idea behind this is that, assuming the correction of order (N + 1) is smaller than
that of order IV, the missing higher order corrections can be constrained. In this way,
by comparing the ZZ and Z~ K-factors, one has access to potential higher order
correction differences among processes. Therefore, 677€ is defined as the difference

between K-factors,
Z
g0 = kN}YVLo(P%) - k‘J%JZVLO(PI‘{)- (89)

The NLO and NNLO (without the gg contribution, termed qqNNLO) K-factors are
shown in Figure 33. Comparing the K-factors, especially at low p¥ , the agreement
between the ZZ and Z~v (smooth) K-factors is ~ 20 — 25%. However, in the NLO
case, they tend to get closer at high p¥, whereas at qqNNLO, it stays above 5% even
at high p¥ .

As stated before, the NNLO (order o) corrections includes LO loop-induced gluon-
gluon processes (gg;). Moreover, full gg o (order o) corrections (termed nNNLO)
have been calculated [103] for ZZ but not for Z~v. Figure 34 (left) shows the ZZ

75



3 2 13F
© I~ = -
< L 1 © M
; 227 el C
¢ [ 2125 E
[ ] o E 3
2 2 — it C !
x r 7 9 1.2 =
r ] : ok B
1.8 - X115 3
L —zz i C —2Z b
161 - e E
= — Zy (smooth) 4 F — Zy (smooth) -
L ] 1.05— —
1.4~ — E ]
- ) MATHI‘X Simu{alion ) ) - 1 ; ) MATRI‘X Simu{stion ) 7:
1_1227 N i T T T N TR T g T
N475E N e 3
< 1 < 1.05F e
1105 < g
0.95E E 0.95 E
0 100 200 300 400 500 600 700 800 900 1000 0 100 200 300 400 500 600 700 800 900 1000
p¥ [GeV] p¥ [GeV]

Figure 33: K-factor calculated at NLO (left) and at qgqNNLO (right) for ZZ (blue)
and Zv with smooth cone isolation (red). The bottom panels show the
ratio between Zv and ZZ K-factors.

and Z~ K-factor at NLO for the loop-induced gg contribution together with its scale
uncertainty. For ZZ, the ggnro/88r0 ratio stays around 1.5 and looks stable in the
whole p¥ range. In the Z~ case, since this contribution has not been calculated yet,
in what follows it will be assumed that it receives the same correction as for ZZ.
For the purpose of seeing how §7¢ changes with the extra contribution of ggy 0,
Figure 34 (right) shows how kynyro evolves. As a reference, the K-factors with
ggr0(NNLO) is also shown. First, it is observed that including the gg 1o contribution
affects more the ZZ than the Zv due to the relative contributions to each process.
Secondly, due to the inclusion of the loop-induced gluon fusion processes, the K-factor
difference is much lower over the whole p¥ range. If only the K-factors using gg; are
compared (see Figure 34 (right)), a 679 uncertainty of 5% (4%) at low (high) p¥. for
the smooth cone would be obtained. But if now the ggy ;o contribution is included,
the picture changes, being 679 in the order of 1% at low p¥ and 2 — 3% at high p¥.
This reduction of 7€ suggests that the K-factors for both processes tend to converge
as more higher order terms are included in the calculation.

All the individual contributions together with the uncertainties added in quadrature
are displayed in Figure 35. At low p¥ we see that the three uncertainties have
similar values, of about 1%. Both the scale uncertainties and shape uncertainties
tend to decrease as p¥ increases, underestimating higher perturbative corrections and

motivating the inclusion of §7€. In this high p¥ regime is where §7¢ complements
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the scale and shape uncertainties, rising up to 2%.

same perturbative orders.

Finally, Figure 36 shows the ratio R at the three different perturbative orders, together
with their uncertainties?. The R-values are very similar at NLO and nNNLO, and the

uncertainty is substantially reduced at nNNLO compared to NLO. We also see that
due to the inclusion of 7€, the nNNLO uncertainty band covers the NLO central

prediction.

2The NLO uncertainties were calculated in the same way as the NNLO uncertainties described in

the text.
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Figure 35:
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5.4.1 Isolation uncertainty

In theory and experiment different photon isolation prescriptions are applied. Ex-
perimentally, hadronic energy has to be allowed inside the photon isolation for a
variety of reasons (e.g. to cope with pile-up interactions). Furthermore, detector
resolution effects have an impact in the measurement of the hadronic activity around
the photon, therefore an exact smooth cone as defined in Equation 83 cannot be
applied in the experiment. Typically, the ATLAS and CMS collaborations use an
isolation cone with a cone size that varies from Ry = 0.2 to Ry = 0.4 depending on
the analysis, which limits the allowed energy fraction in a cone around the photon.
Since the required energy fraction requirement can vary between experiments and
parts of the detector, the smooth cone parameters that approximate the experimental
isolation are not straightforward to choose. Previous studies have shown that, for a
tight enough isolation, the differences between theoretical and experimental isolation
tend to become small [104, 105]. Following the recommendations from [104], we
conclude that the cone parameters adopted along this thesis are tight and safe enough
to proceed.

In order to see how the cross section varies when adopting different smooth cone iso-
lation parameters, Figure 37 (left) shows the NNLO MATRIX calculation for different
e, and n, taking Ry = 0.2. They agree within 0.5% except for the extreme choice of
e+ = 0.5 which differs by 3%, however the value ¢, = 0.5 is very loose and far from
the experimental isolation used in ATLAS and CMS. If these parameters are further
loosened (decreasing Ry, n or increasing ¢, ), the collinear region is encountered giving
rise to divergences in the calculation.

In former data driven methods [106, 107]|, the uncertainty associated with the transi-
tion from theoretical to experimental isolation was taken from varying the smooth cone
parameters. Here, a more conservative approach is adopted and different quark-to-
photon fragmentation function sets using NLO predictions from the MCFM [108, 109]
event generator are compared. Collinear singularities arising when a final state
quarks radiates a highly energetic photon can be factorized and absorbed into photon
fragmentation functions. However, these fragmentation functions are taken from fits
to experimental data and are only implemented at LO in the MCFM program?. Two
types of fragmentation functions are considered, which are obtained fitting the data
collected by the LEP experiments: BFG [112], GARG [113, 114].

The comparison between both fragmentation functions is shown in Figure 37 (right).

3Previous studies on the diphoton cross section have shown unphysical results when matching LO
fragmentation functions to NLO cross section calculations [104, 110, 111].
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Figure 37: Zv cross section at /s = 13 TeV for different smooth cone isolation
parameters (left) and for different fragmentation sets (right). The bottom
frames show the cross section normalised to the nominal smooth cone
parameters: €, = 0.075,n =1, Ryg = 0.2.

First we note that both generators MATRIX and MCFM agree in their NLO predictions
when employing the smooth cone. Now, if we compare the different fragmentation
functions, we see a discrepancy of at most 2% between the GARG set and both BFG
sets. This arises from the fact that the BFG and GAdRG are calculated using different
phase space of LEP data: BFG corresponds to a more inclusive data, whereas GdARG
is estimated for lower values of the e, parameter. Comparing fragmentation functions
and smooth cone isolation, we see that the difference is always lower for the GARG
set, being 2% at low p¥. and negligible at high pY.. As discussed in [104], a calculation
using smooth cone isolation is much more reliable than using fragmentation functions
at a lower order as done here. Therefore, a 1% uncertainty of is applied in the whole

p¥ range.

5.4.2 Uncertainty due to the parton distribution functions

The uncertainty on R due to the limited knowledge on the Parton Distribution
Functions (PDFs) is estimated using the 30 eigenvectors provided by PDFALHC15 30
set. This uncertainty is evaluated using NLO predictions with NNLO PDFs using
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MCFM in the following way [115]

N
5P g =\ | > (o®) — o0)2,

’“;1 (90)
SPPFR = | > (R®) — RO))2,

k=1

where N corresponds to the number of PDF sets, in our case N = 30. o®) R(*) and
0 RO are the cross sections and ratios evaluated for each set and for the nominal
PDF set respectively. In Figure 38 the PDF uncertainty for both the cross sections

and the ratio is shown, being around 2% and 1% in the whole p¥ range respectively.
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Figure 38: Top frame: relative PDF uncertainty on the ZZ (blue line) and Zv
(orange line) cross sections. Bottom frame: PDF uncertainty normalised
to Ryro (black band).

5.5 Electroweak corrections

The impact of electroweak corrections in the method has also been studied and is
described in this section. The electroweak corrections in this thesis were provided by
the authors of [93| based on the OpenLoops generator [98]. NLO EW corrections are
defined as

donto Ew = doro(l + Agw). (91)
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Since no simultaneous calculation of QCD and EW corrections exists, they are
combined by assuming they are independent of each other. Two prescriptions are
defined,

Additive: donnLO QCD+ EW = doro(1+ AQCD + Agw) + do¥9,
Multiplicative: donnLO QCDx EW = do1,0 (1 + AEw)(l + AQCD) + do99,

where Agcep and Aqep correspond to the relative QCD and electroweak corrections
respectively. Here the average between both is taken as the nominal. Therefore,
there is an intrinsic uncertainty related to this choice, and the difference between the
average and either of both prescriptions is taken as an uncertainty, i.e.
5(1) d — } —

pwdoQeDxEW = 5|doqepaNLo EW — doQeD+NLO BW- (93)
In order to see the impact of the EW corrections on the individual processes, in
Figure 39 the cross sections at LO and NLO EW are shown. A correction of around
—10%(—10%) is observed at low p¥., being at most —40%(—30)% at high pY. for
ZZ(Z~). It is also seen that the EW corrections have similar shapes for ZZ and Zv,
but the ZZ ones are always greater. When combining QCD and EW calculations,
(negative) corrections of 40% are obtained at py. = 500—1000 GeV for ZZ. Differences
of about 5% are observed when comparing additive and multiplicative prescriptions.
To show how this affects the ratio R(p¥ ), in Figure 40 the behaviour of the ratio after
applying EW corrections is depicted. We see that, after taking the ratio between
cross sections, the NLO EW correction becomes ~ 5% at low values of the bosons
pr, reaching 10% at high p¥. Similar numbers are obtained when combining QCD
and EW calculations. We note that the plateau at high p¥, observed when applying
only QCD corrections, is lost when including EW corrections, and the ratio tends to
be lower, especially for the multiplicative prescription. This comes from the fact that
the ZZ EW corrections are greater (with negative sign) than the Z+v ones, resulting
in a shift towards lower R values. From Figure 40 differences between additive and
multiplicative prescriptions of about 1%(6%) are observed at low (high) pY.
Finally, in Figure 41 all the different sources of uncertainties are displayed. One can
observe that, at low p¥, the QCD uncertainties dominate, but they are comparable
with the other sources. However, for p¥. > 300 GeV the electroweak uncertainties
become dominant, increasing with p¥ . The uncertainties are then combined in
quadrature, resulting in a total uncertainty below 3% for pr < 300 GeV and up

to 4.5% at highest pr. If no electroweak uncertainties are considered, the total
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Figure 39: Left: Born and NLO EW cross sections at /s = 13 TeV for ZZ (green)
and Zv (violet) production. The bottom frame shows the cross section
normalised to the LO prediction. Right: NNLO QCD prediction (black)
and combination of NNLO QCD and NLO EW using the multiplicative
(blue), additive (orange) prescriptions and their average (violet). The
bottom panel shows the cross sections normalised to the NNLO QCD
calculation.

uncertainty stays stable across the whole p¥ range, being about 3%.
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Figure 40: Left: Born (violet) and NLO EW (green) cross section ratio versus pY. at
v/s = 13 TeV. The bottom frame shows the cross section normalised to
the LO prediction. Right: NNLO QCD cross section ratio (green) and
the combination of NNLO QCD and NLO EW using the multiplicative
(blue) and additive prescriptions (orange). The bottom panel shows the
cross sections normalised NNLO QCD calculation.
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(green) and isolation §%*° (violet) relative uncertainties on the ratio R.
In the bottom frame the uncertainties are added in quadrature. The
combined uncertainty is shown including (solid) and without including
(dashed) electroweak corrections.
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6 Search for direct production of
sleptons decaying into final states with
two leptons and missing transverse

momentum

For each generation of Standard Model leptons, the Minimal Supersymmetric Standard
Model predicts two scalar superpartners, the left-handed slepton ¢, (partner of the
SU(2) doublet), and the right-handed slepton g (partner of the SU(2) singlet). In
principle, the left and right-handed states can mix, but since the slepton off-diagonal
terms in the mass matrix are proportional to the lepton mass, mixings are usually
only considered for the third generation. In the search presented in this chapter
only superpartners of electrons (selectrons) and muons (smuons) are studied, being
er,er, ir, and pg the physical eigenstates.

The analysis is designed and interpreted in terms of Simplified Models [53|. Therefore,
the slepton pair production cross section depends only on the mass of the sleptons.
The main production mechanism is via Drell-Yan, qg — (72 RZE, R» since the squarks
masses are set above the TeV scale and t-channel production mechanisms with
exchange of squarks are suppressed. Right and left-handed sleptons are also assumed
to be mass degenerate, i.e. my, = mg.. The sleptons are unstable and are assumed
to decay with a 100% branching ratio into a SM lepton and a pure bino neutralino®,
o — 2)2(1)26, depicted in Figure 42. The detectable signature consists in two opposite
sign (OS) same flavour (SF) leptons (electrons or muons) and EXS originating from
the neutralinos escaping detection.

This signature has already been explored by the ATLAS [117, 118] and CMS [119]
collaborations. The ATLAS result [117] was only sensitive in the high mass splitting

region? Am(g, )2(1)) =mz—Mmgo 2 myy, leaving an unexplored gap for mass splittings

'The kinematics of the process are independent from the nature of the neutralino [116].
2The reason for which [117] was not sensitive for mass splittings above the W boson mass is
discussed in Appendix B.
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below the W boson mass. The present analysis targets, instead, the direct production
of charged slepton pairs with Am(¢, )2(1]) = m(l) — m(x?) < my. This search uses a
dedicated data driven technique to estimate the dominant SM background. In fact,
while the slepton signal produces events with two same flavour (SF') opposite sign
(OS) leptons in the final state, background processes like WW, tt, Wt and Z(— 771)
backgrounds (flavour symmetric backgrounds) have a 50% probability of producing
SF lepton pairs and a 50% probability of producing different flavour (DF) lepton pairs.
This can be exploited by using the DF channel in order to predict the backgrounds
in the SF channel.

Figure 42: Diagram showing a proton-proton collision producing a slepton pair
decaying into two leptons and two neutralinos.

6.1 Event reconstruction

In this analysis the full data collected during Run2 by the ATLAS detector is used,
corresponding to 3.2 fb~! of data collected in 2015, 33.0 fb~! of data collected in
2016, 44.3 fb~! of data collected in 2017 and 58.45 fb~! of data collected in 2018,
adding up to a total integrated luminosity of 138.95 fb=!.

6.1.1 Trigger

Events are selected using single lepton triggers, which employ different lepton pr

thresholds depending on the data-taking period. The different triggers are summarised
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in Table 5.
The performance of these triggers can be found in [120, 121] for electrons and muons,
respectively. Trigger efficiencies of about 95% and 85% (in the endcap region) are

obtained for electrons and muons with pp ~ 60 GeV, respectively.

Single electron Single muon
2015 HLT e24 lhmedium HLT mu20_iloose
HLT e60 lhmedium HLT mub0
HLT e120 lhloose
2016 HLT e24 lhtight nodO_ivarloose HLT mu26 ivarmedium

HLT e26 lhtight nodO ivarloose HLT mub0
HLT e60_lhmedium nod0
HLT €140 lhloose nod0

2017-2018 HLT €26 lhtight nod0_ivarloose HLT mu26 ivarmedium
HLT e60_lhmedium_ nod0 HLT mub0
HLT €140 lhloose nod0

Table 5: Summary of the single lepton triggers used in the analysis, for electrons
(left column) and muons (right column). The numbers shown in the
name string correspond to the pr thresholds. Some triggers also include
quality requirements on the leptons. ’lh’ corresponds to the likelihood
discriminant described in Chapter 4, followed by its requirement. Triggers
with the suffix 'nod0’ do not include requirements on the transverse impact
parameter relative to the beam-line, dy, and its significance |dg/o(do)].
"ivarloose’,’iloose’” and ’'ivarmedium’ stand for an additional requirement on
the isolation. More details can be found in [121, 120].

6.1.2 Object definition

This section is dedicated to define the objects used for the analysis: electrons, muons,
jets and E%liss. We distinguish between baseline leptons/jets (looser requirements)
and signal leptons/jets (tighter requirements and used in the final result). The object
definition criteria for electrons, muons and jets can be found in Tables 6, 7 and 8,

respectively.
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Electrons

Electrons are required to reside within |n| < 2.47. At baseline level, electrons
must have pp > 9 GeV, satisfy the LooseAndBLayerLLH Particle Identification (PID)
quality criteria [65] and also satisfy the Interaction Point (IP) condition |zpsinf| <
0.5 mm. Signal electrons must have pt > 9 GeV and have to satisfy the FCLoose
isolation criteria [65] in order to be isolated from other high-pt charged particles.
Signal electrons must pass TightLLH quality criteria [65] and also satisfy the impact
parameter (IP) condition |dy/o(dp)| < 5, where o(dp) denotes the uncertainty on the

IP. The electron selection is summarised in Table 6.

Baseline electron

Acceptance pr > 9 GeV, [t < 2.47
PID Quality LooseAndBLayerLLH
Impact parameter |zosinf| < 0.5 mm

Signal electron

Acceptance pr > 9 GeV, [t < 2.47
PID Quality TightLLH
Isolation FCLoose

Impact parameter |do/o(do)| <5

Table 6: Summary of the electron selection criteria for baseline (top table) and signal
(bottom table) selection requirements. The signal selection requirements
are applied on top of the baseline selection and after overlap removal has
been performed (see Section 6.1.3).

Muons

Muons used in this analysis must have pp > 9 GeV and reside within |n| < 2.6.
Baseline muons must pass the Medium quality requirement [66] and also satisfy the IP
condition |zpsin#| < 0.5 mm. Signal muons must have pp > 9 GeV, pass the Medium
quality criteria [66], be isolated with respect to other high-pp charged particles,
satisfying the FCLoose isolation criteria [66] and additionally having |dg/o(do)| < 3

constraint on the IP. The muon selection criteria are summarised in Table 7.
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Baseline muon

Acceptance pr > 9 GeV, |n| < 2.6
PID Quality Medium
Impact parameter | |zpsinf| < 0.5 mm

Signal muon

Acceptance pr > 9,GeV, |n| < 2.6
PID Quality Medium
Isolation FCLoose
Impact parameter |do/o(dp)| < 3

Table 7: Summary of the muon selection criteria for baseline (top table) and signal
(bottom table) selection requirements. The signal selection requirements
are applied on top of the baseline selection after overlap removal has been
performed (see Section 6.1.3).
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Jets

This analysis uses PFlow jets reconstructed using the anti-k; algorithm [67] with
distance parameter R = 0.4. At baseline level these jets are required to have
pr > 20 GeV and fulfill the pseudorapidity requirement of || < 2.8. To reduce the
effects of pile-up, signal jets are further required to pass a cut on the Jet Vertex Tagger
(JVT) [72, 73], JVT> 0.5 (Tight WP), if their pr is in the 20-60 GeV range and
they reside within |7| < 2.4. Only jet candidates with pr > 20 GeV and |n| < 2.4 are
finally considered?, although jets with || < 4.9 are included in the missing transverse
momentum calculation and are considered when applying the procedure to remove
reconstruction ambiguities, which is described later in this section.

For b-jet identification, the DL1r [70] algorithm is used. A selection that provides
85% efficiency for tagging b-jets in simulated ¢t events is employed. The choice of 85%
b-tagging working point ensures a strong t¢ and single top (W) rejection, without a

significant loss of signal events. The jet selection criteria are summarised in Table 8.

Baseline jet

Acceptance ‘ pr > 20 GeV, |n| <2.8
Signal jet

JVT Tight

Acceptance pr > 20GeV | n] < 2.4

Signal b-jet

b-tagger Algorithm DLI1r
Efficiency FixedCutBEff_85
Acceptance pr > 20 GeV, |n| < 2.4

Table 8: Summary of the jet and b-jet selection criteria. The signal selection re-
quirements are applied on top of the baseline requirements after overlap
removal has been performed (see Section 6.1.3).

Missing transverse momentum

The missing transverse energy is built from the transverse momenta of all physics

objects considered in the analysis (jets, muons and electrons), as well as photons and

3Hadronic 7-lepton decay products are treated as jets.
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all tracks matched to the primary vertex not associated with these objects. Objects
entering the MET are required to satisfy the baseline selection criteria defined above.
Jets are required to be tagged as originating from the hard scatter, using the Jet

Vertex Tagger.

6.1.3 Overlap Removal

To solve ambiguities in the object reconstruction, an overlap removal (OR) is applied.

The following steps are applied:

e jet candidates within AR = /Ay? + A¢? = 0.2 of an electron candidate, or
jets with fewer than three tracks that lie within AR = 0.4 of a muon candidate
are removed, as they mostly originate from calorimeter energy deposits from

electron shower or muon bremsstrahlung;

e clectrons and muons within AR’ = min(0.4,0.04 4+ 10/pr) of the remaining jets

are discarded, to reject leptons from the decay of b- or c-hadrons;

e calorimeter-tagged muon candidates sharing an ID track with an electron are

removed. Electrons sharing an ID track with remaining muons are removed.

6.2 Monte Carlo simulations

Standard Model processes that share the same final state as the sleptons signal
constitute a background in the search. The processes considered throughout this
chapter are: top (tt, Wt,tZ,tt+ X), diboson (VV), triboson (VVV), Z/v* — uu+jets,
Z|v* — eetjets, Z/v* — Tr+jets, W — uv-+tjets, W — ev-+tjets, W — Tv+jets.

The production of tt and t¢ H events is modelled using the POWHEG -Box v2 [122,
123, 124] generator at NLO with the NNPDF3.0NLO [42] parton set of distribu-
tion functions (PDF) and the hdamp parameter? set to 1.5 m; [125]. The events
are interfaced to PYTHIA8 [126] to model the parton shower, hadronisation, and
underlying event, with parameters set according to the A14 tune [127] and using
the NNPDF2.3LO [128] set of PDFs. The decays of bottom and charm hadrons are
performed by EvtGen v1.6.0 [129]|. The associated production of top-quarks with
W bosons (Wt) is modelled using the POWHEG -Box v2 generator at NLO in QCD
using the five-flavour scheme and the NNPDF3.0NLO set of PDFs. The diagram

4The hdamp parameter is a resummation damping factor and one of the parameters that controls
the matching of Powheg matrix elements to the parton shower and thus effectively regulates the
high-pr radiation against which the tf system recoils.
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removal scheme [130] is used to remove interference and overlap with ¢t production.
The events are interfaced to PYTHIAS using the A14 tune and the NNPDF2.3LO set
of PDFs. The production of tt +V, tW Z and tZq events is modelled using the MAD-
GrapPHS aMCQ@NLO v2.3.3 [131] generator at NLO with the NNPDF3.0NLO parton
distribution function (PDF). The events are interfaced to PYTHIA 8.2 [126] using the
A14 tune and the NNPDF2.3LO PDF set. The production of ¢t v events is modelled
using the MADGRAPHS aMC@NLO v2.3.3 generator at LO with the NNPDF2.3LO
parton distribution function. The events are interfaced with PYTHIA 8.2 using the
A14 tune and the NNPDF2.3LO PDF set. Samples of diboson final states (VV)
are simulated with the SHERPA v2.2.1 or v2.2.2 [132] generator depending on the

process, including off-shell effects and Higgs-boson contributions, where appropriate.

6.3 Analysis optimisation and signal region definition

The analysis optimisation was performed using the benchmark signal point m <E , )2(1)) =
(100,70) GeV, since this is a signal point close to the boundary of the observed ex-
clusion limit obtained by the Run2 ATLAS soft-lepton analysis [133]. For the
optimisation procedure, it is useful to define an estimator of the goodness of the
chosen cut on a given variable, i.e. to adopt a significance definition. The significance

definition used in this analysis is® [134]

ZN:\/2[nlog (W) —glog <1+m>], (94)

where n is the number of observed signal (S) and background (B) events (n = S + B)

given a background prediction of B & ¢ events. In order to exclude a model at 95%

confidence level, a significance of Zn = 1.64 is needed.

The optimisation is performed iterating over the following steps:

1. A preliminary event selection is applied, requiring two opposite-sign same-flavour

leptons.

2. Sensitive variables are chosen by investigating the signal and background

processes;

SHistorically, the signal (S) over background (B) S/B or S/v/B was used in searches that were
systematics or statistics dominated, respectively. However, it has been shown that when the
event count is very low, both indicators tend to give a bad estimate of the significance.
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3. An iterative cut-and-count procedure is performed in order to find the most
favorable cut on a certain variable. The nested loop considers all the sensitive
variables discussed below. At the end of this step a candidate signal region
(SR) is defined;

4. Plots of the meaningful variables are produced after applying the optimal cuts
obtained in the previous step, and checked to see if there is room for a further

optimisation;
5. If no further optimisation is possible, the candidate SR is kept.

This procedure is repeated for other signal benchmark points m (E, )2(1)) = (100, 50),
(150,100), (150,120) GeV to ensure that the selection is not biased towards a single
signal model or possible statistical fluctuations of that simulation. Little difference in
the cuts has been observed in all the optimal selections.

Candidate events are firstly triggered by single-lepton triggers and selected by applying
a basic preselection, described in Table 9. Exactly two OS leptons (electrons or muons)
are required. The leading and sub-leading lepton transverse momenta are required to
be > 27 GeV and > 9 GeV, respectively. An invariant mass of the dilepton system
(mge > 11 GeV) cut is applied in order to remove low mass resonances (J/¥, ¥ T, ...).
A veto on jets (both central non-b-tagged and b-tagged jets) with pp > 20 GeV and
In| < 2.4 removes the bulk of the Z + jets and top backgrounds. Jets in the forward
region are not used at any point in the analysis, since they can suffer from pile-up
dependence. The cut on EXSSsignificance > 3 and |mg — mz| > 15 GeV reduces

further Z + jets event contamination. The variables which have been found sensitive

Variable Cut

NOS leptons =2

P > 27 GeV

p§2 > 9 GeV

ey > 11 GeV
Njet—20 =0

Njet—20 =0
Ef*S*significance >3

|mee — mz]| > 15 GeV (for SF only)

Table 9: Preselection cuts on SF and DF events.

for this analysis are described in the following;:
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The transverse momentum of the leading lepton p?;

The transverse momentum of the sub-leading lepton pé?;

The number of jets with a pt above 20 GeV, 7je¢—20.

The number of b-tagged jets with a pr above 20 GeV, nyjet—20-

The invariant mass of the two leptons my,. In particular, a my, veto close to

the Z mass window helps to reject Z + jets events;

The azimuthal angular separation between the two leptons A¢y,. Since in
absence of jets sleptons are produced back to back, the leptons coming from
their decay are expected to be well separated in the azimuthal plane. This is

not the case for backgrounds like ¢t or ZZ;

The azimuthal angular separation between E{,?iss and the sub-leading lepton

A¢ Emiss g, Momentum conservation implies that (in the absence of jets) the
hardest X} and the sub-leading lepton come from the decay of the same slepton,
therefore the ESS vector (pointing towards the hardest of )2(1]) is expected to

be well separated from the pgl direction;

e The magnitude of the vector sum of the two leptons and the E:,‘T}issz pflf’boost.
Since the final state consists of two leptons and two neutralinos, the vectorial
sum of the system is expected (in the absence of jets) to have low values due to

the pr balance of the system;

e The angular variable cos 8}, defined as cos 8}, = cos (2tan™! eAnee/ %) = tanh(Ang/2),
is sensitive to the spin of the produced particles [135]. Being sleptons scalar
particles, their cross section is proportional to sin? #*, where #* is the polar
angle between the incoming quark in one of the protons and the produced
slepton. For spin one particles or spin half particles, this dependence differs.
Since 6 is not directly accesible at the LHC, cos 0}, is built in such a way to

capture the rapidity from the lepton parents.

e The stransverse mass mre [136, 137], which is a kinematic variable used to
bound the masses of a pair of particles that are assumed to have each decayed
into one visible and one invisible particle. It is defined as

m%x (PT717PT,2, p%‘iss) = min s {maX[ mT(pT,la qT,15 mx)amT(pT,Qa QT,2§mx) ]},

qr,1+4971,2=Pt
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where m7 indicates the transverse mass, defined as®

mr = (pT, 47, mx)\/m% +m2 +2(ELEL —pr-ar). (95)

pr,1 and pr2 are the transverse-momentum vectors of the two leptons, and qr 1,

qr,2 are trial vectors, satisfying p%liss =qr,1 +dT,2, M, is the mass of the invisible
particle and Ef = / p2T + m?, E% = ,/q% + mi The minimisation is performed

over all the possible decompositions of p%liss. Since the mass of the invisible particle

is, a priori, unknown, it enters as a free parameter in the equation. The interesting
property of mro is that, for m, = mjy,y, the value of mry has a kinematic endpoint
at the mass M of the mother particle. This is demonstrated in Figure 43, where the
mi% distribution is shown fixing the myo at 100 GeV (left) and fixing my; (right).
It is observed that when the mass hypothesis is chosen, the distributions have an
endpoint at mj;. However, for the wrong mass assumption, the endpoint is located at
~ Miny + Am. Thus, by dividing the SR in bins of mrs, sensitivity to a variety of
slepton masses and mass splittings can be achieved. In this analysis we have found
that the choices miny = 0 GeV and myy, = 100 GeV give very similar sensitivity.
Related studies can be found in Appendix C. The final choice is m;,, = 100 GeV. In
order to exploit the mlT%O shape, a multi-bin fit as a function of m1T020 is performed
to obtain final result. The details of the fit is described in Section 6.7. Some of

the statements claimed above about the kinematics of the process and some further

When m, = 0 is assumed, the transverse mass takes the known form mr =
V2 x [pri| % |pr,2] X (1 — cos(Ag)), where A¢ is the difference in azimuthal angle between the
particles with transverse momenta pr,1 and pr,2.

P AR REARRERE e
§0'14; (175,100), Am = 75 GeV Am =60 GeV 1
20_12; ----- (225,100), Am =125 GeV ] - Am =50 GeV |
- A (200,100), Am = 100 GeV “++ Am =40 GeV ]
c_és 01 i (275,100), Am = 175 GeV | - Am =30 GeV
5 Phpeffm e (300,100), Am = 200 GeV 1 e Am =20 GeV ]
Z0.081; 7 ~ ]
L m(l) = 100 GeV 7
0.06F 4 E
0.0 B 1
0.02- 3 .
P I P LA S et L] F b T

1000 150 200 250 300 350 400 1000110120130140150160170180190200
miY [GeV] my3° [GeV]

Figure 43: Normalised m%%o distributions (mjy,, = 100 GeV) for a fixed myo =
100 GeV mass (left) and for a fixed m; = 100 GeV mass (right).
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checks related to the optimisation are discussed in Appendix D.
Since events where no jets are present have different kinematics than events with
presence of jets, two SRs are defined: SR-0Ojet and SR-1jet.

6.3.1 SR-0Ojet

The full list of signal region (SR) cuts for SR-0jet in this analysis is detailed in
Table 10. Only SF leptons are considered. The set of cuts used to define the signal
region are visualized in the kinematic distributions in Figures 44 and 45, where
the SR selection is applied except for the variable shown itself. The plot also in-
cludes the main SM backgrounds, and three signal benchmark points: m <67, )2?) =
(100, 70), (150, 110), (150,90) GeV. Some interesting features can be observed. Al-
though these models, with compressed mass splittings, tend to have soft leptons
in the final state, due to the E{,’Jisssigniﬁcance cut used to reduce the Z + jets, pET1
increases accordingly, while the pfi,? is not affected as much (see Figure 74). It can
also be observed that the A¢,, and Ag Emiss g, AI€ already sculpted towards high
values, due to the other selections applied.

The significance values Zy obtained with this SR definition using all the signal
samples (across the m; - mgo plane), assuming a 20% systematic uncertainty on the
background, are shown in Figure 46 (left). The expected background yields in the
SR are reported in Table 11, where the category “others” comprises all the minor
backgrounds (Higgs processes, t¢ +X, multitop, tW Z)

Since the diboson category encloses WW, W Z, ZZ processes, there could be con-
tamination of three lepton final states where one of the leptons is lost in the detector.
This contamination has been found to be negligible in the SR, contributing to 2% of
the total diboson background”.

"Four lepton final states, where two leptons are lost, contribute to 0.3% of the total diboson.
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Variable ‘ Cut

Njet—20 =
TNpjet—20 =
NOS SF leptons =

P > 140 GeV
P > 20 GeV
E%lisssigniﬁcance > 7
My > 11 GeV
|mM — mz‘ > 15 GeV
pETé,boost <5 GeV
| cos 07, < 0.2
ANOTY > 2.2
A¢E¥iss7£1 > 2.2

Table 10: The full set of cuts defining the SR-0jet.

Background Events

tt 5.3+0.5
Wit 4.7+£0.8
Z/y*+ jets | 1.2+1.1
Diboson 39.1+2.1
Others 0.1+0.1
Total 50.5 £ 2.6

Table 11: Top: Expected background yields in SR-~0jet. Uncertainties are statistical
only.
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Figure 46: Significance values Zy in the O-jet SR (left) and 1-jet SR (right) in the m;
- mgo plane assuming a 20% systematic uncertainty on the background.
The red, black and black dashed curves correspond to 20,30 and 5o
contours, respectively. The orange and blue curves correspond to the
observed limits of previous ATLAS analyses [117, 133], the grey curve
corresponds to the slepton limits from LEP [138].
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6.3.2 SR-1jet

In a similar fashion to that of the 0-jet case, we perform an optimisation for events
with exactly one (non b-tagged) jet. The cuts that define the SR-1jet are shown in
Table 12. SR-1jet plots are depicted in Figures 47 and 48, where again all the SR-1jet
cuts are applied except for variable shown itself. The main difference with respect
to the 0-jet SR is that, since in the presence of jets the E%iss and the leptons pr
do not have to be balanced anymore, it is found that pﬁi{boost and A¢ Emiss g, A€ NO
longer useful. The background yields can be checked in Table 13. The dominant
backgrounds, as for the 0-jet case, correspond to flavour symmetric backgrounds (¢t,

Wt, WW and Z(77)+jets).

Variable Cut
Njet—20 =1
Njet—20 =0
NoS SF leptons =2
ph > 100 GeV
P > 50 GeV
ESsignificance > 7
Myy > 60 GeV
|mgg — mz| > 15 GeV
| cos 67, <0.1
ANy > 2.8

Table 12: The full set of cuts defining the SR-1jet.

Background Events

tt 28.5 + 1.0
Wt 119+ 1.3
Z(ee,up)+jets | 5.6 £ 4.4
Z(17)+jets < 1.0

Diboson 29.3 £ 2.0
Triboson 0.0 £ 0.0
others 0.24+04
Total 75.5 + 5.2

Table 13: Expected background yields in SR-1jet.
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Figure 47: Plots of the most sensitive variables used in the analysis for the
main background and for three benchmark signal points (m (g, )2(1)) =
(100, 70), (150, 110), (150,90) GeV), after all the cuts described in Table
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plot the data to MC ratio is shown.
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6.4 Fake and non prompt leptons

Aside from the irreducible backgrounds that share exactly the same final state as
the slepton signal, there is another type of background, the reducible background,
that arises from detector mismeasurements®, producing a fake signal. Leptons arising
from W, Z, H and prompt tau decays (or from SUSY particle decays), referred to as
prompt or real leptons, are distinguished from the fake (non-prompt) leptons. Non-
prompt leptons arise from semileptonic decays of b and c-hadrons, meson decays (e.g.
K — pv), and from photon conversions. Fake leptons arise from misidentified light-
flavour (u,d, s, g) jets. Fake and non-prompt (FNP) leptons are in general not well
isolated and rejected by the lepton identification/isolation criteria and requirements
on the impact parameter. The remaining contamination of reducible backgrounds is
commonly estimated using the matrix method described in [139].

Two type of leptons are defined: (i) leptons as defined in the final analysis (tight) (ii)
leptons that defined by relaxing or removing some of the tight or signal definitions
(loose). The definitions of loose and tight leptons are exactly the ones used for baseline
and signal lepton definition in Tables 6 and 7 for electrons and muons, respectively.

From these definitions, we further denote as:
e T the leptons passing the tight identification criteria.
e L the leptons that pass the loose criteria (inclusive loose).

e [ the leptons passing the loose but not passing the tight identification criteria

(exclusive loose).

Events containing two inclusive loose leptons are classified into four different categories:
Nrr, Ny, Nip, Ny, where the first subscript denotes the lepton with highest pt of the
two. Two probabilities are now defined: the real efficiency (r) and the fake rate (f).
The real efficiency is defined as the probability that a real lepton passing the loose
selection also passes the tight criteria. In the same way, the fake rate is defined as
the probability that an FNP lepton that passes the loose criteria also passes the tight.
For different flavour events, four probabilities are needed in total (712, f1,2), since
electrons and muons have in general different fake rates and real efficiencies. With
all these quantities, the estimated number of events with two real leptons (N ER),
one real and one fake (NFE and NE') and two fakes (NIT) can be estimated by

8The reducible background could be completely suppressed with a perfect detector
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inverting the following matrix

Nrr r1T2 r1fa fire fife NIt
Ny | ri(1l—rg) ri(l — f2) fi(l —r2) fi(l = f2) N
Nir (1—ri)rz (1=r1)f (1= fi)rs (1= f1)f NifH
Ny (I=r)A=7r2) A=r)(1—fo) (A—=fi)A—-r2) (1—f)A—f2)] LNLE
(96)
obtaining

NEE = (1— f1)(1 = f2)Nrr — [f2(1 — f1)] Ny — [f1(1 = f2)] Nor + f1faNu,

(97)
NiF =~ = f1)(1 = ra)Nop + [ra(1 = f1)] Ny + [f1(1 = 72)] Nig + firaNu, (98)
Nif = —(1= fo2)(1 = r1)Nrr + [fo(1 = 1)) N+ [r1(1 = f2)] Niz + far1 N, (99)

Nif = (1=r)(1 =r2)Npr — [ra(1 — r1)] Ny — [r1(1 = r2)] Ny + r1r2 Ny,
(100)

which correspond to the expected number of events with two, one and zero prompt
real leptons in a sample of two inclusive loose leptons. Since the present slepton search
targets final states with two tight leptons, Equation 97 - 100 have to be multiplied by
the appropriate probabilities in order to obtain events with two tight leptons. This

gives

NF = rirg NI, (101)
Nif =rifoNIE, (102)
Nif = firaNLT, (103)
Nif = f1faNit. (104)

The real efficiencies r and fake rates f are calculated in control regions enriched in
either real or FNP leptons from data and MC, respectively. These regions are defined
with exactly two inclusive loose leptons. To compute the r and f, the hardest lepton
is tagged while the sub-leading lepton is used as a probe and checked whether it is
tight or not. This process is then repeated but tagging the sub-leading and using the
leading lepton as the probe, checking if it is tight.

Since the FNP leptons originate from different sources, the final fake rates used in
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Variable C RRPAL C REAKE CRERKE CRFAKE
Data/MC MC Data MC
PP [GeV] 27,9

num. of leptons 2 2 3 2
type eTeT or ptpuF e o whu—et eTet
invariant mass [GeV] - - |my —myz| > 10| |myue —mz| < 10 -
Emiss [GeV] > 80 <50 < 50 <40
mr(tag, 3 [GeV] - < 50 - -
num. of bjets - 1 0 -
AR(lep,b-jet) passOR tag: < 0.3 passOR passOR
AR(lep,jet) passOR probe: > 0.4 passOR passOR

Table 14: The cuts used to define the control regions for extracting the real efficien-
cies and fake rates used as input to the Matrix Method. The leptons in
bold indicate the one used as probe to calculate the real efficiency /fake
rate. If both leptons are bold both are used as probes. HF stands for
heavy-flavour, CO for photon conversion and LF for light-flavour. PassOR
corresponds to leptons passing the overlap removal.

the Matrix Method are a linear combination of the different sources, given by
frotar(pr) =Y _ filpr)wi(pr), (105)
i

where ¢ runs over the different FNP sources and f; is the corresponding fake rate for
that source. The regions defined to extract the fake rates for each source are defined
in Table 14. The weight, w;, reflects the relative amount of each FNP lepton source,
extracted from a signal-like region. The real efficiencies are calculated using MC in
the same signal-like control regions.

The single lepton triggers used in the analysis include requirements on the identi-
fication quality (loose, medium or tight) and/or isolation of the lepton. When the
trigger requirements are harder or similar to the loose lepton definition discussed
above, it can lead to a bias in the fake rates and real efficiencies for the leptons being
matched® to any of these triggers. If a lepton is matched to a trigger including both
identification and isolation requirements it will have a lower fake rate and higher real
efficiency than a lepton which is not matched to a trigger. In order to avoid this, the
triggers are grouped depending on the quality requirement in Table 15. The unbiased

fake rates and real efficiencies used in the analysis are shown in Figures 49 and 50.

Tt is called trigger matched lepton when the lepton that triggered the event is the one used to
calculate the efficiency.
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Table 15: The grouping of the triggers with respect to their requirement on isolation
and ID. The triggers are grouped into four different categories as illustrated
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Figure 49: The fake rates used in the FNP estimates corresponding to the data
collected in 2017. Heavy-flavour (a), conversion (b) and light-flavour (c)
fake rates for electrons are shown, respectively. The HF fake rate for
muons is shown in (d). Only the heavy-flavour component is considered
for muons since it is the dominant one. The different marker colors
correspond to different trigger groups as defined in Table 15.
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6.4.1 Validation of the FNP lepton estimate

In order to validate the fake leptons estimate, we consider the already defined SRs
but requiring same-sign leptons, enriching significantly the FNP lepton contribution.
However, a total of only 3 and 5 data events are found in the 0-jet and 1-jet same-sign
SRs, respectively, which complicates the interpretation of the modelling. Therefore,
a looser selection is considered, where the cuts on ErTniSSsigniﬁcance, pzT{boost and
cos fj, were relaxed, obtaining the SRlooseSS-0j and SRlooseSS-1j regions defined
in Table 16. The m1T020 variable with the binning used in the analysis is depicted in
Figure 51 for SRlooseSS-0j and SRlooseSS-1j. Overall, we observe good modelling of
the FNP leptons, except for the 4th and 7th m1T020 bins in the SRlooseSS-1j, where an
overestimation and underestimation of the fake leptons is seen. Since both deviations
are not statistically significant (< 20 when considering all uncertainties), the method

is considered validated.

Variable ‘ SRlooseSS-0j ‘ SRSS-0j ‘ SRlooseSS-1j ‘ SRSS-1j
Elissgignificance >5 > 7 >5 > 7
PE boost <30 GeV | <5GeV — —

| cos 67| <04 <0.2 <04 <02

Table 16: Definition of the regions used in this section to validate the FNP estimate.
In the loose region definition, only the cuts that are different from the
usual sleptons SR are shown. The cuts for the usual SRs are shown for
comparison.

111



SRSS-Ojet

[22] T T
b= 20
o) = total background
> e f
w E FNP
[ Z+jets
&)
s N NN \\\i\\\\ N
£ NN R NN k\-\-\-\-\-\-\- NN
a \kk \\\\\\\ Ny kk\\
NN ¢ ARRL RRRRRRRRE SRR AN
XYY NN
mio [105. (179. (175, (129, (125 (130. 149,
¢ Sl T1g7 115 1207 125) £ T4 *)
SRSS-1jet
(2] T T T T T T T —]
- p—
QCJ 35 e data = total background —]
D . mvw @t =
30 Vs=13 TeV, 139 fb’ CJWt  EEFNP =
[ NAAY [ Z+ets —
(3 other 3
********** ARRRTRNRS * 3
Q > y | =
s \\\\\\\\ \\\\\:\i\i\i\i\\\\ N
% N \ \ \'\'\'\'\'\'\'\'\'\'\'\'\'\' \\E
fa)
AR \\\\\\\\\\\ o \:
MR, =
0 [ (i 1 [, (i
"t 1y 011y T8z R0apg (Rogg, [0, o,

Figure 51: Data and MC comparison in the SRlooseSS-0j (top) and SRlooseSS-1]
(bottom) region, as defined in Table 16. Statistical and systematic
uncertainties are considered for the FNP estimate (red), whereas only
statistical uncertainties are included for the other backgrounds.
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6.5 Flavour symmetric background estimation

Flavour symmetric backgrounds (i.e. WW,tt, Wt and Z(— 77)) produce SF and
DF leptons in the final state with equal probabilities. The slepton signal, however,
only generates SF leptons in the final state. We can therefore use the DF events
from data after requiring the SR cuts in order to predict the flavour symmetric (FS)
backgrounds in the SF channel.

In principle, one could simply count the number of DF events in the SR to obtain the
flavour symmetric background events in the SF channel. This, however, is only true
at generator level. The particles are identified by a detector, and since electrons and
muons have different identification, isolation, reconstruction and trigger efficiencies,
these differences have to be accounted for. Therefore, in order to extrapolate the
count of DF events to the SF channel, efficiency corrections have to be applied.
Corrections are calculated using event-by-event weights (Section 6.5) and cross checked
with an alternative method using transfer factors (Appendix E). This is done to avoid
any bias of the regions used to obtain the corrections discussed below, and also serves
as a good check in the SRs. The nominal method is described in Section 6.5. Less
relevant backgrounds, which include: VV'V |, ZZ W Z, Z, are estimated directly from
MC predictions in the SRs.

The diboson process requires special attention here: since in the MC samples the
diboson processes are all mixed (WW, W Z, ZZ), and not all of them are flavour
symmetric, the sample requires special treatment. In fact, only the WW and the W Z
(3-lepton event where one lepton from the Z decay is lost) are background symmetric.

We have then the following cases
o VV(SF)=WW + ZZ + W Z(lepton from Z lost) + W Z(lepton from W lost) ,
o VV(DF) = WW + W Z(lepton from Z lost) ,

thus, in order to disentangle the ZZ and W Z, in what follows, we calculate

VV(SF) —VV(DF) = ZZ + W Z(lepton from W lost). (106)
Efficiency correction method

This technique consists in reweighting, on an event-by-event basis, for the reconstruc-

tion, isolation, identification and trigger efficiencies. The number of expected events
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N;?eded using the DF events Npp is given by10

1
Neeexpected =0.5xXx —xax Npp,
K
Nﬁﬁpmed =0.5x kX ax Npp, (107)

1
Ngi?ected — 05 x (H + > X a X Npp,
K

where the factor 0.5 assumes that production rate of the DF events is twice the one
for dimuon and dielectron. The x and « factors take into account reconstruction and
trigger efficiencies, respectively. These factors can be written as

Nyt

Ne+e—

K =

PRo——r (108)
€up’ €ce”

trig
€ep

where N+, and N+, are the number of dielectron and dimuon events, respectively,
while e//9, eb'9 and €29 are the efficiencies of triggering dimuon, dielectron and muon-
electron events with the trigger selection described in Section 6.1.1.

Since the lepton reconstruction and trigger efficiencies in general depend on the 7 of
the lepton, x and « factors have been calculated both inclusively and in different n
regions of the detector. Furthermore, a dependency of k was observed on the variables
used in the analysis, while no dependency on these variables was observed for .
Finally, k was parameterized as a function of pfiﬁ. 1

The correction factor & is computed in a control region (CR®Y). It is defined in the

following way:
e ENisssignificance cut relaxed to ERsignificance > 6;

° pgﬁ cut is also relaxed to 30 GeV in order to capture some possible shape

dependency of the k and « factors;

e cosfly, cut is inverted, this enriches the control sample in diboson events, i.e.
|cos 8},] > 0.2 and makes CR®™ orthogonal to the SR.

The selection criteria are listed in Table 17.

The reason for which we computed the correction factors in a tighter region than the

0The derivation of the formula is detailed in Appendix F.
A check was done to see the impact when using the sub-leading lepton pr, observing differences <
1% in the estimate of the flavour symmetric background in the SR.
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preselection, with background purities similar to that in the SR, is because different
reconstruction efficiencies were observed for different backgrounds. This is shown in
Figure 52, where we see that for the ¢¢ and diboson processes similar N i /Nee ratios
are observed, but for Z + jets the muon reconstruction efficiency is larger. This can
be due to leptons with different pt’s falling in different pseudorapidity regions for
different MC samples, or just MC mismodelling in one of the channels (dieletron

or dimuon). The Standard Model background modelling in the Control Region

Variable Cut
Mjet—20 <2
Nos leptons =2
P > 30 GeV
pg,? > 9 GeV
Ef**significance > 6
| cos 07| > 0.2

Table 17: Selection criteria in CR®T used to estimate &.
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Figure 52: Number of dimuon (solid) and dielectron (dashed) events at preselection
level for different backgrounds as a function of pf}l. The bottom frame
shows the ratio between the dimuon and dielectron events.

defined to estimate x and « is investigated looking at the distributions of the relevant
variables of the analysis after the selection criteria in Table 17. These distributions

are shown in Appendix G, Figures 78, 79 and 80 for the ee, uu and DF channels,
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respectively.

The inclusive x factor values for MC and data are reported in Table 18. Since the
reconstruction efficiencies can depend on the pseudorapidity region where the leptons
reach the detector, we also compute x in different n regions: both leptons in the
barrel |n| < 1.05 (bar-bar), both in the endcap regions |n| > 1.05 (end-end), one of
the leptons in the barrel and the other in the endcap (bar-end) and when at least one
of the leptons falls in || < 0.1 (central). As expected, we observe that in the barrel
regions (|n| < 1.05) the k factor tends to be lower due to the lack of muon coverage
in this region. On the other hand, due to higher muon reconstruction efficiency in
the end-end region, s increases. In Figure 53 the x efficiency correction factors as
function of pgﬁ are shown. As k can be process dependent, since the topology of the
backgrounds is different, this could lead to different reconstruction efficiencies. For
this reason, & is shown for all the background symmetric!? (V'V + tf + Wt) processes
separately and summed together. A clear dependency on the pZT1 is observed for both

data and MC'3. To account for this dependency, data values are fitted to the function:

K = b+~ (109)

by
The parameter b determines the asymptotic behaviour of the function at large pET1,
where we see that the distribution starts to flatten out. Actually, this parameter is
the one we are interested in since our SRs require pgﬁ > 140 GeV and pgﬁ > 100 GeV,
for SR-0jet and SR-1jet, respectively. Differences in data and MC w.r.t the fitted

function are taken as input to the final uncertainty on the method.

MC (FS) ‘ Data

1.1576 4 0.0014 | 1.1942 + 0.0043
central | () 8509 4+ 0.0042 | 0.852 + 0.013
bar—bar | 1 (352 4 0.0029 | 1.0655 + 0.0089
end—end | 1 38596 4-0.0042 | 1.440 + 0.010
bar—end | 11947 40.0020 | 1.2198 + 0.0061

R N R =N

Table 18: Global reconstruction efficiencies s calculated inclusively and in different
n regions of the detector for MC (FS) and data. The uncertainties
correspond to the statistical component only.

12We omit Z(— 77) + jets in the calculation due to the low contribution of this background
3Some dependency is also observed as a function of p?, but we have checked the impact of
reweighting with ple and psz and the difference in the SR is below 1%
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Figure 53: k efficiency correction factors as a function of the leading lepton trans-
verse momentum, pgl for data (points) and MC (coloured lines) in the
different |n| regions: central (top left), bar-bar (top right), bar-end (bot-
tom left) and end-end (bottom right). The MC correction factors are
also shown for the different flavour symmetric backgrounds: ¢t (blue),
single top (orange), diboson (purple). The fit on /ﬁ;(p?) is performed
using all the data points. The bottom frames show the MC to data ratio.
The values of the fitted function in the center of the bins are also shown
(red points) for k. The uncertainties are statistical only.

Before calculating «, first we have to compute the trigger efficiencies for the three
channels: ee, pup, ep. Since both data and MC samples used in the analysis have
already satisfied some trigger requirement (they have passed a lepton trigger) we also

compute the trigger efficiencies using a different data sample skimmed using a logical
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OR between MET and lepton triggers (lepORmet) to check any kind of bias. To this
end, we compute the lepton trigger efficiencies defining first a set of events that pass
the MET trigger to obtain unbiased trigger efficiencies. The lepton trigger efficiency

is then ) _ )
NMETtrlg and singlepTrig
5/jfrig —

NMETtrig ’ (110)

where the denominator corresponds to the number of events passing the MET trigger
and the numerator passing both the MET and single lepton triggers. The region to
calculate the trigger efficiencies asks for the same selection as at preselection level in
Table 9, but removing the jet requirement, allowing at least 1 jet to enter the event
(the b-jet veto is also removed). We also ask for E > 230 GeV and pt > 30 GeV
to ensure that we are in the efficiency plateau of the E}mss and lepton triggers,
respectively. A summary of the selection used to calculate eby'?, el el'?9 can be
found in Table 19. The global trigger efficiencies obtained can be found in Table 20
for data and MC'. The global trigger efficiencies between data and MC agree in the
different lepton channels. In Figure 54, the trigger efficiencies for data and MC for
the different channels are shown. Once again similar behaviour is observed for both.
No turn on curve is observed since the lepton cut at 30 GeV ensures that we are in
the efficiency plateau region. The MC/data ratio is also reported in Figure 55, where
a good agreement within statistical uncertainties is observed in the whole pfiﬁ range.
Finally, in Figure 56 the « values are shown for both data and MC. It is seen that
the differences between data and MC stay around 1%, in agreement again within
statistical uncertainties.

Now, in Figure 57 the trigger efficiency and « factors obtained with the, a priori,
biased data sample and the unbiased one (lepORmet) are compared. We observe the
expectation: the biased sample trigger efficiencies are about 1% to 6% greater than
for the unbiased one. This, as explained before, comes from the fact that the nominal
samples are already passing some lepton trigger requirement during the skimming.
The effect on « is lower, being about 1 to 2% across png range. The nominal « value

chosen for the analysis is the one obtained with the unbiased samples.

1The uncertainties for MC were calculated using the normal approximation propagation (68%
confidence level). The uncertainties for data were calculated using Clopper-Pearson interval (68%
confidence level), where efficiencies are treated as binomial distributions. This choice comes from
the fact that MC events are weighted (and therefore does not follow a binomial distribution)
whereas data events are not.
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Table 19: Selections used to calculate the trigger efficiencies e

Variable Cut
Njet—20 <2
NOS SF leptons =2
ph > 30 GeV
o > 20 GeV
ERss > 230
Mgy > 11 GeV
|mgg — mz‘ > 15 GeV

trig

trig
ee 7€/L/L 756;1, .

MC

Data

Unbiased data

tri
Eee g

trig

T
e’

bar—bar

(6%
(6%
aendfend
(6%

bar—end

0.9915 £ 0.0019
0.9791 £ 0.0027
0.9879 £ 0.0012
0.9973 + 0.0021
0.9968 £+ 0.0035
0.9902 £+ 0.0048
0.9996 + 0.0031

0.9945 £ 0.0039
0.9803 £ 0.0080
0.9865 +£ 0.0045
100086003
hpoeatii
. —0.018

0.9797 + 0.0041
0.9119 + 0.0086
0.9571 + 0.0041
I
. —0.013
1.0108815-025

0.0096
1001507y

trig

Table 20: Global trigger efficiencies calculated in data and in MC. The corresponding
« values are also shown. « is also reported as found for different 1 regions.
The uncertainties are statistical only. The nominal value corresponds to
the one obtained with the unbiased data.
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Figure 54: Trigger efficiencies for data (left) and MC (right) as a function of pgl
in the three different channels: up (blue), ee (green), eu (red). MC
includes: tt, Wt, Z(— 77) + jets, VV, VVV.
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Figure 55: MC trigger efficiencies normalised to the data trigger efficiencies
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for pp (blue), ee (green), eu (red).

MC includes:

77) + jets, VV, VVV. The uncertainties are statistical only.
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6.5.1 Validation of flavour symmetric background estimation

In order to validate the technique described above, in the following we apply the &
and « efficiency correction factors as in Equation 107. First, it was checked that the
shape of the relevant kinematic distributions for the dielectron and dimuon channels
in CR*! was well modelled. Some of the distributions are shown in Appendix H. To
validate the method, a validation region (VR) is used. The VRs are defined in the
same way as the SRs but inverting the the cos @}, cut. A summary of the VR/SR
selections are shown in Tables 21 and 22. Since the final fit is performed in the m1T020
variable, this variable requires special emphasis. Electron and muon channels are
combined and the mrlfog0 distributions is shown in Figure 58, where overall a good
data/MC agreement is observed in all m%%o bins!'®. Additional tables with the yields

in the VRs in each bin can be checked in Appendix I.

Variable VR SR
Njet—20 =0 =0
Npjet—20 =0 =0
NoOS SF leptons =2 =2
P > 140 GeV | > 140 GeV
P >20 GeV | > 20 GeV
E*Ssignificance > 7 > 7
Myyp > 11 GeV | > 11 GeV
|mge — my| > 15 GeV | > 15 GeV
P boost <5GeV | <5GeV
| cos 67, > 0.2 <0.2
Ay > 2.2 > 2.2
AqurTmss’gl > 2.2 > 2.2

Table 21: VR/SR definitions in the 0-jet region.

For completeness, the data DF events that are used for the final F'S estimate in the
SRs are shown in Figure 59. The distributions in the DF channel for the rest of the

variables used in the analysis can be checked in Appendix G.2.

5 Exception is the first mi% bin in the VR-0jet, where the significance of the data to MC difference
is about 1.40.
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Variable Cut

Njet—20 =1 =1
Npjet—20 =0 =0
NOS SF leptons =2 =2
P > 100 GeV | > 100 GeV
P2 > 50 GeV | > 50 GeV
E%lisssigniﬁcance > 7 > 7
Mgy > 60 GeV | > 60 GeV
|mge — mz| > 15 GeV | > 15 GeV
| cos 07, > 0.1 <0.1
Ay > 2.8 > 2.8

Table 22: VR /SR definitions in the 1-jet region.
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tom) as defined in Tables 21 and 22. Uncertainties in the background
combine statistical and systematic uncertainties are considered.
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symmetric background. Only statistical uncertainties are shown.
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6.6 Systematic uncertainties

Several systematic uncertainties are considered for the SM background predictions.
Since the SM backgrounds are estimated with different techniques, they are subject
to different uncertainties. In this section all the systematic uncertainties considered

are summarised.

Data-driven flavour symmetric. Different sources of systematic uncertainties arising

from the reweighting method are considered:

e Uncertainty on a. Difference between the data and MC global trigger efficiencies
as a systematic uncertainty. This is then combined with their statistical
uncertainty and propagated to «, assuming they are uncorrelated among flavour

channels.

e Uncertainty on k. Difference between the global k factors calculated in the

different |n| regions to cover small data-MC deviations.

e Choice of the reweighting variable. The backgrounds yields have been computed

using pé? as the reweighing variable and found differences below 1%.

e Uncertainty on the fit function /-e(pgl). The fit parameters (a, b) are varied by
their uncertainty keeping the other parameter fixed. After the variations, the

background yield changes by Ay, As. The variance is then given by

1 Ci2\ (A
=ATcA = (A A , 111
a < 1 2) <C12 1 ) (Ag) ( )

Where C' is the covariance matrix given by the fit, and C12 are the off-diagonal values
of C'. The uncertainty on the predicted yields is then the square root of the variance.
All the systematic uncertainties listed above range from 1% to 2% in the final yield
estimate. In order to also cover data-MC mismodeling in the validation regions
used to validate the flavour symmetric estimate (shown in Section 6.5.1), the total
systematic uncertainty applied to the final estimate is 10%. This 10% uncertainty
applied corresponds to the leading systematic uncertainty of the analysis.

An additional uncertainty is considered from the subtraction of non-flavour symmetric
backgrounds from the DF sample used to estimate the FS background. The dominant
subtracted background corresponds to the FNP background.
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FNP systematic uncertainties. FNP leptons are subject to the following uncertain-

ties:

e MC scale factors. The light-flavour fake rate for electrons and the real efficiencies
are calculated from MC. Trigger, identification and reconstruction scale factors'6

are used to quantify this uncertainty.

e Subtraction of real leptons. For the heavy-flavored fake rate, real leptons, taken
from MC, are used to subtract the real lepton contamination in the control
regions. An uncertainty is added to the subtraction procedure by scaling the
MC up and down with 10%.

e Uncertainties on the weights. As explained in Section 6.4, the weights are

obtained in signal-like regions. Two types of uncertainties are considered

1. a 1o variation on the relative fraction of each fake component: heavy-

flavour, light-flavour and photon conversion.

2. if a given event passes more than one signal-region like control region used
to extract the weights, the maximum and minimum weights for each fake

component is included in the uncertainty.

e Statistical Uncertainties. The 1o statistical uncertainty on the fake rates and

real efficiencies are also considered for the final FNP estimate uncertainty.

Experimental systematic uncertainties. For the background estimated directly

from MC, the following systematic uncertainties are considered:

e Uncertainty on the jet energy scale and resolution. Jet uncertainties are derived
as a function of the pr and 7 of the jet, as well as pile-up conditions and the

jet flavour composition of the selected sample [140].

e Uncertainty on the lepton energy scale, energy resolution, isolation and identifi-
cation efficiency [66, 141].

e Uncertainty to cover differences in the modelling of trigger efficiencies between

data and simulation.

e Uncertainty on the E{Fiss from energy deposits not associated with reconstructed
objects (resolution of the EXSS soft term) [142].

168cale factors correspond to the efficiency ratio calculated in data and MC.
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Uncertainty due to the b-tagging efficiency and mistag probability.

Uncertainty on the integrated luminosity (1.7%).

Uncertainty on the modelling of the pile-up. The MC events are weighted to
match the pile-up distribution observed in the data.

Uncertainty to account for the residual contamination from pile-up jets after

pile-up suppression (JVT uncertainty).

Theory systematic uncertainties. Systematic uncertainties due to limitations in
theoretical models are estimated by applying to the renormalization, factorization
scales factor two rescalings around their nominal value. Uncertainties on the choice
of PDF set are also considered. Uncertainties due to the resummation scale and
matching scale between the matrix elements and parton showers are estimated
applying factor two rescalings to the corresponding parameters in SHERPA . These
theory uncertainties are only applied to the diboson (ZZ, WZ) and Z+jets samples,
but are minor and not the limiting factor in the analysis.

The main systematic uncertainties, per mrlfoz0 bin, are shown in Tables 23 and 24 for

SR-0jet and SR-1jet, respectively.
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Table 23:

Table 24:

mi ¢ | [100 —105] | [105—110] | [110 —115] | [115 —120] | [120 —125] | [125 —130] | [130 —140] | [140 — co)

FS syst. 4% 10% 8% 8% 10% 10% 9% 7%
FNP syst. 16% < 1% 7% 4% < 1% < 1% 6% < 1%
Subtraction syst. 6% 5% < 1% < 1% 11% < 1% < 1% < 1%
ERISS soft-term < 1% <1% 12% 2% <1% < 1% <1% 4%
77 parton match. < 1% < 1% < 1% 3% < 1% < 1% < 1% 7%
77 resummation < 1% < 1% < 1% 1% < 1% < 1% < 1% 3%
77 PDF < 1% < 1% < 1% 1% < 1% < 1% < 1% 2%

Dominant systematic uncertainties contributing to each mlTOQO bin in SR-0jet. Systematic uncertainties not shown
are negligible and have no impact in the analysis. Note that the individual uncertainties can be correlated, and do
not necessarily add up quadratically to the total background uncertainty. The percentages show the size of the
uncertainty relative to the total expected background.

miy € | [100—105] | [105—110] | [110 —115] | [115 —120] | [120 —125] | [125—130] | [130 — 140] | [140 — co)
FS syst. 5% 10% 9% 8% 8% 10% 9% 9%
FNP syst. 4% < 1% < 1% 3% < 1% < 1% < 1% < 1%
Sub'traction syst. 13% 8% 8% < 1% < 1% < 1% < 1% < 1%
E'SS soft-term 2% <1% 6% < 1% 3% < 1% < 1% 1%

Dominant systematic uncertainties contributing to each mrll%o bin in SR-1jet. Systematic uncertainties not shown
are negligible and have no impact in the analysis. Note that the individual uncertainties can be correlated, and do
not necessarily add up quadratically to the total background uncertainty. The percentages show the size of the
uncertainty relative to the total expected background.



6.7 Results and interpretation

The statistical interpretation of the final results is performed using the HistFitter
framework [143], which uses a profile-likelihood-ratio statistical test [144] with the
CL; prescription [145]. A description of the statistical techniques are discussed in
Appendix J.

A multi-bin fit as a function of m%ozo is performed. The choice of the variable is
motivated by the fact that different slepton signals have different endpoints in this
variable. The binning chosen is mi% = [100, 105,110, 115,120, 125, 130, 140, c0) GeV.
The plots in Figure 60 show the graphical representation of the yields together with
the significance of the difference between SM expectation and the observed data.
Starting with the SR-0jet, the expected background overestimates the observed data
in two mlTOZO bins, with a significance of about —2¢. These bins, however, are likely
to be statistical fluctuations by looking at the Figures in Appendix G.3 (see Figure
83(e)), where the same distribution is shown but in this case the FS background
prediction is taken directly from MC simulations. As the same behaviour is observed
when using the data-driven and the MC predictions, it is concluded that the observed
disagreement is most likely arising from statistical fluctuations of the data.

For the SR-1jet, two bins with excesses of about 1.50 and one bin with an overes-
timation of the background (—3.50) are observed. In this case, to understand the
behaviour, it is useful to look at the m}F%O distribution in SRDF-1jet in Figure 59
(right), which is the DF data used to estimate the flavour symmetric background. It is
observed that the discrepancies are strongly correlated with what looks like statistical
fluctuations in the data DF channel. For completeness, the same cross-check as in
the 0-jet case is performed using pure MC instead of the data-driven estimate for the
flavour symmetric background (Figure 84(e)), where a similar behaviour with respect

to the data-driven estimate is observed.

Therefore, for the largest fluctuation (—3.50), we have concluded that it is a
combined result of an upward fluctuation in the DF background estimate and a
downward fluctuation in the SF data. In Figure 59 (right) it is seen that there is an
upward fluctuation of the DF data compared to the simulation by a factor of about
1.7 £ 0.4. However, even if the true FS background was lower by that factor, the
background estimate in that bin would still be about 10, compared to a SF data
count of 3. The discrepancy in this case would be reduced from —3.5¢0 to ~ —1.50.
Additional tables with the yields per bin can be consulted in Appendix I.

Since no clear sign of new physics is observed, it is now useful to see if any slepton
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Simplified Model can be excluded. Models with CLg values lower than 0.05 are
excluded at 95% confidence level. The exclusion limits, assuming mass-degenerate
selectrons and smuons are shown in Figure 61 in the Am(g, )2(1)) — my plane, together
with existing exclusion limits from other ATLAS analyses and from LEP experiments.
It is observed that the present analysis is able to exclude mass splittings ranging from
30 GeV to about 60 GeV for X! masses ranging from 100 GeV to 200 GeV, where the
limits coming from LEP experiments were still the world-leading constraints. This
analysis has therefore been able to cover part of the existing gap between previous
ATLAS slepton searches [117], [133]. With the increased amount of data that the
ATLAS detector will record during the following years, together with the employment
of more advanced optimisation techniques (e.g. multivariate analysis), larger slepton
masses and broader mass splitting ranges will be probed. In fact, SUSY particle
spectra compatible with the measured muon g — 2 has already been proven to be
discoverable using deep neural networks in the HL-LHC and HE-LHC upgrades [146].
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Figure 60: Observed data and expected background yields with systematic and
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statistical uncertainties included in the different m}FOZO bins. Top: SR-0jet.
Bottom: SR-1jet. The dominant background (light blue) is obtained
by extracting the data from the DF channel shown in Appendix G.2
and applying the efficiency corrections. The bottom frame shows the
significance of the difference between the expected SM background and
the observed data.
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Figure 61: Expected 95% CL exclusion limit (black dashed line) with £10ez), (yellow
band) from systematic and statistical uncertainties, and observed limits
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performed to obtain the presented limits. The limits are shown in the
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Inclusive signal regions and model independent fit

In this section one-bin inclusive signal regions are considered. The fit performs a
model independent hypothesis test, which includes a signal to be constrained by the
observed data, to estimate potential contributions of Beyond the Standard Model
phenomena. In order to quantify the compatibility of how the observed data is
with the background-only hypothesis, the discovery p-values are calculated for each
inclusive region. The signal regions are defined using the same list of cuts as of SR-0jet
100
T2

and SR-1jet, but now performing an inclusive selection using the mms variable,

o mi® > 100, mi% > 110, mi% > 120, mi% > 130, mi% > 140.

This gives ten inclusive regions in total. The CLg prescription is used to set 95% CL

limits on observed (S%.) and expected (ngp) number of signal events. Dividing S%.

over the integrated luminosity gives the limits on the visible cross section <ea>g}§s.

The results for each inclusive SR is shown in Table 25.
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Signal region (ea)D [fb] S S5 p(s =0)

obs
0-jet +9.4
SR % 100.00) 0.12 16.8 24.97%3 0.5

SRS 0.09 12.2 211477 0.5

mi%Pe[110,00)

SR 0.07 9.5 155162 0.5

mi%P€[120,00)

SR 0.10 13.9 15.275:9 0.5

mi%Pe(130,00)

SR 0.06 8.0 8.773:3 0.5

mi% €[140,00)

SR 0.24 33.9 29.3110:3 0.29

mi%€[100,00)

SRt 0.10 14.0 19.9%73 0.5

mi%Pe[110,00)

SR 0.06 8.9 112742 0.5

m:ll%OE[IZO,oo)

SRt 0.03 4.0 6.127 0.5

mi%P€[130,00)

SR 0.02 2.9 3.5756 0.5

mi%Pe[140,00)

Table 25: Left to right: 95% CL upper limits on the visible cross section ({(ec)? )

obs
and on the number of signal events (S35 ). The third column (S92,)
shows the 95% CL upper limit on the number of signal events, given the
expected number (and 10 excursions on the expectation) of background
events. The last column indicates the discovery p-value (p(s = 0)). The

p-value is reported as 0.5 if the observed yield is smaller than the predicted.
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7 Search for higgsinos at the HL-LHC

Naturalness arguments suggest that the absolute value of the Higgsino mass parameter
|| should be near the electroweak scale v &~ 246 GeV. In these scenarios, the higgsino
mass parameter is low compared to the bino and wino ones, i.e. |u| < My, My. After
electroweak symmetry breaking, the four higgsino states give rise to two neutralinos
)2(1), X5 and a chargino )Zli In models with |u| < Mj, Ms, the mass splitting between
the X2 and X! is about m% /M 2 [24]. Higgsino searches are particularly challenging
due to the small cross sections and due to the low pt of the particles arising from the
ﬁt and X5 decays.

This chapter presents a study of the sensitivity of the HL-LHC to direct electroweakino
pair production in models with small and intermediate mass splitting Am(x3, x9) =
m(x9)—m(xY). The electroweakinos decay via off-shell W and Z bosons, i — W*XY,
X9 — Z *)2(1), resulting in a final state with two charged leptons and missing transverse
momentum coming from the undetected x{. Due to the small mass splittings, a jet
arising from initial-state radiation (ISR) is required, boosting the sparticle system
and enhancing the pt of the leptons and LSPs. In Figure 62 a diagram of one of
the processes considered is shown. The analysis is performed simulating the High
Luminosity LHC (HL-LHC) regime, where the center of mass energy will be increased
to v/s = 14 TeV, the average number of interactions per bunch crossing will reach
(1) ~ 200 and the data collected is expected to amount an integrated luminosity of
L ~ 3000 fb~ 1.

The results presented below were published and are also described in [147] and [148].

7.1 Sample generation and detector response

Monte Carlo (MC) simulated event samples are used to predict the background from
SM processes and to model the Supersymmetry signal.

For the production of ¢t POWHEG-BOX v2 generator interfaced to PYTHIA 8 par-
ton shower model is used. Events containing W or Z bosons with associated jets
(W+jets and Z/~v*+jets) are produced using the SHERPA v2.2.1 generator with the
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Figure 62: Diagram for chargino-neutralino production in an association with an
ISR jet.

NNPDF30NNLO PDF set. Diboson processes (WW, W Z, ZZ) are simulated using
the SHERPA v2.2.2 generator.

The signal samples are generated with MADGRAPH and the parton shower is made
with PYTHIA 8. The following processes are generated: pp — Xfxg, pp —> ng(l), pp —
Xlixli. MADSPIN is used for the x§ and Xli decay the to £ (¢ = p, 7). The X7 and X5
masses are varied, while the Xi masses are set to m(f(li) = %[m(i?) +m(X3)] and
pure higgsino states are assumed for the production cross sections.

The detector response is modelled with parameterised response functions based on
studies performed with GEANT 4 [49] simulations of the ATLAS upgraded detector
in high luminosity conditions [149].

7.2 Particle reconstruction

The reconstruction of physics objects is performed at truth-level with parameterised
detector functions [149].

The search targets final states with low pr muons, down to ppr > 3 GeV in the
pseudorapidity range |n| < 2.5. Muons originating from pile-up interactions or from

heavy flavour hadron decays, referred to as fake or non-prompt muons, are rejected
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Figure 63: Left: my distribution for a Z — pp sample (left) and ERS distribu-
tion for a Z — 77 sample (right) without any smearing (black) and
considering detector smearing (red). Distributions are normalized to
unity.

applying an isolation to the muon candidates. Jets are reconstructed using the anti-k;
algorithm with a radius parameter of 0.4. Jets within |n| < 2.8 are considered and
the jet energy is smeared according to a Gaussian. Jets originating from b-quark
hadronization (b-jets) are tagged using a parameterisation model of the MV2c10
b-tagging algorithm [150]. In simulated ¢t events, the chosen working point identifies
b-jets with an efficiency of 70%.

The magnitude of the missing transverse momentum (ER) is computed as the
vector sum of the true momenta (at the particle level) of neutral weakly-interacting
particles (neutrinos and neutralinos). It is then smeared according to a Gaussian, to
simulate the detector response, with a function parameterised as a function of the
average number of interactions per bunch crossing p and the scalar sum of energy in
the calorimeter > Er.

In order to resolve particle overlaps (overlap removal) we employ the following
scheme: candidate jets are required to be separated from candidate electrons by
AR(e,jet) > 0.2; if a jet and electron are within 0.2, then the jet is removed and the
electron is kept; after this step, leptons (both e and p) are removed if they are within
AR < 0.4 of a remaining jet.

In order to show how the detector smearing affects the kinematic distributions, in
Figure 63 the detector smeared and non-smeared Er}liss and myy distributions for
Z — up, 7T samples are depicted. As the figure shows, the Er_,”}iss distribution is
shifted to higher values and the Z mass peak widens detector resolution effects are

taken into account.
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7.3 Event Selection

In this analysis, only events with two opposite-sign muons are used in the final
selection, since the muon fake rate is not expected to grow as much as for electrons
with the increased pile-up. The event selection follows an ISR-like topology, requiring
a high pr jet to recoil against the sparticle system. Therefore, the pp of leading jet is
required to be above 100 GeV and the azimuthal separation between the leading jet
and the EF has to be Ag(jet;, E%iss) > 2.0. In order to isolate the signal processes

from the SM background processes, further kinematic variables are employed:
e 1. Total number of muons in the event.
® Njets. Total number of jets in the event
® N jets- 1The total number of b-jets with pr > 30 GeV.

° E‘Tniss. The missing transverse momentum. Events with E}niss > 500 GeV are

selected in order to ensure that events can be triggered.

e myy. The invariant mass of the dilepton system. In higgsino events where both
leptons originate from the Z* decay, my, is kinematically bounded by the value
of mass splitting Am. This feature will be exploited by dividing the SR in

several myy bins.

e AR(¢,f). Angular separation between the two charged muons of the event.
Small mass splittings end up in small angular separation of the leptons coming

from the Z* decay.

e m.,. Invariant mass of two tau leptons, calculated as described in [151]. This
variable approximates the mass of the leptonically decaying 7 leptons when
they are sufficiently boosted so that their decay products are parallel. The
formal definition is m2_ = 2p¢pb(1+&1)(14&). Where p‘ig are the leptons four
momenta, and & 5 are calculated by solving EFS = flple + fgpgg. The signed

square root of m?2_ is then taken to calculate m.,,, i.e., m,, = sign(m?2_)/|m2_|.

The variable allows for negative values when E{Fiss points to the opposite
hemisphere of a leptons’ pr and E{Piss > pfp. This variable develops a peak for

the Z(— 77) process.

° E}niss / H&‘fp. Ratio of the EITrliss to the scalar sum of the pr of the two leptons.

Background processes like t£ and V'V tend to have harder leptons, decreasing the
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Table 26: Summary of the SR selection requirements.

Variable SR Selection (my < 20GeV) SR Selection (myg > 20 GeV)
ny =2 =2
pr(p,2) [GeV] >3 > 8

Njets >1 >1

Nb-jets =0 =0

Emiss [GeV] > 500 > 500
AR(L,0) <2 <2

mye [GeV] [1,20] excluding [3.0, 3.2] [20, 50]
pr(jet;) [GeV] > 100 > 100

Ag(j1, BRiss) > 2 > 2
min(Ag(j, ERiss)) > 0.4 > 0.4

mrr |GeV]| <0or > 160 <0or >160
Emiss | o > max(5, 15 — 2myy) > max(10, 15 — 2myy)

value of E%liss / Hlfp. In signal events, the E%iss is generated due pr balancing
against the ISR jet, while little contribution comes from the leptons, thus
decreasing the Eiss /P value.

e min(Ap(j, ER%)). Missing transverse momentum originating from jet mismea-

surements tend to be aligned with a specific jet axis.

The final Signal Region (SR) selections are summarised in Table 26. In Figure 64
the kinematic distributions of different variables used in the analysis are presented,
where the full SR selection is applied except the variable shown itself. In order to
benefit from the shapes of the my, distributions from the signal, the SR is split into
six different non-overlapping SRs, with my, = [1, 3], [3.2, 5], [5, 10], [10, 20], [20, 30]
and [30, 50] GeV.

The leading irreducible backgrounds in the SR are tt, single-top Wt, VV + jets
(V=2,W),and Z/vy*(— 77) + jets. The dominant source of irreducible background
arises from processes where one or more leptons are fake or non-prompt, such as
in W+jets production. These arise mainly due to jets misidentified as leptons or
semileptonic decays of heavy-flavor hadrons.

The tt and W +jets backgrounds in the SR are estimated by fitting the shape of the
ErTniSS distribution to an exponential, in order to avoid statistical fluctuations at high

Emiss The fit is performed applying the full SR selection except the EISS cut itself.
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SR

mee bin [GeV] [1,3] [3.2,5] (5, 10] [10,20] [20, 30] [30, 50]
Total SM 25£04 160£25 6244+49 142.9+£10.7 102.6£14.9 164 £ 20.2
tt events 1.7£04 1.2+£0.2 75+1.0 29.2+4.2 21.8+5.4 53.9+£9.2
V'V events 0.05 £0.01 0.8+0.2 154+21 40.5£5.9 50.2+12.3 104.8+18.0
W+jets events  0.08 £0.02 09=£0.2 89+1.2 25.7 £ 3.7 4.7+£1.2 3.5£0.6
Z+jets events 0.7+0.2 131+25 30.6=£4.2 474+£6.9 259+6.4 1.8£0.3

Table 27: Event yields in the SR with an integrated luminosity of 3000 fb™! at /s =
14 TeV. The errors shown include statistical and systematic uncertainties.

This procedure is done in each my; bin considered in the SR. The predicted values
from the fit were found to be consistent with the values obtained directly from the
MC simulation. For the rest of the backgrounds, the yields were taken directly from
MC.

7.4 Results and Interpretation

The HistFitter framework [143], which utilises a profile-likelihood-ratio test statis-
tic [144], is used to compute expected exclusion limits with the CL4 prescription [145].
The systematic uncertainties considered include a 30% uncertainty on the background
modelling and an additional 20% systematic uncertainty correlated across bins. The
theory uncertainty on the signal modelling is taken to be 15%.

The background yields for each my, bin are presented in Table 27. At low myy,
the main contribution is due to ¢t events. At intermediate my values, the Z(—
7T)+jets process dominates. Finally, as higher my, values are approached, the diboson
process becomes dominant. The ¢t and diboson yields include the component from
misidentified leptons. For the lowest my, bin the component of ¢t from misidentified
leptons is 40%, while it is 15% in the highest my, bin.

In Figure 65 the 95% CL expected exclusion limits in the m(f(g), Am(f(g, )2(1)) mass
plane are shown. With a luminosity of 3000 fb=!, X9 masses up to ~ 350 GeV and
mass splittings down to about 2 GeV could be reached. The blue curve represents the
50 discovery potential of the search. To compute the discovery potential, a single-bin
discovery test is performed by integrating over all the my, bins considered. Finally,
Figure 66 presents the 95% expected exclusion limits in the ﬁc, Am()ﬁc, X(l)) mass
plane, for both the disappearing track and dilepton searches. When the chargino-
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neutralino mass splitting is of the order of tens to hundreds of MeV, the charginos
can be long-lived, leaving a disappearing track in the inner detector. The plot shows
very good complementarity among searches in targeting these very interesting and
motivated compressed scenarios.

Although the HL-LHC will have access to the very compressed region, more advanced
techniques could help to further improve the results. For instance, by including the
dielectron channel in the final state, or by being able to lower the pt thresholds of
the leptons below 3 GeV, the sensitivity could be enhanced. In addition, multivariate
analysis techniques could also help in discriminating the signal over background.
Furthermore, if by the end of the HL-LHC this search finds no supersymmetric
particles, there will be strong implications. For instance, it is exactly the low mass
splitting region probed by this analysis where Supersymmetry is less fine-tuned and
supported by string theory landscape expectations [152, 29].

Looking forward into the future, a possible upgrade of the LHC is the High-Energy
LHC (HE-LHC) [153], where the center of mass energy would be increased to 27 TeV.
However, since higgsinos have electroweak couplings, their cross section will not
increase significantly, therefore this collider would specially benefit searches for
squarks and gluinos. For this reason, electron-positron colliders could be a good way
of exploring further the electroweak sector of Supersymmetry!. Interesting proposals
include the ILC [154] and CLIC [155]. Higgsino searches prospects have been studied
for the ILC [156], where the masses of the neutralinos could be measured? at the
percent level for mass splittings of few GeV. Since the higgsino mass is comparable
to the SUSY pu parameter, this parameter can also be extracted. Furthermore,
the gaugino masses M; and M5 depend on the mass splittings, thus allowing their
determination.

Finally, for the possible 100 TeV upgrade of the LHC (FCC), studies show that
for mass splittings of 20 GeV, the LSP mass can be constrained up to 1 TeV for a
bino-higgsino mixtured state [157, 158|. This number matches the expectations for a
pure higgsino dark matter candidate, which is expected to be ~ 1 TeV in order to

account for the measured dark matter relic density.

Tt is required that the eTe™ collider satisfies v/5 > 2m>.(g P
s A1

2Due to the clean environment in e*e™ colliders, the mass and energy distributions of the dilepton
system can be precisely measured and can be used to extract the mass values of the neutralinos.
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Figure 64: Background distributions of my (top left), Emiss/ Hé?p (top right), m ,
(middle left), AR(¢,¢) (midddle right) and E}"® (bottom) used for the
SR optimisation. The variables are presented with the full SR selections
implemented aside from the selection on the variable shown. Three
signal models with m(x)) = 250 GeV and different mass splittings
(Am(ig, )2(1)) =4, 10, and 50 GeV) are overlaid. The my, and E{Fniss/HlTep
figures are taken from from [147].
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Figure 65: Expected exclusion limit (dashed line) in the Am(fég, )Z(l])—m(f(g) mass
plane, at 95% CL with 3000 fb lof 14 TeV proton-proton collision
data in the context of a pure Higgsino LSP with 1o (yellow band)
from the associated systematic uncertainties. The blue curve presents
the 50 discovery potential of the search. The purple contour is the
observed exclusion limit from the Run 2 analysis [151], corresponding
to a luminosity of 36.1fb~1. The figure also presents the limits on
chargino production from LEP [23]. The relationship between the
masses of the chargino and the two lightest neutralinos in this scenario
is m(f(li) = %(m(f((l]) + m(f((z])) Figure from [147].
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Figure 66: Expected exclusion at the 95% CL from the disappearing track and
dilepton searches in the Am()ﬁi,i?), m()Zli) mass plane. The blue
curve presents the exclusion limits from the dilepton search. The yellow
contour presents the exclusion limit from the disappearing track search.
The figure also presents the limits on chargino production from LEP [23].
The relationship between the masses of the chargino and the two lightest
neutralinos in this scenario is m(f(li) = %(m(f((l]) + m(X3)). The theory
curve is a prediction from a pure higgsino scenario taken from [159].
Figure from [147].
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8 Conclusions

This thesis has presented the work performed between 2018 and 2021 related to a
search for the superpartners of the Standard Model leptons, High-Luminosity LHC
prospects on the search for higgsinos, a novel technique developed to estimate the Stan-
dard Model ZZ diboson process and the ongoing upgrade of the ATLAS Inner Tracker.

As searching for Beyond the Standard Model particles is one of the priorities of
the LHC programme, the thesis focused on different aspects of Beyond the Standard
Model searches: background estimation, ATLAS Run-2 data exploration and future
prospects. In Chapter 5, I described a data-driven background estimation technique
that I developed in order to estimate the ZZ background using Z+v events from data.
After a detailed description of all the sources of uncertainty, I showed that a combined
theoretical uncertainty of about 4% can be obtained. This result encourages present
ongoing searches to employ this method to try and reduce associated systematic
uncertainties in the modelling of the ZZ process. Furthermore, this background
estimation technique will also serve future LHC analyses or even future colliders, ben-
efiting from the increased amount of collected data and thus reducing the statistical
uncertainty on the Zv sample.

I also reported on a search for sleptons using the full available Run-2 ATLAS dataset,
corresponding to 139 fb™! at \/s = 13 TeV. The phase-space targeted in this anal-
ysis is very challenging and of great physics interest. First, it is exactly in this
region that the discovery of sleptons could explain the longstanding muon g — 2
discrepancy, while also helping to justify the observed dark matter relic abundance
via slepton-neutralino coannihilations. It is also challenging, since the detectable
final-state particles are usually soft and dedicated searches are required to target these
topologies. I demonstrated that it is possible to gain sensitivity in this region with the
current ATLAS dataset. In the absence of new physics, the analysis sets world-leading
constraints on the masses of the sleptons, in regions where LEP experiments still
had the best sensitivity. Although this analysis excludes part of the preferred phase

space to explain the measured the muon g — 2, the increased amount of data collected
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during Run 3 and future LHC upgrades will be crucial in order to continue exploring
this region. Furthermore, due to the recent confirmation of the BNL muon g — 2
measurement by the Fermilab Muon g — 2 Experiment, the search for smuons will
acquire special importance in the upcoming years.

Projecting Supersymmetry searches forward in time, I presented the sensitivity reach
of a possible future search for higgsinos in scenarios with very compressed mass
spectra in the HL-LHC phase. This region is also of great interest since compressed
higgsinos are needed to avoid SUSY fine-tuning problems, while providing a dark
matter candidate that satisfies the relic density constraints imposed by astrophysical
observations. I showed that sensitivity to mass splittings of about 2 GeV can be
reached in the High-Luminosity LHC phase, and most importantly, I demonstrated
that SUSY discovery is also possible during this phase. On a pessimistic note, if
no hints of SUSY are found by the end of the HL-LHC phase, it would imply that
either some nice features of Supersymmetry, e.g. the explanation of dark matter, may
have to be dropped from our initial assumptions, or that the Supersymmetric model
under study (the MSSM) is too simplistic and a more complicated SUSY model is
realised in nature. In addition, this result has not only strong implications for the
HL-LHC era, but also serves as a very useful input for the future, as the results from
the HL-LHC phase will provide decisive input to determining the nature of future
colliders.

Finally, as an experimental activity in the context of the upgrade of the ATLAS
Inner Detector, I designed a cooling box with the aim of emulating the temperature
conditions of the HL-LHC. I showed that, although the conditions for sensor testing
were not the most optimal, the modules were able to reach temperatures of about
—15°C. This opens the possibility to reach even lower temperatures by having, among
other things, better thermal insulation or using cold nitrogen instead of dry air to

avoid condensation.
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Appendix A

Dynamic cone isolation

It was already noted in Ref. [102] that requiring an isolation on the photon can
alter the higher order corrections for the Zv process. Since the ZZ does not require
isolation, at high p¥ both processes can receive significantly different QCD corrections.
A supplementary isolation definition was proposed to account for this difference. The
idea is to define the new isolation cone in such a way that both processes receive
the same higher order corrections at high p¥ . To this end, a dynamic cone radius is

defined
Mz

PrVeE

chosen so that the invariant mass of a collinear photon-jet pair (R,; < 1) is

Rdyn(p”}ae’}’) = (112)

ng ~ M2, whenever AR(7,j) = Rayn and ph = e,p}. In this way using the
smooth cone with the dynamic radius (Rg — Rgyn), the Zv process tries to mimic
the role of the Z boson mass in the ZZ process. One has to be aware that Rgy, can
become infinitely large at low pjf, therefore a minimum radius R,,;, has to be applied,
from which the dynamic cone starts applying. Here we choose R, = 1, and the other
two parameters are chosen as in the smooth cone in Chapter 5, €4y, = 0.075, ngy, = 1.
This means that the cone starts becoming dynamic only above My/\/e ~ 330 GeV.
Below this value, the dynamic isolation behaves effectively like the smooth cone
isolation but with Ry = 1 . Therefore, in general, the dynamic cone will be more
restrictive than the smooth cone, thus decreasing the cross section. This can be
observed in Figure 67, where the LO, NLO and NNLO cross sections are shown for
both isolation prescriptions.

The NLO, qqNNLO, NNLO and nNNLO K-factors are shown in Figure 68, where the
Z~ cross section has been calculated with both smooth and dynamic cone isolation
defined in Equation 112. Starting with the NLO case, we find that, especially at
low pY, the disagreement between the ZZ and Zv (smooth) K-factors is about
20%. However, there is a clear trend towards high p¥ , where the difference becomes
smaller. On the other hand, when using the dynamic cone, the difference stays below

3% across the whole p¥ range. At qqNNLO, we see again that the dynamic cone
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Figure 67: pY. distributions for Z7 production at LO (dotted), NLO (dashed) and
NNLO (solid) using smooth cone isolation (red) and dynamic cone
isolation (green). The bottom frame shows the ratio of the LO and
NNLO calculations to the NLO prediction.

keeps the difference between ZZ and Z~ K-factors below 3%. Once the gluon-gluon
contribution (NNLO) is included, the difference increases at low pY., but again it gets
reduced above p¥ ~ 330 GeV. Finally, at nNNLO the difference becomes greater at
low p¥., of about 10%, and below 5% at high pY..

It was decided not to include the dynamic cone in the study in Chapter 5 since
at nNNLO it does not significantly reduce the QCD uncertainty compared to the
smooth cone. If a dynamic cone was used instead, one should also consider taking
as an additional uncertainty the difference between the dynamic cone and smooth
cone K-factors, since the smooth cone prescription is known to be closer to the

experimental one.
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Appendix B

Limitations of sleptons analysis

One of the main reasons the last ATLAS analysis in [117] loses sensitivity for mass
splittings approximately below the W boson mass is because of the strong mTo and
Ejnf‘iss cuts applied, corresponding to > 100 and > 110, respectively. This can be
observed in Figure 69, where normalised distributions for both variables are shown.
Signal samples with Am(g, 92(1)) > myy have long tails in both distributions, whereas
the bulk of the Am = 50 GeV sample resides below the above mentioned cuts. The
analysis described in Chapter 6 tries to recover sensitivity in these more compressed

scenarios, by relaxing these selections.
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Figure 69: EM (left) and mro (right) normalised distributions for three representa-
tive backgrounds: V'V (purple), ¢ (brown) and Z + jets (green) and three

benchmark slepton signal samples (dashed) with m(¢) = 200 GeV and
different mass splittings Am = 50 (red), 100 (blue), 200 GeV (purple).
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Appendix C

Slepton analysis - mT9 variable

and choice of My

In this chapter it is described how the m, value was chosen in the calculation of m%"
First, since the endpoint of the m;nzx variable depends on the mass splitting between
the slepton and the lightest neutralino, we show in Figure 70 the endpoint for three
different choices of m, = 0,100,200 GeV. It is observed that, given a slepton mass,

the m%x endpoint increases when the mass splitting increases. And for a given mass

splitting, the m%x endpoint changes only by a few GeV across the slepton masses
range. We also see that, for higher m, choices, the endpoints tend to shift to lower
m%x values.

Now, to really see which choice of m, gives us the best sensitivity, Figure 71 depicts
the significance values for various slepton samples and different m, choices. Since
the main background is estimated from the DF channel in the SR, the statistical
uncertainty of these events are used to calculate the significance. The significance
is calculated per bin and then added in quadrature, emulating a multi-bin fit. We
see that mOTQ, m1T020 and m%%o give similar performance. Since there is no significant
difference between the three choices, m, = 100 GeV is chosen as the nominal value

for the analysis in Chapter 6.
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Figure 70: m%‘ endpoint for different mass splittings using different choices of the
trial mass m, = 0,100,200 GeV, as a function of m;.
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Appendix D

Selection optimisation slepton

search

To further motivate the selections performed during the optimisation, Figure 73 shows
normalised (to unity) distributions of the variables we cut on in the analysis.
Moreover, as explained in Chapter 6, the SRs have a strong cut in pfﬁ (pg,,1 > 140 GeV),

being a consequence of the F'

significance cut applied. To illustrate this, Figure 74
depicts the correlation between E%lisssigniﬁcance and the transverse momenta of the
leptons, shown for two signal models with Am = 30 GeV and all the backgrounds.
We can observe that applying a strong cut on E?isssigniﬁcance pushes png to high
values, while low values p% are still realised for the signal models.

To try to exploit this correlation, we also explored the possibility of having a 2-
dimensional cut in the Ejnlisssigniﬁcance — péT1 plane. To this end, we designed a linear
cut of the form png >m- E%lisssigniﬁcance + n, where m represents the slope and n
the constant term. The result of the scan is shown in Figure 75, where the cut that
gives the best significance corresponds to m = —100 GeV and n = 950 GeV. This cut
is then applied and the sensitivity in the whole m; — mgo plane is reevaluated. This is
shown if Figure 76. No significant improvement was obtained so the one dimensional
cut on p?l and E%lisssigniﬁcance was kept.

It was also explored whether lowering the E?isssigniﬁcance and pZT1 cuts depending

on the m1T020 range under study could improve the sensitivity. To this end, different

E%lisssigniﬁcance and QUZT1 cuts where chosen for a benchmark m}l%o cut of 130, obtaining

the best result with the nominal cuts. This is shown in Figure 77.
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Appendix E

Transfer factor method

The transfer factor method consists in calculating the ratio between SF and DF
events Rgpr/pr in a suitably defined control region, and then applying it to the DF
events in the SR. The predicted SF events in the SR can be then obtained as

N:éppected — Re « NDF
Ngipeted — R, x Npp (113)

Ng?)ecwd = Rsp/pr X Npr = (Re + Ry) X Npr,

where R, (R,,) is the ratio between the dielectron (dimuon) events and the DF events,
i.e. Re = Nee/Npr (R, = Nuu/Npr). All the identification, reconstruction and
trigger efficiencies are embedded in these transfer factors. The selection criteria of
the control region (CRSF/PF) defined to compute the transfer factors are summarised
in Table 28, where it can be observed that the orthogonality with the SR is realized

by inverting the cuts on cos@},. The main requirements of this region are: to be

Variable CRSF/DF—Ojet CRSF/DF—ljet
Njet—20 =0 =1
byjet—20 =0 0

NOS leptons =2 =2

ph > 140 GeV | > 100 GeV
Py > 20 GeV > 50 GeV
ENissgignificance > 7 > 7
peTé,boost > -

| cos 0}, > 0.5 > 0.5

Table 28: Selection criteria in CRSF/PF defined to estimate the transfer factors R,
and R, .

orthogonal to the SRs and to have a similar Ngp/pr ratio to that in the SR. The
Ngr/Npr comparison is shown in Table 29. We see that the transfer factors in
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‘ MC data
NSE/NSE(0-jet) | 0.979£0.031 | 0.97 £0.10
NZE/NSE(0-jet) | 0.91+0.08 -
NSGE/NSE(1-jet) | 0.938 £0.022 | 1.050 + 0.077
NSE/N3E(1-jet) | 0.978 +0.061 —

Table 29: Ratio between SF and DF events in CR®" and in the SR for the 0-jet and
1-jet channels for data and MC.

CRSF/PF and the SR agree within statistical uncertainties. The obtained transfer
factors R, and R, computed in CRSF/PF are reported in Table 30 for MC and
data. It can be observed that R, . agree within statistical uncertainties in data and
MC, except for R, (1-jet), where an upward fluctuation for data is found. Different
variables used in the analysis have been checked to see whether R, and R, have any
dependency. No such dependency was found.

Finally, the expected flavour symmetric background yields in the SR for the two
methods are reported in Table 31. It can be observed that both methods lead to
total yields which agree within 10%, which is the systematic uncertainty we apply to
the FS estimate.

‘ MC ‘ data
R, (O-jet) | 0.474+0.02 | 0.43 £0.05
R, (0-jet) | 0.514+0.02 | 0.52£0.08
R
R

. (Ijet) [ 0.46 £0.03 | 0.45+0.04
(1-jet) | 0.49 + 0.01 | 0.59 + 0.05

Table 30: Transfer factors R, and R, for MC and data in CRSF/PF The reported
uncertainties are only statistical.
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Method ‘ ee Events | pp Events Total

Eff. correction factors (0-j) | 37.3+£4.5 | 329£39 | 70.2+8.3
Transfer Factor (0-j) 36.9+7.1 | 30.5+5.1 | 67.45+12.3
Eff. correction factors (1-j) | 41.0£4.7 | 35.8 £4.1 | 76.8+8.7
Transfer Factor (1-j) 46.02£6.5 | 35.1+£5.1 | 81.9+£11.6

Table 31: Expected flavour symmetric background yields in the SR estimated using
the data DF events in the SR, as obtained with two different methods:
the x and « efficiency correction factors and the transfer factors R, and
R.. Fakes are not being subtracted from the DF sample. Only statistical
uncertainties are shown.
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Appendix F

Derivation of the efficiency

correction formula

Assuming that the number of a flavour-symmetric events in the ee and pup channels
will be twice the ones in the ey channel (flavour universality), the number of ee,uu
and ey events in a given region are, respectively,

_ reco _reco _trig
Nee =Ne e, Cege?,

_ reco _reco tri

Ny =Ne, e, %7, (114)
_ reco _.reco _.trig

Ney =2Ne, € Eeu s

reco and %9 correspond to the reconstruction and trigger efficiencies in a given

where €
channel (ee, pu, ep). To account for the differences in electron and muon efficiencies

we introduce a new quantity, x, defined as

reco trig

Nee — ero\| o
Now Equation 114 reads
1
Ny = §Ne#/<aoz,
1 1 (116)
Nee = §Ne,u Ea’
Eigiget'rig
where we have defined o = Tgw

en
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Appendix G

Data and Monte Carlo

distributions

G.1 Data-MC CReff
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Figure 78: Data and MC distributions of the relevant variables in this analysis, for
the ee channel and after the CRT cuts in Table 17 are applied. The

uncertainties shown are statistical only.
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Figure 79: Data and MC distributions of the relevant variables in this analysis, for
the gy channel and after the CR®® cuts in Table 17 are applied. The
uncertainties shown are statistical only.
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flavour symmetric background. Only statistical uncertainties are shown.
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flavour symmetric background. Only statistical uncertainties are shown.
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Figure 83: Data and MC distributions of the relevant variables in this analysis
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pure MC instead of the data-driven flavour symmetric estimate. Only
statistical uncertainties are shown.
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Appendix H

Flavour symmetric background in

CReff

In this chapter I show the data-MC agreement in CR®®, which corresponds to the
region where the efficiency correction factor k is calculated in Chapter 6. Some
important kinematic distributions are shown in Figure 85. In this figure, the “Flavour
symmetric” background contribution (light blue) is estimated with the data-driven
efficiency correction method described in Section 6.5. In both channels (ee and )
the agreement looks healthy in all the kinematic variables used in the analysis. The
dielectron channel is described better by the data, but potential mismodelling in CR®
could also be due to other backgrounds like Z+jets, due to its large contribution
in this region. In fact, the dimuon trend is also observed when using MC (see
Appendix G.1).
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Appendix I
Additional tables

This chapter shows additional information on the specific SM background yields in

the different regions used in the slepton search in Chapter 6.
e VR-Ojet per mi%Y bin in Table 32.
o VR-1jet per m%%o bin in Table 33.
e SR-Ojet per mi% bin in Table 34.

e SR-1jet per m1T020 bin in Table 35.

VR-Ojet - m&% € [100 — 105] [105 — 110] [110 — 115] [115 — 120] [120 — 125] [125 — 130] [130 — 140] [140 — o)
Observed events 42 17 16 17 17 26 27 19

MC exp. SM events 21.66 £ 10.5113.55 £+ 5.6723.56 + 6.4118.23 + 5.6925.52 + 6.0920.86 + 6.6842.20 £ 9.6419.86 £ 5.81

MC exp. other events — 0.0019:90 0.06 £0.02 0.00 £ 0.00 0.05 % 0.03 0.00 £ 0.00 0.05 = 0.05 0.00 % 0.00
MC exp. VVV events 0.01F9-%% 0.00 +0.00 0.01 £0.01 0.00£0.00 0.01F0-%! 0.01+£0.01 0.01+0.00 0.01 % 0.00
MC exp. ZZ events 0.00 £ 0.00 0.45 £ 0.18 1.68 % 0.43 0.00 £ 0.00 0.00 £ 0.00 0.00 £ 0.00 1.32 % 0.24 0.61 £ 0.15
MC exp. Zjets events 0.00 £ 0.00 0.00 £ 0.00 0.00 % 0.00 0.00 £ 0.00 0.00 £0.00 1.087382 3.76%3-2% 1507228
MC exp. flavSym events 16.43 £ 8.1913.10 % 5.4917.33 & 4.8718.18 & 5.6725.46 £ 6.0819.77 & 5.5437.06 + 7.8117.74 + 4.86
MC exp. FNP events 5.23 £ 3.32 0.00 £ 0.00 4.48 £1.50 0.0575:9% 0.00 £ 0.00 0.00 + 0.00 0.00 £ 0.00 0.00 = 0.00

Table 32: Expected and observed yields in the VR-0jet. The uncertainties on the
SM background combine systematic and statistical uncertainties.
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VR-ljet - mt% € [100 — 105] [105 —110]  [110 — 115] [115 — 120] [120 — 125] [125 — 130] [130 — 140] [140 — o)

Observed events 115 111 115 80 55 15 14 5

MC exp. SM events 141.84 % 31.7492.24 & 21.55107.75 £ 24.5468.20 %+ 13.1147.79 & 10.1222.01 £ 7.4610.88 + 5.26 3.401557

MC exp. other events 1.03+0.36 1.95+0.37 0.97+£0.26 1.84+1.25 0.46+0.36 0.18 £0.12 0.0379-0% 0.1070-19
MC exp. VVV events ~ 0.0240.01 0.02£0.00 0.0140.00 0.01+0.00 0.010.00 0.00 % 0.00 —0.00 % 0.00
MC exp. ZZ events 0.00 £ 0.00 0.0040.00 1.97£0.31 0.00%0.00 0.00 £ 0.00 0.00 = 0.00 1.39 & 0.430.00 & 0.00
MC exp. Zjets events 19.98 £6.73 0.00 £ 0.00 15.33 £14.49 1207557 0.00 £0.00 1.15 £0.38 0.09758%0.00 + 0.00
flavSym events 109.85 + 23.8080.96 + 19.21 78.86 & 15.7459.24 £ 11.16 42.26 + 8.5618.47 + 5.43 9.36 £ 3.03 3.3013 35
MC exp. FNP events 10.95712°3% 9.32+£6.16 10.61+4.10 5.91+2.00 5.06+3.83 2.22%59 0.00 £ 0.000.00 + 0.00

Table 33: Expected and observed yields in the VR-1jet. The uncertainties on the
SM background combine systematic and statistical uncertainties.

miP € [100,105]  [105,110] [110,115]  [115,120] [120,125] [125,130]  [130,140]  [140, c0)
Observed events 13 6 6 3 6 1 16 7

MC exp. SM events 15.90 + 6.25 3.00 = 3.00 9.47 +4.91 11.53 +4.92 8.90 + 4.47 7.87 +4.11 18.15 £ 6.05 9.34 £ 4.38

MC exp. other events  0.0370:98 0.00£0.00 0.03735% 0.00+0.00 0.00+0.00 0.0113%% 0.05+3-9% 0.00 +0.00

—0.03 —0.03 .01 —0.05
MC exp. VVV events 0.01 % 0.00 0.00 % 0.00 — 0.00£0.00 0.0083-97 0.00%0-02  0.00 £ 0.00 0.00 £ 0.00
MC exp. ZZ events  0.64+0.37 0.01703% 0017001 150+ 1.47 0.01703F 0.01F00%  0.011001 2098 +2.27
B « +0.03 +0.38 +2.15 +0.03 +0.35 +0.38 +0.16 +0.03
MC exp. Zjets events  0.0170-903  0.01F703% 1107215 0.01F503 0.0175 5 0.07755%  0.03T5 (5 0.017503
flavSym events 6.58 £ 3.58 2.97 +£2.77 7.54+3.99 8.62+4.18 8.87 +4.33 7.77 £4.07 15.96 + 5.35 6.35 + 3.74
MC exp. FNP events 8.63+4.84 0.01703% 07870198 130+1.21 0017331 0.01739% 2107278 0.01+0.01

Table 34: Event yields in the 0-jet SR in each mlTOQO bin. The uncertainty includes
both statistical and systematic contributions.

mi%0 € [100,105]  [105,110]  [110,115]  [115,120] [120,125] [125,130] [130, 140] [140, oo
Observed events 27 16 24 3 5 5 2 0

MC exp. SM events 11.70 £ 6.09 16.64 + 5.66 14.35 = 6.48 20.34 £ 5.88 5.58 + 4.08 6.91 4 3.89 4.62 + 3.32 2401’3&3

+0.05 +0.21 +0.02 +0.54 +0.06
MC exp. other events 0.00+0.00 0.02F0-05 014702} 0.23+0.21 0017393 0.03755% 0.0579:3% 0.00+0.00
MC exp. VVV events 0.01£0.01  0.007300 - 0.017501 — 0.00 £ 0.00 — 0.00 % 0.00
+0.12 +0.01 +1.15 +0.18 +0.30 +0.25
MC exp. ZZ events  2.02 i;ig 0.051?_22 0'0112'84{ 0.01 iggﬁl 0'9818'33 0‘0118'% 0'2418'?,1‘ 0.2218_?’%
MC exp. Zjets events  1.65735%  0.537033  2.28753%  0.01782% 0187097 0.01700% 0.007005 0.027037
flavSym events 6.20 £4.71 16.04+ 5.42 11.90 £ 4.64 17.78 £ 5.51 4.40 £ 3.84 6.85+3.74 4.23+3.25 2157510
< +0.03 +0.02 +0.01 +0.18 +0.01 +0.01
MC exp. FNP events 1.81+1.13 0.01170:9% 0017087 231+1.83 001738 0.0175(% 0.0179%] 0.01750]

Table 35: Event yields in the 1-jet SR in each mi% bin. The uncertainty includes
both statistical and systematic contributions.
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Appendix J

Upper limits

Hypothesis tests

For a given observed data, it is crucial to be able to discriminate between two
or more hypotheses, e.g., if the events contain only background or they contain
background plus new physics signal. Suppose that two hypotheses are present, the
null hypothesis Hy and the alternative hypothesis Hi, and that the observed data
consists of the measurement of a number of n variables x = (z1, ..., z,,) randomly
distributed according to some probability density function. A measurement on how
compatible the observed data is with Hy (or Hyp) is given by the test statistic ¢, which
is the value of a function of the measured sample x, ¢t = ¢(x). If the number of
observed events is adopted as test statistic, it is referred to as an event counting
experiment.

A likelihood function is built for a set of observations (x3,...,Xxn), with a set of

(nuisance) parameters 6,

N —v(6) N
L1, i 0) = Poiss [ £i0) = < PO T pen), 1)
=1

N!
i=1
where the Poiss corresponds to a Poissonian factor corresponding to the probability of
observing N events, being v the expected number of events, and f are the probability
density functions (PDFs). It is then desired to discriminate between the background-
only hypothesis Hy (v = b) and the signal (s) + background (b) hypothesis H;
(v = us + b), where the signal is scaled by u, called signal strength (a value of p =0
corresponds to a pure background distribution). The ratio of the likelihood function®
evaluated under the hypotheses Hy (Ls4p) and Ho (Lp)

o £s+b<x; K, 9)

Alp) = T L(x0) (118)

'Different definitions of the likelihood ratio can be used for hypothesis testing, see [144].

179



defines the test statistic t, = —2In A(x), which can be used as a measurement of the
discrepancy between the data and a given hypothesis. With a single parameter of
interest u, if ¢, is plotted as a function of u, the presence of a minimum at = /i

could indicate the existence of a signal with signal strength fi.

The p-value

In order to claim a discovery given an observed data, it is required to determine whether
the data sample is sufficiently inconsistent with the hypothesis that only background
is present. In an event counting experiment, the probability p of counting a number
of events greater or equal to the observed one in the case that the background-only
hypothesis is true, is called p-value?. From the definition of p-value, the measurement
of the inconsistency of the observed data with the background-only hypothesis is

given by the significance (Z). The translation from p-value to significance is given by

>~ 1 2 1 Z
_ - —z/2 _ = - al
P _/ 5 e dr = 5 [1 erf(\/§>] . (119)

In particle physics, it is usually referred to as observation of the signal under investi-
gation if the significance is at least 30 (Z = 3). A discovery of the signal is claimed
when the significance reaches 50 (Z = 5). In order to exclude a signal hypothesis, a p-

value below 0.05 is required (i.e., 95% confidence level), which corresponds to Z = 1.64.

The CL, method

In the absence of any significant event excess in the observed data, upper limits
and/or exclusion limits can be set on any signal model. To do so, two p-values are
defined

>/l

CLerb(H)
CLy(0)

Perb()‘( )
Py(A(0) <

1),

120
=0). (120)

<
A

which correspond to the signal+background and background-only hypothesis, respec-
tively, for an observed A = A. From these p-values, the CL, method [145] is defined

as
CLs-i—b(e)

CLy(0) = oy

(121)

2The largest p-value corresponds to the scenario that is more compatible with data.
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The 95% confidence level (CL) limit on the signal strength p is found by adjusting p
until CLg(x) = 0.05. The procedure can be repeated for different signal parameter
assumptions (e.g. varying the mass of the signal) and a given model is excluded at
95% CL for a particular mass if ¢£(95% CL) < 1. Usually, due to their complexity,
CLgyp and CLy, are not obtained analytically and are determined numerically using
randomly generated pseudo-experiments (toy Monte Carlo). The values of CLg
and CL;, are the fraction of generated pseudo-experiments with A(6) < A, assuming
the presence of signal+background and background only, respectively. Since large
amounts of pseudo-experiments can be computationally expensive, for large statistics
asymptotic formulae are used as an approximation [144]. An example of test statistic

distributions using toy Monte Carlo is illustrated in Figure 86.

Modified frequentist approach

——— SB toy datasets

B toy datasets

0.05

= test statistics on data

0.04

0.03

0.02

0.01

-IIIIIIIIIIIIIIIIINI{IIIIII

| L |
0 20 40
test statistics

Figure 86: Example distribution of the test statistic £, = —2In A for the background-
only hypothesis (red) and signal-+background hypothesis (blue). The
black line corresponds to the test statistic measured in data. The
hatched areas correspond to 1—CLy (red) and CLgsy, (blue). Figure
taken from [160, 161].
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