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Abstract: Quantum state processing is one of the main tools of quantum technologies. While real
systems are complicated and/or may be driven by non-ideal control, they may nevertheless exhibit
simple dynamics approximately confined to a low-energy Hilbert subspace. Adiabatic elimination is
the simplest approximation scheme allowing us to derive in certain cases an effective Hamiltonian
operating in a low-dimensional Hilbert subspace. However, these approximations may present
ambiguities and difficulties, hindering a systematic improvement of their accuracy in larger and
larger systems. Here, we use the Magnus expansion as a systematic tool to derive ambiguity-free
effective Hamiltonians. We show that the validity of the approximations ultimately leverages only
on a proper coarse-graining in time of the exact dynamics. We validate the accuracy of the obtained
effective Hamiltonians with suitably tailored fidelities of quantum operations.

Keywords: low-energy Hamiltonian; leakage; adiabatic elimination

1. Introduction

In the last decade, research in quantum physics is experiencing a second quantum
revolution [1,2]. Huge efforts have been and are being made in developing and engineering
quantum hardware and control [3], allowing novel quantum tasks to be performed in
computation [4], communication [5,6], and sensing [7,8]. When dealing with real-life
quantum hardware, one possibly has to take into account the presence of states that are
not populated during the dynamics but still affect it via virtual processes. They form a
subspace whose dimensions may become exponentially large with the size of the system,
and they may produce various phenomena from the renormalization of coupling constants
to leakage [9] from the relevant “computational” Hilbert subspace. These non-relevant
sectors can be removed or “sterilized” if an effective Hamiltonian H,g is determined that
describes the same dynamics of the original H for relevant cases, and it is of course much
simpler than the original one. Effective models are key tools in the study of complex
quantum systems [10] since a simpler Hamiltonian [11] may allow for analytical solutions
or for faster convergence of numerical calculations [12].

Adiabatic elimination (AE) is perhaps the simplest and still successful state-based
method to determine Heg, eliminating states that are mostly not populated from the
dynamics. However, this approach presents ambiguities and limitations (see Section 3.1)
pointed out, for instance, in Refs. [13,14], where they have been tackled using various
techniques such as Green’s functional formalism [13] and exploiting Markov approximation
in a Lippman-Schwinger approach [14]. A canonical Hamiltonian-based method for
computing low-energy effective Hamiltonians relies on the Schrieffer-Wolff transformation
technique [15,16], i.e., searching for a suitable unitary transformation that approximately
decouples the relevant and the non-relevant subspaces.

Here, we propose a derivation of an effective coarse-grained Hamiltonian, which is
naturally free from the ambiguities and limitations mentioned above. The method is based
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on the Magnus expansion (ME), which expresses the solution of a differential equation
in an exponential form [12,17]. Applied to the time-evolution operator U in a suitable
coarse-graining time 7, it yields an approximation whose logarithm gives an effective
Hamiltonian. In general, the result depends on T which must be chosen, if possible, in
a proper way depending on the values of the system parameters and the significance of
the relevant dynamics obtained a posteriori. As a benchmark, we apply the method to a
three-level system in Lambda configuration. We discuss the systematic improvement of the
approximation and compare it with other strategies. We check the validity of the results by
using various figures of merit, the long-time fidelity of quantum evolution being the most
informative one.

2. Methods
2.1. Effective Hamiltonian by the Magnus Expansion

The Magnus expansion is a mathematical tool that allows one to express the solution
of a differential equation in an exponential form. We apply that to the time-evolution
operator U(t,ty) of a quantum system that solves the Schrodinger equation U(t, ty) =
—i H(t) U(t, tp) for initial condition U(ty,tp) = 1. The Magnus expansion allows us to
write the logarithm of U(t, ty) as a series, or, likewise,

U(t ty) = e Lifiltto)

The two lowest-order terms of the expansion are given by (7 = 1)

F = t ds H(s),
o )

L dsydsy [H(s1), H(s2)]

S
2 2 to Jto

with s; > sp. The term F, yields the so-called average Hamiltonian [18], while F, provides
already an excellent approximation in most cases. Higher-order terms involve time-ordered
integrals of higher-order nested commutators [12,17,19] and are reported in Appendix A.1.

Coarse-graining of the dynamics is operated by first splitting the evolution operator
into time slices T = (t — to) /N

Ut to) =TTu(t + 5.4 —5) = T1u;
] ]

Then we consider the ME in the j-th sub-interval and truncate the series at a given

order n

. v T T

1 an] 1 lel(t] + E,tj - E) = Heff(fj|T)T

i=

obtaining an effective Hamiltonian (for a brief discussion about convergence, see
Appendix A.2). The structure of the ME suggests that accuracy is related to the smallness
of the commutator [H(t), H(#')] at different times, and it may be increased by choosing
a small enough 7. At the same time, if a T that is large enough can be chosen, then the
fast dynamics in the integrals defining F; is averaged out. When successful, this procedure
defines a coarse-grained Hamiltonian Hg(t;) whose explicit dependence on T can be
neglected. We finally obtain the approximate time-evolution operator as

TH o (t ot
Ut to) = [ Je™ et ()T TeXP{ - i/t ds Heff(s)} =: Ue(t, to)
]' 0
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2.2. Validation of the Effective Hamiltonian

Our main goal is to find a relatively simple He¢ that accurately describes the dynamics
in a suitable “relevant” subspace. The dynamics taken outside this subspace is not im-
portant, so Heg needs not to be accurate there. Since we are interested in the dynamics,
it is natural to compare the exact population histories and coherences for the low-energy
dynamics with those obtained with Heg.

More compact and effective quantifiers can be defined by adapting to our standard
problem metrics for operators in the Hilbert space, as the operatorial spectral norm or
trace norm [20-25]. We anticipate that the effective Hamiltonian we will derive has a
block diagonal structure, Hegr = Py Hoge Py + (1 — Py) Hee (1 — Py), where the projection
operator Py defines the relevant subspace. Since [Hegf, Py] = 0 both the relevant subspace
and its orthogonal complement are invariant under the effective dynamics. Then a suitable
quantifier is defined as a fidelity

F= Iﬁlp[l)?{ | (9o |U Uege|1p0) \2} @

where |(g) = Py|tpp) is a vector belonging to the relevant subspace. This subspace fidelity
can be smaller than one, either because H, is not accurate in describing the dynamics in
the relevant subspace or because the exact dynamics determines leakage from the relevant
subspace, with probability L = (ypo|U" () [1 — Po] U(t)|4o). Therefore, we could define
another figure of merit characterizing procedures where leakage from the subspace has
been excluded by post-selection

p [ (wolut Ry o] U U] o) 2
F _ﬁ?pgl{"il—L Ue| o) —ﬁ?,,;?{ 11 } ®)

which is the subspace fidelity between the effective dynamics and the post-selected vector.

The impact of leakage will be quantified by approximating F’ ~ F, := F + L,,, where
L, is the probability of leakage evaluated for the initial state that enters the minimization
determining F in Equation (2). This approximation is justified if both the infidelity and
the leakage are small, I :=1— F < 1and L < 1, and arguing that while F,, is not a lower
bound as F’ in Equation (3), the worst-case error may be a significant overestimate for
many initial states [20,21].

3. Application to Adiabatic Elimination

We now apply the procedure outlined to a three-level system in Lambda configuration
modelled by the Hamiltonian

B = —210)0] + 311+ 8j2)2] + 5 ¥ [0 2l +hel @
k=0,1

which describes a quantum network with on-site energies (£6/2,A/2) and tunnelling
amplitudes ) (see Figure 1a). The same Hamiltonian provides the standard description in
a rotating frame of a three-level atom driven by two near-resonant corotating semiclassical
AC electromagnetic fields. In this case, () values represent the amplitudes of the fields
while the single-photon detunings between the atomic level splitting E; — E; quasi-resonant
with the frequencies wy of the fields, éy := E; — Eg — wp and J7 := Ey — E; — w1, enter the
diagonal elements as d := d, — 61 and A = (p + J1) /2. This model describes several three-
level coherent phenomena used in quantum protocols from Raman oscillations [26,27],
stimulated Raman adiabatic passage [28-30], and hybrid schemes [30,31].

The dynamics is governed by the Schrodinger equation i ¢;(t) = 212:0 (i|H|j) cj(t) for
i,j = 0,1, 2. The system is prepared in the subspace spanned by the two lowest energy
states, i.e., [1pg) = ¢|0) + c1]|1), which is defined as the “relevant” subspace. We want to
understand under which conditions the dynamics is confined to the relevant subspace, and
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to determine a Hamiltonian operator Heg whose projection onto this subspace effectively
generates the confined dynamics.

3.1. Adiabatic Elimination: Ambiguities and Limitations

AE offers a simple and handy solution to this problem [26]. The standard proce-
dure [13,14,26] relies on the observation that if A > §, || for k = 0,1, transitions from the
lowest energy doublet and the state |2) are suppressed. Then, assuming that ¢, (t) can be
neglected in the Schrodinger equation, we find ¢; = — % co — % c1. Substituting in the
equations for {co, c;} we obtain an effective two-level problem id¢|¢) = Heg|p) where

A

Ao = —(g — o) lo)0] + (g +51) 1)1 + (%|1><0| +he)

where Sy = —|(%|?/(4A), k = 0, 1 are energy shifts and Q = —QyQ;/(24) is the
normalized coupling. Since H is defined in the relevant subspace, the state |2) is not
involved in the problem anymore. This procedure may be generalized to d > 3-level
systems yielding an effective Hamiltonian in an n < d-dimensional relevant subspace.

It has been pointed out in the literature [13,14] that standard AE suffers from a number
of ambiguities and limitations, which we summarize here.

1. Ifweadd to H a term #1 that is an irrelevant uniform shift of all the energy levels, the
procedure yields an Heg that depends on # in a non-trivial way. Thus, the procedure
is affected by a gauge ambiguity. By comparing the exact numerical result with an
analytic approximation based on the resolvent method a "best choice", 7 = 0 has been
proposed [13].

2. AE completely disregards the state |2). However, although apparently confining the
dynamics to the relevant subspace, the procedure yields that c;(t) # 0 and depend
on time. Thus, on the one hand, the approximation misses leakage to |2); on the
other, it does not guarantee that the normalization of states of the relevant subspace
is conserved. In Ref. [14], the problem of normalization is overcome by writing
separated differential equations in the relevant and in non-relevant subspaces.

3. The residual population in |2) as given by the approximate |c;(#)|? may undergo very
fast oscillations with angular frequency ~ A. This is not consistent with the initial
assumption that ¢; ~ 0. In Ref. [14], the assumption is supported by arguing that it
holds at the coarse-grained level, which averages out the dynamics at time-scales of
~ A~ or faster.

4.  Standard AE is not a reliable approximation for larger two-photon detunings or larger
external pulses, and it is not clear how to systematically improve its validity.

We will show how the methodology outlined in Section 2.1 yields an effective formula-
tion that overcomes the whole criticism above, leveraging only on coarse-graining of the
dynamics.

3.2. Magnus Expansion in the Regime of Large Detunings

We now turn to coarse-graining via the ME. Keeping in mind the regime where
A > || we first transform the Hamiltonian Equation (4) to the interaction picture,

*

- (@) . OF . .
H(t) = U} (H— Hy) Uy = 70 0)(2| e~ (A+e/2)t 4 - 12| e (A=0/Dt L e,

where Uy (t) := e~iHot and Hy is the diagonal part of H. The first two terms of the ME in
Equation (1) are evaluated using the integrals reported in the Appendix B
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H(Eflf)(t) _ Je—z(AM/z)tSinC((A+g/2)T) 10)(2]+

2
QF A . A—5/2
4+ 2l eia ‘S/z)tsmc<7( 5 )T) [1%2| + h.c.

N
—

- @) ,
AL (1) = Sol0)0] + Si1)(1] — (So -+ SI2)2] + 5 [1)0}e™ + he.

where the coefficients are given by

_ | |? . (A+(=1)k5/2
%= LA (-2 |1 = sine (25527, ©)
A QoY A 0T s AT
O=-— 2 (M= ot/a) {sch — sch}, 6)
for k = 0,1. The first-order H e(}f) is an averaged version of H. The second-order I:Igf)

contains shifts of the diagonal entries and an off-diagonal term coupling directly |0) and
|1). At this order, that state |2) is energy-shifted but not coupled to other states.

(b)
1.0 7 7 ~N ~
\ /// \\\\ /;/ \:\ //// \\ \ //
1\ V4 \ // \ 7y, \\\ / //
(a) 0.8 \ N/ N W
@ 12)  w \ W /) N7 NV
Q 2 5 51 S \ \\ \¥ N7
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Figure 1. (a) The three-level model Equation (4) describes, for instance, electronic levels confined
in quantum dots () (on the left), representing tunnelling amplitudes and ¢; gate voltages to the
ground; alternatively, it is the Hamiltonian in a rotating frame of a three-level atom (on the right)

driven in A configuration, () and J; being amplitudes and detunings of the external fields. (b—d)
Comparison between exact dynamics and effective dynamics obtained by ME (magenta) and standard
AE (blue) for the parameters values § = 0.3A, Oy = 0.3 A and ()3 = 0.5A. (b) Population histories
| (90U (1) 90) ? (curve starting from 1), | (1 U;(1) o) [ (starting from 0) and | (2]UL; (1) o) ? (grey
dashed). The smooth grey lines refer to the exact evolution. (c) The two-level fidelity F Equation (2) at
larger times. The black line refers to values of (4, () four times smaller. (d) The fidelity for protocols

with post-selection Fj, = F + Ly,.
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We now focus on the regime A > 6, |();| where we can choose a coarse-graining time
such that 271/A < T < 271/6. Then all the sinc(x) functions appearing in the terms of
(1)

Hegf above are nearly vanishing except for sinc(67/2) ~ 1. As a result first-order H, (t)

averages out while the coefficients of I:Igf) (t) become
|O%|? ~ QY A
S =— ;o Q=— 7
T (At (—1)k/2) 2 (AT—6%/4) @
Transforming back to the laboratory frame, we finally obtain
0 )
Heft = — { 5 =50 ) I0)0[ + { 5 + 51 ) [1}1[ + (A = So — 51)[2)(2[ +
QO
t 5 |1)(0] + h.c. 8)

Before discussing the results in detail, we make some general comments. As antic-
ipated, we obtain a block-diagonal effective Hamiltonian. In the relevant subspace, it is
similar to the result of standard AE. Concerning the criticism of the standard AE mentioned
in Section 3, we first observe that our result is not affected by the gauge ambiguity emerging
for H — H + 51, where the “best choice” rule # = 0 of Ref. [13] is set naturally. Indeed,
the uniform shift only changes trivially Uy and does not enter H where only level splittings
appear. Secondly, the state |2) is not eliminated but the block diagonal structure consistently
preserves normalization in each subspace. Thus, there is no need to assume that ¢, = 0.
Rather, Equation (8) may also describe three-level dynamics where all coherences oscillate.
Finally, the ME obviously allows for systematic improvement in the result of AE, which,
moreover, can be extended significantly, as we will argue in the next sections.

While for 6 = 0 our Hg is identical to the “best choice” result of the standard AE,
differences emerge for 6 # 0. Anticipating the quantitative analysis of Section 3.2.1, we
here point out that our Heg reproduces correctly the shifts S; as given by second-order
perturbation theory (If H describes a three-level atom under the action of corotating external
fields Sy are the perturbative Stark shifts), including the correct shift of the “eliminated”
state |2). This feature is important for three-level of quantum operations, and an example
will be discussed later.

Coming back to coarse-graining, there is still another time scale to take into account.
The solution may describe Raman oscillations of the populations in the relevant subspace
with a period ~ 271/|Q)|. Thus, T must be chosen that is small enough not to average
out this dynamics while operating coarse-graining, which implies that A > max(é, |Q)|).
In particular, for small §, we need A >> |Q), implying that |y Q;]/(2A?) < 1. Hence,
in order for the approximation to work, we do not need both amplitudes () to be small
separately, provided their product is small. Notice, finally, that if J increases, say § >>
|Q}], but we still may choose the coarse-graining time as T > max (271/A,27/6), then
Equation (6) yields Q) ~ 0. Differently from the standard AE, the three-level Hg resulting
by ME correctly decreases in this limit to the diagonal energy-shifted form obtained by
perturbation theory.

3.2.1. Comparison of the Results at the Second-Order Level

Besides overcoming the criticism raised to the standard AE, the ME approach gives
a good approximation already at the second-order level even when |y Q1]/(2 A?) is not
very small. We here discuss the case § # 0 where results of the second-order ME differ
from those obtained by standard AE. We first look at the population histories considering
the dynamics from an initial state of the relevant subspace |iy) = cos %/|0> + sin %/ |1) with
6’ = 6 + Z. For the curves in Figure 1b, the mixing angle 6’ is chosen such that |¢) is
an eigenstate of an observable orthogonal to the effective Hamiltonian of the standard
AE according to the Hilbert-Schmidt inner product defined in the Liouville vector space
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associated with the two-dimensional relevant subspace. In other words, if the effective
AE Hamiltonian is proportional to a Pauli spin matrix forming an angle 6 with ¢, then we
take a state with Bloch vector forming an angle 6’ = 6 + 7t/2. This choice is expected to
nearly maximize the differences between the various cases.

Figure 1b shows that coarse-graining by ME yields population histories that better
approximate the exact dynamics in the relevant subspace. Notice that the discrepancy
between ME and standard AE is very significant since it indicates a systematic error in
the energies that accumulate over time. This clearly emerges from the fidelities F defined
in Equation (2) and shown in Figure 1c where the minimization has been performed
numerically. Indeed, F becomes small for the standard AE, while the discrepancies between
the ME result and the exact dynamics have a much smaller impact than what appears from
the population histories. Actually, infidelity for the ME result is almost entirely due to
leakage from the relevant subspace. These latter errors seem not to accumulate over time
(magenta curve), as confirmed by the corresponding curve in Figure 1d, which shows that
leakage errors can be corrected by post-selection. The residual error in the phase of the ME
curves is remarkably small despite the exceedingly large value of /|00 Q1]/(2A%) = 0.27
we used, and it is correctable by extending the analysis to the fourth order as we will
show in the next section. Errors due to leakage in Figure 1c almost disappear for values
V1Qo 1]/ (2A%) < 0.1 (black curve in Figure 1c), and smaller values are even routinely
used for control of solid-state artificial atoms. It is anyhow remarkable how accurate
the ME coarse-grained second-order Heg is in describing the protocol supplemented by
post-selection for values of § and ) much beyond the perturbative regime.

3.2.2. Higher-Order Effective Hamiltonian

We now exploit the systematic improvement of the approximation. For the sake
of simplicity, we will consider 4 = 0. In this case, the exact eigenvalues can be cal-
culated analytically, with the two splittings €;; := €; — €; being €19 = 2(V1+4x-1)
and €21 = 5 (v/1+4x +1), where x := (|Q[% + [Q1]?) /(4 A?). The second-order Heg in
Equation (8) reproduces the lowest-order expansion, €19g/A ~ x and €31 /A ~ 1+ x, and we
now evaluate higher-order terms. Due to the algebra of the operators (see Appendix A.3),

the important property holds that terms of odd orders have the same structure as Izlgf),

while at even orders they have the structure of I:Iéfzf) In particular, the third-order term in

the laboratory frame reduces to

HY = (1) x (|2><0|(;° + 2><1|21> +he
where a(7) = 1+ 1 sinc54%[1 — 8 cos(AT/2)] up to an irrelevant factor of modulus one
depending on the detailed coarse-graining procedure (see Appendix B).

After coarse-graining over a time 7 >> 2 71/A we are left with a(7) ~ 1. The resulting
term triggers transitions between the relevant and the not relevant subspaces. While Hg’f)
is ~ x3/2, being off-diagonal contributes at order x* to the correction of the splittings, as
can be shown by ordinary non-degenerate perturbation theory.

We turn to the fourth order of the ME, whose full expression is reported in Appendix B.
After coarse-graining, the contribution to the effective Hamiltonian in the laboratory frame
reduces to

1,
HY) = 5571000 + s 1)) + (A — 857 — si¥)[2)2] + 5 QW0 +he] )
where S]£4) = x |%?/(4A) and Q@ = x )y Q;/(2A). This term reproduces the expan-

sion of the exact splitting up to order x2, providing a more relevant correction to Hgf)
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Equation (8) than the third-order HS) Therefore, we can neglect this latter term and
approximate Heyg ~ Hgf) + H‘E?).

The above effective Hamiltonian reproduces both the exact energy splittings to order
x2. Being block-diagonal, it admits no leakage. We may wonder if including Hgf) may
yield useful information on leakage, but the answer is negative. Indeed, we checked that
its impact on population histories is small. In particular, the ME yields a coarse-grained
version of the population in |2), which is much smaller than the exact one, since this latter

oscillates on a time scale of ~ 27t/ A.

3.2.3. Validation of the Results at Fourth-Order

We now validate our result using the same quantifiers as in Section 3.2.1. Population
histories are shown in Figure 2 for two different sets of parameters. It is seen that the
fourth-order ME (black dashed line) yields a coarse-grained version of the exact result
(full grey line), which is accurate in reproducing the Raman oscillations between levels
of the relevant subspace. On the contrary, the second-order ME (dashed magenta line)
clearly shows a discrepancy in the oscillation frequency. This error appears clearly in
the long-time fidelity F, shown in Figure 3a,b, and the fidelity of post-selected protocols,
shown in Figure 3c,d. In the same figures, we also compare the fourth-order ME with
the approximation scheme proposed in Ref. [14] (green curves), and the two approaches
are seen to coincide. Therefore, the ME provides a systematic approximation scheme,
overcoming the last point of the criticism to standard AE mentioned in Section 3.1.

(a) (b)

Qp=0.3A, Q; =0.5A

1.0 1
0.8 -
0.6 -
0.4 -

Populations

0.2 4

0.0 EAOAANNNANRLS

Figure 2. (a,b) Population histories | (1pg|U;(t)|1p0)|? (curve starting from 1), | (1 |U;(t)|4o)|? (starting
from 0), and |(2|U;(t)|4o) |? (grey dashed) for § = 0. We compare for the exact dynamics (grey curves)
and the higher-order approximate effective dynamics obtained by the second-order (magenta dashed)
and fourth-order (black dashed) ME. This latter coincides with the first-order Markov approximation
of Ref. [14] (light green curve).

In particular for the symmetric choice |Qg| = |Q;| = 0.3 A (Figure 3a,c) the fourth-
order fidelity oscillates between one and 0.8 (black dashed curve), whereas the second-order
result (magenta dashed curve) decays to lower values because the error in frequencies
accumulates in time. The same behaviour is obtained for the asymmetric configuration
of the drive amplitudes shown in Figure 3b,d. For these time scales, the error in the
fourth-order F in Figure 3a,b does not accumulate in time, and Figure 3¢c,d show that it is
entirely due to leakage since it can be corrected by post-selection. Again, we notice that
in Figures 2 and 3, we used parameters with values far beyond the perturbative regime
to magnify the errors. Still, errors are not so large, and in particular, they are remarkably
small for the post-selected dynamics. As in Figure 1c, errors due to leakage in Figure 3b
(black curve) almost disappear already for values /|Q Q1|/ (2 A%?) < 0.1.
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Figure 3. (a,b) Subspace fidelities F for the parameters indicated. The curves refer to the second-order
ME (magenta) and to the fourth-order ME (black dashed), which practically coincides with the
Lippmann-Schwinger approach in Markov approximation of Ref. [14] (green line). The second-order
ME is affected by phase errors accumulating in time, whereas the error in the other two curves does
not accumulate since it is due to leakage. In this latter case, F is still large, considering the values
of the parameters are well beyond the perturbative regime. The black solid line in panel (b) refers
to values of (J,()) that are four times smaller, and the leakage error also disappears. (c,d) The
fidelity for protocols with post-selection F}, = F + Ly,. The fourth-order ME (black dashed) and the
approximation of Ref. [14] (green line) are remarkably accurate also for values of the parameters well
beyond the perturbative regime.

Finally, we stress the agreement of the ME result with the results of the approach of
Ref. [14]. This latter achieves a high-level accuracy using an iterated Lippmann-Schwinger
equation in a special gauge defining the interaction picture and supplementing the problem
by an ad hoc assumption of Markovianity of the dynamics. Our approach based on the ME
shows that the correct result only leverages coarse-graining.

4. Discussion and Conclusions

We introduced a technique based on the Magnus expansion that allows deriving a
coarse-grained effective Hamiltonian and yielding a simplified model for the low-energy
dynamics of the system. We applied the technique to the problem of the three-level lambda
system clarifying ambiguities and inconsistencies of standard AE, which have been raised
in the literature [13,14].

Results from ME accurately interpolate all the limiting cases obtained by standard
approximations. For instance, the second-order ME yields a result reducing to the usual
AE for 6 < |Q| but reproducing the perturbative Stark shifts for § > |Q|. Moreover,
the accuracy of the ME can be systematically increased, reaching a full agreement with
other accurate approximation schemes such as the one developed in Ref. [14]. Since the
ME-based approximation we propose only relies on coarse-graining, this latter is identified
as the key ingredient underlying all the approximations.
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Coarse-grained approximations yield effective Hamiltonians that accurately reproduce
the dynamics in the relevant subspace for a wide range of parameters, much beyond the
perturbation regime. In particular, the accuracy achieved for protocols supplemented by
post-selection is is remarkably large. It would be interesting to complement our approach
with improved convergence methods as the Magnus—Taylor expansion method [32] de-
veloped for the stroboscopic dynamics of two-state systems to understand whether an
eternal [33,34] effective Hamiltonian can be determined.

Notice that the ME approach we described yields a block-diagonal effective Hamilto-
nian that does not cancel the not-relevant subspace but treats it consistently. In particular,
for the Lambda system, we obtain the correct perturbative energy shift for the level |2).
This result allows non-trivial applications to problems involving multiphoton processes
in three-level dynamics [27,35], which are relevant for newly developed quantum hard-
ware [36-38].

Finally, the approach can be extended to the design of effective control Hamiltonians
in time-dependent problems. The extension is simple if the parameters of the Hamiltonian
are slowly varying on time scales of the order of the coarse-graining time 7 as in Ref. [39].
Providing simpler and “slower” effective Hamiltonians, the ME can be used in numerical
approaches [12], especially with intensive algorithms such those based on optimal control
theory [3] or reinforcement learning [40,41].
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Appendix A. More on the ME
Appendix A.1. Third and Fourth-Order Terms

We report here the higher-order terms we use in this work; see [12] for more details.
The third-order term is

—)2 gt ops1ops2
B= S8 [ [ dsydsadss [HGs), [(s2), HO) + (1 (s0), HO2)L HGs)])

while at the fourth order we have

p= /t: L7 7 dssasadssdsa{ [HGs0), Hes)l, Hisa)), Heso)l+

0

+ [H(s1), [[H(s2), H(s3)], H(sa)]] + [H(s1), [H(s2), [H(s), H(s)]]]+
+ [H(s2), [H(s3), [H(ss), H(s]]] }.

Appendix A.2. Convergence

The convergence of the Magnus expansion depends on the necessary condition

T ~
/0 |A||ds < 7

where the spectral norm is intended [12,42]. This limit is a more precise version of
7||H|| < 1[43] and it may be rather conservative. Indeed, the radius of convergence
of the series may be larger [12]. For instance, for the Hamiltonian

Q .
H(t) = —e At Y 12l +he,
2 .
j<2
the above sufficient convergence condition becomes T < 271/}, and it gives a rather
conservative bound on the coarse-graining time 7. Actually, for practical purposes, one

might consider large values of T yielding an asymptotic ME, which can be proved to work
up to a time increasing with the order [34].

Appendix A.3. Structure of the Series for the Lambda Hamiltonian
The Lambda Hamiltonian we study has the structure

A(s) = -—Zm Vi(s)]i)2| + h.c.

with Vj(s) = Q;e €% /2. The second-order term of ME contains the commutator

Cu(s,s') = [H(s), H(s)] =} fi(s,5") (|12)2] 1 — 1)) (A1)

i,j=0,1

where f;(s,s") = V;*(s) Vi(s') — Vj(s) V;*(s'). These terms come from [[2)(i|, |f)(2[]. This
structure yields shifts on the diagonal elements of the Hamiltonian and connects the states
of the relevant subspace (see Equation (8)).

Continuing with the third order, we encounter the nested commutator

Cm(s,s',s") = [[H(s), H(s")], H(s")] = }_ gi(s,s',s")|i)2| +h.c. (A2)

i=0,1
where gi(s,s',s") = — Y01 [fii(s,8") Vi(s") + fij(s,8') Vi(s")]. This quantity has the
same structure of H(s) and comes from [|2)(2|, |i)(2]] = —]i)(2| and [|#){j], [k)(2]] = &; |i)}2].

This argument can be iterated by showing that even (odd) nested commutators have the
structure of Equation (A1) (Equation (A2)).
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Appendix B. Integrals

In this work, the ME at order n requires the evaluation of time-ordered integrals of
the form

t+1/2 o T/2 s2 Py .
/ dtn.../ dty e D=1 9iti — o Tt wit / dsn.../ dsy e T @i
t—1/2 t—1/2 —1/2 —1/2

If we shift the origin of the interval by 7/2, the integral becomes
ol i1 @; (t-7/2) / “ds, .. / * dsy e T i (A3)
0 0

The integral can be calculated at all orders, and we find

/dsn / dsp e’ =1 95 = (—i) ZA"(ZQIHT 1) (A4)

=1

n __
k-1 = Z Wi, Qp = wn

A”l n =k 11
Ak_ ’ AOZ_ZAH’ Alzf

We notice that the factor e ' =1-1“/ /% in the integral Equation (A3) depends on the

choice of time slicing for coarse-graining. Indeed, if we choose to integrate between [t, t + 7|
instead of [t — T/2,t + 7/2], this factor does not appear. We expect that this dependence is
irrelevant in most cases. Indeed, in our case, this dependence appears only in the third-
order term of the ME, which we must consistently neglect in the order of accuracy of our
calculations.

Using the integrals above, we can calculate the fourth-order term of the ME, which is
given by

A
Hé?—ﬁ(r){|o><1|+hc+25 k) (k| — kts}f 12)( 2|}

k=0

2 A A 1
B(t) = (1 — = oS ot sinc—T 3 cos A T sincA T);

3 2 2
N 0y O
oW 204,
AV
(@) _ %
Sk = A X

x = Qo2 +]0n?
IAZ

where is the small parameter. After choosing T > 271/A, B(T) — 1.
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