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The mass of the W boson, mw, is a free paramecter in the standard modcl. Mcasurcments of
this paramecter arc a key ingredient to indirect limits on the mass of the hypothetical Higgs
boson. The uncertainty in the predicted Higgs mass is currently driven by the experimental
uncertainty in mw. We present a new preliminary measurement of the W boson mass by
DO based on 1 fb™! of data from Run II of the Fermilab Tevatron. This mecasurcment is
presented for the first time at this conference, and it is the single most precisc measurement
to date. We compare this measurement to the carlier Run II measurement published by CDF,
and we review the excellent prospects for further improvement in both of these measurements
as well as in their combination. We briefly discuss a new W boson charge asymmetry by
CDF. It will further constrain the parton density functions (PDFs). PDFs arc inputs to many
mcasurcments performed at hadron colliders, including the measurement of mw -

1 Introduction

As is well known, predicting the values of particle masses is not onc of the strengths of the
standard modcl (SM). The mass of the W boson, my, is not an cxception, but the SM docs
predict a relation between my and other experimental observables:

X 1
my = ,
YT V2 sin w1 - Ar

where o is the fine structure constant, G is the Fermi constant and 6y denotes the Weinberg
angle. The radiative corrections Ar are of the order of 4%. In the SM, Ar rcceives sizeable
contributions from the onc-loop diagram with top and bottom quarks that is shown in Fig. 1,
as well as Higgs onc-loop contributions from diagrams likc e.g. the onc shown in Fig. 1. As
a cousequence, Ar depends on myg, the mass of the top quark, as ~ mf2 and on mpy. the mass
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Figurc 1: Onc-loop contributions to the W boson Figurc 2: Current world averages for top quark
mass from top and bottom quarks (top left) and and W boson masscs, comparcd to SM predictions
an cxample of the Higgs onc-loop corrections (top for different. Higgs boson masses (my = 114 GeV
right). The diagram at the bottom is an example corresponds to the present lower limit from direct
of onc-loop squark contributions in supersymmetric Higgs-scarches), as well as to a SUSY cxtension of
cxtensions to the SM. Reproduced from Ref. [1]. the SM. Taken/updated from {2].

of the hypothetical Higgs boson, as ~ log myg. Given the above relation, precise measurements
of both the top quark mass and the W boson masg® can be translated into a prediction of the
mass of the hypothctical Higgs boson. This is an important picce of information that can be
used as guidance for where to look for the Higgs boson, maybe cven to rule out the SM Higgs
boson if the prediction should become inconsistent with limits from direct scarches, or to test the
consistency of the SM if the Higgs is found and its mass mecasured directly. The experimental
uncertainties in the top quark mass, Amg, and in the W boson mass, Amyy, contribute equality
to the uncertainty in the predicted Higgs mass if Amwy ~ 0.006 x Am;. The current Tevatron
avcrage of the top quark mass is m; = 173.1 & 1.3 GeV. In order to match this precision, onc
would need Amy = 8 McV, which is far away from the precision of the current world average,
Amyy = 25 McV. The experimental uncertainty in the W boson mass is and will be the limiting
factor for many years to come and nceds to be reduced. Additional contributions to Ar arisc
in various extensions to the SM, e.g. in supersymmetry via diagrams like the one shown at the
bottom of Fig. 1. The current situation is summarised in Fig. 2.

2 A new measurement of the W boson mass from DO

W bosons arc copiously produced at the Tevatron pp collider. In this environment, mass mca-
surements use W — ev and W — pv decays to clean leptonic final states. 'I’he W boson mass is
typically extracted from three experimental observables, namely the distributions of the lepton
sransverse momentum plql-, the transverse momentum of the ncutrino p%., as inferred from the

missing transverse encrgy ¥, py = Ep, and the transverse mass mp = \/2p§i,~p%(1 —cos Ag).
where A¢ is the angle in the transverse plane between the lepton and the neutrino. The prin-
siple is simple: e.g. a larger value of myy would lcad to larger average p{}‘ In practice, we usc a
Monte Carlo simulation that predicts the shape of our three observables for a given input mass
aypothesis. The mass hypothesis is then adjusted to obtain the best description of the data.
T'he Monte Carlo simulation includes two parts: a “physics” gencrator that models the W boson
sroduction and decay kinematics, followed by a parameterised model of the detector response
.0 the Iepton and the hadronic recoil i, i.e. all other particles that recoil against the W boson,
~Fy = pf + d@r. In order to achieve the level of uncertainties that has been discussed above,
e needs to understand the lepton energy scale at the 0.2 per-mil level and the hadronic recoil

“Plus all the other observables in the equation; and they are very well measured.



cnergy scale at the 1% level. These requirements, cspecially on the lepton cnergy scale, arc
extremely stringent and require a precise understanding of the detectors. A much more detailed
discussion of the techniques of my measurements at the Tevatron can be found in Ref. [3].

The DO Collaboration has completed its first preliminary measurcment of mw in Run II, and
it is presented in public for the first time at this conference. A morc detailed desceription of the
measurcment can be found in Ref. [4]. The “physics” part of the simulation is based on the
ResBos gencrator (5] using the CTEQ6.1M PDF sct [6], and interfaced with Photos [7] to model
final state radiation (FSR).

This mecasurcment uses only the channel W — ev with central clectrons (detector || o 1.05).
The radius of D@’s magnetic central tracking system is very small, leading to a poor momentum
resolution. Conscquently, a measurement of myy in the muon channcl is much less competitive
and more difficult than in the electron channel [3]. Electron cnergies are measured using the DO
liquid argon calorimeter, and central tracking doces provide precise direction measurcments for
electrons. The D@ calorimeter has reasonably good energy resolution, it has very good lincarity
and it is very stable over time (thanks to the “unit gain™ naturc of the rcadout). It is rather
hermetic, which gives us relatively precise measurements of the hadronic recoil, and its readout
is finely segmented, including in the direction longitudinal to the shower development.

Central clectrons arc required to pass pg. > 25 GeV and strict identification criteria. W candidate
cvents arc required to have one clectron candidate, f > 25 GeV and ur o 15 GeV. Z — ee can-
didate cvents are required to have two clectron candidates and ur o 15 GeV. In 1 fb~! of data
these requirements yield 18,725 Z candidates with negligible background, and 499, 830 W can-
didates with a signal purity of 96% (residual backgrounds arisc from W — 7v — evv cvents,
QCD multijet cvents in which one jet is misidentified as an clectron and B arises from mis-
reconstruction. and Z — ee cvents in which one clectron escaped into a poorly instrumented
region of the detector). The Z peak is shown in Fig. 3; this sample is the key control sample in
the D@ analysis that makes it possible to tune the parameterised dctector simulation at a great
level of detail and to achicve the precision discussed above. For example, we use this sample,
as wcll as the precise measurement of mz from LEP to sct the absolute clectron cnergy scale.
This sample is further used to measure the constant term in the calorimeter resolution (using
the width of the measured Z peak), to measure electron identification and trigger efficiencics
(because a clean sample of Z cvents can be sclected using tight requirements on just onc of
the two clectrons, leaving the other once relatively unbiased), and to calibrate the recoil encrgy
measurcments. The comparatively small size of the Z sample is therefore a limiting factor.
D@ use relatively inclusive samples of EM-like events to uniformisc the calorimeter response
in ¢, and Z — ee cvents to sct the absolute energy scale in bins of detector . But clectrons
from Z — ee have an energy/rapidity-spectrum that is slightly different from the spectrum of
clectrons from W — ewr: at a given rapidity, clectrons from W decay have an cnergy spectrum
that is lower on average. Intrinsically, the D@ LAr calorimeter has good lincarity, and cnergy
offsets from recoil energy flowing into the electron window arc modclled explicitly in the fast
dctector simulation. The main non-lincaritics arise from cnergy losses in the uninstrumented
material in front of the calorimeter. These arc corrected for using a detailed first-principles
simulation. Onc key ingredient to this simulation is a map of all material inside and in front
of the calorimeter from a first-principles accounting (i.e. based on known detector geometry
and matcrial propertics). The cumulative amount of uninstrumented material is particularly
critical. We usc clectrons from Z — ee and the longitudinal segmentation of the DO calorimeter
to check the total mount of uninstrumented material in bins of rapidity. Figurc 4 illustrates
how the average electron shower is sampled in D¢ Run II. From the figure it is clear that the
fractional clectron cnergy depositions in cach of the four EM rcadout sections arc very sensitive
to the amount of uninstrumented material. After a 5% correction (uniform in rapidity) to the
nominal material modcl, data and dctailed simulation agree well, in all bins of rapidity and for



£ 7 T
[~ DO Preliminary, 1 fo E ‘ Data

@
]
b

N RARNE

Fast MC

Evants/0.5 GeV
o
5
8

Fit Region . »l

125~ A3idot = 153160 K 'I
% s 80 G j
95 00Ty (A0

4
’Dﬁ Prellmlnary 1%’

a

et

H

100 10§
Mg, cV°

»

4

=i

4

Figure 3: The Z mass distribution in D@ data and
from the fast simulation (top) and the x values for
cach bin (bottom). For a given bin, the x valuc is
defined as the difference between data and predic-
tion, divided by the uncertainty on this difference.
The crror bars arc sct to unity. Herc and in all
other figures. the calculation of x docs not take into
account systcmatic uncertaintics in the parameter
valucs in the fast simulation.
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Figurc 4: lllustration of partial sampling of show-
ers in DO Run II. The solid line represents the
avcrage profile of the longitudinal cnergy deposi-
tions from clectron showers at £ = 45 GeV. The
positions of the four clectromagnetig (EM) layers
(EM1-EM4) and the first hadronic layer (FH1) of
the DO calorimeter, assuming normal incidence,
arc also indicated (dashed lines). The cnergy de-
position is shown in arbitrary units.

Jl four rcadout scctions. The energy-loss corrections and the model of sampling fluctuations
1sed in this analysis are derived from the corrected first-principles simulation.

Once the clectron energy scale and resolution are calibrated, we use the standard UA2 tech-
riques [8] to transfer the clectron energy calibration to the hadronic recoil. We build a parametric
nodel of the hadronic recoil (this model describes the combined effect of fragmentation and de-
cctor response). As input to this modcl, we use various data control samples (e.g. random
riggers collected during normal data taking to describe the effect of additional pp interactions
n the same beam crossing, minimum bias triggers rewcighted in scalar Er [“cvent activity”|
o the harder spectrum in Z events to model the effect of spectator quark interactions) as well
15 a first principles simulation for the hard component. We introducc free paramecters in this
nodel which arc then adjusted to match the recoil E1 scale and resolution in the Z data. The
sbscrvables used in the tuning are the mean and the width of the ny, distribution in bins of p5%,
vhere nyn, is the sum of the recoil @7 and the p§° vectors, projected on the 7 axis (Fig. 5).
Dur three observables in D@ data are shown in Figs. 6 to 8. The systematic uncertaintics
wre summarised in Tab. 1. The leading experimental systematics are mainly a reflection of the
statistical limitation of the Z sample, and they are therefore expected to be significantly reduced
nee larger datascts arc analysed. The uncertaintics for the three observables are strongly
orrelated, albeit not fully. We combine the three results and obtain our new preliminary result:
nw = 80.401 £ 0.21(stat) + 0.038(syst) GeV = 80.401 + 0.043 GeV. Figure 9 shows this result.
revious results and the previous world average. The new D@ result is the most precise single
ncasurcment to date and it is in good agreement with the previous results.

3 Comparison to the first Run II measurement by CDF

I'he first Run II measurement of my by CDF has been published some time ago [1,10]. We
ummarise the result and point out a few key differences compared to the D@ analysis. The CDF
neasurement is based on 200 pb~! of carly (i.e. low-luminosity) Run II data. It uses the same
hree observables as the D@ measurement, but in contrast to D@, both W — ers and W — pv arc
1scd. The my distributions for the pv and ev channcls arc shown in Fig. 10, and the systematic
mecertaintics from the mr observable are summarised in Tab.2. The final result (two channcls
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I'igurc 5: Decfinitions of the 7% and éaxcs for Z — ee
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Figurc 7: The pf. distribution for DO data and the

fast simulation with backgrounds added (top), and

the x value for cach bin (bottom). The {it result is
mw = 80.400 + 0.027 (stat) GeV.
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Figurc 6: The my distribution for DO data and the

fast simulation with backgrounds added (top), and

the x value for cach bin (bottom). The fit result is
mw = 80.401 + 0.023 (stat) GeV.
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Figurc 8: The p3. distribution for DO data and the
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the x value for cach bin (bottom). The fit result is
mw = 80.402 + 0.023 (stat) GeV.
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Figurc 9: A comparison of the new

DO result, the world average (with-

out the new result) and the mea-

surcments uscd in determining the
world average [9].

Figurc 10: Transverse mass distributions from the CDF analysis: sim-

ulation (solid) and data (points) my distributions for W boson decays

to pv (left) and ev (right). The simulation corresponds to the best-fit

mw , determined using cvents between the two arrows. The uncertainty
is statistical only.



|_Source | mor e | Ep |
Syst. (experimental)
Electron Energy Scale 34 34 34
Electron Energy Resolution Model 2 2 3
Electron Energy Nonlinearity 4 6 7
W and Z Electron energy 4 4 4 Source W — pu W — ev Corr.
loss differences Tracker Momentum Scale 17 17 100%
Recoil Model 6 12 20 Calorimeter Energy Scale 0 25 0%
Electron Efficiencics 5 6 5 Lepton Resolution 3 9 0%
Backgrounds 2 5 4 Lepton Efficiency 1 3 0%
Syst. (experimental) Total 35 37 41 Lepton ‘lower Removal 5 8 100%
Syst. (W production and Recoil Scale 9 9 100%
decay model) Recoil Resolntion 7 7 100%
PDF () 11 14 Backgrounds 9 8 0%
QED 7 7 9 PDF 11 11 100%
Boson pr 2 5 2 Boson pr 3 3 100%
Syst. (W model) Total i2 I i7 QED 12 11 100%
Syst. Total 37 20 4 Statistical 54 43 0%
[Statistical [ 23 ] 27 | 23 ) Total 50 62 =
["Total (Stat.fSyst.) [ 44 ] 48 | 50 |

Table 20 Uncertaintics in units of MeV on the
‘Table 1: Uncertaintics in units of MeV in the DO mea- mr fit for the W — yw and W — ev samples
surcment of muw , scparately for the three obscrvables, The in the CDF measurement. The last column shows
big box summarises the systematic uncertaintics. The two the correlation of the uncertaintics between the two
small boxes at the bottom show the statistical uncertaintics channcls.

and the total (stat.+syst.). The dominant systcmatic un-

certainty comes from the clectron cnergy scale, and this is

determined by the statistical power of the Z event sample.

and three obscrvables combined) is 40.413 £ 0.034 (stat) £ 0.034 (syst) = 40.413 £ 0.048 GeV.
The CDF analysis docs not only include the muon channel, in fact central tracking is the key to
this analysis, for both channels. This makes it very different from the D@ analysis. The central
tracking system is aligned using cosmic cvents, and its absolute momentum scale is then set
using J/p — ppand T — pp data. The small energy loss corrections for muons arce accounted
for in the detector model. Fig. 11 shows the J/ control sample in onc bin of (1/p%) (1/ph
is proportional to track curvature, the “natural” variable for tracking studics). The tracking
momentum scalc as a function of (1/p4.) is shown in Fig. 12. This result is combined with an
asscssment of the scale correction from the comparatively small, but higher-p4 YT sample. The
final uncertainties in the momentum scale (e.g. 0.25x 1073 for the J/3 ) are largely dominated by
systematic uncertainties (mainly the effects of QED and energy loss on the J/i» and T lineshapes,
as well as magnetic field nonuniformities). Using this momentum scale, the mcasured myz is
consistent with the known mz from LEP, albeit within very large statistical uncertainties.

The tracking momentum scale is then transferred to the calorimeter-based cnergy scale for
electrons using fits to the F/p pcak from clectrons in W and Z cvents, in bins of clectron pr
(Figs. 13 and 14). The result is then combined with an energy scale estimate from the Z — ee
mass pecak; the latter has a weight of ~ 30% in the combination.

The use of mainly the huge J/4 sample to sct the tracking momentum scale explains why the
CDF analysis achicves very competitive uncertaintics using a small datasct. The disadvantages
include the fact that the extrapolation of the lepton cnergy scale from the J/) to the W is much
“farther” than the small extrapolation from the Z to the W. Furthermore, a scale calibration
basced on the Z sample alone explicitly exploits the similaritics between the W and Z processcs,
e.g. in terms of FSR. energy flow into the electron window, etc. This can be scen, e.g., in the
QED uncertainties that are significantly smaller in the D@ analysis (Tabs. 1 and 2).

4 Direct measurement of the W boson charge asymmetry by CDF

As we have scen above, the PDF uncertaintics arc an important contribution to the mys un-
certaintics due to the W production model. Other mcasurements of W production propertics
at the Tevatron can help reduce these uncertaintics. One such measurcement is the W charge
asymmetry. Given that the dominant W production process at the Tevatron is ud — W+ + c.c.
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and that » and d quarks have different momentum distributions, W* and W~ arc produced
asymmetrically (Fig. 15). The resulting difference in the boson rapidity distributions is shown
in Fig. 16. The charged leptons from W decay also reflect this asymmetry, but it is significantly
reduced by the V-A naturc of the weak interaction (Fig. 16). Previous measurements measured
the lepton charge asymmetry. A new study [11] by CDF uscs a new téchnique to measure the
W charge asymmetry dircctly. To do so, onc nceds to reconstruct the boson rapidity, i.e. an
cstimate of the ncutrino four-vector. The new measurement uses W — ev and the ncutrino
four-vector is obtained to within a two-fold ambiguity using thc measured £ and the W mass
constraint, m(ev) = my . Despite these complications, the novel technique works well, and sys-
tematic uncertaintics on the asymmetry below 1.5% arc achicved for boson rapiditics below 2.0 .
The measured asymmetry, as well as predictions based on current PDF scts and their uncer-
taintics are shown in Fig. 17. From a comparison of the data and the predictions, we expect
that this measurcment will have an impact on futurc PDF scts and their uncertaintics.

5 Conclusion and outlook

We have discussed the first Run II measurements of my from D@ and CDF. The D@ mea-
surement has been shown for the first time at this conference, and it is alrcady the single most
precise measurcment to date. Both measurements usc only a small fraction of the datascts that
the two collaborations have accumulated, and large improvements are cxpected from the usc
of larger datascts. CDF predict a total uncertainty of 25 McV using 2.3 fb~! and D@ predict
cven smaller uncertainties using the full 6 fb~! that have been accumulated so far. A combined
uncertainty at the level of 15 McV at the end of Run II scems to be in rcach. At this level,
improvements in the theorctical description of W production and decay arc nceded. CDF and
D@ contribute to this effort via measurements like the W charge asymmetry. At the same time,
the theory community is maintaining a strong push that nceds to be supported. If the central
value remains the same, then the SM could be in serious difficulties at the end of Run II: for
Amwy = 15 MeV and Am; = 1 GeV, one would expect [12] my o 117 GeV at 95% CL, which
would be inconsistent with lower limits from direct scarches expected by that time.
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