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Optimal resource cost for error mitigation
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One of the central problems for near-term quantum devices is to understand their ultimate potential and
limitations. We address this problem in terms of quantum error mitigation by introducing a framework taking
into account the full expressibility of near-term devices, in which the optimal resource cost for the probabilistic
error cancellation method can be formalized. We provide a general methodology for evaluating the optimal cost
by connecting it to a resource-theoretic quantifier defined with respect to the noisy operations that devices can
implement. We employ our methods to estimate the optimal cost in mitigating a general class of noise, where we
obtain an achievable cost that has a generic advantage over previous evaluations, as well as a fundamental lower
bound applicable to a broad class of noisy implementable operations. We improve our bounds for several noise
models, where we give the exact optimal costs for the depolarizing and dephasing noise, precisely characterizing
the overhead cost while offering an operational meaning to the resource measure in terms of error mitigation.
Our result particularly implies that the heuristic approach presented by Temme et al. [K. Temme, S. Bravyi,
and J. M. Gambetta, Phys. Rev. Lett. 119, 180509 (2017)] is optimal even in our extended framework, putting
fundamental limitations on the advantage provided by the extra degrees of freedom inherent in near-term devices
for this noise model.
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I. INTRODUCTION

Recent technological developments push us toward the
realization of quantum information processing in a fully con-
trolled manner, and a near-term cornerstone is to make use
of noisy intermediate-scale quantum (NISQ) devices, which
focus on manipulating tens to hundreds of qubits without a
full error correction [1–3]. However, whether these near-term
devices can provide advantages in useful applications is still
elusive. In particular, rigorous theoretical analysis on the ul-
timate potential and limitations of NISQ devices has been
largely missing.

In this work, we address this problem in terms of the
capability to fight against noise. To deal with the critical
noise effect without implementing an error-correcting code
that is out of reach for the current technology, various error
mitigation protocols have been proposed [4–9]. Among them,
the probabilistic error cancellation method [4,8,10–15] stands
as a promising candidate, as it can construct an unbiased
estimator that faithfully estimates the expectation value of
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an observable under a known error model. Probabilistic error
cancellation is an application of a more general technique
known as quasiprobability sampling [16–21], and the relevant
resource cost is the sampling overhead—the number of sam-
ples necessary to ensure a certain accuracy—characterized by
how much negative portion the quasiprobability has. Thus, the
capability of a given noisy device to mitigate errors with this
method can be characterized by the minimum negativity in the
quasiprobability, providing the optimal resource cost at which
the probabilistic error cancellation can be run.

However, the “optimal” cost is not well-defined by itself.
Since quasiprobability decomposition expresses a given gate
as a linear combination of noisy operations implementable
on a noisy device, the optimal cost can highly depend on the
choice of implementable operations. Many previous studies—
not only on error mitigation but on NISQ algorithms in
general—chose Pauli and Clifford gates as building blocks
for the implementable operations [2]. As for the probabilistic
error cancellation, Clifford operations combined with a target
unitary gate followed by a noise channel were heuristically
considered for depolarizing and amplitude damping noise [4],
being extended to a complete set of Clifford-based operations
applicable to a wider class of noise models [8]. However,
the necessity of considering the Pauli and Clifford gates has
been rarely asked. It surely makes sense to give them special
status in the fault-tolerant quantum computation with error-
correcting codes where logical operations take place in a code
space, for which Clifford operations admit simple logical gate
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constructions [22–24]. On the other hand, for NISQ devices
that do not implement error-correcting codes, there is no clear
reason for the Clifford gates to be preferred over non-Clifford
gates at the level of physical operations on unencoded qubits.
In this sense, NISQ devices are endowed with extra degrees of
freedom, and this flexibility should be fully exploited so that
their potential and limitations can be properly gauged.

Here, we introduce a framework that incorporates the full
expressibility of noisy near-term devices that do not assume
error correction. Our framework formalizes the optimal re-
source cost for the probabilistic error cancellation with respect
to a continuous set of implementable operations, reflecting the
flexibility of the NISQ devices. This consideration, however,
also raises a demanding theoretical problem: since we need
to take into account infinitely many implementable opera-
tions, obtaining the optimal resource cost can be extremely
challenging. We address this problem by relating the op-
timal cost to a quantity studied in resource theories [25].
A major pillar of resource theories is the quantification of
resources, and previous studies indicated intimate relations
between quasiprobability representation and resource quan-
tifiers [26–29]. In particular, a resource quantifier known as
robustness measure [30] has found several applications in the
context of simulating quantum circuits [18,19] and quantum
memory [31]. We consider our set of implementable opera-
tions as the accessible free resource and find that the optimal
mitigation cost can be characterized by the robustness mea-
sure defined in our resource-theoretic framework, which can
be evaluated by leveraging tools in general convex resource
theories [32,33].

Then, we employ our method to obtain universal bounds
for optimal error mitigation cost for a general noise model,
showing that our framework provides a generic advantage
over previous evaluations based on a discrete set of im-
plementable operations, while placing a fundamental lower
bound that must be observed by any device whose imple-
mentable operations are subsumed by the one introduced in
our framework. We also study several specific noise models,
for which we find that our bounds can be improved. Notably,
our methods provide exact optimal costs for depolarizing and
dephasing noise channels, precisely characterizing the error
mitigation capability of noisy devices while offering an op-
erational meaning to the robustness measure in the context
of error mitigation. Our result particularly indicates that the
heuristic decomposition for the depolarizing channel given
in Ref. [4] is still optimal even in our extended framework,
putting fundamental limitations on the enhancement enabled
by a continuous set of implementable operations for this spe-
cific noise model.

Our results not only provide a systematic way to eval-
uate the ultimate resource cost for error mitigation crucial
for running useful algorithms in practice, but also present
an application of ideas in resource theories to address con-
crete problems [18,34–38], paving the way for a rigorous
information-theoretical analysis of noisy near-term devices.

II. PRELIMINARIES

A purpose of quantum computation, in particular for many
variational algorithms designed for near-term devices, is to

obtain an expectation value 〈A〉ideal = Tr[Aρ f ], where A is
some observable and ρ f = UL ◦ · · · ◦ U1(ρi ) is a final quan-
tum state with input state ρi fed into a quantum circuit
composed of a sequence of unitary gates, {Ui}L

i=1. [The curly
letter refers to a unitary gate as a quantum channel, i.e.,
U (ρ) := UρU †]. However, since the application of quantum
gates necessarily suffers from noise, the ideal gates {U}L

i=1 are
not directly implementable on noisy devices. Instead, one can
consider a set of noisy operations, IE , for some noise channel
E that is implementable on the device of interest. The idea
of the probabilistic error cancellation method is to represent
each quantum gate as a linear combination of the noisy imple-
mentable operations as Ui = ∑

α ηi,αOα,Oα ∈ IE , where ηi,α

is a (not necessarily positive) real number. Then, for each gate
Ui, we sample an implementable operation Oα at probabil-
ity |ηi,α|/∑

α |ηi,α|, prepare a state ρ̃ f = OαL ◦ · · · ◦ Oα1 (ρi )
where Oαi is the implementable operation sampled for Ui,
and measure the observable A. Then, letting γi := ∑

α |ηi,α|,
γtot := ∏L

i=1 γi, and sgntot := ∏L
i=1 sgn(ηi,αi ), one can check

that this realizes an unbiased estimator of 〈A〉ideal as 〈A〉ideal =
〈γtotsgntotμ(A)〉samp, where μ(A) is a random variable for the
measurement outcome and 〈·〉samp refers to the expectation
value for the sampling average taken for the above procedure.

Although it gives the desired expectation value, canceling
the noise comes with a cost: one needs to pay more sampling
cost than would be needed to estimate the desired expectation
value with a noiseless circuit within the same accuracy. The
Hoeffding’s inequality [39] ensures that a sufficient number
of samples used for estimating the true expectation value with
error δ at probability 1 − ε is given by (2γ 2

tot/δ
2) ln(2/ε).

Thus, having small γtot is crucial to suppress the sampling
overhead and, since γtot grows exponentially with respect to
the number of gates, the problem is reduced to finding a good
linear decomposition of each ideal gate Ui with respect to
implementable operations IE with small γi.

Clearly, the best linear decomposition depends on the
choice of IE , and it has been heuristically chosen on a case-
by-case basis. For instance, for the depolarizing noise model
Dd,ε where d is the dimension of the system and ε is the
noise strength, IDd,ε

= {Dd,ε ◦ P ◦ U} where P is a Pauli
operator was considered, while for the single-qubit ampli-
tude damping channel Aε , a set of implementable operations
that works for the linear decomposition was found to be
IAε

= {Aε ◦ U ,Aε ◦ Z1/2 ◦ U , Aε ◦ Z−1/2 ◦ U , P|0〉} where

Z1/2(·) = Z1/2 · Z1/2†
with Z1/2 := diag(1, i) the phase gate

and P|0〉 the preparation of state |0〉 [4]. Later, this idea was
extended to a Clifford-based universal basis set that works for
any noise model with a sufficiently small noise strength [8].

III. FRAMEWORK

Although the above sets of operations can realize some
decomposition, there is no guarantee that these choices of IE
achieve the smallest overhead γi among other possible choices
of the set of implementable operations. To assess the ultimate
potential and limitations of the devices’ capabilities having ac-
cess to a continuous set of physical operations, we need to give
more freedom to noisy devices with their programmability,
i.e., the set of implementable operations under the noiseless
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condition. Motivated by this observation, we introduce the set
of implementable operations as

IE (d ) = {E ◦ 	 | 	 ∈ P̃ (d )} (1)

for a given noise channel E ∈ T (d ), where T (d ) is the set of
completely positive trace-preserving (CPTP) maps with input
and output systems being d-dimensional quantum systems,
and P̃ (d ) is the set of programmable operations defined as

P̃ (d ) =
{∑

i

piVi

∣∣∣∣∣ Vi ∈ Tu(d ) ∪ S (d )

}
, (2)

where {pi} is a probability distribution, Tu(d ) is the set
of unitary channels on d-dimensional systems, and S (d ) =
{P|ψ〉| |ψ〉 ∈ Hd} with Hd being the d-dimensional Hilbert
space is the set of state preparation channels. The operations
in IE (d ) are implementable on the devices that can program
any unitary gate and state preparation under the effect of noise
E , which is reasonable for small d such as d = 2 (single
qubit) and d = 4 (two qubits), and even if a given device
is not powerful enough to realize the above operations, our
results serve as its ultimate bounds. Note that although dif-
ferent operations may come with different noise channels in
general, here we take a fixed noise channel after operations
with the same size, which is a standard assumption in the
quantitative analysis of noise effects [4,24,40,41]; extending
our formalism to accommodate different noise channels is left
for future work.

IV. RESOURCE COST AS ROBUSTNESS

Our goal is to find a decomposition for a given ideal unitary
gate U ∈ Tu(d ) with respect to the set of implementable oper-
ations (1) with the minimum absolute sum of the coefficients.
Namely, the optimal overhead constant γopt (U ) is written as

γopt (U ) = min

{∑
α

|ηα|
∣∣∣∣∣ U =

∑
α

ηαOα, Oα ∈ IE (d )

}
,

(3)
where we assume γopt (U ) < ∞. As noted in Ref. [4], Eq. (3)
becomes a linear program when IE (d ) is a discrete set. How-
ever, because we aim to exploit the full expressibility of the
device and consider the continuous set IE (d ) given in (1),
Eq. (3) is no longer simple linear programming; if one obtains
some valid decomposition of U , it is hard to see whether there
exists another decomposition that gives a smaller overhead
constant.

Here, we provide a general strategy to approach this prob-
lem. First, we introduce the following quantity:

RIE (U ) := min

{
s � 0

∣∣∣∣ U + s�

1 + s
∈ IE , � ∈ IE

}
. (4)

This type of quantities defined for quantum states have been
used to quantify the amount of quantum resources (e.g., en-
tanglement) contained in the given state and is known as the
(standard) robustness measure in resource theories. In partic-
ular, the quantity in (4) can be considered as the robustness
measure defined for quantum operations in the context of the
resource theory of channels [33,42,43], where IE serves as the

set of free channels. Then, one can show that (4) is equivalent
to (3) with the relation

γopt (U ) = 2RIE (U ) + 1, (5)

which we explain in Appendix A. (See also related arguments
considered for other settings in Refs. [18,31,44]). Since IE (d )
is a convex set, i.e., O1,O2 ∈ IE (d ) ⇒ pO1 + (1 − p)O2 ∈
IE (d ), 0 � p � 1, we can bring up ideas and tools developed
in general convex resource theories [32,33] and apply them
to our resource measure in (4). In particular, we obtain the
following dual form of the robustness (details are given in
Appendix B):

RIE (U ) = max{Tr[Y JU ] − 1 | 0 � Tr[Y J�] � 1,

∀� ∈ IE , Y ∈ H}, (6)

where J	 := id ⊗ 	(d · �d ) with �d = 1
d

∑d−1
i, j=0 |ii〉〈 j j| is

the Choi matrix of channel 	 and H denotes the set of Her-
mitian operators. The above dual form is known to provide
operational meanings to robustness measures and it partic-
ularly indicates that the robustness is physically observable
[31,33]. Furthermore, these two expressions provide useful
bounds for the optimal resource cost as

2Tr[Y JU ] − 1 � γopt (U ) � 2s + 1, (7)

where Y ∈ H and s � 0 are any Hermitian operator and real
number satisfying the condition in (4) and (6). In addition,
we show in Appendix C that if we find a decomposition U =∑

α ηαOα = ∑
α ηαE ◦ Vα , which gives an upper bound in

(7), then Y = d−2JE−1†◦U with E−1 := ∑
α ηαVα ◦ U† satisfies

the condition in (6) and provides 2Tr[�d id ⊗ E−1(�d )] − 1
as a candidate for a good lower bound.

V. EVALUATION OF RESOURCE COST

The generality of our method allows us to obtain bounds
for the optimal resource cost for general noise channels. To
see this, let us consider the noise channels of the form E =
(1 − ε)id + ε+	 − ε−�, where ε, ε± � 0, 	,� ∈ P̃ , which
represents a large class of channels and indeed any CPTP map
on up to two-qubit systems. In Appendix D, we show the latter
claim by introducing a universal set of basis operations for
CPTP maps that solely consists of programmable operations
in P̃ , which can be of independent interest. Although we are
usually interested in the cases of small error ε, here we do not
impose this assumption. This takes into account the fact that
the decomposition is not unique, and the following theorem
provides bounds for the optimal cost for any decomposition
of this form. To state the result, let Ii j = {�k ∈ {0, 1}i | wt(�k) =
j} denote the set of i-bit strings which have j 1’s. Then, for
�k ∈ Ii j , we define (Aj, Bi− j )�k to be an operation that applies A
for j times and B for i − j times with a pattern specified by a
binary string �k. For instance, if �k = (0, 1, 1), then (A2, B1)�k =
B ◦ A ◦ A. Then, we get the following bounds that provide a
systematic estimation of the optimal cost (the proof is given
in Appendix E):

Theorem 1. For E = (1 − ε)id + ε+	 − ε−� where E ∈
T (d ), ε, ε± � 0, and 	,� ∈ P̃ (d ), if 1 − ε > ε+ + ε−, then
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FIG. 1. The ratio of the resource cost obtained by the system-
atic decomposition with discrete basis operations in Ref. [8] to the
achievable cost obtained in Theorem 1 with respect to the noise
strength, where the error channel is chosen as (1 − ε)id + εV with
V being a Haar random unitary acting on single-qubit systems (left)
and two-qubit systems (right). The black dotted line corresponds to
γdisc/γcont = 1. The number of samples used for each figure is 103.

for any U ∈ Tu(d ),

2
∞∑

i=0

i∑
j=0

ti j (−ε+) jε
i− j
−

(1 − ε)i+1
− 1 � γopt (U ) � 1

1 − 2ε+
, (8)

where ti j := ∑
�k∈Ii j

Tr[�d id ⊗ (	 j, �i− j )�k (�d )].
The upper bound, an achievable cost (see also

Appendix F), becomes especially insightful when the
given error channel is not expressed by Pauli or Clifford
operations. For instance, consider the generalized dephasing
channel Fn̂,ε (ρ) := (1 − ε)ρ + εein̂·σ̂ π/2ρe−in̂·σ̂ π/2, where
n̂ · σ̂ = nxX + nyY + nzZ and n̂ is the unit vector that
determines the rotation axis. As we show in Appendix G,
the best systematic decomposition with the Clifford-based
basis in Ref. [8] gives γ = {1 + (

√
2 − 1)ε}/(1 − 2ε) for

n̂ = [cos(π/8), 0, sin(π/8)], leading to a larger cost than
what is achievable in our framework. This advantage comes
from our flexible choice of decomposition basis taking
advantage of our large set of implementable operations. In
fact, we find that the advantage is generic. We compare two
costs γdisc and γcont, where γdisc is the optimal cost for the
discrete basis in Ref. [8] and γcont is the achievable cost
(1 − 2ε+)−1 from Theorem 1 realized by our continuous
basis, where we set U = id for both cases. Figure 1 plots
γdisc/γcont for randomly sampled single-qubit and two-qubit
noise models of the form E = (1 − ε)id + εV , where V is
a Haar random unitary. We find that γcont is smaller than
γdisc in many cases for single-qubit error channels and all the
sampled cases for two-qubit error channels. The advantage for
two-qubit error is particularly significant—the improvement
can become around the factor of 2 for the realistic noise
strength, which can drastically reduce the total sampling cost
that grows exponentially with the number of gates. Since
two-qubit noise will be the most demanding one in real
experiments, our result may greatly ease the experimental
challenges. At the same time, the advantage seen in Fig. 1
confirms the necessity of considering the extended class of
implementable operations introduced here to properly assess
the ultimate capability of error mitigation.

The lower bound, on the other hand, corresponds to the
fundamental limitations on the error mitigation performance.
It serves as a universal necessary cost even if we employ
the continuous set of implementable operations. Notably,

this bound readily applies to any subset of implementable
operations contained in IE , encompassing a broad class of
noisy devices of interest. Although it might look daunting to
evaluate the expression for the lower bound, it can be analyti-
cally calculated for many cases, as we discuss in Appendix E.

Theorem 1 can also give insights into correlated noise mod-
els. If the noise of interest has correlation among a number of
qubits, the effective noise channel gets large and a quasiprob-
ability decomposition becomes numerically intractable even
if the description of the noise is given and a discrete set of im-
plementable operations is used. On the other hand, Theorem 1
immediately gives an effective evaluation of the optimal cost
as long as the noise channel is provided in a certain form.

Interestingly, the bounds in (8) can be improved by focus-
ing on specific noise models. We can even obtain the exact
optimal costs for depolarizing and dephasing noise, providing
a precise characterization of the devices’ capability under
these noise models (the proof is given in Appendix H). To-
gether with (5), it also gives an operational meaning to the
robustness measure in terms of quantum error mitigation.

Theorem 2. Let Dd,ε be a depolarizing channel acting on d-
dimensional systems defined by Dd,ε (ρ) := (1 − ε)ρ + εI/d .
Then, for any unitary gate U ∈ Tu(d ) and 0 � ε < 1,

γopt (U ) = 1 + (1 − 2/d2)ε

1 − ε
, (9)

and the minimum in (3) is achieved at η0 = 1 + (d2 −
1)ε/{d2(1 − ε)}, O0 = Dd,ε ◦ U and ηi = −ε/{d2(1 − ε)},
Oi = Dd,ε ◦ Pi ◦ U , for i = 1, . . . , d2 − 1 where Pi is the ith
Pauli channel.

Also, let Fε := (1 − ε)id + εZ be the qubit dephasing
channel. Then, for any unitary gate U ∈ Tu(2) and 0 � ε <

1/2,

γopt (U ) = 1

1 − 2ε
(10)

and the minimum in (3) is achieved at η0 = (1 − ε)/(1 − 2ε),
O0 = Fε ◦ U and η1 = −ε/(1 − 2ε), O1 = Fε ◦ Z ◦ U .

This result shows that for these noise models, the optimal
cost can be achieved by the Pauli-based basis operations [4,8],
and the continuous degrees of freedom do not help reduce
the cost. This particularly implies that the heuristic linear de-
composition for the depolarizing noise considered in Ref. [4]
remains optimal even in our extended framework, putting
fundamental restrictions on the error mitigation feasibility.

Our method also provides a tighter bound for the amplitude
damping noise (the proof is given in Appendix I).

Theorem 3. Let Aε be the qubit amplitude damping chan-
nel with Kraus operators A0 = |0〉〈0| + √

1 − ε|1〉〈1|, A1 =√
ε|0〉〈1|. Then, for any unitary channel U ∈ Tu(2) and 0 �

ε < 1,
√

1 − ε + ε/2

1 − ε
� γopt (U ) � 1 + ε

1 − ε
. (11)

The upper bound in (11) can be achieved by a de-
composition η0 = (1 + √

1 − ε)/{2(1 − ε)}, O0 = Aε ◦ U ,
η1 = (1 − √

1 − ε)/{2(1 − ε)}, O1 = Aε ◦ Z ◦ U , and η2 =
−ε/(1 − ε), O2 = Aε ◦ P|0〉, and the lower bound is obtained
by finding a good witness operator Y in (6) or, alternatively,
directly evaluating the lower bound in (8).
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VI. CONCLUSIONS

We investigated the ultimate potential and limitations of
near-term noisy devices in terms of quantum error mitiga-
tion. We pointed out the wide programmability equipped with
NISQ devices and formalized their implementable operations
to properly assess their full capability. We provided a general
methodology to evaluate the optimal error mitigation cost
with the probabilistic error cancellation method by estab-
lishing a connection to the robustness measure that naturally
emerges as a resource quantifier in our framework. We applied
our method to a general noise model and obtained univer-
sal bounds for the optimal mitigation cost, finding that our
framework, which takes into account the flexible choice of
implementable operations, leads to a generic advantage over
the strategy based on discrete basis sets. We also obtained
the exact optimal costs for depolarizing and dephasing noise,
rigorously showing that the cost for depolarizing channels
given in Ref. [4] is optimal even in our extended framework,
as well as obtained an improved bound for the amplitude
damping channel.

Our consideration can be combined with other frame-
works such as learning algorithms for unknown error models
[13–15] and analog error mitigation [10], and may be
extended to a broad class of problems for which the
quasiprobability sampling is used, including the measurement
of observables in variational algorithms and classical simula-
tion of noisy quantum circuits. The generality of our approach
also gives us the freedom to consider various sets of imple-
mentable operations, allowing one to tailor the analysis in
this work to given physical devices. Another important future
work is to extend our results toward a unified information-
theoretic account of error mitigation and error correction,
which will further clarify the true capability of noisy quantum
devices.
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APPENDIX A: OPTIMAL COST AND ROBUSTNESS
[EQ. (5)]

Here, we show Eq. (5) for completeness. Let �,� ∈ IE be
the operations that achieve [U + RIE (U )�]/[1 + RIE (U )] =
�. Then, one can rewrite U = [1 + RIE (U )]� − RIE (U )�,
which is a valid decomposition of U . Since γopt is obtained

by minimizing over all the possible decompositions, we get
γopt (U ) � 1 + RIE (U ) + RIE (U ) = 2RIE (U ) + 1.

On the other hand, suppose that a decomposition U =∑
α ηαOα, Oα ∈ IE achieves γopt = ∑

α |ηα|. Then, by sep-
arately writing the terms with non-negative coefficients and
negative coefficients, one can write

U =
∑
ηα�0

ηαOα −
∑
ηα<0

|ηα|Oα = (1 + s)� − s�, (A1)

where s = ∑
ηα<0 |ηα|, and � = (1 + s)−1 ∑

ηα�0 ηαOα , � =
s−1 ∑

ηα<0 |ηα|Oα are CPTP maps. Note that we also used
that U and Oα are trace preserving and thus

∑
α ηα = 1; also,

the fact that �,� ∈ IE is ensured by the convexity of IE .
Thus, we get (U + s�)/(1 + s) ∈ IE , � ∈ IE , which leads
to RIE (U ) � s = ∑

ηα<0 |ηα| = (γopt − 1)/2. This shows the
other direction of the inequality, γopt (U ) � 2RIE (U ) + 1.

APPENDIX B: DUAL FORM OF THE ROBUSTNESS
[EQ. (6)]

Here, we obtain the dual form of the robustness in (6)
for general resource theories of channels (i.e., any finite-
dimensional convex and closed set of free channels), in which
our case is included as a special case. The discussion in this
section is based on the argument given for another type of
robustness measure (known as generalized robustness) for
general resource theories of channels [33].

Let T (A, B) be the set of quantum channels with input sub-
system A and output subsystem B. Given a convex and closed
set of channels OF ⊆ T (A, B), we consider the (standard)
robustness measure for channel 	 ∈ T (A, B) with respect to
OF as

ROF (	) := min

{
r � 0

∣∣∣∣ 	 + r �

1 + r
∈ OF , � ∈ OF

}
,

(B1)

where J	 = id ⊗ 	(d · �d ) denotes the Choi matrix for a
channel 	 and we assume ROF (	) < ∞. Let HA(B) be the
subspace consisting of Hermitian operators defined on subsys-
tems A(B), and OJ

F ⊆ HA ⊗ HB be the set of Choi matrices
corresponding to channels in OF . Then, introducing the vari-
able �̃ = 	 + r�, (B1) can be rewritten as the following
optimization problem:

minimize r, (B2)

subject to J�̃ − J	 ∈ cone
(
OJ

F
)
, (B3)

J�̃ ∈ cone
(
OJ

F
)
, (B4)

TrB[J�̃] = (1 + r) IA, (B5)

where cone(S ) := {λS | λ � 0, S ∈ S}. We write the La-
grangian as

L(J�̃, r; X,Y, Z ) = r − Tr[ZJ�̃] − Tr[Y (J�̃ − J	)]

− Tr{X [(1 + r)IA − TrBJ�̃]}
= r(1 − Tr[X ]) − Tr[(Z + Y − X ⊗ IB)J�̃]

+ Tr[Y J	] − Tr[X ], (B6)
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where Z,Y ∈ OJ
F* and X ∈ HA with S* = {W | Tr[WC] �

0,∀C ∈ cone(S )} being a dual cone of cone(S ). This gives
the dual problem

maximize Tr[Y J	] − 1, (B7)

subject to Y = −Z + X ⊗ I ∈ OJ
F*, (B8)

X ∈ HA, Tr[X ] = 1, (B9)

Z ∈ OJ
F*. (B10)

It can be confirmed that the Slater’s condition [45] holds by
taking X = IA/dA and Z = IAB/(2dA), where dA is the dimen-
sion of A. Thus, the strong duality holds and the dual optimum
coincides with the primal optimum. Using (B8)–(B10), we
get, for any � ∈ OF ,

Tr[(−Y + X ⊗ I)J�] = −Tr[Y J�] + Tr[�(X )] (B11)

= −Tr[Y J�] + 1 � 0. (B12)

Since the objective function does not include X or Z , we
reach the following equivalent formulation:

maximize Tr[Y J	] − 1, (B13)

subject to Y ∈ OJ
F* ⇐⇒ Tr[Y J�] � 0, ∀� ∈ OF ,

(B14)

Tr[Y J�] � 1, ∀� ∈ OF , (B15)

which results in (6) by taking OF = IE .

APPENDIX C: SYSTEMATIC LOWER BOUND FOR EQ. (7)

Here, we present a systematic lower bound that can be
constructed by a specific decomposition used for the upper
bound. Suppose U = ∑

α ηαE ◦ Vα for Vα ∈ P̃ and define
E−1 := ∑

α ηαVα ◦ U† so that E ◦ E−1 = id. Then, as long as
Vα, E ∈ T (d ), it also holds that E−1 ◦ E = id. This can be
shown by considering a matrix representation of an operation
	 ∈ T (d ) with a d2 × d2 matrix M	

ab,i j so that a matrix ele-
ment of σ := 	(ρ) is written as σab = ∑

i j M	
ab,i jρi j . Then,

E ◦ E−1 = id implies MEME−1 = M id = I. Since the right
inverse of a square matrix is also the left inverse, we get
ME−1

ME = I, resulting in E−1 ◦ E = id. Using this, we get

1

d2
Tr[JE−1†◦UJE◦V ] = Tr[id ⊗ U (�d ) id ⊗ E−1 ◦ E ◦ V (�d )]

= Tr[id ⊗ U (�d ) id ⊗ V (�d )], (C1)

which ensures 0 � d−2Tr[JE−1†◦UJE◦V ] � 1 for any V ∈
P̃ (d ). Since JE−1†◦U is also Hermitian, Y := d−2JE−1†◦U is a
valid operator satisfying the condition in (6). We can further
obtain

Tr[Y JU ] = Tr[id ⊗ U (�d ) id ⊗ E−1 ◦ U (�d )]

= Tr[UT ⊗ id(�d )UT ⊗ E−1(�d )]

= Tr[�d id ⊗ E−1(�d )], (C2)

TABLE I. Universal basis presented in Ref. [8] based on Clif-
ford unitaries and projections. Curly letters represent that they are
considered as channels, e.g., H(·) = H · H . Note that H , S are the
Hadamard gate and the phase gate, and K = SH is the Clifford gate
that cycles Pauli operators as K†XK = Y , K†Y K = Z , K†ZK = X .
πz(·) = ( I+Z

2 ) · ( I+Z
2 ) is a trace nonincreasing projection onto the |0〉

state.

B1 id
B2 X
B3 Y
B4 Z
B5 K† ◦ S† ◦ K
B6 K ◦ S† ◦ K†

B7 S†

B8 KHK†

B9 H
B10 K†HK
B11 K†πzK
B12 KπzK†

B13 πz

B14 K† ◦ πz ◦ X ◦ K
B15 K ◦ πz ◦ X ◦ K†

B16 πz ◦ X

where UT (·) = U T · (U T )† is the unitary transposed with re-
spect to the Schmidt basis of �d , and we also used that
id ⊗ A |�d〉 = AT ⊗ id |�d〉 for any matrix A. Thus, (7) im-
plies that 2Tr[�d id ⊗ E−1(�d )] − 1 serves as a valid lower
bound for γopt (U ).

APPENDIX D: BASIS OPERATIONS FOR CPTP MAPS

Although any noise channel can be represented by a CPTP
map that possibly involves some external systems, one could
consider CP trace nonincreasing maps as effective error chan-
nels acting on systems of interest. A trace nonincreasing map
on d-dimensional quantum systems is an element of the d4-
dimensional vector space of linear maps, and thus it can be
represented as a linear combination of d4 linearly independent
trace nonincreasing maps. A specific set of such maps {Bi}16

i=1
(Table I) that serves as a universal basis that can decompose
any trace nonincreasing map was introduced in Ref. [8]. It
is a set of 16 linearly independent maps, consisting of 10
Clifford unitaries and 6 trace nonincreasing projections. Then,
any operation acting on qubit systems can be linearly de-
composed with respect to this basis, and its tensor product
also serves as a universal basis for multiqubit systems. They
also showed that this basis remains linearly independent after
suffering from a noise channel, as long as the noise strength
is sufficiently small, and used this for the quasiprobability
decomposition for probabilistic error cancellation.

Although a universal basis should contain trace nonincreas-
ing maps if the noise model can also be trace nonincreasing in
general, in many cases noise models of interest are described
as trace-preserving maps. Then, intuitively, one should be able
to find a universal basis only consisting of trace-preserving
maps for decomposing an arbitrary CPTP map, which is more
favorable for probabilistic error cancellation because using
trace nonincreasing maps usually incurs a larger overhead
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constant due to the larger coefficients in the decomposition
needed to complement the non-unit trace (see also the ex-
ample at the end of this section). In addition, using many
projective measurements is not preferred due to the relatively
large measurement error rate.

Here, we argue that if we restrict our attention to trace-
preserving maps, the number of elements necessary for a
universal basis is reduced to d4 − d2 + 1, which themselves
are trace preserving. We then provide a specific set of CPTP
maps consisting of unitary and state preparations that serve as
a universal basis for CPTP maps on single-qubit and two-qubit
systems. To this end, let OJ

CPTP(d ) be the set of Choi matrices
for CPTP maps with input and output being d-dimensional
quantum systems, and

V (d ) := span
[
OJ

CPTP(d )
] =

{∑
i

ciJEi

∣∣∣∣∣ ci ∈ R, Ei ∈ T (d )

}

(D1)

be the span of the set of Choi matrices. We can show that V (d )
is equivalent to the subspace

Ṽ (d ) := {X ∈ H(A, B) | TrBX ∝ IA}, (D2)

where H(A, B) is the set of Hermitian operators acting on the
composite system AB, each of which has local dimension d .
This can be seen as follows. Since TrBJE = IA,∀E ∈ T (d ), it
is clear that V (d ) ⊆ Ṽ (d ). On the other hand, take any X ∈
Ṽ (d ). Then, X can always be decomposed as X = X+ − X−,
where X± � 0, and TrBX+ − TrBX− = cIA for some constant
c ∈ R. Define

X̃+(λ) := X+ + (λIA − TrBX+) ⊗ IB/d,

X̃−(λ) := X− + [(λ − c)IA − TrBX−] ⊗ IB/d

= X− + (λIA − TrBX+) ⊗ IB/d. (D3)

One can check that X = X+ − X− = X̃+(λ) − X̃−(λ) and
TrBX̃+(λ) = λIA, TrBX̃+(λ) = (λ − c)IA for any λ. Moreover,
by taking large enough λ, we can always ensure that X̃±(λ) �
0. This means that there always exist two CPTP maps E1, E2

and real numbers c1, c2 such that X = c1JE1 + c2JE2 . This
shows Ṽ (d ) ⊆ V (d ), resulting in V (d ) = Ṽ (d ). Ṽ (d ) is a
subspace of H(A, B) with dim H(A, B) = d4 and, because of
the constraints Ṽ (d ) has, the dimension of Ṽ (d ) is reduced
to d4 − d2 + 1. Since V (d ) = Ṽ (d ), we have dim V (d ) =
dim Ṽ (d ) = d4 − d2 + 1. Thus, d4 − d2 + 1 linearly inde-
pendent CPTP maps are necessary and sufficient to linearly
decompose an arbitrary CPTP map.

Up to two-qubit systems, such sets of CPTP maps can be
explicitly constructed. For single-qubit systems, we replace
B11,B12,B13 with trace-preserving state preparation chan-
nels and remove B14,B15,B16, leading to a set of linearly
independent CPTP maps {B̃i}13

i=1 (Table II). For multiqubit
systems, simply tensoring {B̃i}13

i=1 is not sufficient to construct
a universal basis in general because 13k < 16k − 4k + 1 for
k � 2. For two-qubit systems, one needs to find 162 − 42 +
1 − 132 = 72 additional independent operations to construct

TABLE II. Universal basis for CPTP maps acting on single-qubit
systems. P|ψ〉 is a channel that prepares a state |ψ〉. |+〉 = 1√

2
(|0〉 +

|1〉) and |+y〉 = 1√
2
(|0〉 + i |1〉) are +1 eigenstates of X and Y .

B̃1 id = B1

B̃2 X = B2

B̃3 Y = B3

B̃4 Z = B4

B̃5 K† ◦ S† ◦ K = B5

B̃6 K ◦ S† ◦ K† = B6

B̃7 S† = B7

B̃8 KHK† = B8

B̃9 H = B9

B̃10 K†HK = B10

B̃11 P|+〉
B̃12 P|+y〉
B̃13 P|0〉

a complete basis, and they can be explicitly found as in
Table III. An explicit construction beyond two-qubit systems
is left for future work.

Note that since all the operations in Tables II and III
are unitary or state preparations, they are elements of pro-
grammable operations P̃ in our framework. Thus, for any
CPTP map E on single-qubit and two-qubit systems, there
always exists some decomposition E = (1 − ε)id + ε+	 −
ε−�, 	,� ∈ P̃ up to unitary.

Using {B̃i} instead of {Bi} can save cost for error mit-
igation. For instance, one can check that the optimal cost
γ = ∑

α |ηα| to mitigate the amplitude damping channel with
{Bi} results in (1 + 2ε)/(1 − ε), whereas the optimal cost
with {B̃i} is (1 + ε)/(1 − ε) as in (I1).

TABLE III. Universal basis for CPTP maps acting on two-
qubit systems. CX , CS, CH, CHX are channel versions of CNOT,
controlled-phase, controlled-Hadamard, and NOT controlled with ±1
eigenstates of the Hadamard gate. SW and iSW are channel versions
of SWAP and iSWAP (=|00〉〈00| + i|10〉〈01| + i|01〉〈10| + |11〉〈11|)
gates. The subscripts refer to the subsystems that the operations
act on. “U + conjugation with V” refers to sandwiching U with V
and its conjugation V† as V† ◦ U ◦ V . Then, “U + conjugation with
K1,2,K†

1,2” collects all of the nine possible conjugations with id12,
K1, K2, K†

1, K†
2, K1 ⊗ K2, K1 ⊗ K†

2, K†
1 ⊗ K2, K†

1 ⊗ K†
2 for U .

B̃1–B̃169 {Bi}13
i=1 ⊗ {Bi}13

i=1

B̃170–B̃178 CX + conjugation with K1,2,K†
1,2

B̃179–B̃187 X1 ◦ CX ◦ X1 + conjugation with K1,2,K†
1,2

B̃188–B̃196 CS + conjugation with K1,2,K†
1,2

B̃197–B̃205 CH + conjugation with K1,2,K†
1,2

B̃206–B̃214 CHX + conjugation with K1,2,K†
1,2

B̃215–B̃223 CX ◦ H1 + conjugation with K1,2,K†
1,2

B̃224–B̃226 SW + conjugation with K2,K†
2

B̃227–B̃232 iSW + conjugation with K1,2,K†
2

B̃233–B̃241 SW ◦ H1 + conjugation with K1,2,K†
1,2
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APPENDIX E: PROOF OF THEOREM 1

Proof. We first obtain an upper bound. Let us define

�e = 1

Ne

∞∑
i=0

∑
j:even

∑
�k∈Ii j

ηi j�k (	 j, �i− j )�k, (E1)

�o = 1

No

∞∑
i=1

∑
j:odd

∑
�k∈Ii j

|ηi j�k|(	 j, �i− j )�k, (E2)

where

ηi j�k = (−ε+) jε
i− j
−

(1 − ε)i+1
, ∀�k ∈ Ii j, j = 0, . . . , i, (E3)

and Ne,o are normalization constants,

Ne =
∞∑

i=0

∑
j:even

∑
�k∈Ii j

ηi j�k

=
∞∑

i=0

∑
j:even

(
i

j

)
ε

j
+ε

i− j
−

(1 − ε)i+1

=
∞∑

i=0

1

2

(ε+ + ε−)i + (−ε+ + ε−)i

(1 − ε)i+1

= 1

2[1 − ε − (ε+ + ε−)]
+ 1

2[1 − ε − (−ε+ + ε−)]
,

(E4)

No =
∞∑

i=1

∑
j:odd

∑
�k∈Ii j

|ηi j�k|

=
∞∑

i=1

∑
j:odd

(
i

j

)
ε

j
+ε

i− j
−

(1 − ε)i+1

=
∞∑

i=1

1

2

(ε+ + ε−)i − (−ε+ + ε−)i

(1 − ε)i+1

= 1

2[1 − ε − (ε+ + ε−)]
− 1

2[1 − ε − (−ε+ + ε−)]
,

(E5)

where we changed the order of the infinite sum because∑∞
i=0 | (ε++ε− )i

(1−ε)i+1 | < ∞ and
∑∞

i=0 | (−ε++ε− )i

(1−ε)i+1 | < ∞. Noting that

P̃ is closed under concatenation, i.e., V1,V2 ∈ P̃ ⇒ V1 ◦
V2 ∈ P̃ , as well as the convexity of P̃ , we have �e, �o ∈ P̃ .
Then,

E ◦ [Ne�e − No�o]

= [(1 − ε)id + ε+	 − ε−�]◦

lim
n→∞

n∑
i=0

i∑
j=0

∑
�k∈Ii j

[
(−ε+) jε

i− j
−

(1 − ε)i+1
(	 j, �i− j )�k

]

= id + lim
n→∞

n+1∑
j=0

∑
�k∈In+1 j

(−ε+) jε
n+1− j
−

(1 − ε)n+1
(	 j, �n+1− j )�k

= id, (E6)

where the last equality is because∥∥∥∥∥∥
n+1∑
j=0

∑
�k∈In+1 j

(−ε+) jε
n+1− j
−

(1 − ε)n+1
(	 j, �i− j )�k

∥∥∥∥∥∥
�

� d2

∑n+1
j=0

(n+1
j

)
ε

j
+ε

n+1− j
−

(1 − ε)n+1

= d2
(ε+ + ε−

1 − ε

)n+1

→ 0 (n → ∞), (E7)

where d is the dimension of the system. Thus, we have U =
NeE ◦ �e ◦ U − NoE ◦ �o ◦ U , and since �e ◦ U , �o ◦ U ∈ P̃ ,
we get γopt (U ) � Ne + No = 1

1−ε−(ε++ε− ) = 1
1−2ε+

.
Next, we obtain the lower bound using the dual form of the

robustness (6). Take the following witness:

Y = 1

d2
JE−1†◦U

= 1

d

∞∑
i=0

i∑
j=0

∑
�k∈Ii j

(−ε+) jε
i− j
−

(1 − ε)i+1
id ⊗ [(	† j

, �†i− j
)�k ◦ U ](�d ).

(E8)

One can check that this is a well-defined bounded operator
by

‖Y ‖∞ � 1

d

∞∑
i=0

i∑
j=0

∑
�k∈Ii j

ε
j
+ε

i− j
−

(1 − ε)i+1

× ‖id ⊗ (	† j
, �†i− j

)�k ◦ U (�d )‖∞

� 1

d

∞∑
i=0

i∑
j=0

∑
�k∈Ii j

ε
j
+ε

i− j
−

(1 − ε)i+1
max
i, j,�k

|||(	† j
, �†i− j

)�k|||∞

= 1

d

1

1 − ε − (ε+ + ε−)
max
i, j,�k

‖(	 j, �i− j )�k‖�

= 1

d

1

1 − ε − (ε+ + ε−)
, (E9)

where, in the first inequality, we used the triangle inequal-
ity of the operator norm; in the second inequality, we used
the property of the completely bounded infinite norm ‖(id ⊗
·)(X )‖∞ � ||| · |||∞ := supX ‖(id ⊗ ·)(X )‖∞; and in the first
equality, we used the dual property between the completely
bounded infinite norm and diamond norm [46]. Thus, Y is a
valid bounded Hermitian operator.

As argued in Appendix C, this choice of Y satisfies the
condition in (6), and defining

ti j :=
∑
�k∈Ii j

Tr[�d id ⊗ (	 j, �i− j )�k (�d )],
(E10)

we get

Tr[Y JU ] = Tr[�d id ⊗ E−1(�d )] =
∞∑

i=0

i∑
j=0

ti j (−ε+) jε
i− j
−

(1 − ε)i+1
.

(E11)
Using (7) results in the lower bound of the statement. �
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Although it might look daunting to evaluate ti j , it can
actually be exactly obtained for many cases. An important
observation is that if at least one state preparation is involved,
ti j collapses to a constant. For instance, for the amplitude

damping channel Aδ where ε = 1+δ−√
1−δ

2 , ε+ = δ, ε− =√
1−δ−(1−δ)

2 and 	 = P|0〉, � = Z , we get

ti j =
⎧⎨
⎩

1
4

( i
j

)
( j �= 0)

1 ( j = 0, i : even)
0 ( j = 0, i : odd),

(E12)

which gives

∞∑
i=0

i∑
j=0

ti j (−ε+) jε
i− j
−

(1 − ε)i+1

=
∞∑

i=0

i∑
j=1

1

4

(
i

j

)
(−ε+) jε

i− j
−

(1 − ε)i+1
+

∑
i:even

εi
−

(1 − ε)i+1

=
∞∑

i=0

1

4

(
(−ε+ + ε−)i

(1 − ε)i+1
− εi

−
(1 − ε)i+1

)
+

∑
i:even

εi
−

(1 − ε)i+1

= 1

4

(
1 − 1

1 − ε − ε−

)
+ 1 − ε

(1 − ε − ε−)(1 − ε + ε−)

= −1

4

ε + ε−
1 − ε − ε−

+ 1 − ε

(1 − ε − ε−)(1 − ε + ε−)
. (E13)

Substituting ε = 1+δ−√
1−δ

2 , ε+ = δ, and ε− =
√

1−δ−(1−δ)
2 ,

we get γopt (U ) �
√

1−δ+δ/2
1−δ

, which reproduces the lower
bound in (11).

APPENDIX F: EFFICIENT SAMPLING FOR GENERAL
NOISE CHANNELS

As can be seen in the proof of Theorem 1, the upper bound
can be achieved by a decomposition composed of operations
applying 	 and � in different patterns. Although it involves
an infinite series of operations, an efficient sampling from
the probability distribution originating from the infinite series
is possible, which allows one to run the probabilistic error
cancellation at this cost in practice.

To run the probabilistic error cancellation at the cost
1/(1 − 2ε+) for an error channel E = (1 − ε)id + ε+	 −
ε−�, one needs to sample each operation to be applied at the
right probability. Specifically, the proof of Theorem 1 implies
that the operation (	 j, �i− j )�k should be applied at probability

Pi j�k :=
|ηi j�k|∑∞

i=0

∑i
j=0

∑
�k∈Ii j

|ηi j�k|
= 1− ε− (ε+ + ε−)

(1 − ε)i+1
ε

j
+ε

i− j
− .

(F1)

This sampling can be easily done as follows. First, note that
the probability of realizing an element with index i is given by

Pi :=
i∑

j=0

∑
�k∈Ii j

Pi j�k =
(

1 − ε+ + ε−
1 − ε

)(ε+ + ε−
1 − ε

)i

, (F2)

which is the probability of observing heads for i times in
sequence followed by a tail at the i + 1th trial when flipping a

biased coin with phead = (ε+ + ε−)/(1 − ε). Also, note that

Pi j

Pi
:=

∑
�k∈Ii j

Pi j�k
Pi

=
(

i

j

)(
ε+

ε+ + ε−

) j(
ε−

ε+ + ε−

)i− j

,

(F3)

which is a binomial distribution, and

Pi j�k
Pi j

=
Pi j�k′

Pi j
, ∀�k, �k′ ∈ Ii j . (F4)

Thus, the sampling procedure is summarized as follows:
(1) Flip a biased coin with phead = (ε+ + ε−)/(1 − ε) until

a tail is observed. Suppose the tail was observed at the i + 1th
trial.

(2) Flip another biased coin with phead = ε+/(ε+ + ε−) for
i times. Suppose heads were observed for j times.

(3) Randomly choose �k out of
( i

j

)
possible vectors in Ii j and

apply (	 j, �i− j )�k .

APPENDIX G: COST FOR THE GENERALIZED
DEPHASING CHANNEL WITH THE UNIVERSAL BASIS IN

REF. [8]

Consider the generalized dephasing channel Fn̂,ε (ρ) :=
(1 − ε)ρ + εein̂·σ̂ π/2ρe−in̂·σ̂ π/2, where n̂ · σ̂ = nxX + nyY +
nzZ and n̂ is the unit vector that determines the rotation axis.
As an example, take n̂ = [cos(π/8), 0, sin(π/8)], which is
the π rotation with respect to the axis halfway between the
X rotation and the Hadamard rotation.

Let us consider an optimal decomposition id =∑
i ηiFn̂,ε ◦ Bi, which is equivalent to decomposing the

inverse map F−1
n̂,ε = ∑

i ηiBi, using the universal basis in
Ref. [8] (see Table I in Appendix D). One can check that

id = Fn̂,ε ◦
[

1 − ε

1 − 2ε
id + (

√
2 − 1)ε

2(1 − 2ε)
Z − ε

2(1 − 2ε)
X

−
√

2ε

2(1 − 2ε)
H

]
, (G1)

with γ = {1 + (
√

2 − 1)ε}/(1 − 2ε), is optimal with this ba-
sis (as well as the basis in Table II in Appendix D). This is
greater than the upper bound in (8) and this gap comes from
the fact that the upper bound in (8) is obtained by adaptively
choosing an appropriate basis using the known information
about the noise channel Fn̂,ε .

APPENDIX H: PROOF OF THEOREM 2

Proof. We first show the upper bound using (4). To this end,
we consider a specific decomposition of the identity map,

id =
(

1 + (d2 − 1)ε

d2(1 − ε)

)
Dd,ε ◦ id − ε

d2(1 − ε)

d2−1∑
i=1

Dd,ε ◦ Pi.

(H1)

By applying U to both sides from the right and noting that Pi ◦
U ∈ Tu, we get γopt (U ) � {1 + (1 − 2/d2)ε}/(1 − ε) by (3).
On the other hand, consider the following Y ∈ H providing
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the systematic lower bound:

Y = d−2JD−1
d,ε

†◦U = 1

d

1

1 − ε
id ⊗ U (�d ) − 1

d

ε

d2(1 − ε)
I.

(H2)

A straightforward computation together with (7) leads to

γopt (U ) � 2Tr
[
�d id ⊗ D−1

d,ε (�d )
] − 1

= {1 + (1 − 2/d2)ε}/(1 − ε), (H3)

concluding the proof.
The case for the dephasing noise can be shown similarly.

We first get an upper bound by providing a specific decompo-
sition. Namely, consider the following decomposition:

id = 1 − ε

1 − 2ε
Fε ◦ id − ε

1 − 2ε
Fε ◦ Z, (H4)

which can be explicitly checked as

((1 − ε)id + εZ ) ◦
(

1 − ε

1 − 2ε
id − ε

1 − 2ε
Z

)

=
(

(1 − ε)2

1 − 2ε
− ε2

1 − 2ε

)
id+

(
−ε(1 − ε)

1 − 2ε
+ ε(1 − ε)

1 − 2ε

)
Z

= id. (H5)

By applying U to both sides of (H4) from the right and using
(3), we get γopt (U ) � 1

1−2ε
.

Next, we obtain a lower bound using (7) and the dual form
of the robustness (6). Consider the following Y ∈ H:

Y = 1

4
JF−1

ε
†◦U

= 1

2

1 − ε

1 − 2ε
id ⊗ U (�2) − 1

2

ε

1 − 2ε
[id ⊗ (Z ◦ U )](�2).

(H6)

As argued in Appendix C, this choice of Y satisfies the condi-
tion in (6). A lower bound of the robustness can be computed
using this Y as

Tr[Y JU ] − 1 = Tr
[
�2 id ⊗ F−1

ε (�2)
] − 1

= 1 − ε

1 − 2ε
− ε

1 − 2ε
Tr[�2id ⊗ Z (�2)] − 1

= ε

1 − 2ε
. (H7)

Thus, the dual form of the robustness (6) implies
RIFε

(U ) � ε
1−2ε

, and using (7), we get γopt (U ) � 1
1−2ε

. Com-
bining it with the matching upper bound shown above
concludes the proof of the statement. �

APPENDIX I: PROOF OF THEOREM 3

Proof. Consider the following decomposition:

id = 1 + √
1 − ε

2(1 − ε)
Aε ◦ id + 1 − √

1 − ε

2(1 − ε)
Aε ◦ Z

− ε

1 − ε
Aε ◦ P|0〉, (I1)

which proves γopt (U ) � 1+ε
1−ε

.
To obtain a lower bound using the dual form (6), consider

the following operator:

Y = 1

4
JA−1

ε
†◦U

= 1

2

1 + √
1 − ε

2(1 − ε)
id ⊗ U (�2)

+ 1

2

1 − √
1 − ε

2(1 − ε)
[id ⊗ (Z ◦ U )](�2)

− 1

4

ε

1 − ε
UT (|0〉〈0|) ⊗ I. (I2)

As argued in Appendix C, this choice of Y brings us to

0 � Tr
[
Y JAε◦V

] = Tr[id ⊗ U (�2)id⊗ V (�2)]� 1, ∀V ∈ P̃,

(I3)

ensuring the condition in (6). Finally, using the form of (I2),
we get a lower bound of the robustness,

Tr[Y JU ] − 1 = Tr
[
�2 id ⊗ A−1

ε (�2)
] − 1

=
√

1 − ε − 1 + 3ε/2

2(1 − ε)
. (I4)

Using (7), we obtain γopt (U ) �
√

1−ε+ε/2
1−ε

, which concludes
the proof. �
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