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A b s t r a c t We present the preliminary results of a 
QCD analysis of the high statistics BCDMS and SLÀC 
F 2 data on H2 and D 2 . At high Q 2 , the data are in good 
agreement with the predictions of perturbative QCD and 
lead to an improved measurement of AQCD

 a i l d a $ . At 
lower Q 2 , a precise measurement of non-pertuibative ef­
fects ("higher-twists") is obtained : they are very small 
below x = 0.40 and small, positive and increasing with x 
at higher x. Altogether, the data give a clear indication 
for the running of « 5 . 

In the past months, the final results of the two high­

est statistics measurements of F 2 on deuter ium and 

hydrogen targets have been presented. This set of re­

sults covers a wide kinematic range : 0.07 to 0.85 in 

x and 0.5 to 260 G e V 2 in Q 2 . These da t a are thus 

well suited for a test of per turbat ive Q C D as well as 

for a measurement of possible "higher-twist" (non-

per turbat ive) effects in the Q 2 -evolution of F 2 . We 

present here the preliminary results of such a study. 

T h e high Q 2 d a t a (7 to 260 GeV 2 ) are those ob­

tained by the BCDMS Collaboration [1] with their 

muon scattering experiment using a toroidal iron 

spectrometer; these da t a have already been used for 

QCD analyses of F 2 [2] at high Q 2 , where non-

per turbat ive effects are expected to be small. T h e 

low Q 2 d a t a (0.5 to 30 G e V 2 ) come from a coher­

ent global reanalysis of electron scattering da t a from 

a number of experiments a t SLAC spanning the t ime 

period 1970 to 1985 [3]. The main improvements com­

pared to previous publications are a bet ter determi­

nation of R(x, Q 2 ) and a correct t reatment of radia­

tive corrections. This allows to increase the useable 

kinematical range. In the present analysis, we have 

used all the published data , apar t from the last x-bin 

(0.85), where only SLAC d a t a exist. 

T h e d a t a are shown in Figure 1, interpolated where 

necessary to the x-bins used here. T h e errors shown 

on Figure 1 are " total" errors, i.e. statistical and sys­

tematic combined in quadra ture . In addition to these 

point-to-point errors, there are global normalisation 

errors of 3 % and 2% respectively for the BCDMS 

and SLAC data . We do not discuss here the com­

parison and compatibility of these d a t a sets, which 

can be found in [4]. We nevertheless emphasize a 

specific point from ref. [4] tha t is impor tant for the 

t rea tment of systematic errors in our fits : the kine­

matical region where the systematic errors are largest 

in the muon scattering da t a corresponds to high x 

(x > 0.50) and low Q 2 . In this region, the system­

atic error originates predominantly from uncertain­

ties on the calibrations of the measurement of the 

incident and scattered muon energy and on the res­

olution of the spectrometer . These three sources of 

errors have a similar x and Q 2 dependence and can 

thus be combined quadratically into a one-standard-

deviation 100% correlated error which we call here 

the "main systematic error" of the BCDMS d a t a (see 

[5] for full tables of errors and [4] for a more detailed 

discussion). Unfortunately, this dominant systematic 

error is largest precisely where the low Q 2 SLAC and 

high Q 2 BCDMS d a t a overlap to some extent. 

We have employed for these fits a computer pro­

gram developed by members of the BCDMS Collab­

oration [6] tha t has already been used to fit the pre­

dictions of per turbat ive Q C D to the BCDMS d a t a 

(see e.g. [2]). This program performs a fully numeri­

cal integration of the Altarelli-Parisi equations (both 

singlet and non-singlet in next-to-leading order) . 

T h e free parameters in these fits correspond to 

- a description of the x-dependence of the non-singlet 

and singlet par t of F 2 ( F 2

j V 5 ( x , Q 2 ) and F2

SI{x, Q 2 ) ) , 

and of the gluon distribution xG(x, Q 2 ) , where Q\ 

is taken to be 20 G e V 2 and 

xG{x, Ql) = 0.48(1 + tj)[l - x)n 

with 7] fixed to 7 (when free, the typical error on 

this exponent is ± 2 , and the fits are not sensitive 

to the gluon distribution above x = 0.30). 

- the value of A ^ for four active quark flavours, 

- coefficients C t (one per x-bin and by target mate­

rial) describing the twist-four effects (HT) in the 

Q 2 -evolution of F 2 , such tha t 

F2

HT (*uQ2) = FÏT (*>,Q2) (i + Q / Q 2 ) , 
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Figure 1: High s tat is t ics measurements of F 2 on hydrogen (up) and deute r ium (bo t tom) ta rge ts . T h e fits 
shown are described in the tex t . 
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where F2

HT is the function tha t is fitted to the da ta 
and F2

T obeys the perturbative QCD (Revolu t ion 
according to Altarelli-Parisi equations. 

In addition to these phenomenological and theoret­
ical parameters that enter in the fit, we include four 
(two for each target material) "experimental" param­
eters describing the systematic errors 

- one for the relative normalisation of the SLAC and 
BCDMS da ta sets, 

- one for the dominant systematic error of the 
BCDMS data discussed above. In that case, we 
have taken into account all correlation effects; more 
explicitly, if F2{xi}Qfj and AF2

ty9 (&,-,<?]) are re­
spectively the values of F 2 and of the (one standard 
deviation) dominant systematic error in each bin 
{xiiQf)> t n e n t n e fàteà quantity is F 2 ( s t , Q?) + 
AAjP2

#lr* (xi, Q j ) , where A is the free parameter de­
scribing the "amount of BCDMS dominant system­
atic error". 

All the other sources of systematic error in the 
BCDMS and SLAC da ta are notably smaller (com­
parable to or smaller than the statistical error) and 
we have chosen to combine them quadratically with 
the statistical errors, and to use the resulting errors 
in the fits as if they were purely statistical. We thus 
ignore their possible correlations but this is of minor 
importance given their sizes. 

The QCD fits described above have been performed 
simultaneously on the H 2 and D 2 da ta and both with 
and without the inclusion of target mass corrections 
(TMC, from reference [7]). These corrections are 
computed numerically from the measured F 2 ' s them­
selves and do not involve any additional free parame­
ter. The results of the fits with T M C are summarized 
in Table 1. 

Table 1: Results of combined QCD (NLO) fits to 
BCDMS and SLAC data 

We now comment on the general features of these 
(preliminary) fit results. The x 2 ? s are good - smaller 
than one per degree of freedom, partly because we 

The recent results from the LEP experiments (typ­
ically 0.118 ± 0.012 [8]) are in agreement with this 
value. Our error on A is dominated by systematic er­
rors. The central value of 250 MeV is in agreement 
with recent measurements of A at high Q 2 [2]. The 
relative normalisation of the two da ta sets is every­
where smaller than 1.0% perfectly compatible with 
the absolute normalisation uncertainties of 3% and 
2% on the BCDMS and SLAC data. The amount 
of BCDMS main systematic error (A parameter) that 
corresponds to the best x2 l s °f order 1.4 times the 
published errors. 

We illustrate the good agreement between the mea­
sured Q 2-evolution of F2 and the one predicted by 
perturbative QCD on Figure 2. In this Figure, the 
points represent the values of the logarithmic deriva­
tives dlnF2/dlnQ2 for the hydrogen da ta at high Q 2 

(larger than 8 to 20 GeV 2 , depending on x), and the 
solid line is the prediction obtained from the fit (with 
Ajjç = 250 MeV). The dashed line corresponds 
to the fit result where the higher-twist coefficients Q 
are arbitrarily put to zero : this fit is also in good 
agreement with the da ta (at high Q 2 ) . The dotted 
line corresponds to the fit with no higher-twists and 
no target mass corrections : the difference is visible 
for x > 0.55, Our conclusions on the Deuterium 
da ta are similar. 

In Figure 3, we show the values of the coefficients 
C», both for H 2 and D 2 , with and without inclusion 
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have included some of the systematic errors in the 
total errors. They are slightly bet ter with T M C in­
cluded, but this is not very significant. As an example 
of the fit quality, we show in Figure 1 the fit including 
T M C . The solid lines represent the full fit, while the 
dashed lines represent the leading twist contribution 
( F f 7 ) . The overall description of the da ta by the fit 
is good. It is clear, from the difference between the 
solid and dashed curves tha t the influence of twist-
four terms in the Q 2-evolution of F 2 are negligible 
above ~ 2 GeV 2 a t low x (x < 0.30) and ~ 10 GeV 2 

at higher x. 
The value of is almost the same in the two fits 

MS 

(it is here rounded to the nearest 10 MeV), and the 
total error on A is rather small (40 MeV) : in terms 
of as, we get : 

This corresponds to : 



Figure 2: The logarithmic derivatives dln¥2/dlnQ2 at 
high Q 2 for the H 2 da ta . The solid line is the QCD 
prediction from the fit with H T and T M C (dashed 
line : T M C and no HT; dotted line : no T M C and no 
HT) for A = 250 MeV. 

of TMC' s . The x-dependences of these higher-twist 
terms are very similar in H 2 and D 2 da ta . They are 
small for x < 0.40, and even almost compatible with 
zero for fits with T M C ' s . As the C, parameters are 
nearly mutually uncorrelated in the fits, this fact is of 
clear physical significance. For x > 0.40, the higher-
twist terms increase with x, as expected; they are 
clearly smaller in the case of fits including T M C ' s . Be­
cause of the high statistical power of these data , this 
determination of higher-twist terms in deep inelastic 
scattering is presently the most precise. We consider 
remarirabie the fact tha t the inclusion of T M C ' s in the 
fits reduces everywhere the magnitude of the higher-
twist terms needed to describe the data , especially so 
at low x where this reduction is almost a cancellation. 

The behaviour of these higher-twist terms has two 
interesting consequences : first, concerning the large 
x domain (x > 0.25), the values of Ajjg resulting from 
QCD fits on high Q 2 da ta ( Q 2 > 20 GeV 2 ) are not 
significantly affected by these higher-twist terms; sec­
ond, concerning the lower x domain, the higher-twist 
influence on the Q 2 -evolution of F 2 is so small that 
even da ta at ra ther low Q 2 (down to 1 GeV 2 ) can be 
used in the estimation of the gluon distribution. 

Finally, we have performed pseudo-QCD fits to the 
same data , identical to the previous ones apar t from 

Figure 3: The higher-twist coefficients d as a func­
tion of x for H 2 and D 2 da ta . Full (open) circles are 
for fits with (without) T M C . 

the fact tha t we have imposed tha t as show no Q 2 -
variation. In perturbative QCD, as(Q2) is expected 
to decrease significantly from 1 to 250 G e V 2 (by a 
factor 2.5), and we want to see if the da t a are sta­
tistically powerful enough to favor the running of as-
These "as = constant" fits have slightly worse x 2 ' s , 
the difference with QCD fits being a bit over 10 units. 
The resulting higher-twist coefficients C,, however, 
are significantly larger than in the QCD fits. This is 
illustrated in Figure 4 (analogous to Figure 1 bottom-
left), where the amount of higher-twist terms needed 
to decribe the Q 2-evolution of F 2 is indicated in each 
x bin by the difference between the solid and dashed 
lines. Obviously, it is much more natural to have a 
running as with very small higher-twist terms than a 
constant as and large higher-twist contributions. We 
consider tha t this comparison gives a strong physical 
indication for the running of as-

We have presented combined QCD fits to the two 
highest statistics F 2 da ta on hydrogen and deuterium 
targets. These da t a are in good agreement and are 
complementary : the high Q 2 da ta of BCDMS allow 
to test the perturbative QCD predictions and the low 
Q 2 da ta of SLAC lead to a precise determination of 
the magnitude of non-perturbative effects in the Q 2 -
evolution of F 2 . The da ta are well described over 
the whole Q 2 - range (0.5 to 250 GeV 2 ) by perturba­
tive QCD fits including target mass corrections and 
higher-twist terms; these terms are very small or neg­
ligible at low x (x < 0.40) and they are small, positive 
and rise with x at higher x. The value of as obtained 
from these fits constitutes the most precise measure­
ment of this fundamental quantity. Moreover, the 
da ta give an indication for the running of a $ . 
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Figure 4: a $ = est fit to the deuterium da ta for 

x < 0.30. The solid lines are the result of the fit 

and the dashed lines visualize the Q 2 evolution with 

no H T . This can be compared directly with Figure 1 

(bottom-left). 

T h e work presented here has been done in collab­

oration with A. Milsztajn, A. Staude, K.M. Teichert, 

M. Virchaux and R, Voss. 
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