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Abstract

A search for new phenomena in final states characterized by high jet multiplicity, an isolated
lepton (electron or muon) and either zero or at least three b-tagged jets is presented. The
search uses 14.8 fb−1of

√
s = 13 TeV proton-proton collision data collected by the ATLAS

experiment at the Large Hadron Collider in 2015 and 2016. The background is estimated by
extrapolating a template of the b-tagged jet multiplicity, obtained at medium jet multiplicity,
to the higher jet multiplicities used in the search. No significant excess of events is observed
over the background expectation and 95% confidence level limits are extracted constraining
supersymmetric models where the gluino is pair-produced, and decays to a pair of top quarks
and jets through the R-parity violating decay of either the neutralino into three quarks or the
top squark into a b- and an s- quark. In addition model-independent limits are set on the
contribution of new phenomena to the signal region yields of up to 8 fb at 95% confidence
level.
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1 Introduction

The ATLAS experiment at the Large Hadron Collider has carried out a large number of searches for
beyond the Standard Model (BSM) physics covering a broad range of different final state particles and
kinematics. However one gap in the search coverage, as pointed out in Refs. [1, 2], is in final states with
one or more lepton, many jets and no-or-little missing transverse momentum (whose magnitude is denoted
as Emiss

T ). Such a search is presented in this note, concentrating on final states with an isolated lepton
(electron or muon), large jet multiplicities and either zero or many (three or more) b-tagged jets and with
no requirement on Emiss

T .

This search has potential sensitivity to a large number of BSM physics models. In this note two R-parity
violating (RPV) supersymmetric (SUSY [3–8]) benchmark models are used to interpret the results. In
addition, model independent limits on the possible contribution of BSM physics to the signal region yields
are presented. The dominant Standard Model (SM) background arises from top-quark pair production
and W+jets production. The precise theoretical modelling of these backgrounds at high jet multiplicity
suffers from large uncertainties, hence they are estimated from the data by extrapolating the b-tagged jet
multiplicity template extracted at moderate jet multiplicities to the high jet multiplicities of the search
region.

2 The ATLAS detector

The ATLAS detector [9] is a multi-purpose detector with a forward-backward symmetric cylindrical
geometry and nearly 4π coverage in solid angle1. The inner tracking detector (ID) consists of pixel
and silicon microstrip detectors covering the pseudorapidity region |η| < 2.5, surrounded by a transition
radiation tracker which improves electron identification over the region |η| < 2.0. The innermost pixel
layer, the insertable B-layer [10], was added between Run 1 and Run 2 of the LHC, at a radius of 33 mm
around a new, narrower and thinner, beam pipe. The ID is surrounded by a thin superconducting solenoid
providing an axial 2 T magnetic field and by a fine-granularity lead/liquid-argon (LAr) electromagnetic
calorimeter covering |η| < 3.2. A steel/scintillator-tile calorimeter provides hadronic coverage in the
central pseudorapidity range (|η| < 1.7). The endcap and forward regions (1.5 < |η| < 4.9) of the hadronic
calorimeter are made of LAr active layers with either copper or tungsten as the absorber material. The
muon spectrometer with an air-core toroid magnet system surrounds the calorimeters. Three layers of
high-precision tracking chambers provide coverage in the range |η| < 2.7, while dedicated chambers allow
triggering in the region |η| < 2.4.

The ATLAS trigger system [11, 12] consists of two levels; the first level is a hardware-based system, while
the second is a software-based system called the High-Level Trigger.

1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector.
The positive x-axis is defined by the direction from the interaction point to the centre of the LHC ring, with the positive
y-axis pointing upwards, while the beam direction defines the z-axis. Cylindrical coordinates (r, φ) are used in the transverse
plane, φ being the azimuthal angle around the z-axis. The pseudorapidity η is defined in terms of the polar angle θ by
η = − ln tan(θ/2). The transverse momentum pT, is defined in the x–y plane unless stated otherwise. Rapidity is defined
as y = 0.5 ln

[
(E + pz )/(E − pz )

]
where E denotes the energy and pz is the component of the momentum along the beam

direction.
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3 Data and Simulated Samples

After applying beam, detector and data-quality criteria the data sample analyzed is comprised of 14.8 fb−1of
√

s = 13 TeV proton–proton (pp) collision data (3.2 fb−1collected in 2015 and 11.6 fb−1collected up to
July 15th 2016) with a minimum pp bunch spacing of 25 ns. In this dataset the mean number of additional
pp interactions per proton-bunch crossing (pile-up) is 〈µ〉 = 21.4. The luminosity and its uncertainty
of ±2.9% are derived following a methodology similar to that detailed in Ref. [13] from a preliminary
calibration of the luminosity scale using a pair of x–y beam separation scans performed in August 2015
and June 2016.

Events are recorded online using a single electron or muon trigger with thresholds that give constant
efficiency for the event selection used. For the determination of the multi-jet background lepton triggers
with less stringent lepton isolation requirements are used as discussed in Section 6. Single photon and
multi-jet triggers are also used to select validation samples for the background estimation technique.

Samples of Monte Carlo (MC) simulated events are used to model the signal and for validating the
background estimation procedure. In addition, simulated events are used to model the sub-dominant
background processes. The response of the detector to particles is modelled with a full ATLAS detector
simulation [14] based on Geant4 [15], or a fast simulation based on a parameterization of the performance
of the ATLAS electromagnetic and hadronic calorimeters [16] and on Geant4 elsewhere. All simulated
events are overlaid with pile-up collisions simulated with the soft QCD processes of Pythia 8.186 [17]
using the A2 set of tunable parameters (tune) [18] and theMSTW2008LO [19] parton distribution function
(PDF) set. The simulated events are reconstructed in the same way as the data, and are reweighted so that
the distribution of the expected number of collisions per bunch crossing matches the data.

Simulated signal events from two simplified SUSY benchmark models are used to optimize the analysis
selections and to estimate the expected signal yields for different signal mass hypotheses. Diagrams of the
benchmark signal models are shown in Figure 1. The first model involves pair production of gluinos each
of which decays promptly via an off-shell top squark to two top quarks and the lightest neutralino ( χ̃01).
The χ̃01 then decays promptly to three light quarks ( χ̃01 → uds) via the RPV coupling λ ′′112 with all other
RPV couplings set to zero. Samples for this signal model are produced using the Herwig++ 2.7.1 [20]
generator with the cteq6l1 [21] PDF set, and using the UEEE5 tune.

The second model involves pair production of gluinos each of which decay promptly to a top quark and
a top squark, with the top squark decaying promptly to an s- and a b- quark via a non-zero λ ′′323 RPV
coupling. For this model the MG5_aMC@NLO v2.3.3 [22] generator interfaced to Pythia 8.210 is used.
They are produced with one additional parton in the matrix element and using the A14 [23] tune. Parton
luminosities are provided by the NNPDF23LO [24] PDF set.

Signal cross-sections are calculated to next-to-leading order in the strong coupling constant, adding the
resummation of soft gluon emission at next-to-leading-logarithmic accuracy (NLO+NLL) [25–29]. The
nominal cross-section and the uncertainty are taken from an envelope of cross-section predictions using
different PDF sets and factorisation and renormalisation scales, as described in Ref. [30].

The dominant top-quark pair production and W/Z+jets production backgrounds are estimated from the
data as described in Section 6, but the expected yields for minor backgrounds are taken from Monte Carlo
simulation. In addition, the background estimation procedure is validated with simulated events, and
some of the systematic uncertainties are estimated using simulated samples. The samples used are shown
in Table 1 and more details on the generator configurations can be found in Refs. [31–34].
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Figure 1: Diagrams of the signal benchmark models. Both models involve pair production of gluinos with each
gluino decaying as a) g̃ → tt̄ χ̃01 → tt̄uds b) g̃ → t̄ t̃ → t̄ b̄s̄. In both signal scenarios, anti-squarks decay into the
charge-conjugate final states of those indicated for the corresponding squarks, and each gluino decays with equal
probabilities into the given final state or its charge conjugate.

Physics process Generator Parton shower Cross-section PDF set Tune
normalisation

W (→ `ν) + jets Sherpa 2.1.1 [35] Sherpa 2.1.1 NNLO [36] NLO CT10 [37] Sherpa default
Z/γ∗ (→ ``) + jets Sherpa 2.1.1 Sherpa 2.1.1 NNLO [36] NLO CT10 Sherpa default
t t̄ powheg-box v2 [38] Pythia 6.428 [39] NNLO+NNLL [40–45] NLO CT10 Perugia2012 [46]
Single-top
(t-channel) powheg-box v1 Pythia 6.428 NNLO+NNLL [47] NLO CT10f4 Perugia2012
Single-top
(s- andWt-channel) powheg-box v2 Pythia 6.428 NNLO+NNLL [48, 49] NLO CT10 Perugia2012
t t̄ +W /Z/WW MG5_aMC@NLO 2.2.2 Pythia 8.186 NLO [22] NNPDF2.3LO A14
WW ,WZ and ZZ Sherpa 2.1.1 Sherpa 2.1.1 NLO NLO CT10 Sherpa default
t t̄H MG5_aMC@NLO Pythia 8.186 NLO [50] NNPDF2.3LO A14

Table 1: Simulated background event samples: the corresponding generator, parton shower, cross-section normal-
isation, PDF set and underlying-event tune are shown.

4 Object reconstruction and event selection

The reconstructed primary vertex of the event is required to be consistent with the luminous region and to
have at least two associated tracks with pT > 400 MeV. The vertex with the largest

∑
p2T of the associated

tracks is chosen as the primary vertex of the event.

Jet candidates are reconstructed using the anti-kt jet clustering algorithm [51, 52] with jet radius parameter
of 0.4 starting from energy clusters of calorimeter cells [53]. The jets are corrected for energy deposits
from pile-up collisions using the method suggested in Ref. [54]: a contribution equal to the product of
the jet area and the median energy density of the event is subtracted from the jet energy [55]. Further
corrections derived from MC simulation and data are used to calibrate on average the energies of jets to
the scale of their constituent particles [56]. In the search two jet pT thresholds are used, pT > 40 GeV
and pT > 60 GeV, and all jets are required to be within |η | < 2.4. To minimize the contribution
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from jets arising from pile-up interactions, the selected jets must satisfy a loose jet vertex tagger (JVT)
requirement [57], where JVT is a quantity that uses tracking and primary vertex information to determine
if a given jet originates from the primary vertex. The chosen working point has an efficiency of 94% at a
jet pT of 40 GeV and is nearly fully efficient above 60 GeV for true hard-scatter jets. This selection reduces
to a negligible level the number of jets originating from, or heavily contaminated by, pile-up interactions.
Events with jets originating from detector noise and non-collision background are rejected if the jets fail
to satisfy the ‘LooseBad’ quality criteria, described in Ref. [58].

A multivariate algorithm using information about the impact parameters of inner detector tracks matched
to the jet, the presence of displaced secondary vertices, and the reconstructed flight paths of b- and c-
hadrons inside the jet [59], is used to identify jets containing a b-hadron (b-jets). The operating point used
corresponds to an efficiency of 80% in simulated tt̄ events, along with a rejection factor of 106 for gluon
and light-quark jets and of 6 for charm jets [60].

Since there is no requirement on Emiss
T or the transverse mass2, the search is particularly sensitive to fake

or non-prompt leptons in multi-jet events. In order to suppress this background to an acceptable level
stringent lepton identification and isolation requirements are used.

Muon candidates are formed by combining information from the muon spectrometer and inner tracking
detectors and must satisfy the “Medium” quality criteria as described in Ref. [61]. They are required
to have pT > 35 GeV and |η | < 2.4. Furthermore they must satisfy requirements on the significance of
the transverse impact parameter with respect to the primary vertex, |dPV

0 |/σ(dPV
0 ) < 3, the longitudinal

impact parameter with respect to the primary vertex |zPV0 sin(θ) | < 0.5 mm, and the ‘Gradient’ isolation
requirements described inRef. [61]which rely on the use of tracking-based and calorimeter-based variables
and implement a set of η- and pT-dependent criteria.

Electron candidates are reconstructed froman isolated electromagnetic calorimeter energy depositmatched
to an ID track and are required to have pT > 35 GeV, |η | < 2.47, and to satisfy the ‘Tight’ likelihood-based
identification criteria described in Ref. [62]. Electron candidates that fall in the transition region between
the barrel and end-cap calorimeter (with 1.37 < |η | < 1.52) are rejected. They are also required to have
|dPV

0 |/σ(dPV
0 ) < 5, |zPV0 sin(θ) | < 0.5 mm, and to satisfy similar isolation requirements to those applied to

muon candidates.

Ambiguities between candidate jets (with pT > 20 GeV) and baseline leptons3 are resolved as follows:
first, any non-b-tagged jet candidate4 lying within a distance ∆R ≡

√
(∆y)2 + (∆φ)2 = 0.2 of a baseline

electron is discarded. Furthermore, non-b-tagged jets within ∆R = 0.4 from baseline muons are removed
if the number of tracks associated with the jet is less than three or where the ratio of the muon to jet pT
is greater than 0.5. Finally, any baseline lepton candidate remaining within a distance ∆R = 0.4 of any
surviving jet candidate is discarded.

Corrections derived from data control samples are applied to account for differences between data and
simulation for the lepton trigger, reconstruction, identification and isolation efficiencies, the lepton mo-
mentum/energy scale and resolution, and for the efficiency and mis-tag rate of the b-tagging algorithm.

2 The transverse mass between the lepton and the Emiss
T is defined as: m2

T = 2p`
T

Emiss
T (1 − cos(∆φ(`, Emiss

T )))
3 Baseline leptons are reconstructed as described above, but with a looser pT requirement (pT > 10 GeV), no isolation or impact
parameter requirements, and, in the case of electrons, the “Loose” lepton identification criteria.

4 In this case a b-tagging working point corresponding to an efficiency of identifying b-jets in a simulated tt̄ sample of 85% is
used.
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5 Analysis Strategy

Events are selected online using a single electron or muon trigger. For the analysis selection at least
one electron or muon is required in the event. The analysis is carried out with two sets of jet pT cuts to
provide sensitivity to a broader range of possible signals. These cuts are applied to all jets in the event
and are pT > 40 GeV, or pT > 60 GeV. The analysis requires at least five jets above the threshold. Events
are categorized in two dimensions using the jet multiplicity and the b-tagged jet multiplicity. There are
six bins for jet multiplicity (exclusive bins from five to nine jets with an additional ten-or-more jet bin)
and five bins for b-tagged jet multiplicity (exclusive bins from zero to three with an additional inclusive
four-or-more bin). In this note, the notation Nprocess

j,b
is used to denote the number of events predicted by

the background fit model, with j jets and b b-tagged jets for a given process, e.g. N t t̄+jets
j,b

for tt̄+jets events.
The number of events summed over all b-tag multiplicity bins for a given number of jets is denoted by
Nprocess
j , and is also referred to as a jet-slice.

For probing a specific BSM model all of these bins in data are simultaneously fit to constrain the model,
in what is labeled a “model-dependent” fit. In the search for an unknown BSM signal, dedicated signal
regions (SRs) are defined which could be populated by a possible signal, and where the SM contribution
is expected to be small. The expected background in these SRs is estimated from a fit where some of the
bins are excluded to limit the effect of signal contamination biasing the background estimate; this setup is
labeled a “model-independent” fit. More details on the SR definitions are given in Section 6.5.

The estimation of the dominant background processes of tt̄+jets and W/Z+jets production is carried out
using a combined fit to the jet and b-tagged jet multiplicity bins described above. The general strategy
is to extract a baseline template of the b-tag multiplicity distribution in events with five jets and to
parameterize the dependence of the template on the number of jets based on the observed evolution in
events with larger jet multiplicities. The assumptions used in the parameterization are validated using
data and MC simulation. Furthermore, the background determination assumes that there is no significant
signal contribution to events with five or six jets.

6 Background estimation

6.1 W/Z+jets

A partially data-driven approach is used to estimate the W/Z+jets background. While the shape of the
b-tag multiplicity spectra are taken from simulated events, the normalization is derived from the data.
The estimate of the normalization relies on the assumption that the probability of additional jet radiation
is constant, for events above a certain minimum number of jets [63–65]. This leads to a simple scaling
behaviour [66] between the number of W/Z+jets events with n and n + 1 jets, that has been observed by
the ATLAS [67, 68] and CMS [69] Collaborations.

The scaling ratio r is defined as r = NW /Z+jets
j+1 /NW /Z+jets

j . The number of W/Z+jets events with different
jet multiplicities is then parameterized as follows:

NW /Z+jets
j,b

=
MCW /Z+jets

j,b

MCW /Z+jets
j

· kW /Z+jets ·MCW /Z+jets
5 · r ( j−5), (1)
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where MCW /Z+jets
j,b

and MCW /Z+jets
j are the predicted numbers of W/Z + j jets events with b b-tags

and inclusive in b-tags, respectively, both taken from MC simulation, and kW /Z+jets is the absolute
normalization in five jet events expressed relative to the predicted number of events from MC simulation.
The term kW /Z+jets ·MCW /Z+jets

5 · r ( j−5) gives the number of b-tag inclusive events in the j jet slice, and
the ratio MCW /Z+jets

j,b
/MCW /Z+jets

j is the fraction of b b-tagged events in this jet slice. The parameters
kW /Z+jets and r are left freely floating in the fit and are therefore extracted from the data along with the
other background contributions.

Due to different b-tagged jet multiplicity spectra inW+jets and Z+jets events, the two processes are treated
separately. They are normalized in control regions with five or six jets and zero b-tags. For the Z+jets
normalization, the control regions are defined selecting events with two oppositely charged same flavour
leptons fulfilling an invariant mass requirement around the Z boson mass (81≤ m`` ≤ 101 GeV), as well
as the requirement of exactly five or exactly six jets, and zero b-tags. The W+jets normalization relies
on control regions containing the remaining events with exactly five or exactly six jets, and zero b-tags,
which, for each jet multiplicity, is split by the electric charge of the leading (with the highest pT) lepton.
The expected charge asymmetry in W+jets events is taken from MC simulation separately for five jet and
six jet events and used to constrain the normalization from the data using these control regions. Although
all parameters are determined in a global likelihood fit, the dominant constraining power on the absolute
normalization comes from the five-jet control regions, and the dominant constraints on the r parameter
originate from the combination of the five-jet and six-jet control regions. The contamination of tt̄ events
in the two lepton control regions is negligible, whereas in the control regions used to estimate the W+jets
normalization it is significant and is discussed in Section 6.2. Once the two processes are normalized they
are scaled using the same common scaling factor r . While independent scaling factors could be used, tests
in data show that no significant difference is present and therefore a common parameter is used.

The assumption of constant jet scaling is validated in data using γ+jets and multi-jet events, and also
W+jets and Z+jets MC samples are found to be consistent with this assumption. The γ+jets events are
selected using a photon trigger, and an isolated photon [70] with pT > 145 GeV is required in the event
selection, whereas the multi-jet events are selected using unprescaled multi-jet triggers, where the trigger
thresholds only allow jets with pT > 50 GeV to be probed down to seven jets, and pT > 60 GeV to six jets.
In both cases selections are applied to ensure these control regions probe similar kinematic phase-space
to that relevant for the analysis. Figure 2 shows the jet multiplicity distribution for these processes for
different jet pT thresholds, showing good compatibility with the assumption of an exponentially falling
distribution.

6.2 t t̄+jets

A data-driven model is used to estimate the number of events from tt̄+jets production in a given jet and
b-tag multiplicity bin. The basic concept of this model is based on the extraction of an initial template of
the b-tag multiplicity spectrum in events with five jets and the parameterization of the evolution of this
template to higher jet multiplicities. The absolute normalization is determined independently in each jet
multiplicity slice. The extrapolation of the b-tag multiplicity spectrum to higher jet multiplicities starts
from the assumption that the difference in the b-tag multiplicity spectrum in events with n and n + 1 jets
arises mainly from the production of additional jets, and can be described by a fixed probability that the
additional jet is b-tagged. Given the small mistag rate this probability is dominated by the probability
that the additional jet is a heavy-flavour jet which is b-tagged. In order to account for acceptance effects

7



Number of jets
5 6 7 8 9 10 11 12

-1
E

ve
nt

s 
/ p

b

10−10

8−10

6−10

4−10

2−10

1

210

410

610

810

 > 40 GeV
T

jet p

 > 50 GeV
T

jet p

 > 60 GeV
T

jet p

Data multijets

+jetsγData 

MC W+jets (x 0.01)

MC Z+jets (x 0.0001)

Exponential fit

ATLAS Preliminary
-1=13 TeV, 3.2 - 14.8 fbs

Number of jets
5 6 7 8 9 10 11 12

Z
+

je
ts

 / 
F

it 
  

0.5

1

1.5
Number of jets

5 6 7 8 9 10 11 12

W
+

je
ts

 / 
F

it 
 

0.5

1

1.5
Number of jets

5 6 7 8 9 10 11 12

+
je

ts
 / 

F
it 

  
γ 0.5

1

1.5
Number of jets5 6 7 8 9 10 11 12

m
ul

tij
et

s 
/ F

it 

0.5

1

1.5

Figure 2: The expected jet multiplicity distribution in W+jets and Z+jets MC simulation, as well as the distribution
from γ+jet and multi-jet data control regions, for jet pT thresholds of 40 GeV, 50 GeV and 60 GeV (note the trigger
thresholds do not allow the 40 GeV threshold nor the low jet multiplicities to be studied in the multi-jet events). In
each case the distribution is fitted with an exponential function. The bottom panels show the ratio of the points to
the fit function separately for each process.

due to the different kinematics in events with high jet-multiplicity, the probability of further b-tagged
jets entering into acceptance is also taken into account. The extrapolation over one additional jet can be
parameterized as:

N t t̄+jets
j,b

= N t t̄+jets
j · f j,b

f ( j+1),b = f j,b · x0 + f j, (b−1) · x1 + f j, (b−2) · x2
(2)

where N t t̄+jets
j is the number of tt̄+jets events with j jets, which is determined independently in each jet

multiplicity slice, and f j,b is the fraction of tt̄ events with j jets of which b are b-tagged. The parameters
xi describe the probability of one additional jet to be either not b-tagged (x0), b-tagged (x1) or b-tagged
and leading to a second b-tagged jet to move into the fiducial acceptance (x2). The latter is dominated
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by cases where the extra jet is a b-jet and it influences the kinematics of the event such that an additional
b-jet, that was below the jet pT threshold, enters into the acceptance. Given that the xi parameters describe
probabilities, the sum

∑
i xi = 1 is normalized to unity. Subsequent application of this parameterization

produces a b-tag template for arbitrarily high jet-multiplicities.

Studies based on MC simulated events corresponding to very large equivalent luminosities as well as
studies using fully efficient truth-level b-tagging, suggested the addition of a fit parameter that allows
for correlated production of two b-tagged jets5 (as may be expected with b-jet production from gluon
splitting). It was found that this effect is sufficiently small after the fiducial acceptance cuts to be ignored
in this phenomenological model for the given integrated luminosity.

The initial b-tag multiplicity template is extracted from data events with five jets after subtracting all other
background processes, and is denoted as ib and scaled by the absolute normalization N t t̄+jets

5 in order to
obtain the model in the five jet bin:

N t t̄+jets
5,b = N t t̄+jets

5 · ib = N t t̄+jets
5 · f5,b (3)

where the sum
∑≥4

b=0 ib = 1, is normalized to unity.

Since the last jet multiplicity bin is inclusive in the number of jets, a correction is applied to correct the
jet-exclusive estimate described above to a jet-inclusive estimate (referred to as the exclusive-to-inclusive
correction). As the jet multiplicity spectrum falls approximately exponentially the correction is small (≤
10%) and is taken from simulation.

The model described above is based on the assumption that any change of the b-tag multiplicity spectrum
is due to additional jet radiation with a certain probability to lead to b-tagged jets. There is, however, also
a small increase in the acceptance for b-jets produced in the decay of the tt̄ system when increasing the
jet multiplicity due to the on average higher jet momentum. The effect amounts to up to 5% in the one
and two b-tag bins for high jet multiplicities, and is taken into account using a correction to the initial
template extracted from simulated tt̄ events.

The zero b-tag component of the initial tt̄ template which is extracted from events with five jets exhibits
a strong anti-correlation with the absolute W+jets normalization which is extracted in the same bin. The
control regions separated in leading lepton charge detailed in Section 6.1 provide a handle to extract the
absolute W+jets normalization, however as this is a somewhat weak constraint there remains an anti-
correlation that does not affect the total background estimate. For these control regions the tt̄+jets process
is assumed to be charge symmetric and the model is simply split into two halves for these bins.

6.3 Multi-jet events

The contribution from multi-jet production with a fake or non-prompt (FNP) lepton (such as hadrons
mis-identified as leptons, leptons originating from heavy-flavour decays, and electrons from photon
conversions), constitutes a minor but non-negligible background, especially in the lower jet multiplicity
slices. It is estimated from the data with a matrix method similar to that described in Ref. [71]. In this
method, two types of lepton identification criteria are defined: “tight”, corresponding to the default lepton
criteria described in Section 4, and “loose”, corresponding to baseline leptons after overlap removal. The

5 This is implemented by changing the evolution described in equation 2 such that any termwith x1 · x1 is replaced by x1 · x1 · ρ11,
where ρ11 describes the correlated production of two b-tagged jets.
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matrix method relates the number of events containing prompt or FNP leptons to the number of observed
events with tight or loose-not-tight leptons using the probability for loose-prompt or loose-FNP leptons to
satisfy the tight criteria. The probability for loose prompt leptons to satisfy the tight selection criteria is
obtained using a Z → `` data sample and is modelled as a function of the lepton pT. The probability for
loose FNP leptons to satisfy the tight selection criteria is determined from a data control region enriched
in non-prompt leptons with a loose-lepton, multiple jets, low-Emiss

T [72, 73] and low transverse mass.
The efficiencies are measured as a function of pT after subtracting the contribution from prompt lepton
processes and are assumed to be independent of the jet multiplicity6.

6.4 Small backgrounds

The small background contribution from diboson production, single top production and tt̄ production in
association with a vector/Higgs boson (labeled tt̄V/H) are estimated using MC simulated event samples.
The sum of these backgrounds contribute not more than ≈10% of the SM expectation in any of the jet and
b-tag multiplicity bins.

6.5 Fit configuration and validation

The search results are determined from a simultaneous likelihood fit. The likelihood is built as the product
of a Poisson probability density function describing the observed numbers of events in the different bins and
Gaussian distributions constraining the nuisance parameters associated with the systematic uncertainties
whose widths correspond to the sizes of these uncertainties. Poisson distributions are used instead for MC
and data control region statistical uncertainties. Correlations of a given nuisance parameter between the
different sources of backgrounds and the signal are taken into account when relevant.

The likelihood is configured slightly differently for the “model-dependent”, and for the “model-independent”
hypothesis tests. The former is used to derive exclusion limits for a specific BSM model, and the full set
of bins (5 to 10 inclusive and b = 0 to 4 inclusive) is employed in the likelihood. The signal contribu-
tion, as predicted by the given BSM model, is considered in all bins and scaled by one common signal
strength parameter. The number of freely floating parameters of the background model is 15. Three in
the W/Z+jets model: the jet scaling parameter (r), and the normalization of the W+jets and Z+jets events
in the five jet region (kW+jets and kZ+jets). In addition there are 12 parameters in the tt̄+jets background
model: six for the overall normalizations of the different jet-slices (N t t̄+jets

j , j = 5− 10), four for the initial
b-tag multiplicity template (ib , b = 1 − 4), and two for the evolution parameters (x1, x2), taking into
account the constraints: x0 = 1 − x1 − x2, and i0 = 1 −

∑≥4
b=1 ib . The number of fitted bins7 is 34, leading

to an over-constrained system.

The model-independent test is used to search for, and to set generic exclusion limits on, the potential
contribution of an unknown BSM signal in the phase-space probed by this analysis. For this purpose
dedicated signal regions are defined which could be populated by such a possible signal, and where the
SM contribution is expected to be small. For each jet pT threshold these signal regions are defined in
terms of jet and b-tag multiplicity requirements as shown in Table 2. Due to the efficiency of the b-tagging

6 To minimise the dependence on the number of jets, the event selection considers only the leading baseline lepton when
checking the more stringent identification and isolation criteria of the “tight” lepton definitions.

7 Five b-tag bins in the seven-to-ten jet slices, and seven bins (the zero b-tag bin is split into three bins for each of the W/Z CRs)
in the five and six jet slices.
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algorithm used, signal models with large b-tag multiplicities can have significant contamination in the two
b-tag bin which can bias the tt̄+jets background estimate reducing the sensitivity of the search. To avoid
this effect, for the ≥ 3 b-tag SRs, the two b-tag bin is not included in the fit for the high jet multiplicity
slices; the exact bins that are excluded from the fit for each SR are shown in Table 2. Even excluding
the two b-tag bins, signal contamination in the one b-tag bin can weaken the sensitivity, as the signal
contribution can be absorbed into the tt̄+jets normalization.

Jet requirement b-tag jet requirement Bins excluded from fit to avoid signal contamination
≥ 8 = 0 ≥ 8 jet 0 b-tag
≥ 8 ≥ 3 ≥ 8 jet ≥ 3 b-tag and ≥ 8 jet 2 b-tag
≥ 9 = 0 ≥ 9 jet 0 b-tag
≥ 9 ≥ 3 ≥ 9 jet ≥ 3 b-tag and ≥ 9 jet 2 b-tag
≥ 10 = 0 ≥ 10 jet 0 b-tag
≥ 10 ≥ 3 ≥ 10 jet ≥ 3 b-tag and ≥ 10 jet 2 b-tag

Table 2: Definition of the model-independent signal regions used. Each signal region is studied with a 40 GeV and
a 60 GeV jet pT threshold. The last column lists the jet-multiplicity / b-tag multiplicity bins not included in the fit
to estimate the background for that SR.

For the “model-independent” hypothesis tests, a separate likelihood fit is performed for each SR.Apotential
signal contribution is considered in the given SR bin only. The number of freely floating parameters of
the background model is between 13 (for the SRs with j ≥ 8) and 15 (for the SRs with j ≥ 10) due to the
number of tt̄ normalizations parameters. The number of observables varies between 21 ( j ≥ 8 and b ≥ 3)
and 33 ( j ≥ 10 and b = 0), hence the system is also always over-constrained.

The fit setup has been extensively tested using MC simulated events, and has been demonstrated to give
a negligible bias in the fitted yields, both in the case where the background only distributions are fit, or
when a signal is injected into the fitted data. In addition when fitting the data the fitted parameter values
and their inter-correlations were studied in detail and found to be in agreement with the expectation based
on MC simulated event samples. The estimate of the multi-jet background has been validated in data
regions enriched in FNP leptons, and been found to describe the data within the quoted uncertainties.

7 Systematic Uncertainties

The dominant backgrounds are estimated from the data without the use ofMC simulation, and therefore the
main systematic uncertainties related to the estimation of these backgrounds arise from the assumptions
made in the W/Z+jets, tt̄+jets and multi-jet background estimates. Uncertainties related to the theoretical
modelling of the specific processes and due to the modelling of the detector response in simulated events
are only relevant for the minor backgrounds (diboson, single top-quark and tt̄V/H which are taken from
MC simulation) and for the estimates of the signal yields after selections.

For the W/Z+jets background estimation, the uncertainty related to the assumed scaling behaviour is
taken from studies of this behaviour in W+jets, Z+jets MC simulation, as well as in γ+jets and multi-jet
data control regions chosen to be kinematically similar to the search selection (see Figure 2). No evidence
is seen for a violation of the assumed scaling behaviour and the statistical precision of these methods
is used as an uncertainty (up to 18% for the highest jet multiplicity bins). The expected uncertainty
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on the charge-asymmetry for W+jets production is ≈ 3% from PDF variations, but in the five and six
jet regions, where this constraint is applied, the uncertainty due to the limited number of MC events is
considerably larger (10-20% depending on the jet pT threshold applied). The uncertainty on the shape
of the b-tag multiplicity distribution in W+jets and Z+jets events is derived by comparing different MC
generator setups (e.g. varying the renormalisation and factorisation scale and the parton-shower). It is
seen to grow as a function of jet multiplicity and is ≈ 50% for events with five jets after which the MC
statistical uncertainty becomes very large. An uncertainty of 100% is therefore assigned on the fractional
contribution from W+b and W+c events for all jet multiplicity slices considered, which has a very small
impact on the final result.

The uncertainties related to the tt̄+jets background estimation primarily relate to the number of events
in the data regions used for the fit. As mentioned in Section 6.2 the method shows good closure using
simulated event samples, and adding more flexibility to the fit does not affect the results, so no systematic
uncertainty related to these studies is assigned. There is a small uncertainty related to the acceptance
correction of the initial b-tag multiplicity template, which is derived by varying the MC generator setup
for the tt̄ sample used to estimate the correction. This leads to a 3% uncertainty on the correction and
has no significant effect on the final uncertainty. In addition a 100% uncertainty is assigned on the
exclusive-to-inclusive correction (which is defined in Section 6.2 and is derived from MC simulation) for
the highest jet multiplicity bins used.

The dominant uncertainties on the multi-jet background estimate arise from the number of data events in
the control regions, uncertainties related to the subtraction of electroweak backgrounds from these control
regions (here a 20% uncertainty is applied on the expected yield of the backgrounds in the control regions)
and uncertainties to cover the possible dependencies of the real- and fake- efficiencies on variables other
than lepton pT (for example the dependence on the number of jets in the event). The total uncertainty on
the multi-jet background is ≈ 50%.

The uncertainty on the expected yields of the minor backgrounds include theoretical uncertainties on
the cross-sections and on the modelling of the kinematics by the MC generator, as well as experimental
uncertainties related to themodelling of the detector response in the simulation. The uncertainties assigned
to cover the theoretical estimate of these backgrounds in the relevant regions are 50%, 100% and 30% for
diboson, single top-quark, tt̄V , and tt̄H productions, respectively. An additional uncertainty, related to
the theoretical modelling of additional b-jets arising from initial or final state radiation in the simulated
samples is assigned by comparing the tt̄+jets estimate in high b-tag regions with the prediction from tt̄
simulation. Since the additional b-jets are mostly coming from the parton-shower which is similar for the
different MC samples, this is used as a systematic uncertainty. The dominant experimental uncertainties
relate to the modelling of the jet energy scale, the jet energy resolution, and the b-tagging efficiencies and
mis-tagging rates.

The systematic uncertainties related to the background estimation do not play a big role in the final
uncertainty on the background estimates in the SRs apart from the sizeable uncertainty on the expected
charge-asymmetry of W+jets production. Reducing this statistically limited uncertainty in the future will
improve the precision of the W+jets estimate.

The uncertainties assigned on the expected signal yield for the SUSY benchmark processes considered
include the experimental uncertainties related to the detector modelling, which are dominated by the
modelling of the jet energy scale, the jet energy resolution, and the b-tagging efficiencies and mis-tagging
rates. The uncertainty on the signal cross-sections used is discussed in Section 3.
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8 Results

Results are provided both as model-independent limits on the contribution from BSM physics to the
dedicated signal regions and in the context of the two SUSY benchmark models discussed in Section 3.
As previously mentioned, different fit setups are used for these two sets of results. In all cases the profile-
likelihood-ratio test [74] is used to establish 95% confidence intervals using the CLs prescription [75].

Figures 3 and 4 show the observed numbers of data events compared to the fitted background model,
for the two jet pT thresholds respectively. The likelihood fit is configured using the model-dependent
setup where all bins are input to the fit, and fixing the signal strength parameter to zero. An example
signal model is also shown to illustrate the separation between the signal and the background achieved,
as well as the level of the leakage of the signal events into lower b-tag and jet multiplicity bins. The
bottom panel of each figure shows the background prediction using MC simulation, which indicate for
high b-tag multiplicities (≥ 3) a strong underprediction by the MC simulation compared to the data-driven
background estimation. This effect has been observed before [76, 77] and shows that the MC simulations
are not able to correctly describe high b-jet multiplicity final states.

8.1 Model independent results

The model-independent results are calculated from the observed number of events, and the expected
background in the SRs, where in each case the background has been estimated using a fit that excludes
the bins shown in Table 2 in order to limit the bias on the background estimation introduced by a signal.
Table 3 shows the expected background in the SRs from these fits together with the observed numbers of
events for the sets of SRs with the 40 GeV and 60 GeV jet pT thresholds. In addition, the p0 values are
shown, which quantify the probability that a background-only experiment results in a fluctuation equal or
larger than the one observed in the data. The largest deviation is observed in the (0 b-tag, ≥ 9 jet) bin for
pjetT > 60 GeV corresponding to a 2.3σ excess.

Model-independent upper limits at 95% confidence level (CL) on the number of BSM events, NBSM,
that may contribute to the signal regions are computed from the fits. Normalizing these results by the
integrated luminosity L of the data sample, they can be interpreted as upper limits on the visible BSM
cross-section σvis, defined as the product σprod × A × ε = NBSM/L of production cross-section (σprod),
acceptance (A) and reconstruction efficiency (ε). These limits are presented in Table 4.

For a possible unknown signal with ≈ 4 b-jets the analysis sensitivity is reduced due to the possible
leakage of signal events into lower b-tag jet multiplicities due to the value of the b-tagging efficiency,
which would bias the normalization of the tt̄+jets background. This is partially mitigated by not using the
two b-tag bins in the background determination for the highest jet multiplicities probed. In order to check
further that the data does not resemble a signal, the tt̄+jets normalization, fitted as a free parameter in
each jet multiplicity slice, is examined in Figure 5 for the data and for the tt̄+jets MC simulation, for both
the 40 GeV and 60 GeV jet pT thresholds. The effect of adding signal events onto the tt̄+jets simulation is
also shown. The tt̄+jets normalization fitted from the data as a function of the jet multiplicity is consistent
with the expected distribution from tt̄+jets MC simulation.
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Figure 3: The expected background and observed data in the different jet and b-tag multiplicity bins for the 40 GeV
jet pT threshold. The background shown is estimated by including all bins in the fit. For the five and six jet slices the
control regions used to estimate the W+jets and Z+jets normalization are also shown (labeled `−, `+, and m``). An
example signal for the g̃ → tt̄ χ̃01 → tt̄uds model with mg̃ = 1700 GeV and m χ̃0

1
= 675 GeV is also shown (although

its contribution is very small with this jet pT threshold). The bottom panels show the ratio between the observed
data and the background prediction, as well as the ratio between the estimated background and the prediction from
MC simulation. All uncertainties are included in the error bands (shaded regions), which are correlated between
bins.
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Figure 4: The expected background and observed data in the different jet and b-tag multiplicity bins for the 60 GeV
jet pT threshold. The background shown is estimated by including all bins in the fit. For the five and six jet slices the
control regions used to estimate the W+jets and Z+jets normalization are also shown (labeled `−, `+, and m``). An
example signal for the g̃ → tt̄ χ̃01 → tt̄uds model with mg̃ = 1700 GeV and m χ̃0

1
= 675 GeV is also shown (although

its contribution is very small in most of the jet multiplicity slices shown). The bottom panels show the ratio between
the observed data and the background prediction, as well as the ratio between the estimated background and the
prediction from MC simulation. All uncertainties are included in the error bands (shaded regions), which are
correlated between bins.

15



(n+1)/(n)

6/5 7/6 8/7 9/8 10/9

N
(n

+
1)

/N
(n

)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

-1 = 13 TeV, 14.8 fbs

ATLAS Preliminary

 + jets)ttData (

 (Simulation)tt

 + Signal (Simulation)tt

) = 675 GeV
1

0
χ∼) = 1.7 TeV, m(g~Signal: m(

 + jets)W/ZData (

 > 40 GeV
T

p

(n+1)/(n)

6/5 7/6 8/7 9/8 10/9

N
(n

+
1)

/N
(n

)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

-1 = 13 TeV, 14.8 fbs

ATLAS Preliminary

 + jets)ttData (

 (Simulation)tt

 + Signal (Simulation)tt

) = 675 GeV
1

0
χ∼) = 1.7 TeV, m(g~Signal: m(

 + jets)W/ZData (

 > 60 GeV
T

p

Figure 5: The scaling behaviour of the fitted number of tt̄ +jets events as a function of the jet multiplicity for jet pT
thresholds of 40 GeV (left) and 60 GeV (right) for both data and tt̄+jets simulation. The normalization parameters
are extracted from a combined background model fit to data or simulated events. The effect of injecting a benchmark
signal for the g̃ → tt̄ χ̃01 → tt̄uds model with mg̃ = 1700 GeV and m χ̃0

1
= 675 GeV onto the tt̄+jets simulation is also

shown. Also shown as a hashed band is the scaling behaviour for W/Z+jets events fitted from the data as part of the
background model fit. The uncertainties between bins are correlated.

8.2 Model dependent results

For each signal model probed, the fit is configured using the model-dependent setup, as detailed in
Section 6.5. All bins are included in the fit and the expected signal contribution in each bin is taken into
account. Figure 6 shows the observed and expected exclusion limits in the two considered benchmark
signal models, as a function of the gluino and neutralino or top squark masses. Since the background
prediction from MC simulation does not reflect the expected background contribution, the expected limit
is computed using the background prediction from a fit to all bins in the data with no signal component in
the fit model.

In the model with an RPV decay of the χ̃01 to three light-quark jets, gluino masses up to 1750 GeV are
excluded, with slightly weaker limits for light and heavy χ̃01. In the benchmark model with g̃ → t̄ t̃ and
t̃ → b̄s̄, gluino masses up to 1400 GeV are excluded. For both benchmark models all the probed model
points have the best expected sensitivity using the 60 GeV jet pT threshold selection, and so that is used
to set the exclusion limits.

The acceptance times efficiency (A × ε) for the g̃ → tt̄ χ̃01 → tt̄uds model for the ≥ 10 jet, ≥ 3 b-tag SR
with the 60 GeV jet pT threshold is typically ≈ 8%, whereas for the g̃ → t̄ t̃ → t̄ b̄s̄ model for the ≥ 8 jet,
≥ 3 b-tag SR with the 60 GeV jet pT threshold it is typically ≈ 4%.
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9 Conclusion

A search for beyond the Standard Model physics in events with an isolated lepton (electron or muon), high
jet multiplicity and no, or many, b-tagged jets is presented. Unlike previous searches, no requirement on
Emiss
T is applied. A novel data-driven background estimation technique is used to estimate the dominant

background from tt̄+jets andW/Z+jets production. The analysis is performedwith proton–proton collision
data at

√
s = 13 TeV collected between August 2015 and July 2016 with the ATLAS detector at the Large

Hadron Collider corresponding to an integrated luminosity of 14.8 fb−1. With no significant excess over
the Standard Model expectation observed, results are interpreted in the framework of simplified models
featuring gluino pair production in R-parity violating supersymmetry scenarios. In a benchmark model
with g̃ → tt̄ χ̃01 → tt̄uds, gluino masses up to 1.75 TeV are excluded at 95% confidence level. In a model
with g̃ → t̄ t̃ with t̃ → bs, gluino masses up to 1.4 TeV are excluded. In addition model-independent limits
are set on the contribution of new phenomena to the signal region yields of up to 8 fb at 95% confidence
level.
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Jet multiplicity 0b obs. [fb] 0b exp. [fb] ≥ 3b obs. [fb] ≥ 3b exp. [fb]
≥ 8 jets (pT > 40 GeV) 2.2 3.3+1.3

−0.9 8.4 4.7+2.0
−1.3

≥ 9 jets (pT > 40 GeV) 1.1 1.1+0.5
−0.3 2.8 2.1+0.9

−0.6
≥ 10 jets (pT > 40 GeV) 0.43 0.52+0.26

−0.14 1.19 1.1+0.45
−0.31

≥ 8 jets (pT > 60 GeV) 1.2 1.1+0.4
−0.3 1.5 1.4+0.5

−0.4
≥ 9 jets (pT > 60 GeV) 0.97 0.46+0.22

−0.13 0.5 0.6+0.2
−0.2

≥ 10 jets (pT > 60 GeV) 0.2 0.2+0.1
−0.1 0.26 0.29+0.14

−0.08

Table 4: Observed and expected 95%CLmodel-independent upper limits on the product of cross-section, acceptance
and efficiency (in fb) for each signal region. The limits are determined fitting the background model in a reduced
set of bins as described in the text.
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Figure 6: Observed and expected exclusion limits on the g̃ and χ̃01 or t̃ masses in the context of the RPV SUSY
scenarios probed, with simplified mass spectra featuring g̃g̃ pair production with exclusive decay modes. The
contours of the band around the expected limit are the ±1σ results, including all uncertainties except theoretical
uncertainties on the signal cross-section. The dotted lines around the observed limit illustrate the change in the
observed limit as the nominal signal cross-section is scaled up and down by the theoretical uncertainty. All limits
are computed at 95% CL. The diagonal lines indicate the kinematic limit for the decays in each specified scenario.
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