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Résumé: Cette theése présente une étude
dédiée du rayonnement supplémentaire dans
les événements ete™ — puTp " yetete™ —
77~ avec un rayonnement dans I’état ini-
tial (ISR). L’étude est basée sur les données
recueillies par le détecteur BABAR, correspon-
dant 4 une luminosité intégrée de 424,2 fb=!
et 43,9fb~! a la résonance 7 (45) et en
dessous de la résonance, respectivement. Les
événements ISR a deux corps sont sélec-
tionnés en exigeant que 1’énergie du pho-
ton ISR dans le systeme du centre de masse
E7 o soit supérieure a 4 GeV et que 'angle
polaire dans le laboratoire soit compris en-
tre 0,35 et 2,4rad, et qu’il y ait exactement
deux traces avec les charges opposées, cha-
cune avec une impulsion transverse pp >
0,1 GeV et dans la plage angulaire entre 0,4
et 2,45rad. Dans les événements avec deux
candidats photons ISR, le photon ISR est
choisi comme €tant celui avec I’énergie £
la plus élevée. Des ajustements cinématiques
d’ordre suivant (NLO) et d’ordre supérieur
(NNLO) sont effectués pour étudier le ray-
onnement d’un ou deux photons respective-
ment dans les états initiaux et finals en plus
du photon ISR. Plusieurs arbres de décision
boostés (BDTs) basés sur la technique mul-
tivariée sont réalisés pour (1) déterminer les
facteurs de normalisation des bruits de fonds
multihadrons simulés a partir des processus

qq et 3m, (2) séparer les signaux dimuon
et dipion des bruits de fond dans un plan
bidimensionnel en x? d’ajustements cinéma-
tiques avec un photon supplémentaire a pe-
tit ou grand angle, et (3) supprimer les con-
tributions des bruits de fond dans des échan-
tillons de dipions avec deux photons supplé-
mentaires. Suivant les méthodes de I’analyse
précédente de BABAR, de nouveaux résultats
sont présentés sur les processus NLO et com-
parés aux prédictions, en comparaison avec
les prédictions des générateurs Monte Carlo
(MC) PHOKHARA et AFKQED. La compara-
ison révele des écarts dans les taux et égale-
ment dans les distributions angulaires du pho-
ton supplémentaire entre les données et le
générateur PHOKHARA. Le désaccord ob-
servé a un effet négligeable sur la mesure
BABAR de la section efficace du dipion, mais
il pourrait affecter de maniere plus signi-
ficative d’autres mesures basées sur la méth-
ode ISR. Pour approfondir les résultats de
I’analyse NLO, une analyse OC basée sur la
reconstruction cinématique a z€ro contrainte
de I’échantillon complet de muons est ef-
fectuée et valide le désaccord observé. Les
contributions substantielles de NNLO sont
étudiées et quantifiées dans les processus
dimuon et dipion. Les implications de ces ré-
sultats pour d’autres expériences sont brieve-
ment discutées et comparées.
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Abstract: This thesis presents a dedicated
study of additional radiation in ete™ —
uwrp~y and ete” — wTw Ty initial-state-
radiation (ISR) events. This study is based
on the data collected by the BABAR detec-
tor, corresponding to an integrated luminos-
ity of 424.2 fb~" and 43.9 fb~! at and below
the 7°(4S) resonance, respectively. Two-body
ISR events are selected by requiring the ISR
photon energy in the center-of-mass frame
EZ . be greater than 4 GeV and the labo-
ratory polar angle in the range 0.35—2.4 rad,
and exactly two opposite charged tracks, each
with transverse momentum pt > 0.1 GeV
and within the angular range 0.40—2.45 rad.
In the events with two ISR photon can-
didates, the ISR photon is chosen to be
that with the higher EJ . Kinematic fits
of next-to-leading order (NLO) and next-to-
next-to-leading order (NNLO) are performed
to probe the radiation of one or two photons
respectively in the initial and final states in
addition to the ISR photon. Several boosted
decision trees (BDTs) based on the multivari-
ate technique are performed to (1) determine
the normalization factors for simulated mul-
tihadron backgrounds from ¢g and 37 pro-

cesses, (2) separate dimuon and dipion sig-
nals from backgrounds in a two-dimensional
x? plane of kinematic fits with a small-
or large-angle additional photon, and (3)
suppress background contributions in dipion
samples with two additional photons. New
results are presented for processes at NLO
following the previous BABAR analysis, com-
paring with predictions from PHOKHARA
and AFKQED Monte Carlo (MC) genera-
tors. The comparison reveals discrepancies
in the one-photon rates and angular distribu-
tions between the data and the PHOKHARA
generator. The observed disagreement has a
negligible effect on the BABAR measurement
of the dipion cross section, but it could affect
other ISR-based measurements more signifi-
cantly. To further investigate the results from
the NLO analysis, a 0C analysis which stands
for zero constraint kinematic reconstruction
of the full muon sample is performed and
validates the observed disagreement. Sub-
stantial NNLO contributions are studied and
quantified in both dimuon and dipion pro-
cesses. Implications of these results for other
experiments are briefly discussed and com-
pared.
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Chapter 1

Introduction

1.1 The Standard Model

The ultimate goal of particle physics is to understand the fundamental law of matter which
is made up of elementary particles and the interactions between them. Developed during the
twentieth century, the physics model describing the world in the subatomic level is called
the Standard Model (SM). The SM is a quantum field theory and it describes three of the
four known fundamental forces: electromagnetic, weak and strong interactions, excluding
the gravitational interaction. The SM includes two classes of elementary particle, namely
fermions and bosons. Fermions are spin % particles which make up the concrete matter.
Fermions consist of three generations of quarks, leptons and neutrinos, and together with their
anti-particle partners. Bosons are defined as force carriers that mediate the electromagnetic,
weak and strong fundamental interactions, by photon, weak gauge bosons (Z, W W ™) and
gluons respectively. The newly discovered Higgs boson associated with Higgs field accounts
for the mass generation of particles. The summary of the elementary particles in the SM can
be found in Fig. 1.1.

The SM is a very successful and self-consistent model for the fundamental constitutes
and three fundamental interactions between them, which can already explain most of the ex-
perimental results so far. Some remarkable and significant confirmations of the SM include
the discovery of the W+ bosons [1,2] and the Z° boson at CERN [3], the top quark from
Fermilab [4] and the Higgs boson by Large Hadron Collider (LHC) [5, 6]. However, the SM
leaves some physical phenomena unexplained and so falls short for a final complete theory
model. For example, the SM does not incorporate the full theory of gravitation described by
the relativity theory, nor can account for the dark matter and the large matter-antimatter asym-
metry. And the SM assumes neutrinos are massless, which goes against neutrino oscillation
experiments. The recent measurement of the W boson mass from the Collider Detector at
Fermilab (CDF) collaboration [7] shows a roughly 70 discrepancy from the SM prediction,
which disagrees with measurements from ATLAS and some other experiments. All of these
mentioned indicate some new physics beyond the Standard Model (BSM). Concerning the
experiments, one method to search for the BSM at this moment is to improve the precision of
the measurements to observe some real difference from the SM.
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Figure 1.1: The elementary particles in the SM. Picture is from Particle Data Group website.

1.2 Motivation

1.2.1 The anomalous magnetic moment of the muon

The magnetic moment /i for an elementary particle with intrinsic angular momentum (spin ) )
and charge q is given by

- q
fi=g5-8 (1.1)
m

where g is the gyromagnetic ratio and m is the mass of the particle. The Dirac equation
predicts g = 2 for fermions with ]S_" | = 3. At tree-level, this prediction remains true. How-
ever, from the relativistic quantum theories, radiative corrections contribute to this g quantity,
where the interaction of the elementary particle with a photon is influenced by additional in-
teractions with virtual particles. These corrections modify g, and thus cause a deviation from
g = 2. In 1948, the first order corrections from quantum electrodynamics (QED) was found to
be a deviation from g of exactly «/m [8], where « is the fine-structure constant. Experimental
confirmation by Kusch and Foley followed in the same year [9]. For the charged muons, the
magnetic anomaly a,, is defined as a,, = (g — 2),/2, which is the fractional deviation from
g = 2. a, plays an important role in the history of the SM and continues to serve as a test of
the SM to date. The long-standing discrepancy between the experimental measurements ay,
and the SM theoretical prediction aﬁM has caused significant interest since it could be a hint
of yet undiscovered New Physics.

The updated measurement results from Run 1 dataset (2018) by the E989 Muon g — 2
Collaboration at Fermilab (FNAL) were published in 2021 with a 0.46 ppm precision with
a,(FNAL) = 116 592 040 (54) x 107! (0.46 ppm) [10]. Combining with the previ-
ous Brookhaven National Laboratory (BNL) measurement [11], the experimental average is

2
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ay(exp) = 116 592 061 (41) x 10~ (0.35 ppm). From the theoretical side, the Muon
g — 2 Theory Initiative recommended value for the SM is a,,(SM) = 116 591 810 (43) x
107! (0.37 ppm). The discrepancy amounts to 4.20 between a;; " and a5, as shown
in Fig. 1.2 . The latest measurement results published from FNAL in August 2023 extends this
discrepancy to 5.00 [12]. Tension is also observed with the lattice QCD evaluation [13-16]. It
should be mentioned here the discrepancy is reduced to 2.1¢ by the recent theoretical results

predicted by lattice QCD method from the BMW collaboration [14].

BNL g-2 } O
FNAL g-2 + O
< 4.20 >
— +—e—
Standard Model Experiment
Average

175 18.0 185 19.0 195 200 205 210 215
9
apxm -1165900

Figure 1.2: Comparison between the latest experimental value and the recommended predic-
tion value from the Muon g — 2 Theory Initiative [10].

1.2.2 Hadronic vacuum polarization

Vacuum polarization (VP) originates from creation and annihilation of virtual particle-
antiparticle states [17]. The simplest case is that an eTe™ pair is emitted and re-absorbed by
a virtual photon in the propagation. At the quantum level, the e"e™ pairs reduce the strength
of the electromagnetic force carried by the exchanged photon, and therefore it is crucial to
consider VP when evaluating the effective interaction caused by the photon exchange. The
vacuum can be polarized by any pair of charged particle, and also by fluctuations involving
strongly interacting particles which is called hadronic vacuum polarization (HVP). HVP in
the propagation of a photon (shown in Fig. 1.3) plays an important role in the precision tests
of the SM.

Among the various applications of the HVP calculations, two important cases are empha-
sised: one case is for the evaluation of the running of the fine-structure constant « to the 2
boson mass scale, another case is for the contribution to anomalous magnetic moment of the
muon.
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Figure 1.3: Feynman diagram of the hadronic vacuum polarization.

The evaluation of the electromagnetic coupling of the Z mass scale can be written as

2y (6%
a(Mz) = s Sa(MZ) (1.2)

where o = % is the fine-structure constant of the QED process and the correction dar(M2)
at the Z mass scale originates from the VP in the photon propagator and the hadronic con-
tribution 5ahad(M%) is at the order of 275x10~%. The current precision of 5ahad(M%) is
sufficient to obtain the accuracy for the Standard Theory fit to the electroweak (EW) data.
The theoretical SM prediction for the anomalous magnetic moment of the muon can be
generally divided into electromagnetic, electroweak, and hadronic contributions (see Fig. 1.4),

G,SLM _ GSED + a/];:w + alhtad (1.3)

u o had y

nop

Figure 1.4: Representative Feynman diagrams contributing to GEM. From left to right:
first order QED (Schwinger term), lowest-order weak from Z and W bosons, lowest-order
hadronic.

The theoretical QED contributions agED including all photonic and leptonic (e, u, 7)
loops are computed [18, 19] and are known up to five-loop accuracy, which give:

a™P = (116 584 718.931 +0.104) x 10~ (1.4)

where the uncertainty is owing to the lepton mass, the high-order QED estimation and the
fine-structure constant « (see [20]).

The contribution aEW from the EW includes Z, W¥ and Higgs boson loop, and is known
to two-loop accuracy since the three-loop level correction is negligible. The updated estimate
with the known Higgs mass gives

a, "V = (153.6 +1.0) x 107", (1.5)

4
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The estimates for a,?ED and a

uncertainty is negligible compared to that from a

EW are very well under control and their corresponding
had
0

had

0 which can

The dominant uncertainty of aiM comes from the hadronic contributions a
be divided into two terms (see Fig. 1.5):

abad _ azad,VP 4 azad,LBL87 (1.6)

where alﬁad’vp is the hadronic vacuum polarization contribution and aﬁad’LBLS is the hadronic

light-by-light scattering (HLBLS) contribution. aﬁad’vp can be further divided into the
leading-order (LO) and higher-order (mainly next-to-leading order (NLO) and next-to-next-
leading order (NNLO)) contributions.

Although aBED and aEW can be calculated properly using perturbation theory, the run-
ning of the strong coupling constant as(q?) is large at low energies, which implies that the
perturbative expansion of as(g?) is not valid at low energies [21]. Therefore, the perturbative
QCD is not reliable at these low-energy domains. The HVP contributions are dominated by
the exchange of the virtual photons with low ¢, requiring an alternative method to calculate
the loop integrals. The problem of the perturbative QCD at low scales has been overcome
by a dispersion integral technique involving experimental data measuring the cross section
ete” — hadrons.

)4 Y
had
@ y
1z 7 Iz

Figure 1.5: Representative Feynman diagrams for the hadronic vacuum polarization of the
LO contribution (left) and the hadronic light-by-light scattering contribution (right) to the
aSM.

Using unitarity and analyticity, the HVP contribution from the dominant LO can be cal-
culated by the dispersion integral:

2 0
nadLo _ @-(0) K(s)
a, =352 o — R(s)ds (1.7)

where K (s) is the kernel function

22 (1+2?)(1+2)?
+ 2
T

2
1
<ln(1 +z)—x+ Z) + :c21 —_lenx, (1.8)
where © = %, Bu = /1 —4m2/s. R(s) from Eq. (1.7) is called hadronic R-ratio defined
by
% (ete™ — hadrons(+7v)) ¢ (efe™ — hadrons(+7))

R(s) = Opt - 4o /(3s) ’ (1.9)
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where oy = 4ma?/(3s) is the cross section for point-like charged fermions. With the inte-
gration kernel K (s)/s ~ 1/s? at low energies, contributions in Eq. (1.7) are weighted more
strongly by the lower s regime. Measured hadronic cross section data from different experi-
ments are used as the input for 0¥ (eTe~ — hadrons(+7)). ¢ here denotes the bare cross
section which includes the final-state radiation (FSR) of additional photons but excludes the
leptonic and hadronic vacuum polarization effects. At low energies, the total hadronic con-
tributions must be obtained by summing all possible different final states. At center-of-mass
(CM) energies /s < 1.8 GeV, over 90% of the total contribution to aﬂad’Lo is accumulated,
and the most important channel is the two-pion final state which contributes more than 70%

of aﬁad’LO and this final state stems mainly from decays of the p (770) meson with an w

admixture. alﬁad’LO is responsible for greater than 90% of the total uncertainty of the aEM.
The higher-order contributions including NLO [22] and NNLO [23] have been derived

using similar dispersion integrals and they are given explicitly as

apdNO = (—98.3£0.7) x 107! (1.10)

a0 = (12,4 +£0.1) x 107 (1.11)

where the NLO contributions are at the same order of the HLBLS but with negative sign,
and the NNLO contributions are somewhat larger than expected and should be evaluated as a
nonnegligible component.

Hadronic light-by-light scattering contribution, which is more complicated than HVP, is
one of the largest uncertainties of the aEM. The latest estimation summing up the weighted av-
erage between the phenomenology value and the lattice-QCD value, together with the HLBLS
NLO contribution is obtained as:

ap W HEBLS — (92 4 18) x 1071, (1.12)
1.2.3 The current status of a,}*°
On the SM prediction side, aﬁad’LO is estimated by using ete~ — hadrons data from

Eq. (1.7), with full evaluations from DHMZ19 [24], KNT19 [22], BDJ19 [25] and FJ17 [26]
listed in Table 1.1.

DHMZ19 KNT19 BDJ19 FI17
a0 1694.0(4.0) x 10710 692.8(2.4) x 10710 687.1(3.0) x 10710 688.1(4.1) x 1010

Table 1.1: Full evaluations of aﬁadlo from DHMZ19, KNT19, BDJ19 and FJ17.

With conservative merging of model-dependent results, the value of alﬁad’LO should be
quoted as [20]:
a0 = (693.1 £4.0) x 10717, (1.13)

The most important 77~ channel accounts for over 70% of the full hadronic contri-
bution to the muon g — 2 and dominates its total uncertainty, which is expected to have the
highest precision. In the last twenty years, many experimental measurements with improving

6
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statistics and small systematic uncertainties have been achieved. However, the current situ-
ation is not ideal as the two most precise measurements, performed by BABAR and KLOE,
do not show good agreement within their quoted uncertainties. The situation is not tempered
after the three KLOE measurements based on different initial-state radiation (ISR) methods
are combined [27], as the reduced uncertainty does not reconcile the disagreement between
BABAR and KLOE. The data points between BABAR and KLLOE show a significant discrepancy
to one, which may imply several systematic effects are not properly covered by the estimated

+7~ channel contributions be-

systematic uncertainties. The evaluations of aﬁad’ LO from 7
tween 0.6 and 0.88 GeV for different experimental data sets are shown in Fig. 1.6, where
CLEO/SND/BESIII/CMD-2 results are all consistent with either BABAR or KLOE. New ten-
sions in the dominant 77~ channel between CMD-3 experiment operating in scan mode [28]
and KLOE and also with BABAR are observed which require further detailed studies of the var-

ious approach to clarify.

= beffore CliVID2
I . | ~ cmp2
—  sND
— | |  KLOE comb
| ——  BABAR

—e— BES
| « . CLEO
. . | ~ SND2k
f i : . CMD3

360 365 370 375 380 385 390
a”™ (0.6 <(s < 0.88 GeV ), 107"°

. . . . had, L
Figure 1.6: Comparison of results from various experiments for a,,"" © from 77 channel

between 0.6 and 0.88 GeV [28].

1.3 The ISR approach

The traditional method to measure the e*e™ annihilation is using point-by-point energy-scan
techniques that data are collected for different collision energies. The exclusive eTe™ cross
section measurements were performed in Novosibirsk and Orsay. In the following years, dif-
ferent colliders with high energy such as PEP, VEPP-4 and BEPC measured the total inclusive
cross section ratio R. In case of the ete™ — 77~ channel, the CMD experiment performed
detailed scans of the p energy region with small 2% systematic uncertainty and later the
CMD-2 experiment achieved measurements with systematic precision to 0.6% [29, 30].

7
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However, energy-scan techniques have several limitations: The combinations of data from
different experiments can cause problems due to the different conditions of the data-taking;
The changes in the beam energy will lead to ‘point-to-point systematics’; The presence of
beam backgrounds and the details of the hadronic model will contribute largely to the overall
systematics.

The ISR method [31-34] has been proposed as an effective way to study e™e™ annihila-
tion processes instead of the standard energy-scan method. The main advantage of the ISR
approach is that the final-state mass spectrum can be obtained in a single configuration of
the ete™ storage rings and of the detection apparatus, thus allowing a cross section measure-
ment over a wide range from the threshold. Consequently, a better control of the systematic
uncertainty can be obtained compared with the direct energy-scan method. The main disad-
vantage of ISR approach is the reduction of the measured cross section which is offset by the
availability of high-luminosity e™e™ storage rings, designed as K and B factories.

In the ISR approach, the cross section for ete~ — X at the reduced energy /s’ = my,
where X can represent any final state, is inferred from a measurement of the radiative process
ete™ — X~ where the photon is emitted by the initial e™ or e~ particle. The reduced energy
is calculated as 8" = s(1 — 2E>/+/s), where EZ is the energy of the ISR photon in the e*e™
CM frame and s is the square of the eTe™ CM energy '. In this analysis, s ~ (10.58 GeV)?
and /s’ ranges from threshold to 3 GeV. Two-body ISR processes with X = wrp ()
and X = w77 (v) are also measured, where the ISR photon is detected at large angle to
the beams, and the charged particle pair can be associated with a final-state radiation (FSR)
photon.

Feynman diagrams relevant to this study are shown in Fig. 1.7. Several issues need to be
considered. First, the lowest-order (LO) radiated photon can be either from ISR or FSR. For
the case of the muon channel, ISR is the dominant in the measurement range, but the LO FSR
contribution needs to be subtracted out using QED [35]. For the case of the pion channel, FSR
is model-dependent, but LO FSR is strongly suppressed by the large s value [36]. A dedicated
study performed by BABAR [36] using a 7 /7~ asymmetry showed that the LO amplitude
for pions was consistent with radiation from quarks and recombination into a pion pair and
that the contribution of the [FSR/? term is well below 7 x 10~* level between threshold and
1 GeV, and increasing to 1.2% at 1.3 GeV. In both channels, interference between ISR and
FSR amplitudes vanishes for a charge-symmetric detector. Second, in order to control the
overall efficiency to high precision, it was found necessary to include higher-order radiation
in the sample. In practice, the NLO correction in « is sufficient to reach accuracy of order
1073, while the NNLO correction is expected to be at least one order of magnitude smaller
than NLO. Consequently, the selection keeps wmy~y(uuyy) as well as wy(ppy) final states,
where the additional photon can be either from ISR or FSR.

1.4 The current and forthcoming analysis

The main goal of current thesis is to study the additional radiation in the ISR process ete™ —
ppiry and eTe” — 7wy in the BABAR experiment. The selected events correspond to a final

!Quantities related to kinematics with an upper * index are measured in the e*e~ CM system.
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Figure 1.7: The Feynman diagrams for the processes relevant to this analysis. Top: lowest-
order (LO) ISR for pup or wm, LO FSR for pp or mm (corresponding process for mm very
tiny). Bottom: next-to-leading order (NLO) ISR with additional ISR for pp or 7, NLO with
additional FSR. The NLO process with two FSR also contributes for pu at a small level in the
mass range considered in this analysis.

state with two tracks and the ISR candidate, all in the detector acceptance. Kinematic fits
provide discrimination of the channels under study from other processes. For the multihadrons
from the gq background and multihadronic ISR background, the boosted decision tree (BDT)
based on multivariate technique is performed in detail to separate the corresponding signal
and background samples in different mass regions. The data over MC ratios are thus obtained
after applying the optimal BDT selection for different cases, respectively. In addition to the
NLO fits, which are part of the standard BABAR method, a specific analysis is extended to
search for NNLO radiation with two additional photons in the final state. The optimized 2D-
x? selection is applied to the NLO study while it is not the case for the NNLO study since
NNLO events are expected to yield larger x? values. For the pion processes near the p peak
region of NNLO samples, due to the large non-77 background, the BDT method is applied for
different kinematic fits to reduce the background. The data and MC samples are compared by
the fractions over the corresponding total number of events to avoid potential bias. To further
investigate the results from the NLO analysis part, a OC calculation where OC stands for
zero constraint kinematic reconstruction of the full muon event sample is performed, where
the energy and momentum conservation relations are used to calculate four unknowns: the
energy and angles of the additional photon as well as the energy of the main ISR photon. The
final results of different fit categories 2 are obtained by correcting the feed-through effects by
iterations 3, the full selection efficiency and the fake photon contributions.

A blind analysis is an approach to measurement or experimentation that aims to minimize
the experimenter’s bias by performing the analysis without knowledge of the expected or de-
sired outcome. For precision analysis involving multiple corrections of systematic effects it

2The LO and NLO fit categories are discussed in Section 4.1, and the NNLO fit categories are
discussed in Section 7.1.

3The feed-through effects, or the mis-classification between the fitted and true categories, are stud-
ied in detail in Section 8.1.
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is essential and mandatory to proceed in a blind way to avoid being influenced by external
factors such as results from other experiments or any theoretical biases. This is particularly
true here since the results obtained from the ete™ — w7 (7) cross section analysis are
utilized in computing the hadronic vacuum polarization. These results play a direct role in the
calculation of contributions to various phenomena, such as to the running of aqep(s) and to
the anomalous muon magnetic moment a,,. In the case of the latter application, some ambigu-
ity arising from e™ e~ data from different experiments. Some confusion is observed between
on one hand of Novosibirsk (CMD-2, SND and the latest CMD-3 [28]) and of KLOE. The
confirmation of a discrepancy between the direct measurement at BNL and the SM prediction
thus relies on the clarification of this situation.

The radiation study in this thesis which is crucial to the ongoing cross section analysis is
conducted in a manner that prevents inadvertent biases with the previously published results,
including that from BABAR . This is accomplished through a blind way, where key individual
data/MC corrections, like trigger and tracking efficiencies, are hidden by applying offsets that
are known only to one individual for each task. Only after successfully completing all the
studies with internal consistency checks, the offsets will then be disclosed and absolute cross
sections can be calculated.

For the forthcoming final cross section analysis, the main goal is to measure the amount of
the signal events with high precision, where the absolute overall efficiencies are crucial and
dominate the systematic uncertainties. The 77 (7y)yisr and pu(y)yisr processes are mea-
sured independently with full internal checks before unblinding and the ratio which yields the
measured absolute 77 cross section. One of the most demanding tests is the so-called QED
test, which is the absolute comparison of the zi4(y)visr cross section (the BABAR luminosity
Lee is used) to the NLO QED prediction. In the previous 2012 analysis [35], the separation
between the different two-prong final states (including ™ (v)y1sr process) relies exclu-
sively on the identification of the charged particles. In the forthcoming new analysis to be
completed, the separation between the different two-prong final states relies on the fit of the
cos 0 distributions in each m interval. Background reduction and control of the remaining
background contributions are another challenge in this analysis, particularly, the pion channel
away from the p peak resonance.

Although the final state of two-body ISR processes is rather simple, the main difficulty
of the forthcoming analysis resides in the full control of all involved efficiencies. Relying on
the MC only could not grant the required precision. Therefore all efficiencies are measured
relying on data. As is known to all, the generation and simulation of MC samples are not
perfect, there are always differences between MC and data. At first step, the MC simulation
is used in order to incorporate in a consistent way with all effects entering the final event
acceptance. Through dedicated studies performed on data and simulation, corrections for
data-to-MC differences are obtained for each efficiency. The main contributions for these
corrections originate from trigger, tracking, momentum calibration, and the 2 selection of the
kinematic fits. Corrections will be applied in two steps: (1) relative data-to-MC corrections
as a function of cosf} are made to the MC reference distributions before performing the
fits, and (2) absolute data-to-MC corrections are applied to the 77 and i mass spectra (for
unblinding). The correction terms are reviewed in turn. These corrections are applied as mass-
dependent corrections to MC efficiency. They add up to at most a few percent and are known

10



1.5. EXPECTED BEHAVIOR OF ADDITIONAL RADIATION

to a few permil level or better. Efficiency measurements are designed to avoid correlations
between different correction terms.

The final unblinding is foreseen to be done in two stages, first with the eTe™ —
= y(vy) cross section which can be compared to QED as a final check [35], then with
the measurement of the e e™ — 77~ 7(7y) cross section as the final goal of the forthcoming
analysis.

1.5 Expected behavior of additional radiation

1.5.1 Studies of ete™ — u = y(y) with PHOKHARA

The latest version of the PHOKHARA event generator [37] is supposed to provide an accurate
picture of the ISR process ete™ — utpu~ () since it incorporates all contributions from
NLO QED “. More specifically, it includes the LO ISR and FSR processes and NLO contri-
butions from real photon emission by the e* or e~ beams and the outgoing muons, as well as
the soft emission and loop virtual contributions, as shown in Fig. 1.7.

Samples of ISR events are generated with PHOKHARA in the BABAR conditions for
this analysis: ISR photon at large angle (range between 20° and 160°) in the ete™ CM
system, two-charged particle mass from threshold to 1.4 GeV, and an initial CM energy
Vs = 10.58 GeV. The sum of soft and hard emission is chosen to be 5 MeV so that both
contributions can be handled under control. From an experimental point of view both LO and
soft+virtual NLO lead to event configurations which can be reconstructed with ‘LLO’ kinemat-
ics (only one ISR photon with two charged particles in the final state), whereas sufficiently
hard NLO necessitates a different kinematic treatment. Here the transition energy is more
related to the detector performance and background conditions. The rate of hard radiation
turns out to be relatively large, NLO ISR being enhanced by a large In(s/m?2) factor, and
is strongly dependent on the photon energy threshold. For muons, starting with a value of
59.5% for £ above 5 MeV, the fraction then decreases to 38.1% above 50 MeV, and still
25.0% above 200 MeV. In the 2009 and 2012 BABAR measurement [35, 38], a large fraction
was indeed observed above 200 MeV. In this BABAR analysis a value of 50 MeV is chosen as
it is actually the energy threshold for a kinematically-fitted photon, as will be discussed later.

The generated samples allow to study the features of different topologies, taking advan-
tage of the options to run the generator. The effect of soft and virtual contributions can
be explored using samples generated at LO with either LO ISR only or the full LO with
ISR+FSR-+interference, and NLO samples with either NLO ISR or the full configuration with
NLO ISR and FSR. In particular, it has been checked that final states at LO (one-photon ra-
diation) are indistinguishable from NLO when additional radiation £ larger than 100 MeV
is excluded, as their muon angular distributions are consistent within +1% in the large de-
tector acceptance. This property has an important consequence: from an experimental point

“To dispel some possible confusion, note that LO is defined with respect to the process under study.
While the Born cross section is given by LO QED and one-photon radiation corresponds to NLO, in
this thesis the ISR process is considered to be LO order, despite being NLO with respect to the Born
cross section.

11
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of view, final states are identical for LO and NLO soft+virtual contributions and they are
measured together indistinguishably .

It is of interest to separate the contributions from ISR and FSR additional photons, as the
ISR contribution is expected to dominate. However it is not possible in PHOKHARA generator
to tell the origin of the photon for each individual event as the two-photon final state results
from an NLO matrix element with interfering amplitudes. A feasible way out was used for
data [35,38], and applied here for Monte Carlo, taking the advantage of the event topology to
separate FSR from ISR on a statistical basis, which is achieved by considering the distribution
of the angle 67 . between the softer photon (ie., the energetic main ISR photon is excluded)
and the closet muon track. In this way the FSR contribution stands out as a peak at small angle
above a wide distribution from large-angle ISR which is shown in Fig. 1.8. The fractions of
the full NLO samples are then calculated with PHOKHARA in different topologies taking
50 MeV as the hard photon threshold in the CM system: 61.9% for ‘LO’ (true LO + NLO
soft + virtual), 27.2% for NLO ISR hard not in acceptance (forward and backward blind
cones of 20° in CM), 7.5% for NLO ISR hard in acceptance, and 3.3% for NLO FSR hard in
acceptance. All these NLO topologies are selected in the BABAR analysis, with the full event
reconstructed, even in the case where the additional photon is not detected, but inferred from
a constrained kinematic fit.
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Figure 1.8: The distribution of the angle 0, (trk,v,,,) in the CM frame between the addi-
tional photon and the closest outgoing muon track shows a peak below 25° from FSR superim-
posed on a wide distribution from large-angle ISR, not correlated with the muons. These two
plots are obtained at the generated 4-vector level in BABAR kinematical conditions for pho-
tons in the detector range for two options of the PHOKHARA generator. Left: full LO+NLO
ISR+FSR PHOKHARA sample. Right: sample with FSR turned off.

It is interesting to compare the results of the cross section which are provided by
PHOKHARA at LO and NLO levels. For the BABAR conditions quoted above, the full NLO
ISR cross section for eTe™ — ptpu~ () is 17.159 pb which is compared with 17.452 pb
with only LO amplitudes kept. The sum of all NLO contributions corresponds to a relatively

3 Actually the loop contributions introduce a tiny forward-backward asymmetry, but this disappears
in the measured cross section in a charge-symmetric detector.
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small reduction by —1.68 + 0.01% of the LO value. As we have obtained that the NLO ISR
hard part above 100 MeV corresponds to a large increase of 38.2 x 17.159/17.452 = 37.5%,
it follows that it is almost compensated by a reduction of 39.1% due to the soft/virtual contri-
bution.

The near cancellation between hard and soft/virtual effects is known since long in
QED [39], but sometimes it could lead to an incorrect appreciation of the effect of higher-
order corrections when systematic uncertainties are quoted. Thus this issue requires a careful
evaluation of the part of the cross section which is actually measured and of the radiative
correction arising from the missing part due to higher-order effects. This important issue is
addressed in the following section.

1.52 ete — nrn 7(y) with PHOKHARA

The situation for the et e~ — w71~y (7) ISR process is very similar to the muon case. In
fact the NLO ISR involes the same initial state, but it differs slightly due to the different cross
section shape. As for NLO FSR, pions are more complicated than muons since pions are
composite objects and an appropriate model is required to describe the corresponding radia-
tive behavior. In PHOKHARA the model used is scalar QED assuming point-like pions [37]. It
is therefore of interest to measure this NLO FSR contribution directly in data in order to test
the validity of the model used and then apply a correction if necessary in case the evaluation
depends on the Monte Carlo simulations.

1.5.3 The AFKQED generator and NNLO contributions

Another second ISR event generator, named AFKQED, has been used in the analyses presented
in this thesis. It is based on the formalism from Refs. [33,40]. The LO ISR (or LO FSR)
photon is generated at large angle, in the detector acceptance range. Additional ISR photons
are generated with the structure function method [41], assumed to be collinear to the et or e™
beams. In this way leading logarithms of order o In(s/m?) are resummed to all orders. Thus,
not as PHOKHARA, AFKQED includes higher-order contributions (more than one additional
photons) beyond NLO. Because of the collinear approximation, bunches of 0, 1, or more
photons, each with the proper QED probability to be radiated from one of the beams leads to
an equivalent single photon resumming their individual energies. As a consequence the only
explicit NNLO ISR topology that can be accessed is when multiple photon emission occurs
on both beams. For additional FSR photons only NLO is implemented using PHOTOS [42].
Another explicit NNLO topology occurring in AFKQED corresponds to one additional ISR
photon and one additional FSR photon. In addition the only visible N3LO contribution with
three additional photons is generated with one equivalent photon along each beam and one
FSR photon.

So far there exists no complete NNLO calculation of the ISR cross section ete™ —
i~ y(v)(7) and consequently no event generator to be used by the experiments, beyond
the collinear approximation of AFKQED. Experience with the Born cross section and the ISR
process leads us to expect a similar behavior, namely an overall small effect on the cross
section, possibly at the level of a few per mil, but significantly larger contributions from hard
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radiation which are accessible to experimental investigation and are the subject of this thesis.
A very rough guess one could expect contributions for photon energies above 200 MeV is of
(0.25)2, thus of order a few percent, within the reach of a high-statistics experiment with a
large selection efficiency such as BABAR.
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Chapter 2

BABAR experiment

The main goal of the BABAR experiment (simply as BABAR ) is to study the disparity between
the matter and antimatter of the universe via measuring the Charge Parity (CP) violation.
BABAR locates at the Stanford Linear Accelerator Center (SLAC) National Accelerator Lab-
oratory in California, and the BABAR detector is focused on the study of the millions of B
mesons produced by the PEP-II storage ring. Due to its high luminosity of B mesons produc-
tion, the PEP-II collider is also called B factory. In this chapter, a brief introduction to the
PEP-II collider and BABAR detector will be presented, while more detailed descriptions can
be found in Ref. [43]. The schematic plots in Section 2.2 are from Refs. [44,45].

2.1 The PEP-II asymmetric e*e~ collider

The PEP-II collider system is designed to produce B mesons that enable the CP violation
measurement by the BABAR detector. As shown in Fig. 2.1, the PEP-II system consists of four
major subsystems: Injector, high-energy ring (HER), low-energy ring (LER) and interaction
region (IR).
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. (G O Detector
Lmar = E
200 #.:0\-' ‘ PEP Il High Energy Bypass (HEB)
injector |
oum Damping ‘ SE'C':’ n}gcfE'P o Hi ﬁEEP I -
[1 15 GaV] ‘ PEP Il Low Energy Bypass (LEB) Hllgl‘lg ('T:I'eEI' )y
ctor-4 PEP Il [9 GeV]
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Figure 2.1: The schematic of the PEP-II accelerator system layout.

The powerful injector includes the electron and positron beams extraction, transport lines
and match lines from the SLAC three-kilometer LINAC. The HER is for the 9 GeV electron
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beam which is originated from PEP but with updated design of vacuum, radio-frequency (RF),
diagnostics and feedback systems. The LER mounted on top of the HER is responsible for
the 3.1 GeV positron beam. The IR is the most complicate part of the PEP-II and is designed
to bring two beams into head-on collision and separate them cleanly. The BABAR detector is
located in the IR. The collision of the two asymmetric electron and positron beams results
in the collider operating at the CM energy /s = 10.58 GeV, the mass value of 7°(4S) reso-
nance. The asymmetry in collision means the CM of the electron-positron annihilation system
moves fast in the direction of the higher-energy beam. The Lorentz boost 8+ is 0.56 from the
collision system to the final states with respect to the BABAR detector, which is designed to
make the delicate CP violation in the B-meson system measurable since the neutral B mesons
live long enough for the particles to propagate a considerable distance before decaying. The
relative decay length and the time dependence of the decay rates of the B mesons can also be
determined from this boost.

2.2 The BABAR detector

The BABAR detector system has been designed to have a large and uniform acceptance in the
CM system to achieve the physics goals required. Its reconstruction efficiency is required to
be as good as down to the momentum of 40 MeV/c. Photons are required to be reconstructed
down to the momentum of 20 MeV/c efficiently. Good energy and angular resolutions for
the photons from 7 and 7" decay as well as from radiative decays from 20 MeV to 4 GeV.
Additional requirements like excellent vertex resolution, efficient reconstruction of secondary
vertices, great electron and muon identification, accurate and efficient discrimination between
hadrons and B flavor-tagging, are also required. Figure 2.2 shows a schematic view of the
longitudinal section with the principal dimensions and Fig. 2.3 demonstrates a view of a
transverse section with the principal dimensions of the BABAR detector. To get the maximum
geometric acceptance for the boosted 7°(4.5) decays, the whole detector is offset 0.37 m along
with the electron beam from the interaction point. The BABAR right-handed coordinate sys-
tem is defined as the positive z axis pointing to the traveling direction of the electron beam
(also called forward direction) with a 20 mrad offset with respect to the electron beam in
the horizontal plane, the positive x axis pointing horizontally away from the center of the
PEP-II accelerator and the positive y axis pointing vertically upward. The polar angle @ is
measured with respect to the z axis, with a coverage from 350 mrad in the forward direction
and 400 mrad in the backward direction (the running direction of positron), and the azimuth
angle ¢ is measured from the z axis in the x — y plane.

From the inside out, as shown in Fig. 2.2, the detector is composed of six main subsys-
tems: Silicon Vertex Tracker (SVT), Drift Chamber (DCH), Detector of Internally Reflected
Cherenkov radiation (DIRC), Caesium Iodide (Csl) Electromagnetic Calorimeter (EMC), su-
perconducting Solenoid with 1.5 T magnetic field, and Instrumented Flux Return (IFR). More
details of the detector design can be found in Refs. [44—46] and a brief summary is presented
in the following part.
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Figure 2.2: The longitudinal section of the BABAR detector. The length unit is mm.
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Figure 2.3: The transverse section of the BABAR detector. The length unit is mm.
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2.2.1 Silicon Vertex Tracker

The SVT is the innermost subdetector in the BABAR detector, and as well the only tracking de-
vice inside the supporting tube. The primary goal of the SVT is to measure the charged tracks
position close to the IR with high precision and to reconstruct the trajectories and decay ver-
tices of the charged particles. The SVT is also designed to detect the low-momentum charged
particles that do not reach the DCH. Figure 2.4 shows a schematic view of the longitudinal
section of the SVT.
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Figure 2.4: The longitudinal section of the SVT.

The SVT consists of five concentric cylindrical, 300 pm thick, double-sided silicon mi-
crostrip detectors, with 6, 6, 6, 16 and 18 modules respectively, covering 90% of the solid
angle in the CM system. The inner three layers are planar-shaped barrel-style structures used
to measure the information of the charged tracks, while the outer two layers are primarily used
to match SVT and DCH tracks with arch shapes which enable the detectors to be connected
across an angle.

The silicon strips used by the silicon vertex detector are built on high resistivity n-type
substrates with n and p™ fabricated on two sides. The strips normally operate at a bias
voltage of 10 V above their typical depletion voltages range from 25 V to 35 V. The ionization
of the material forms a current which can be measured by the detector when charged particles
pass through the strips. The front-end design includes ICs and the CMOS technology.

The performance of the SVT has been evaluated that the hit reconstruction efficiency is
above 95% (~ 97%), the spatial resolution of the inner three layers is from 10 ym to 15 ym
and 40 pm of the outer layers, and the truncated mean dF /dx resolution is ~ 14% for MIPs
(minimum ionizing particle).

2.2.2 Drift chamber

The multi-wire DCH is the main tracking device of the BABAR detector and it is designed
to measure momenta and angles with high precision. It also supplies dE/dz measurement
for charged tracks. As it is further away from the IR than the SVT, the DCH can therefore
measure the curvature and thus the momenta of charged tracks, like the K g decays.

The DCH has relatively small radius, with an inner radius of 236 mm, an outer radius
of 809 mm and a length about 2.8 m (shown in Fig. 2.5). It is built with 40 layers of small
hexagonal cells which provide up to 40 spatial and ionization loss measurements. Each hexag-
onal cell has one gold-coated and 20 pum-diameter sense wire, applied with a high positive
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voltage, and surrounded by six field wires which are at ground potential. The DCH is filled
with a 80:20 gas mixture of helium:isobutane and typically operates at +1960 V to achieve an
avalanche gain of approximately 5 x 10%.

At the design of +1960 V, the DCH tracking efficiency reaches (98+1)% per track. The
resolution of dF /dx achieved is typically 7.5% with the expected value to be 7% and the
resolution of o, &~ 0.3% X pr for momentum above 1 GeV/c. The DCH has been performing
the particle identification (PID) close to the design expectations with stability over time by
measuring the ionization loss, dE /dz with all cells fully operational.
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Figure 2.5: The side view of longitudinal section of the DCH with principal dimensions.

2.2.3 Detector of internally reflected Cherenkov radiation

To better separate pions and kaons from the rare two-body decays B — 7*7~ and B —
K*7~, a new kind of ring-imaging PID system called the DIRC is used in BABAR . The
DIRC provides a 7w/ K separation of higher than 3.50 and it can work for all tracks from
B-meson decays over the entire momentum range from the pion Cherenkov threshold up to
4.2 GeV/c. PID in low-momentum range (below 700 MeV/c) primarily relies on the dE/dx
measurements in the SVT and the DCH.

As shown in Fig. 2.6, the DIRC system is composed of 4.9 m long, 17 mm by 35 mm
rectangular bars of synthetic, fused silica. The 144 DIRC bars are long but thin and light
and arranged in a 12-side polygonal barrel, with 12 bars each side. These bars serve both as
radiators and as light pipes. The radiator bars cover about 83% of the polar angle and 94%
of the azimuthal angle of the CM system. The photon detector in the DIRC is placed at the
backward end and the mirrors are placed at the forward end of the bars to reflect incident
photons. The produced photons from the radiator bars transport to the backward end of the
bars, enter the standoff box and are finally detected by the PMTs (photon multiplier tubes).

The expected Cherenkov light is measured by a tightly packed array of PMTs, which are
located about 1.2 m away from the bar end and arranged into 12 sectors of 896 PMTs each.
The position and the arriving time of the photons can be obtained from the PMTs. From the
measured Cherenkov angle, the mass of the particles can be identified. The DIRC has an
excellent separation between pions and muons, about 4.20 at 3 GeV/c and still about 2.50 at
4.1 GeV/e.
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Figure 2.6: The DIRC geometry view.
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2.2.4 Electromagnetic calorimeter

The EMC designed in BABAR is a total-absorption calorimeter which has an excellent energy
and angular resolution over the energy range between 20 MeV and 9 GeV. This capability
allows the high photon detection efficiency from the 7° and 7 decays, as well from radiative
processes and electromagnetic processes. The EMC consists of 6580 thallium-doped Csl
crystals in total, with a cylindrical barrel of 48 rings arranged with 120 identical crystals each
ring and a conical forward endcap of 8 rings with a total of 820 crystals. In general, the EMC
has a full coverage from 15.8° to 141.8° in polar angle, which translates to a solid-angle
coverage of 90% in the CM system (see Fig. 2.7).
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Figure 2.7: The longitudinal cross section of the top-half EMC along the beam direction.

Each crystal of EMC has a tapered trapezoidal-like cross section, with the typical front-
face area 4.7 x 4.7 cm? and back-face area 6.1 x 6.0 cm?. The crystals perform not only as
a total-absorption medium, but also as light guides to collect light at the photodiodes.

The photon detector includes two 2 x 1 cm? silicon PIN diodes at the center of the rear
face of the each crystal, where the light from the electromagnetic showers are measured. Elec-
tromagnetic showers spread over many adjacent crystals and thus form a cluster of energy de-
posits. The clusters can then be reconstructed by the reconstruction algorithms. The achieved
energy resolution of the EMCis o /E = 5.0£0.8% at 6.13 MeV and og/E = 1.9+£0.07%
at 7.5 GeV. A fit to the energy dependence gives the expression as

op  (2.32+0.30)%
CE 2T T 5 (1.85 +0.12)%. 2.1
E Y E(GeV) @( % @D

The achieved angular resolution is determined from the 7° ans 7 decays to two photons of
almost same energy. The resolution varies from 12 mrad at low energies to 3 mrad at high
energies. A similar fit result to a parameterization of the energy dependence can be expressed
as

3.87+0.07

0p = 0y = (22— 4 0.00 + 0.04) mrad. 2.2
0 =04 =( BV ) (2.2)
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2.2.5 Instrumented flux return

The IFR is the outermost detector of BABAR and it was designed to detect muons with large
solid angle and high efficiency, and long-lived neutral hadrons (primarily K 2 and neutrons)
over a wide range of momenta and with good angular resolution. The IFR has double duty, one
is as the flux return for the magnetic solenoid, and the other is as a muon and neutral hadron
detector. The IFR uses the flux return with layers made of iron and steel as a muon filter
and hadron absorber, while single gap resistive plate chambers (RPCs) with two-coordinate
readout are used as detectors.

The steel segmentation has been chosen based on the MC simulation of muon penetration
and neutral hadron interactions. The steel is sectioned into layers, with thickness from 2 cm
for the inner plates to 10 cm for the outermost plates. The nominal gap between the steel
plates is 3.5 cm in the inner layers of the barrel and 3.2 cm in other parts. The system consists
of a central barrel part and two plugs called end caps to cover a wide angle range. The RPCs
are installed in the gaps of the segmented steel of the barrel and the end caps of the flux return.
There are 19 PRC layers in the barrel part and 18 layers in the end caps part. Two additional
layers of the cylindrical RPCs are installed outside the EMC to detect the particles exiting the
EMC.

A planar RPC has two 2 mm-thick bakelite (phenolic polymer) sheets which are separated
by a 2 mm gap and have a large resistivity of 10'! ~ 10! 2. The gap is enclosed at the edge
by a 7 mm wide frame and is filled with a non-flammable gas mixture of 56.7% Argon, 38.8%
Freon 134a, and 4.5% isobutane. The internal surfaces of the bakelite are linseed-oil coated
to prevent large dark currents and discharges in the gas. The external surfaces of the bakelite
are coated with graphite to obtain a surface resistivity of ~ 100 k2 /square, applied ~ 8 kV
high voltage and ground, and protected by an insulating mylar film.

Muons are generally able to penetrate more layers of steel or iron compared to pions, and
this serves as the main discrimination between muons and pions. The muon detection effi-
ciency in the IFR has been achieved close to 90% in the momentum range between 1.5 GeV/¢
and 3.0 GeV/c, with a fake pion rate about 6 ~ 8%. The K efficiency increases from 20%
to 40% in the momentum range 1 < p < 4 GeV/c (IFR and EMC combined).

The IFR was forced to be upgraded due to the rapid aging and efficiency loss of the
original RPCs. In 2002, the forward end cap was replaced with new improved RPCs and
in 2004 two of the barrel PRCs were replaced with limited streamer tubes (LSTs) and brass
absorber, mainly to avoid losing muon ID capability. In 2006, the remaining 4 PRC sextants
in the barrel were replaced by LSTs.

2.3 The Trigger System

The trigger system in BABAR is designed to select events of interest with a stable, high and
well-understood efficiency while rejecting other background events at a high rate and keep the
total event rate below 120 Hz. The trigger system is implemented as a two-level hierarchy, the
Level 1 (L1) in hardware followed by the Level 3 (L3) in software. During normal operation,
the L1 is used to have an output rate of 1 kHz, while the L3 receives the output from L1 and
then performs a second stage rate reduction related to the main physics source. Typically, the
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Figure 2.8: Schematic of the IFR system: Barrel sectors, forward (FW) and backward (BW)
end doors.

L1 trigger has an efficiency greater than 99.5% for BB processes and the L3 trigger maintains
the BB selection efficiency at more than 90% with data rate reduced to 200 Hz.

2.4 Data Luminosity

The BABAR experiment has taken data between 1999 and 2008. The designed instantaneous

25ec™1,

luminosity for PEP-II has been improved over time by a factor of four, 12 x 1033 cm™
with a peak-luminosity record in August 2006. An integrated luminosity of 553.48 fb~! was
collected mostly at the 7(4S) in 2008 '. Figure 2.9 shows the integrated luminosity over

time.

!'This integrated luminosity includes 7°(45) from Runl to Run6, and 7'(35) and 7(2S5) from Run7,
where 1'(45) takes up most of the fraction.
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Figure 2.9: The integrated luminosity delivered by PEP-II over time from 1999 to 2008.
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Chapter 3

Analysis outline

3.1 Data samples

This analysis is based on the data collected with the BABAR detector operated at the 7°(4.5)
resonance, in run 1 through run 6. The data used corresponds to a total integrated luminosity
as

L£=424.2 "1 (3.1)

with 43.9 fb~! of data were collected just below the resonance in addition [47]. The relative
uncertainty on the luminosity of the on-resonance (off-resonance) samples is both 0.43%.

3.2 Monte Carlo generators and simulations

Events simulated are produced by using MC methods, which can help better understand the
signal, estimate the background distributions, the event selection criteria and the selection
efficiencies. In this analysis, the signal ISR processes ete™ — X~sr with X = up, 7
or KK are simulated with the full NLO PHOKHARA event generator [37], which is dif-
ferent from the previous analysis [35] where the signal ISR processes were simulated with
AFKQED event generator [40]. The main ISR photon, ~igR is generated with a wide angular
range, 20° — 160° in the CM system bracketing the photon detection range with a margin to
account for the finite resolution. At production and preselection level, a minimum ISR photon
energy of 4 GeV in the CM system is required, thus limiting the mass of the produced final
state to 5 GeV/c? (the final state beyond 5 GeV/c? is treated as pathological), far beyond the
0 — 1.4 GeV/c? mass range considered in this study. Samples corresponding to 10 times the
number of data events are generated for the signal channels.

In addition, relatively small samples of signal ISR processes are simulated with the
AFKQED generator described before. A minimum mass my,, > 8GeV/ c? is imposed
at the generation stage, which places an upper bound of 2.3 GeV on the additional ISR pho-
ton energy. Additional ISR photons are emitted along the et or e~ beam particle direction
produced by AFKQED generator. Within the intrinsic limitations of the generator, AFKQED
produces samples of events simulated up to NNLO.
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Background ISR processes eTe™ — Xyigr X = KT K70, 7t 770, ntr—270,
27727, ..., including resonant states) are simulated with the AFKQED MC event generator.
Background processes eTe” — qq (¢ = wu,d, s, c) are generated with JETSET [48], and
ete™ — 777~ with KORALB [49]. The response of the BABAR detector is simulated with
GEANT4 [50], taking into account the beam variations and the detector conditions over time.

3.3

Event selection

Two-body ISR events are associated with two-charged tracks and one hard photon in the final

states of eTe™ — ppy(y) and eTe™ — wwy (7). The basic selection criteria are listed below:

L1 and L3 trigger satisfied and BGFilter ! passed
At least 2 good tracks

2 exactly good tracks of opposite charges, each with transverse momentum pp >
0.1 GeV/c and 6 polar angle in the range 0.40—2.45 rad, identified as muons or pi-
ons, and in the DIRC and IFR active areas

A photon with the energy larger than 4 GeV in the CM system and laboratory polar
angle range 0.35—2.4 rad

a radiative Bhabha ? veto based on large ECM deposit (E.,1) deposits on both tracks

the transverse distance between the 2-track vertex (calculated using the track helices
without refitting) and the beam spot smaller than 0.5 cm to remove conversions

Here the defined good tracks must satisfy the requirements below:

polar angle 6 in the range 0.4—2.45 rad

number of DCH hits Npcg > 15

distance of minimum approach to the beam axis in z — y plane docazy < 0.5 cm
distance from the beam spot along the beam axis direction within 6 cm (|dz| < 6 cm)

electron veto reducing electron contamination based on a combination of dE/dx and
Eeal, (Eeal/p — 1)/0.15)2 + ((dE/dxpcy — 690)/150)% < 1, E.y is the deposited
energy in the EMC that is associated to the track

A relaxed preselection combination for standard tracks, docaxy < 2.5 cm with no cut on
the Npcr and pt > 0.1 GeV, makes relevant analyses more efficient. All types of ISR events
are pre-selected requiring an OR of the following four conditions:

'The BGFilter performs a part of the offline reconstruction and then combines the information with
the DCH hits and EMC cluster responses for the full event reconstruction selection.
2ete™ — eTe ~y samples
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3.4. SPECIFICITY OF THE ADDITIONAL RADIATION STUDY

* even number of standard tracks with zero total charge, and the angle between the miss-
ing momentum vector (including photons, but excluding the ISR photon, which is the
highest-energy photon in the CM system) and the ISR photon smaller than 0.3 rad;

* the same angular cut, but here includes all extra detected photons in the calculation of
the missing momentum;

 any odd number of standard tracks (for efficiency study);

* number of K candidates (2 tracks with secondary vertex and mass in a window near
K? mass) larger than 1.
There may exist two ISR photon candidates in the detector with EZ > 4 GeV in about
2.5 x 1073 of the events. In that case, the ISR photon is chosen to be the one with the higher
E* Note that this choice is conventional since in data as well as in PHOKHARA MC, it is

VISR '
not possible to distinguish which photon is main ISR and which is additional.

3.4 Specificity of the additional radiation study

The focus of our attention is on the radiation study for the u* () and 77~ ~(y) chan-
nels. The present study of additional radiation is performed by distinguishing the muon and
pion channels on an event-by-event basis, utilizing PID for the charged tracks. This is jus-
tified by the convenience of handling separate samples of radiative events in order to study
their specific behavior. In the published 7+ 7~ cross section analysis [35], where the pion
to muon and kaon separation relied on PID, strong cuts were imposed on the track momen-
tum (p > 1 GeV/c) to ensure good identification. In this analysis, no such strong cuts are
applied to maintain sensitivity over the full angular distribution of the two-body CM system,
with tracks being reconstructed down to 0.1 GeV/c. One thus expects limited PID perfor-
mance for the low momentum track. However, this challenge is tempered by the fact that the
study of additional radiation does not demand the same level of precision as that needed for
determining the cross section.

The tag-and-probe method has been used to determine the PID efficiencies. Events are
required to pass the selections described in Section 3.3. In addition, the background contribu-
tion is reduced by applying the 2D-x? selection describe in Section 4.3.1, particularly for the
7w sample with huge background. Since pairs of particles of the same mass are produced in
the selected events, very tight identification of the tag track is required and the identification
efficiency is measured using the other probe track. This study employs the standard BABAR
PID selectors, which are described in details in [46]. A muon track is tagged with the tight
BDT muon selector for high-momenta track (larger than 0.7 GeV/¢) and the tight BDT low-
momentum muon selector for lower-momenta track. A pion track is tagged with very tight
piKM pion ECOC selector and vetoed against muon, kaon and electron with loose selectors,
which effectively reject these particles while still maintain a high efficiency for pions. The
other track is tagged with the same selectors. The efficiencies are calculated separately for the
data and PHOKHARA MC samples in a 2D matrix of (pr, 6) bins. For data, the background
contributions are subtracted relying on the simulated background MC samples. For each MC
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event, the product of the data/MC ratios of PID efficiencies for the two charged tracks is ap-
plied as a correction, each data/MC ratio is obtained by scanning a correction table created in
momentum and polar-angle bins.
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Chapter 4

Kinematic fitting and background

4.1 Kinematic fitting: NLO description

In BABAR analyses, x? cuts have been used after kinematically fitting the events to the relevant
X, hypothesis. Mostly due to the additional radiation, and partly due to resolution effects,
the 2 distributions have long tails.

Therefore for both ppy and w7y processes, the event definition is enlarged to include the
radiation of one photon in addition to the already-required ISR photon. Two types of fits are
considered, according to the following situations:

* The additional large-angle (LA) photon is detected in the EMC, in which case its en-
ergy and angles can be readily used in the 4-constraint (4C) fit: here we call this the
visrYLA fit, in which the extra photon can be either from FSR or from ISR at large
angle to the beams. The threshold for the additional photon to be considered in the
YisryLA fit is kept down to 50 MeV. This can introduce some background, but with
little effect as the fit in that case will not be different from a standard fit to the pup(~y)~y
or wm () hypothesis in practice.

* The additional photon is assumed to be from ISR at a small angle (SA) to the beams.
Since no more further information is available, it is postulated that the extra photon is
perfectly aligned with either the e™ or the e~ beam. The corresponding fit is called
3-constraint (3C) fit or yisrysa fit, which ignores the additional photons measured in
the EMC and returns the fitted collinear ISR photon energy.

In both cases the constrained fit procedures use the ISR photon direction and energy,
the measured momenta and angles of the two tracks with their covariance matrix in order
to satisfy the four energy-momentum conservation equations. Since the energy response of
the EM calorimeter is asymmetric with a long tail when the measured energy is smaller than
the true energy, the photon energy variable is thus transformed into a Gaussian-distributed
symmetric variable using the Novosibirsk function [51]. For each photon entering the fits,
the three parameters of the corresponding Novosibirsk variable Z and its error are initialized
using the measured energy of the photon. Calibration of the Z parameters has been performed
beforehand on a clean pyuy ‘LO’ sample with a 3C fit using the two muons and the angles
of the ISR photon, by comparing the measured energy and the fitted energy. The x? of the
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NLO fits is minimized with the four-momentum conservation constraints in terms of the Z
variable(s). The fitted energy of the photon(s) is calculated from the Z values returned by the
fit.

Each event is characterized by two x* values, x2 .., and x> .. . from the correspond-
ing y1srYsa and yisryLa fits, which can be examined on a two-dimensional (2D) plot. The
quantities In(x2 + 1) are used so that the long tails can be properly visualized in practice.
Events without any extra measured photons have only the X’Q}’I snsa Value and they are plotted
separately. In the case where several extra photons are detected, yisryra fits are performed
using each photon in turn and the fit with the best X?,ISM , isretained. If the yisgryLA fits fail,
then the corresponding events have only X%st s Values and they are plotted as overflow at
around 11.5. To be consistent with the final cross section analysis without using PID, the pion
mass is assumed for the two charged particles, and in the following studies and the distribu-
tions the 7 mass is obtained from the fitted parameters of the two charged particles from the
YisrYsa fitif X%sms A < X'QYISR’YL , and from the yisryLA fit in the reverse case.

As depicted in Fig. 4.1 (top-left) for mm~y data without background subtraction, it is easy
to visualize the different interesting regions in the 2D-x? plane. Most of the events are LO
events (see figures in Appendix. A) and are peaked at small values of both X2, but the tails
along the axes clearly indicate events with additional radiation: small-angle ISR along the
x? 5 axis (with large ISR energies at large values of x? ,), or FSR or large-angle ISR along
the X% A axis (with large additional radiation energies at large values of X% A)- Events along
the diagonal do not satisfy either hypothesis and result from resolution effects for the pion
tracks (also secondary interactions) or the primary ISR, or possibly more than one additional
radiated photon. These effects are investigated further in this analysis. At large x? values,
multibody backgrounds populate the background region which is defined in the 2D-x? plane
and dominate the w7y data. As they are mostly events with genuine pions, PID requirements
are not efficient and thus specific BDT techniques are developed to select the signal, as ex-
plained later in Section 4.2. The 2D-x? distributions from the PHOKHARA MC simulation
(middle) and from ppy samples (right) are also shown in Fig. 4.1 for comparison. In the
bottom panels, the Xgnsms , distribution of the events which do not have an additional mea-
sured photon are compared between data and MC. The zone delimited with red solid lines in
the 2D-x? distributions (top and middle), and the vertical dashed line in the 1D distributions
(bottom) indicate the optimized selection discussed in Section 4.3.1.

4.2 Background studies

4.2.1 Multihadrons from the ¢q process

Hadronic process, named as usd process in the following, introduces a background in the
signal samples that is considerably reduced by the x? selection of the kinematic fits. uds is the
dominant background for mass range larger than 0.9 GeV/c? and subdominant between 0.6
and 0.9 GeV/c?. This contribution is estimated using simulated samples for the et e~ — ¢g
process. However, the JETSET prediction for gg fragmentation into low-multiplicity final
states is not necessarily reliable, so the MC rate is normalized using data.

In backgrounds from the ¢q process, the ISR photon candidate is actually produced from
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4.2. BACKGROUND STUDIES
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Figure 4.1: The 2D-x? distribution for mmyisr(vsa/yLa) (left) and puyisr(ysa/voa)
(right) in data without background subtraction (top), PHOKHARA MC (middle) and a com-

parison of le snsa Detween data and MC for those events which do not have any additional
measured photon (bottom) in the mass region 0.6 < my, < 0.9 GeV/c?. This mass region
for pion is dominated by the p resonance. The zone delimited with red lines in the 2D plot
and the dashed vertical line in the 1D comparison plot indicate the optimized selection.
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the decay of an energetic 7°. The search for such a signature is carried out in both data and
MC samples by pairing the ISR photon candidate with all detected additional photons having
energy larger than 50 MeV. The pair with v+ mass closet to the nominal 7% mass is retained
(notated as m.~ in the following). For energetic 70’s the two photons showers are likely to
be merged into a single calorimeter cluster, elongated in the transverse distribution. Such a
topology can be searched for by using the energy deposits in the EMC crystals (Zernike20
variable). In this case, the m., calculation requires the inclusion of a second photon, which
can originate from either a uds extra 7% or from beam background. Thus the uds process
has two main populations corresponding to resolved and unresolved 7°, which can be clearly
seen in Fig. 4.2. Besides the clear resolved 7¥ signal it is seen that the continuum in the My
distribution is also generated by unresolved 7°’s, thus providing a way to perform the data/MC
comparison for both topologies. The MC normalization is obtained from the observed 7° rates
on one hand and the unresolved 7° rates on the other hand.

o e I L A LS RS AN LS R
0.9<m,<1.4 GeV/c?
0.95
0.9
0.85

0.8

Zernike20

0.75
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0.65 10t
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M,, (Gevic?)

o

Figure 4.2: The ~~ mass distribution versus shape variable Zernike20 of the ISR photon
candidate from the uds MC sample showing both the resolved 7° and unresolved 7¥. The
resolved 7 population accounts for 20% of the total populations, while the unresolved 7°
population with other measured photon and the unresolved 7¥ population without extra pho-
ton account for 77% and 3% respectively.

The BDT optimization based on multivariate technique [52] is used to select the hadronic
processes in the accepted y? region in three separate 7 mass windows: the low mass win-
dow between the threshold and 0.6 GeV/c?, the intermediate mass window between 0.6 and
0.9 GeV/c? near the p mass peak, and the high mass window between 0.9 and 1.4 GeV/c2.
For each 77 mass window, two separate BDTs are carried out for m., < 0.3 GeV/c? and
My > 0.3 GeV/ c2, respectively. For BDT training, seventeen discriminating variables are
chosen excluding the strongly correlated but less discriminating one. The resulting separation
between the uds and non-uds processes (all other background processes except for 77(7)
which is not included in the BDT training and subtracted from the mass distribution directly)
is presented in Fig. 4.3 for different cases.

The selected BDT input variables are listed in Table 4.1.! The shapes of these variables

'Unless stated otherwise, the detailed BDT method discussion is concentrated on the high mass
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4.2. BACKGROUND STUDIES

between the uds and non-uds MC samples are compared in Fig. 4.4. The corresponding
comparison between the data sample and the MC simulation for these variables is shown in
Fig. 4.5. The distributions in dashed lines show the initial MC samples. A non-negligible
discrepancy in the resolution of the ISR photon energy in the CM system (E7) is observed
between data and simulation. The distributions in solid line correspond to the corrected distri-
butions by reweighting the E7 distribution in the simulation to that in data. As expected , the
reweighting correction also improves other variables related to energy while has little impact
on the other variables.
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Figure 4.3: BDT response for low mass (top), intermediate (middle) and high (bottom) 1.,
mass windows for low (left) and high (right) 7., mass ranges. The red and blue histograms
correspond to the absolute non-uds and uds event yields, respectively. The solid (dashed)
vertical line in the left panels corresponds to the BDT selection used for obtaining the nor-
malization factor for the 7° peak (unresolved continuum) for m.,, < 0.3 GeV/c?. The solid
vertical line in the right panels corresponds to the BDT selection used for obtaining the nor-
malization factor for the unresolved continuum contribution for m.., > 0.3 GeV/c?

The correlation between the BDT input variables for the uds and background (non-uds)
MC samples is shown in Fig. 4.6 for the high mass window. Highly correlated variables with
less discriminant power have been removed.

window where the multihadronic background processes dominate.
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Figure 4.4: Comparison of the shapes between the uds (red) and non-uds (black) MC sam-
ples for the selected BDT discriminant variables. The dashed lines show the initial distribu-
tions while the solid one the reweighted one after correcting for a difference between data and
MC simulation in the energy resolution of the ISR photon in the CM system.
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Figure 4.5: Distributions of data compared to normalized MC distributions for the selected
BDT input variables. The data are shown with the full black points, the dashed histogram rep-
resents the initial MC samples and the full line the reweighted MC samples. The discrepancy
in the last two bins in the bottom right plot of cos 8. variable could be due to the missing eey
contribution in the MC samples.
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Figure 4.6: Correlation between the BDT input variables for uds (top) and non-uds (bottom)
MC samples.
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Variable

Description

hl(X%ISR'YSA Jr 1)
EphSum — EPHI

CHI2_2pilg2bm

x? value of eTe™ — TT T y1sRY8A
Energy sum of all measured photons except for ISR photon
X2 value of eTe™ — T 7 152754

ZERNIKE20 Zernike shape variable of ISR photon

EGCM ISR photon energy in CM

ZERNIKE42 Zernike shape variable of ISR photon
CHI2_2pi3g x2 value of eTe™ — 73 fit

(2 n +1) x? value of eTe™ — 7T yigr VLA fit

DPSING Angle between ISR photon and missing momentum in laboratory
EPHI1 Energy of ISR photon

THETAO, Polar angle of 1st good track

PTOTO, Momentum of 1st good track

TETHAO, Polar angle of 2nd good track

M2PI_2pi2g or M2PI_2pilglbm Fitted 77~ mass depending on the fit x? value
ETOT Total energy in laboratory

COSTHPI cos 0* with the 7 hypothesis

PTOTO0, Momentum of 2nd good track

Table 4.1: Selected discriminating variables used in the BDT selection of the uds
process. They are sorted in accordance with their relative importance for the 77 mass
window between 0.9 and 1.4 GeV/c%.

As an example of the BDT selected candidates in data without no-uds contribution sub-
traction is shown in Fig. 4.7 in the accepted 2 region. The BDT selection corresponds to the
solid vertical line in the bottom left panel shown in Fig. 4.3. For comparison, the uds MC
events are also shown in Fig. 4.7 with or without the BDT selection 2. Similar distributions
between data and MC in the accepted x? region are observed. Furthermore, the BDT selection
selects more than half of the uds MC sample.

Fits to vy mass distributions are performed in both data and MC assuming a Gaussian
shape for the resolved 7" peak and taking into account the unresolved part of the uds and
non-uds contributions from other processes. For the fit of the 7° peak, a looser BDT selec-
tion corresponding to the solid vertical line in the left panels of Fig. 4.3 is used to gain more
statistics. For the fits of the unresolved contribution, a more strict BDT selection correspond-
ing to the dashed vertical line in the left panels of Fig. 4.3 is chosen to minimize the non-uds
contributions for which its v+ mass distribution from simulation may not be truly reliable.
Taking the high mass window as an example, the obtained fits are shown in Fig. 4.8. The
unresolved part is fitted with an error function named ERF in the uds MC distributions and
then the fitted shape is used in the fit to data. The three parameters (area, mass and width) of
the Gaussian peak are fitted in all uds MC distributions but in data only with the loose BDT
selection where the Gaussian peak is pronounced. For the strict BDT selection, the mass and
width parameters in the fit to data are taken from the corresponding fit with the loose BDT
selection.

The results of the fitted normalization factors in the three different mass windows for
M~y < 0.3 GeV/c? are shown in Fig. 4.9. The variation of the normalization factors with

21t should be mentioned that this uds background study was performed using the 2D-x? selection
from the previous analysis before re-optimizing the 2D-x? selection.
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Figure 4.7: Candidate events in data (top left) selected with the BDT selection corresponding
to the solid vertical line in the bottom-left panel in Fig. 4.3. Also shown are the uds MC events
with (top right) and without (bottom) the BDT selection.
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Figure 4.8: Distributions of the 7y mass of the uds MC (left) and data after subtracting
non-uds contribution (right, the data without background subtraction distribution are shown
in Appendix B). The upper plots correspond to fits used to determine the normalization factor
of the Gaussian peak (resolved 70 contribution) while the lower one the normalization factor
of the unresolved contribution for m., < 0.3 GeV/ c?. The fits are performed with log
likelihood option.
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the 7m mass windows is small and remains within the statistical uncertainties. The BDT
selections are varied in order to check the impact of the non-uds subtraction and the depen-
dence of the determined normalization factors on the BDT selection is shown in Fig. 4.10.
The normalization factors for the resolved 7° peak sample are fairly independent of the BDT
selection, while the other two cases indeed show a weak dependence in particular for looser
BDT selections for which the non-uds contributions are still important. The nominal BDT
selection is shown in red full dot. The nominal choice is made on the goodness of the fits as
well as to gain statistics for the resolved 7° sample and to minimize non-uds contributions
for the unresolved sample. No significant variation is observed in the normalization factors
around the nominal BDT selection, suggesting that the systematic uncertainty related to non-
uds subtraction can be neglected in comparison to the statistical precision. However, there is
clear evidence indicating that the normalization factors for the resolved 7 contribution are
systematically smaller than those of the unresolved contribution.
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Figure 4.9: Normalization factors of the 7Y (top) and unresolved (bottom) uds versus 7w
mass for m., < 0.3 GeV/c?.

Similar BDTs are utilized to select uds events in each of the three 77 mass windows for
Myy > 0.3 GeV/ c2. The ratio of the selected uds MC events over those in data with sub-
tracting non-uds contributions using the BDT selection corresponding to the vertical line in
the right panels of Fig. 4.3 is presented as a function of m., in Fig. 4.11 in the three mass
windows. In the low and intermediate mass windows where the selected uds event samples
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Figure 4.10: Dependence of the determined normalization factors on the BDT selection for
resolved 7V sample (top left), unresolved one at low (top right) and high (bottom) v mass
ranges. The nominal BDT selection corresponds to the red full point. The green error band
represents the uncertainty of the normalization factor using the nominal BDT selection.

are relatively small, no significant dependence on m., is observed while in the high mass
window, a clear mass dependence is observed. To investigate whether the mass dependence is
due to the non-uds subtraction, we have checked the level of the subtracted non-uds contri-
butions and made the relevant m., dependence, as shown in Fig. 4.12. The level of non-uds
contributions decrease with the 7 mass. The non-uds contributions also show different de-
pendence on the m.~. Regarding the high 77 mass window, the non-uds contribution, which
accounts for only 10% and is m.-independent, does not explain the observed mass depen-
dence of the normalization factor. In all the cases, the normalization factors are consistent
with those of the unresolved contribution at m., < 0.3 GeV/ 2. In terms of the low My
range, variations in the BDT selection were explored, but no significant systematic effect is
observed.

The final numerical results of the normalization factors are summarized in Table 4.2.
They are applied for the uds background in the analysis on top of the luminosity scale factor
of 0.5919. 3

4.2.2 Multihadronic ISR processes

The background is estimated by using simulated proecesses eTe™ — X,
+

g Where X rep-

resents the final states: 7+ 770, 2727~ 7tn=27°, nrt7~ and KK, etc. The mass

3From Figure 4.2, a small fraction of events at m~~ = 0 is observed. This fraction corresponds to
1.2%, 1.8% and 3.7% of the uds MC sample in the low, intermediate and high 77 mass windows, re-
spectively. It is assumed that the normalization factor of the unresolved sample at m.,, < 0.3 GeV/c?
can be applied to these events.
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Figure 4.11: Fitted normalization factors of the unresolved uds component as a function

of m,y > 0.3 GeV/ 2, in the low (upper), intermediate (middle) and high (lower) mm mass
windows. The fits are performed with 2 option.
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Mo 70 (0.105 < m., < 0.170 GeV/c?) Unresolved
Zernike20 > 0.85 Moy < 0.3 GeV/c? Moy > 0.3 GeV/c?
< 0.6 GeV/C2 0.252 + 0.088 0.412 +0.043 0.448 £ 0.031
0.6 —-09 GeV/02 0.241 + 0.064 0.433 +0.033 0.474 £+ 0.022
0.0 — 1.4 GoV/ &2 0.271 £ 0.032 0377 £0.022  0.481(50) — 0.279(92) x m.,
p=—0.952

Table 4.2: Normalization factors for the uds background in the three 77 mass win-
dows (1st column) for the resolved 7° contribution (2nd column, the indicated ~y-y

mass range corresponds to about £3 sigma around the fitted 7

O mass value), the

unresolved one at low (3rd column) and high (4th column) m.,, ranges. These nor-
malization factors are combined with the luminosity scale factor of 0.5919 for the

uds MC sample.
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Figure 4.12: Ratio of non-uds contributions over the uds candidates in data selected with the
BDT selection corresponding to the vertical line in the right panels in Figure 4.3 as a function
of m., in the low (top left), intermediate (top right) and high (bottom) 77 mass windows.
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spectra of these processes have been scaled to the measured cross section based on the com-
bination method implemented in HVPTools [53]. They sum to about 10% at the lower edge
of the p peak but are strongly suppressed by the 2D x? selection. The dominant contribution
for my. up to 0.9 GeV/c? is from the first process (referred to as 37 for simplicity in the
following).

A similar BDT approach, like the one used in the uds background study, is employed to
determine the normalization factors of the 37 MC samples in two m, regions: low mass
(below 0.6 GeV/ ¢?) and intermediate mass (between 0.6 and 0.9 GeV/ c?). 37 MC process is
dominated by the production of w and ¢ resonances.

Each of the two m,, mass windows mentioned above is further divided into two cases,
one with at least two reconstructed non-ISR photons (n, > 2) and the other with only one
reconstructed non-ISR photon (n, = 2). 4 They make up about 72% and 25% of the 37
samples, respectively. The remaining 3% has no photon from the 7° reconstructed with an
energy above 50 MeV within the detector acceptance.

For the case of n, > 2, twelve input variables are used in BDT to separate the 37 back-
ground from other processes. More details on the twelve variables and their importance and
correlation are described in Appendix C. Three variables, concerning the fit to two charged
pions and one ISR photon and two additional large-angle photons, and the invariant mass and
energy sum of the two non-ISR photons, are not used for the case n, = 2. This explains the
different separation power between the two cases presented in Fig. 4.13.

For a given BDT selection, the distribution of the 37 mass ms, 3 is utilized to determine
the normalization factor of the 37 process within the mass region of 0.7—1.1 GeV/c? cover-
ing the w and ¢ resonances. The distributions for BDT larger than 0.3 are demonstrated in
Fig. 4.14. The corresponding normalization factor is obtained with the total event yields of
data with background subtraction over the event yields of the 37 MC samples in the above
mass region. The shape comparison between data and MC is quantified with the x? value
integrated over 40 bins taking into account the statistical uncertainties of both data and MC
samples. The nominal BDT choice is determined as the selection with the best x? value over
a scan of the BDT selection around the nominal value. The nominal normalization factor is
also compared to the BDT selection with the second best x? value next to the nominal one
and any inconsistency between the two normalization factors after taking into account the
correlation between the selected samples is treated as a systematic uncertainty. The result-
ing normalization factor with its uncertainty is presented in Fig. 4.15 and Table 4.3. All the
normalization factors are consistent within the quoted uncertainties. For the most important
case of my, < 0.6 GeV/ ¢? and n~, > 2, we have achieved a precision of 1.5%. The re-
sults for n, = 2 are applied to the tiny fraction of events with n, = 1 and the results for
0.6 < mar < 0.9 GeV/c? are applied to the 37 MC at higher mass, the contribution of
which also becomes small.

*n., includes the ISR photon.

SFor n., = 2, either the 7¥ is unresolved or the second photon from the decay is not reconstructed.
In both cases, the 37 mass is computed assuming the non-ISR photon to have the 7% mass.
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Figure 4.13: BDT response for m,, < 0.6 GeV/c? (top) and 0.6 < m,, < 0.9 GeV/c?
(bottom), and n., > 2 (left) and n, = 2 (right). The red and blue histograms correspond
to absolute 37 and non-37 event yields, respectively. The solid vertical line represents the
nominal BDT selection used to determine the normalization factor, while the dashed line for

the systematic variation.

My < 0.6 GeV/c?

0.6 < myr < 0.9 GeV/c?

n, =2 | 1.009 £ 0.037

1.097 £0.118

ny, > 2 | 1.003 £ 0.010 £ 0.011

1.013 £0.021 £0.014

Table 4.3: Normalization factors for the 37 MC processes in the two 77 mass win-
dows (second and third columns) and for n, > 2 (third row) and n, = 2 (second
row). The first uncertainty is statistical and the second (if shown) is systematic.
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37 background contribution (blue histogram) and the sum of 37 MC and non-37 processes
(red histogram) for m,, < 0.6 GeV/c? andn., > 2 (top left), m < 0.6 GeV/c? andn,, = 2
(top right), 0.6 < Mz < 0.9 GeV/c? and n, > 2 (bottom left), 0.6 < My, < 0.9 GeV/c?
and n, = 2 (bottom right), with the ratio of data after subtracting the non-37 background
over the 3m MC sample in the corresponding lower panels.
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4.2.3 Background from 77 process

The 77 background process is found to be small in the accepted 2D-x? region ®. However, it
dominates in the rejected 2D-y? region by far. In the corner region of the 2D-y? plane where
both y? values are in overflow, approximately 28% of the rejected 77 sample is selected
within the mass range between threshold and 1.4 GeV/c? after applying strict muon identifi-
cation to the two good tracks. This specific corner region is used to verify the normalization
factor of the 77+ sample. According to the prediction based on the considered processes,
the only additional process that contributes to the above selected region is the ppuy process,
primarily at the high-energy tail of the measured total energy (Etot) distribution, shown in
Fig. 4.16. To obtain a highly pure 77 event sample, an Etot < 9.0 GeV requirement is im-
posed due to the unmeasured missing energy in these events. The integrated data and MC
event yields give a ratio of data/MC as 1.12 £ 0.04. Given that the 77y MC process is well
modeled, it is proposed to keep the normalization of the process unchanged but to quote a
systematic uncertainty of 12% for the 77 background subtraction.

The 2D-x? selection from the previous analysis as for the uds background.
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Figure 4.15: Normalization factors are shown with the left y-axis scale as a function of
BDT selection values for m,, < 0.6 GeV/c? and ny > 2 (top left), mqr < 0.6 GeV/ c?
and n, = 2 (top right), 0.6 < mz, < 0.9 GeV/02 and n, > 2 (bottom left), and 0.6 <
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number of degrees of freedom (ndf) are shown. The outer horizontal error band shows the
total uncertainty of the nominal normalization factor and the inner one (if any) represents the
statistical component of the uncertainty.
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Figure 4.16: Distributions of the total measured energy in the 2D-x? corner region where
both X2 values are in overflow, which means that both the ISR and FSR fits have failed.
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4.3 2 cut efficiency study

4.3.1 Optimization of 2D-)? selection

Multibody background populates the region where both x? values are large and consequently
a background region is defined in the 2D-y? plane, which assures the efficiency of the sig-
nal and rejection of the background. The BDT method is performed in three separate mass
windows, low (< 0.6 GeV/c?), intermediate (0.6 - 0.9 GeV/c?) and high (0.9 - 1.4 GeV/c?),
using the two variables X% A (also notated as X%SR) and X% A (also notated as X%SR), treating
the 77 (), pu(y) and K K () processes as signal and all the other processes as background.
The shape comparison of these two variables in different mass windows is shown in Fig. 4.17
using the PHOKHARA MC samples for signal, and background MC samples using AFKQED
for ISR processes, KORALB for 77+ and JETSET for q¢q (u, d, s).

The signal significance over background (SOB) ratio is defined as S/v/S + B, with S
and B being the integrated signal and background event yields to the right of a given SOB
selection in the BDT response distribution. The results of the optimization are shown in
Fig. 4.18 for the three mass windows, where the dashed vertical line corresponds to the best
choice that maximizes the SOB value respectively.

The 2D contours of the signal MC samples selected with the best SOB selection in the
three mass windows are depicted in Fig. 4.19 (a slightly different version of 2D-x? selection,
which is used to study uds and 37 background, is presented in Appendix D for comparison).
In practice simple cut-based selections (corresponding to red lines ) chosen to be close to the
contours of the best SOB value of the BDT selection are used. The signal selection efficiency
(Eff), background contamination (Con) and the SOB values between the BDT optimization
and the cut-based selection are compared in Table 4.4. In all cases, the cut-based values
closely match the optimized values from the BDT selection, with the high efficiency value
larger than 98.5% and small background contamination below 2.0%.

Mrr < 0.6 GeV/c?2 0.6 < mqr < 0.9 GeV/c2 0.9 < My, < 1.4 GeV/c?
EFff (cut) 97.7% 98.8% 98.7%
Eff (BDT) 97.5% 98.8% 98.7%
Con (cut) 2.1% 1.3% 1.8%
Con (BDT) 2.0% 1.3% 1.8%
SOB (cut) 1436.0 1973.8 1123.5
SOB (BDT) 1436.0 1973.8 11234

Table 4.4: Comparison for signal (upy + mny + K K+y) selection efficiency, back-
ground contamination and best SOB values between the cut-based selection and the
BDT optimization.

The optimized 2D-x? selection is applied to the 77yisr and puyisr samples after PID
selection. Known backgrounds are subtracted from data, 3.9% of the 77y(v) and 0.25%
of the puy(vy) selected samples respectively, dominated by the p — 7 and 7 — g mis-
identification. The 2D-x? efficiency of the candidates that satisfy the NLO 7srysa or the
YisrYLA selection is shown in Table 4.5 for PHOKHARA and AFKQED MC events. The table
also includes the 2D-x? efficiency for the LO events when the energy of the additional photon
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Figure 4.17: Shape comparison of x2, (left) and x? , (right) for low mass window (top),
intermediate mass window (middle) and high mass window (bottom).
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Figure 4.19: The contour of selected signal MC events for the low (top-left), intermediate
(top-right) and high (bottom) mass windows corresponding to the best SOB BDT selection in
comparison with the final cut-based 2D-x? selection (red solid lines).
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is below the threshold. In general, the efficiency of the 2D-x? is high, around or over 99%.
The largest impact is on the visryLa sample. For the vsryia fit, the efficiency difference
between the two MC samples AFKQED and PHOKHARA may be due to the fact that the LA
ISR photon component is missing in the AFKQED sample. For the yisrysa fit, the difference
is due to the assumption of the collinear emission of the SA ISR photon in the fit and as
well in the AFKQED generation. The 2D-x? selection efficiency is measured in data with
background subtraction for each fitted category and is also shown in Table 4.5, owing to the
low background remaining in the ppu sample after PID requirement. Data to MC differences
are observed in the puu process, particularly for the visryLa category, and are taken into
account in this thesis. For the wm process, the efficiency in data cannot be reliably determined
due to the huge background in the 2D-y? rejected region, and the data/MC corrections are
assumed to be the same as those from the p process.

%o LO VISR YSA msrYLa | LO VISR YSA VSR VLA
ppt (mar < 1.4GeV/c?) 7 (0.6 < myr < 0.9GeV/c?)
LO 99.978(3) 99.986(1)
99.9545(7) 99.9839(3)
ISR YsA 99.969(3) 99.971(4)
98.948(8) 98.748(5)
MSRYLA 85.9(6) 85.0(4)
89.09(4) 90.44(3)
Overall | 99.941(5) 9947(3) 72.8(7) | 99.975(2) 99.76(1) 82.14)
99.905(1) 98.731(8) 83.85(5) | 99.9485(5) 98.368(6) 84.89(3)
99.778(7)  97.50(4) 63.1(2)

Table 4.5: The impact of the 2D-y? selection in terms of efficiencies (shown in %)
calculated using MC samples AFKQED and PHOKHARA (first and second lines in
each block, respectively) on true categories (row) versus fitted categories (column),
for the pp (left) and 7 (right) part of the table. The numbers in brackets are statistical
uncertainties. The last block ‘Overall’ corresponds to the global impact for a specific
fit category. In the last block, the third row corresponds to the efficiency values of
data, shown only for the pp0 channel.

4.3.2 Strategy to determine the Y efficiency in data

The background contributions to the puy(7y) sample are significant only in the background
(BG) region of the 2D-x? plane, and they can be handled easily. Thus the determination of
the 2D-x? selection efficiency is relatively straightforward in the muon channel. The situation
concerning the pion channel presents a significant contrast, as it is not possible to directly
measure the efficiency of the 2D-y? selection in data due to the overwhelming background in
the rejected region.

The rejected signal events with large x? have several sources: (1) bad input to the kine-
matic fits, from the ISR photon and the charged tracks; (2) tails of the x? distributions of
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events with additional ISR or FSR; (3) more than one additional photon (mainly from ISR);
(4) secondary interactions. The first three types are common to pions and muons, and the last
type is specific to pions and another difference in their intrinsic cos 8* distributions resulting
in different fractions of low momentum tracks and thus different y? selection efficiencies. A
minor difference is also expected for the tail of the FSR fit x2, as the FSR level is slightly
different for pions and muons. Nevertheless, the level of additional FSR is measured in both
data and MC and the loss due to FSR can be effectively controlled.

The strategy is to rely on the x? selection studies performed on muon data to address the
common loss and then further study the losses specific to pions. Therefore, the y? selection
efficiency for pions in data is derived in the following expression:

E;w(v),data _ Eigv(vhdata + (55%“, (4.1)

where the 7/ 11 correction term 5514“ accounts for three effects: (1) the difference in additional

FSR level between pions and muons; (2) pion secondary interactions; (3) different cos 0
distributions. The contributions from the first two components are separated, measured in
the simulation, and corrected for data/MC discrepancies. The difference originating from the
cos 67 distributions is derived from appropriately reweighting the MC events.

4.3.3 ;-ID bias induced in the \? efficiency

The efficiency of the 2D-x? selection is measured by the rate of 4y events in the rejected
region. This is achieved by selecting events that have two identified muons by PID.

In the selected regions, the total background contribution is small and amounts to 6x10~4,
7 x 1073 and 1 x 1073 in the three mass ranges (as previously defined), respectively. The
w7y background dominates the background process. The situation is very different in the
rejected region, where the fraction of the background contribution significantly increases to
8.3%, 21.0% and 27.0%, respectively. In this case, the dominant background is from the 777y
process.

It is important and necessary to check if the requirement of muon identification induces
some bias in the determination of the x? efficiency. To evaluate the impact, the puy MC
samples are employed, with the result shown in Fig. 4.20. In general, it gives a bias of 0.24%
with little dependence on mass spectrum except low mass range and larger dependence on
cosf™ in particular for values near one. Detailed studies have been performed to explore the
sources of the bias and to check the agreement between MC simulation and data. Two primary
sources of the bias have been identified: One in the diagonal region in the 2D-x? plane (taking
low mass window as an example in Fig. 4.21) with the higher momentum track 1 failing u-
ID due to the overlap with the other track in the EMC; the other is attributed to the lower
momentum track 2 failing due to its poorer p-ID capability. This is shown in Fig. 4.22 in the
low mass window. The defined variable cly = (In(x3qg + 1) — In(xkg + 1))/V/2 is used
to visualize the diagonal region easily.

For the first case, due to the overlap, the energy associated to track 1 is no longer
MIP-like (0.01 < E.; < 0.3 GeV) but larger. A diagonal region is thus defined by re-
quiring In(x&g + 1) > 3.5, 4.0 or 4.5, respectively for the three mass windows, with
IIn(xfg +1) — In(xgsg + 1)| < 0.5. In the defined diagonal region, a sample is further
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Figure 4.20: The x? efficiency for puy(v) data with background subtraction, g7y () MC
samples with and without muon ID as functions of m, (top) and | cos 6%| (bottom) in three
mass regions.
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Figure 4.22: Distributions of cly = (In(xZqg + 1) — In(x%g + 1))/V2 in the 2D-x? re-
jected region for the low mass range. Four cases are taken into account: both tracks are
MIP-like (top left); One track is MIP-like while the other is not (top right and bottom left);
both tracks are not MIP-like (bottom right). The distributions are normalized to ensure the
same number of events in the full 2D-y? plane for both tracks passing the y-ID and at least
one track failing the p-ID.
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selected by requiring that, for each given event, track 2 must satisfy the very tight -ID, and
track 1 should have an associated E., energy deposit which is not MIP-like (in the range
between 0.3 GeV and 1.0 GeV) and the number of IFR layer hits more than six, failing the
tight u-ID. The IFR requirement is employed to suppress the 77 background. Figure 4.23
shows the IFR layers distribution for the low mass range. The corresponding E.,) distribution
with the IFR selection and the background subtraction is presented in Fig. 4.24. The data with
background subtraction and MC event yields are 249.7 + 16.5 and 222.6 & 5.5, respectively.
The resulting data/MC ratio is 1.12+0.08. The quoted uncertainties are statistical. For the in-
termediate mass region, the IFR selection requirement is increased from six hits to seven hits,
resulting data/MC ratio of 1.15 4 0.10. For high mass region, the IFR selection is increased
to eight hits, resulting data/MC ratio of 1.05 £ 0.10.
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Figure 4.23: Distributions of the number of IFR layer hits for sample selected in the diagonal
region in the low mass region, with track 2 satisfying the very tight y-ID, and track 1 failing
the tight u-ID with E, energies in the range from 0.3 to 1.0 GeV.

For the second case, track 2 fails the tight u-ID requirement because its momentum is so
low that the track cannot reach the calorimeter and the associated E., energy is null. The
sample is selected in the 2D-)? rejected region with track 1 satisfying the tight ;-ID and the
track 2 associated F, energy being 0. These selected events have very large ISR fit y? value
and rather small FSR fit x? value but close to the 2D-y? boundary. The cly distribution for
the low mass region is presented in Fig. 4.25. In the negative tail of the distribution, where the
estimated background contribution is not large, the data after background subtraction behaves
as the expected distribution of the puy MC sample. The integrated event yield in the last
five bins are 365.2 = 20.5 for data signal and 461.6 & 9.0 for MC sample, which results in
a data/MC ratio of 0.79 £ 0.05. The quoted uncertainties here are only statistical. Similar
procedures are performed for the other two mass regions and the corresponding ratios are
0.83 £ 0.10 for the intermediate mass region and 1.13 £ 0.23 for the high mass region.

In summary, a total bias of 0.24% is observed on the 2D-x? efficiency due to the u-ID
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Figure 4.24: Distributions of Ecal energies in the range from 0.3 to 1.0 GeV for events
selected in the diagonal region in the low mass region, with track 2 satisfying the very tight
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p-1D.
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Figure 4.25: Distributions of cly = (In(xZgqg + 1) — In(x%g + 1))/V2 in the 2D-x? re-
jected region for the low mass range failing u-ID, where track 1 satisfying the tight p-ID and
the associated E.,] energy to track 2 is null.
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requirement based on the MC sample, and data/MC consistency has been investigated in three
mass regions. Based on the studies above, no correction to the MC-predicted bias is applied
but a systematic uncertainty of 25% is quoted conservatively, covering the comparison with
data for the two sources of bias. The systematic uncertainty associated with the muon x?
selection efficiency is determined to be 0.06%.

Some additional study of x? selection efficiency related to the correction term 55”4“ in
Eq. (4.1) is presented in Appendix F, which is important and essential to the ongoing final
cross section measurement analysis.
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Chapter 5

NLO radiation analysis

5.1 Testing the hypothesis of collinear additional ISR
photons

The two NLO fits have already been described in Section 4.1. The ISR NLO ~srysa fit
assumes the additional photon to be collinear with the e™ or e~ beam. However, in reality,
the ISR radiation is expected to exhibit a sharply peaked distribution, but with a long tail that
extends to larger angles. This feature of ISR radiation is observed in the samples generated
with PHOKHARA event generator. By comparing the parameters of the fitted additional photon
to the true values, one can check the validity of the collinear approximation. The degradation
of the x? of the ysrysa fit, which arises from the angular mismatch between the fitted and
generated photons, is illustrated in Fig. 5.1. As expected, the effect is more pronounced for
additional photons which are more energetic. Obviously, the most affected angular range,
where the degradation of 2 distribution is more pronounced, corresponds to the detector
acceptance range (0.3—2.45 rad). Within this range, the additional photon is detected and the
~YisrYLA fit takes over, and only the small fraction of events with an undetected large-angle
photon relies on the yisrysa fit.

Another consequence of the collinear assumption is introducing a bias in the fitted ad-
ditional ISR photon energy. The fitted energy in the ~ysrysa fit tends to be systematically
lower than the true generated value. Additionally, in the vsrysa fit, as the fitted energy is
left completely free and thus a resolution tail is observed at negative values. The magnitude
of the energy shift and the extent of the resolution tail depend on the true angle of emission
of the additional photon. As the true angle deviates further from the beams and the energy of
the additional photon increases, the shift becomes more pronounced. The energy shift should
be well simulated since it has a purely kinematic origin, which can be directly checked by
comparing the corresponding outputs of the yisrysa and yisryLa fits in the detector angular
range with the detected photon treated as ‘true’ photon. To ensure a reliable reconstruction in
the fit X?nsm A < X?nsm » 1s required. The comparison for the wiy(y) sample is presented
in Fig. 5.2. Since the test involves only fitted quantities, it can be readily applied to data, using
p-ID for both good tracks to mitigate background at a negligible level in the selected 2D-x?
region. Figure 5.3 provides evidence of good agreement between data and MC simulation
regarding the fitting bias, where the ratio of the fitted EJ , over EZ distributions and the

SA TLA
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Figure 5.1: The x? of the yisrYsa fit in the PHOKHARA /17y sample as a function of the
true angle of the additional ISR (addISR) photon for two energy ranges, 0.2—0.5 GeV (top)
and 0.5—1.0 GeV (bottom). The degradation of the x? distribution arises as a consequence
of the mismatch between the addISR photon angular distribution and the assumed collinearity
with the beams in the fit hypothesis. The edges of the detector range are indicated at 0.3 and

2.45 rad.
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double ratio of data/MC are demonstrated.
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Figure 5.2: The fitted energies of the additional photons from the ysrysa (y-axis) and

YisRYLA (x-axis) fits using the ppyy PHOKHARA sample with X'QYISR'YL L < X%sﬂs , in four
fitted OpgR ranges, showing the bias produced by the collinear hypothesis in the ysrysa fit.

5.2 Separating additional FSR and large-angle ISR
contributions

The visrLA fit selects events with an additional photon at large angle in the detector range.
This photon is radiated either by the FSR or from the initial beams (LA ISR). While it is not
feasible to identify the specific photon source for each event, it is still possible to statistically
separate the two contributions by considering the minimum of the angles in the laboratory
frame between the LA photon and the two tracks, notated as i, (¢,k,1.4)- The distributions
Of Omin(trk,L.A) are shown in Fig. 5.4, taking ptp=y(y) below 1.4 GeV/c? as an example.
There are two fairly distinct components, the one component observed at low angles below
20° corresponds to the FSR contribution while the other component at larger angles arises
primarily from the LA ISR contribution. The ability to achieve angular separation is facilitated
by the high energies in the BABAR experiment. Due to the nature of the AFKQED generator,
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Figure 5.3: Top: the ratio of the distributions of fitted additional photon energy in the
visRYsa and ~sryLa fits for ‘true’ LA photon energy values larger than 0.2 GeV and
Xspma < Xasrasa i the 2D-x? selected region, data (full dots) and MC (blue histogram).
w-1D is required for both tracks. Each distribution is normalized to the full sample without
any energy cut. Bottom: the double ratio of data/MC showing good agreement between data
and MC simulation for the collinear kinematic bias.
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5.2. SEPARATING ADDITIONAL FSR AND LARGE-ANGLE ISR CONTRIBUTIONS

which generated additional ISR photons collinear to the beams, the LA ISR component is
absent, resulting in only the FSR contribution remaining as shown in Fig. 5.4 (right).
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Figure 5.4: Comparison of the minimum angle 6, ¢k 1.4) between the additional LA pho-
ton and one of the two tracks for the data fraction (full dots) and PHOKHARA (left), and
AFKQED (right) MC fractions (blue open dot) for the mass range between the threshold and
1.4 GeV/c? for the ppvyisr (LA ) process. The MC fraction is normalized to data fraction in
the full range for PHOKHARA and only at small angle (below 20°) for AFKQED. The distri-
butions show the FSR (0y,in(trk,.a) < 20°) and the large-angle ISR (Oyin(irk,a) > 20°)
contributions.

The two components of the y1sr LA sample, Oin(trk,na) < 20° and Opin (e, na)y > 20°,
are studied separately. A template fit is performed to correct the rate of events below 20° for
the full FSR rate, and vice versa to correct the rate of events beyond 20° for the full LA
ISR rate. The template fit can also be used to determine the fraction of FSR and LA ISR
components in both data and MC. The FSR template distribution is taken from the AFKQED
MC sample since it does not contain the LA ISR component and the LA ISR component
is obtained from the difference between the PHOKHARA prediction and the FSR template
when fixing the integrated number of events below 10° of the latter to be the same from the
PHOKHARA distribution. The template fit of the full 6,,;, (i r.a) distribution then determines
the overall normalization factor pg and the FSR, (LA ISR) component p1, (1 — p;1) using the
following formula:

po X [p1 X (FSR template) + (1 — p1) x (LA ISR template)] . (5.1

The background contribution which is small for p1y(y) sample and larger for wy(y) sample
has been subtracted in the data distribution. In both data and MC, a slight accumulation of
events is observed around 120° — 140°, due to the spatial fluctuations in the main ISR photon
shower, generating fake photon clusters. To mitigate the impact of such events, the determi-
nation of the fits is finally performed within a restricted angular range of 0, (ik,.4) < 100°
while using the the templates in the full angular range. The template fits performed for z1py(7y)
in the full mass region and the intermediate mass region are shown in Fig. 5.5 and the 7w7y(7y)
in the intermediate mass region are shown in Fig. 5.6. The results of the fits are summarized
in Table 5.1.

The fractions of FSR and LA ISR below 20° can be derived from the corresponding
templates and are presented in Table 5.2. When calculating the fraction of FSR, the FSR
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Figure 5.5: Template fit results to data (left) and PHOKHARA (right) distributions in the full
mass region (top) and intermediate mass region (bottom) to determine the FSR and LA ISR
components in the ppy(y) sample.
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Figure 5.6: Template fit results to data (left) and PHOKHARA (right) distributions in the in-
termediate mass region to determine the FSR and LA ISR components in the 77r7y(y) sample.
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5.3. BACKGROUND OF FAKE PHOTONS IN THE FSR ANALYSIS OF THE PION

SAMPLE
My < 1.4 GeV/c? 0.6 < mpr < 0.9 GeV/c? ‘ 0.6 < Myr < 0.9 GeV/c?
samples ppy(7y) samples 7y (7y) samples
x?/ndf data 88.1/98 95.6/98 120.3/98
py data 0.298 £+ 0.003 0.346 + 0.006 0.265 = 0.002 4 0.0005
p1 MC 0.295 4+ 0.001 0.333 4+ 0.002 0.233 4+ 0.0005

Table 5.1: Results of the template fits of the Oyin(k,1.4) distributions for ji4y(7y) and
ny(7y) samples in both data and MC, displaying the x? over ndf (for data only as it
is meaningless for MC by construction) and the fraction of FSR p;. The first error
is statistical which has been scaled by y/x?/ndf when it is larger than one and the
second error if exists is from background subtraction for pion samples.

events beyond 80° in the template are not used to avoid the fake FSR contribution, particularly
in the w7y () sample. By utilizing the derived fractions, it becomes possible to convert the
results of the vigsr A < 20° and > 20° categories into those of FSR and LA ISR categories.

FSR or Mar < 1.4 GeV/c® 0.6 < myr < 0.9 GeV/e2 0.6 < myr < 0.9 GeV/c?
LA ISR ppy(vy) samples wry(7y) samples
FSR fraction

(< 20°) 0.814 (5) 0.854 (9) 0.957 (2)

LA ISR fraction

(< 20°) 0.0364 (0) 0.0233 (0) 0.0361 (0)

Table 5.2: The fractions of FSR and LA ISR below 20° derived from FSR and LA
ISR templates. The uncertainties in parentheses are only statistical.

5.3 Background of fake photons in the FSR analysis of
the pion sample

In the 2009 ans 2012 BABAR analysis [35,38] an excess of 20 + 5% was found in data com-
pared to the AFKQED simulation based on the PHOTOS algorithm [42]. Indeed, it is crucial
to validate the calculation of FSR from pions on a specific model. In PHOKHARA, scalar QED
model is employed assuming point-like pions. It is therefore important to verify the model
predictions using data sample. From the experimental side, a first possibility for a spurious
signal is from underestimation of background contributions from uds and ISR hadronic pro-
cesses in the pion sample. As discussed in Section 4.2.1 and Section 4.2.2, the background
contributions were scrutinized by (a) normalizing the input cross sections used in the MC
simulations of these background processes with direct measurements performed by BABAR
experiment, and (b) detailed comparisons of specific distributions of characteristic variables
between the selected data and MC samples. These efforts ensured the reliability of the back-
ground subtraction and the uncertainty associated with the absolute excess is estimated to be
at 1% level.
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Another issue for the observed excess could be the possibility of fake photons in the
vicinity of the pion track. Indeed such a background may occur if the pion interacts within
the EMC, generating a wide hadronic shower with possible secondary clusters mistakenly
identified as photon candidates. In the 2009 analysis, this effect was not studied in detail
which relied on the simulation. In this section, we delve deeper into this issue. Such a
source of background involves fluctuations in the hadronic shower generating spurious photon
candidates, possibly not simulated reliably, a specific study is performed here.

Three variables exhibit a high sensitivity to the presence of these fake photons. The first
variable of interest is the energy deposit in the EMC associated with the pion track that is
closest in angle to LA photon, since larger values of this variable are more likely to produce
shower satellites. The second variable is the transverse shower shape of the photon candidate,
as measured by the Zs9 moment. Lastly, a mismatch is expected between the measured energy
of the photon and its fitted value, thus associated with a X%SR,YL ,, greater than that for a true
photon. To distinguish between true and fake photons, an efficient strategy can be developed
by comparing two samples: one with small values of 6, (trk ;) (typically smaller than 20°)
that are characteristic of true and fake photons, and another sample with values larger than 20°
with LA ISR photons and a negligible fake contribution. Figure 5.7 depicts the contribution
of fake photons in the data sample through correlations between the three variables in the tails
of their distributions.

The amount of fake photons present in the pion FSR sample can be checked by selec-
tion four different regions which contain an increasing fraction of pion interactions: (1)
E. < 04 GeV and Zyg > 085, (2) Eca1 > 04 GeV and Z59 > 0.85, (3)
FEeg < 04 GeVand Zyy < 0.85, (4) Eca > 0.4 GeV and Zyp < 0.85. In Fig. 5.8,
the O nin(trk,yr.4) distributions for data with background subtraction and the PHOKHARA sim-
ulated sample in the four regions are shown. The PHOKHARA sample is normalized to data in
the range between 40° and 100° dominated by LA ISR photons that are isolated from the pion
track and not influenced by their interactions within the EMC. The first observation is that the
FSR signal below 20° is significantly contaminated by fake photons as seen by the respective
levels of the ‘FSR’ peak and the LA ISR continuum in the different four regions. The pres-
ence of such a contribution is absent in the muon sample. The effect is largely reproduced by
the simulation. However, there is clear evidence for an excess in data, which increases with
the level of pion interactions.

It is possible to disentangle the potential sources of discrepancy between data and MC
simulations. These sources include a discrepancy at the physics level for the true pion FSR
radiation or a deficiency of fake photons resulting from interactions in the simulation, with
the latter case being dominant as presented in Fig. 5.8. To quantitatively distinguish between
the contribution of true pion FSR radiation and fake photons, fitting the x? distributions in
data and MC for the four regions can be performed, as the events with a fake photon are
expected to have worse visryLa fits due to the mismatch between the measured and fitted
photon energies. Reference y? distributions are obtained separately in data and MC by using
clean samples. For events with a true FSR photon, the sample with 0, (trk ;) > 20°
(well-isolated LA ISR photons) is used. On the other hand, for events with fake photons, the
sample in region (4) (E., > 0.4 GeV and Zsg < 0.85) which is dominated by interactions,
is chosen.
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Figure 5.7: The correlation plots of X%ISR% ,» the energy deposition F¢y in the EMC as-
sociated with the pion track closest in angle to the LA photon, and the transverse extent of
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Figure 5.8: The Oyyin ik, o) distributions of the y1sryLA pion sample in the four regions of
increasing pion interactions in EMC. Data with background subtraction (full dotes) and the
PHOKHARA prediction (blue histograms) normalized to data are shown in the region between
40° and 100° dominated by LA ISR photons well isolated from the pion track.

Fits are performed in Fig. 5.9 and Fig. 5.10 and the corresponding results provide a sep-
aration between the true and fake FSR components. From these fits, a systematic uncertainty
from the reference 2 distributions is derived from the difference using a global fit or the sum
from the separate fits in the four regions. The average values obtained reveal a significant
fraction of fake photons in the pion FSR sample: 0.458 & 0.004stat &= 0.010gy¢ in data and
0.377 £ 0.0045¢at 3= 0.007yst in the simulation. The higher fraction of fake photons in data
compared to MC is taken into account to determine the true FSR signal in data.

5.4 Measurement of the large-angle additional photon
efficiency

Unlike the main ISR photon efficiency, which cancels out in the ratio of 77 / s cross sections,
the efficiency of detected additional photons in the visryLa fits does not cancel out. Hence,
it is crucial that their efficiency is under control and specifically the efficiency correction
to be applied to the simulation in order to match the data has to be determined by direct
measurements.

An approach based on photons originating from 7° decays is implemented by using kine-
matically constrained events from the ISR process eTe~ — 77~ 7%y, This process serves
as one of the main backgrounds for the 7+ 7~ ~(7) cross section measurement and its main
contribution is observed in the rejected region of the 2D-x? plane. A specific kinematic fit
2mym0[y(7y)] is performed by using the two measured tracks, the ISR photon, one measured
additional photon (1) and a second measured photon (+2) to be computed by the fit assuming
the mass of the two additional photons to be constrained by the 7° mass (2C fit). In the case
of 1, a loop is performed over the measured photons excluding the main ISR photon and the
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in the four regions of increasing pion interactions in EMC with two components: true FSR
photon signal (blue histograms) and fake photon contamination (red histograms). Full dots
are data with background subtracted and the black line is the sum of the two components. The
reference x? components are taken from data and MC as described in the text.
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EFFICIENCY
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Figure 5.11: Left: The 277~y mass distribution in data for the selected 27y7°[y(y)] sample
(black points) with the expected background level from MC (blue histogram). Right: The
27y~ mass distribution in data after background subtraction (black points) compared to the
MC estimated for the process 77~ 7%y (blue histogram).

best fit is chosen. For the predicted (tag) 72, the phase space is adequate to cover the range
of the additional FSR and part of LA ISR photons in this thesis which are strongly peaked at
low energies.

The selected sample satisfies hl(xgmwo[v(v)] +1) < 6 and no particle ID is applied
to the tracks. Background from 77y(7y) and ppuy(y) processes is rejected by selections
(X2 ryenrsa +1) > 5.0 and In(x2,. ... +1) > 3.0. In order to establish a solid con-
straint basis on the 7% mass, the energy of +; is required to be greater than 0.5 GeV. The
remaining backgrounds are from multihadronic processes that are estimated using suitable
MC samples. The dominant background contribution by far is from 2727+, with tiny con-
tributions from 727y and ¢g(uds) while 77, w7y(y) and ppy(y) are negligible. The com-
parison between data and MC is facilitated by the presence of dominant w and ¢ resonances
in the 2770 mass distributions. As shown in Fig. 5.11, the agreement between data and MC
is satisfactory and the background level is reasonably well understood and under control.

The photon efficiency is determined both in data and MC by matching the directions of
the tag candidate photons to the directions of the measured photons within +0.5 rad in 6
and +1 rad in ¢. To mitigate the impact of background contributions, separate determina-
tions are performed in two mass regions: the w region between 0.7 and 0.9 GeV/c? and the
¢ region between 0.9 and 1.1 GeV/c?, allowing for a consistency check. Since both effi-
ciencies are found to be in agreement within statistical uncertainties, the full mass region
(0.7—1.1 GeV/ ¢?) is thus used to obtain the final results. Efficiencies are determined in three
6, intervals to study the edge effects within the detector range: forward edge (0.35—0.45 rad),
central part (0.45—2.30 rad), and backward edge (2.30—2.40 rad). Determinations are made
for each interval using two different scenarios: photons close to one of the two pion tracks
(0,,trk < 20°) and isolated photons (6 ;i > 20°). Efficiency results for both data and MC
are presented in Fig. 5.12, along with their ratios in the six cases defined. In all cases, the
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efficiency decreases at low energy, exhibiting a consistent behavior between the data and MC.
The ratio of data efficiency over MC efficiency is consistent with unity across all conditions.
Therefore no data over MC correction is applied here while a systematic uncertainty of 2% is
retained.

In this section, it is important to consider the possibility that the reconstructed photon
associated with the predicted candidate is fake, produced by pion interactions in the EMC.
This probability has been quantified in Section. 5.3 to be at the 1% level, which is comparable
to the signal from FSR that has motivated the study. In the case of 277’y sample, one would
expect a similar level which is further reduced by the constraint imposed by the 7° mass.
Therefore, for the determination of the LA photon efficiency, the contribution of fake photons
from pion interactions is considered negligible and conservatively covered by the quoted sys-
tematic uncertainty of 2%. Moreover, the results obtained for the additional photon efficiency
using pions can be safely applied to the muon sample for the same reasons.

Figure 5.13 provides insight into the behavior of the photon efficiency in the vicinity of
the pion track showing its dependence on 0, ) for both data and MC, with a good agree-
ment between data and MC. For the plot, the full detector angular range is utilized and photon
energies are integrated from 0.2 to 1.0 GeV. The data over MC ratio is consistent with unity,
showing a good agreement within the 2% systematic uncertainty. The observed apparent de-
crease in efficiency beyond 20° is attributed to a loss of resolution in the predicted photon
efficiency. This effect occurs as it enters a region populated by the tail of the angular distribu-
tion allowed by the w and ¢ resonances. This effect is well reproduced by the simulation, as
demonstrated in Fig. 5.13.

5.5 Results of the NLO analyses

In this section, the focus is on studying the properties of events that satisfy either vyisrysa fit
or YisrYLA fit (or both) in their respectively accepted region of the 2D—X2 cut, while ignoring
the potential NNLO contributions for the moment. The additional small-angle ISR events are
selected above the diagonal (X2 .. 1, < XZenq4- denoted as SA sample), while for large-
angle ISR or FSR sample (denoted as LA sample) reverse selection is applied. To define the
NLO samples in both cases, an energy threshold is required for the additional photon, namely
Ef; > 0.2 GeV for yisrysa fitand E, > 0.2 GeV for yisr 714 fit, as described in Section 1.5.
If events satisfy the fits but fail to meet the energy threshold requirements, they are considered
as LO processes.

5.5.1 Analysis of the muon sample

The X2 distributions of the yisrysa and yisryLa fits for NLO events in data, PHOKHARA and
AFKQED MC samples for puy process are presented in Fig.5.14, with a small background
contribution which amounts to be less than 0.4% for both fits subtracted from data distribu-
tions. The measured yields of NLO events are normalized to the total number of events of
the data and MC distributions. However, it is important to note that this approximation of the
NLO fraction does not include efficiency and feed-through corrections at this stage.
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Figure 5.12: The LA photon efficiencies are measured using the selected 27y [y(v)] sam-
ple, considering six different configurations as defined in the main text. For each configura-
tion, the top plot shows the efficiency in data (black dots) and MC (blue histogram), with the
bottom plot showing the ratio fitted to a constant value.
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Figure 5.13: Top: the dependence of the LA photon efficiency 6, (r ) is shown. These
measurements are obtained using the 27y7°[y(v)] sample described in the text (data points
and blue histogram for the MC simulation). The full angular range 0.35—2.40 rad and energies
0.2—1.0 GeV are considered. Bottom: The corresponding ratio between data efficiency and
MC efficiency is shown.
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Figure 5.14: Comparison of NLO event fractions distributions as a function of the x? of
2my1srYsa fit (top) and 27wvygryLa fit (bottom) between data and PHOKHARA (left) and
AFKQED (right) MC pj17y(7y) samples for the full mass region (<1.4 GeV/c?). The bottom-
right plot is restricted to events where the minimum angle between the LA photon and one
of the tracks is less than 20 degree since no LA ISR component is generated in the AFKQED
sample.
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the full mass region (<1.4 GeV/c?). The MC fraction is normalized to that of data for the

full energy range for the data/PHOKHARA and only below 2.3 GeV for the data/AFKQED
comparison.

The comparison in Fig. 5.14 between data and PHOKHARA MC samples reveals a large
difference in the normalization in the SA sample for the y1sr¥sa fit, while a similar difference
is observed on the normalization of the LA sample for the yisrypLa fit. The comparison
between data and AFKQED MC samples shows that the shape of the X?nsms ,, distribution
in data has a wider tail than that of AFKQED MC samples. This difference is expected and
can be attributed mainly to the collinear assumption hypothesis in the fit, as discussed in
Section 5.1. For the visrypa fit, the shape comparison is considerably improved since the
fit uses the measured parameters of the additional LA photon within the detector acceptance
range.

The fitted energy spectrum in the CM frame EZ_ is compared between data and
PHOKHARA and AFKQED simulations in Fig. 5.15. The NLO fractions in MC simulations
are normalized to those in data so only the shape comparison is carried out. The comparison
reveals that the energy spectrum in data is harder than the prediction from PHOKHARA. This
hints that there are contributions in the data beyond the NLO part simulated in the PHOKHARA
MC samples. The better agreement between data and AFKQED simulation further supports
this observation, as the AFKQED MC samples incorporate higher-order contributions. How-
ever, it should be noted that the comparison is limited to energies below 2.3 GeV due to the

absence of a higher energy tail in the AFKQED samples, as previously mentioned.

For the yisryLa fit, the additional FSR and LA ISR fits are separated by using the mini-
mum angle between the LA photon and one of the tracks, 0,y (trk,y; ,) @S discussed in Sec-
tion 5.2. The E,, , energy spectra in the laboratory frame are compared in Fig. 5.16 for
data and PHOKHARA in both cases while for AFKQED the comparison is only performed for
events With yin(trk,) < 20° (FSR contribution). The comparison of the measured polar
angle of the LA photon ¢, , in the laboratory frame is presented in Fig. 5.17.
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Figure 5.17: Comparison of the polar angle of the LA photon in the laboratory frame when
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5.5.2 Analysis for the pion sample and comparison with muons

For the samples with two identified pions, a similar analysis is performed. However, a major
difference arises when compared to the analysis of muons. In this case, there is a much larger
background originating from ISR hadronic and uds processes. This background is largely
concentrated in the LA sample, as depicted in Fig. 5.18.
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Figure 5.18: The distributions of two quantities are compared for the wmvyisryLa (left) and
piyisrYLA (right) processes. The top plots represent the distributions of x? values and the
bottom plots represent the minimum angle between the additional LA photon and one of the
two tracks. A much larger background level in pions is observed compared to muons.

The study of the NLO radiation for pions is constrained to the p region, which refers to the
mass region between 0.6 and 0.9 GeV/c?. This limitation arises due to the fact that outside
of this mass range, the fraction of background events becomes significantly larger compared
to the signal events.

Similar comparisons between 77 and pp NLO processes are then performed in the re-
stricted p mass range in Fig. 5.19 for x2 .., in Fig. 5.20 for EX_ ,inFig. 521 forx2 .. .
in Fig. 5.22 for 0 pin(trk,r.0)» 10 Fig. 5.23 for E,, , and in Fig. 5.24 for 0, ,. The two pro-
cesses show similar shapes and relative NLO rates, in particular for the yisrysa fit. The EZ_
distribution in the 77 process data again shows a harder energy spectrum than the PHOKHARA
simulation similar to the observation in the pu process. In Fig. 5.22 the 0,01k 4, o) distri-
bution is shown, with the MC fraction is normalized to data at 0y k., ,) > 20° as the ad-
ditional LA ISR component is expected to have good prediction by QED in the PHOKHARA
simulation for both the uu and 7w processes. At lower angles, the agreement between data
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and MC simulation for the FSR contribution is good for the pu process while the data show
an excess over MC for 7w process mainly due to the fake photon contribution, as discussed
in Section 5.3. For the F,; , comparison, a noticeable difference is observed in the 7 pro-
cess where the data show a harder energy spectrum than the AFKQED simulation considering
events With 0y, (trky4) < 20°. For events with 6,5, (41 4, ,) > 20° in the 77 process, a
smaller difference is observed where the data spectrum is slightly softer compared with the

PHOKHARA simulation.
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Figure 5.19: Distributions of NLO events fractions as a function of X’%ISR"/S , comparing
data (black points) and PHOKHARA (blue open points) (top) and AFKQED (blue open points)
(bottom) for 77 process (left) and pp process (right) in the mass range between 0.6 and
0.9 GeV/c2.

5.6 Summary of the NLO analysis

The NLO plots have been illustrated for y/1 process in the full mass (<1.4 GeV/c?), and 77
process as well as the comparison with the uu process in the mass range between 0.6 and
0.9 GeV/ ¢? in the last section. The rates of NLO YsrRYsa and yisryLa events satisfying the
2D-x? and photon energy requirements are summarized in Table 5.3. The rates between data
and PHOKHARA and AFKQED, as well as the two processes, are also compared. For a given
event, if the fitted photon energy is below the threshold, the event is classified into the LO
category. The LO rate is also compared in the table. The 2D-? selection efficiency is consid-
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Figure 5.20: Distributions of NLO events fractions as a function of E’_, comparing data

(black points) and PHOKHARA (blue open points) (top) and AFKQED (blue open points)
(bottom) for the 77 process (left) and the py process (right) in the mass range between 0.6
and 0.9 GeV/c?. The ratios between data fractions and MC fractions are shown in the corre-
sponding bottom panels. The MC fraction is normalized to that of data for these plots. For the
bottom AFKQED related plots, the normalization is done for the energy range below 2.3 GeV.
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Figure 5.21: Distributions of NLO events fractions as a function of Xglsm , comparing
data (black points) and PHOKHARA (blue open points) (top) and AFKQED (blue open points)
(bottom) for the w7 process (left) and the py process (right) in the mass range between 0.6
and 0.9 GeV/c2. For the bottom plots, the events are required to satisfy the minimum angle
between the additional LA photon and one of the tracks be below 20 °.
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Figure 5.22: Distributions of NLO events fractions as a function of the minimum angle
between the additional LA photon and one of the tracks comparing data (black points) and
PHOKHARA (blue open points) (top) and AFKQED (blue open points) (bottom) for the 77
process (left) and the pu process (right) in the mass range between 0.6 and 0.9 GeV/c2.
For the top plots, the MC fractions for events with the minimum angle above 20° have been
normalized to those of data.
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Figure 5.23: Distributions of NLO events fractions as a function of E, , comparing data
(black points) and PHOKHARA (blue open points) (top and middle) and AFKQED (blue open
points) (bottom) for the 77 process (left) and the 1 process (right) in the mass range between
0.6 and 0.9 GeV/c? when the minimum angle between the additional LA photon and one of
the tracks is below 20° (top and bottom) and above 20° (middle). The MC fractions in all
these plots have been normalized to those of data.
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Figure 5.24: Distributions of NLO events fractions as a function of 6., , comparing data
(black points) and PHOKHARA (blue open points) for the wm process (left) and the pp process
(right) in the mass range between 0.6 and 0.9 GeV/c? when the minimum angle between the
additional LA photon and one of the tracks is below 20° (top) and above 20° (bottom). The
MC fractions in all these plots have been normalized to those of data.
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ered in the calculation. For the 77 process, the 2D-y? selection efficiency corrections in data
are taken from the pp process in the full mass range due to the large background contribution
in the 2D-x? rejected region in data. The efficiency correction affects more significantly the
NLO ~1sryLa sample in data, where the X2 tail is larger than that in the PHOKHARA simula-
tion. For the yisryLa category, the correction factors derived in Section 5.2 are also applied
to obtain the corresponding FSR and LA ISR fractions. The FSR category is corrected for
the fake photon contributions as discussed in Section 5.3. All these corrections are applied
globally for each specified category.

LO or NLO o L g
fraction Mar < 1.4GeV/c? 0.6 < Mrr < 0.9 GeV/c? 0.6 < Mrr < 0.9 GeV/c?
LO
Data 0.7792(4)(1)(0) [Eff: 0.9931(1)] 0.7812(7)(1)(1) [Eff: 0.9942(1)] 0.7867(5)(1)(2) [Eff: 0.9910(1)]
AFKQED 0.8046(7) [Eff: 0.9964(1)] 0.8053(14) [Eff: 0.9964(2)] 0.8118(4) [Eff: 0.9940(1)]
PHOKHARA 0.7560(1) [Eff: 0.9944(0)] 0.7576(3) [Eff: 0.9949(0)] 0.7656(1) [Eff: 0.9923(0)]
Ratio data/A 0.9684(10)(1)(0) 0.9701(20)(3)(1) 0.9691(8)(1)(2)
Ratio data/P 1.0307(5)(1)(0) 1.0312(10)(1)(1) 1.0276(7)(1)(2)
NLO 7isrYsA
Data 0.1723(3)(1)(2) [Eff: 0.9310(4)] 0.1697(7)(2)(0) [Eff: 0.9319(9)] 0.1674(3)(1)(3) [Eff: 0.9275(4)]
PHOKHARA 0.1926(1) [Eff: 0.9428(2)] 0.1903(3) [Eff: 0.9414(3)] 0.1868(1) [Eff: 0.9392(1)]
Ratio data/P 0.895(2)(0)(0) 0.892(4)(1)(1) 0.896(2)(0)(2)
NLO 9isr7La FSR
Data 0.01421(16)(33)(1) [Eff: 0.620(13)] 0.01681(31)(19)(2) [EfF: 0.653(7)] | 0.01148(11)(28)(58) [Eff: 0.321(3)]
AFKQED 0.01270(27) [Eff: 0.748(8)] 0.01445(5) [Eff: 0.784(14)] 0.01008(25) [Eff: 0.384(6)]
PHOKHARA 0.01600(5) [Eff: 0.788(1)] 0.01849(15) [Eff: 0.817(2)] 0.01322(19) [Eff: 0.408(2)]
Ratio datw/A L.123)3)(1D) 1.16(3)2)(0) 1.143)3)(6)
Ratio data/P 0.888(10)(21)(1) 0.909(18)(10)(1) 0.868(15)(22)(44)
NLO YISRYLA LA-ISR
Data 0.03386(21)(76)(2) [Eff: 0.623(13)] 0.03178(38)(73)(4) [Eff: 0.657(5)] | 0.03357(17)(70)(28) [Eff: 0.643(2)]
PHOKHARA 0.03545(7) [Eff: 0.839(1)] 0.03363(19) [Eff: 0.876(1)] 0.03435(19) [Eff: 0.867(0)]
Ratio data/P 0.955(6)(21)(1) 0.945(13)(22)(1) 0.977(5)(20)(8)
NLO ISR (F°,, < 2.3GeV)
Data 0.1901(4)(7)(0) 0.1869(7)(7)(0) 0.1862(3)(7)(4)
AFKQED 0.1801(7) 0.1782(14) 0.1777(4)
Ratio data/A 1.055(5)(4)(1) 1.049(9)(4)(0) 1.048(3)(4)(2)

Table 5.3: Comparison of LO and NLO ~srysa and yisryLa €vent fractions between
data and AFKQED and PHOKHARA and between pp and 7w processes, where the
numbers in brackets represent uncertainties with the first being the statistical, the
second systematical due to the uncertainty of efficiency corrections and the third due
to the background subtraction. For the comparison with AFKQED in the last block, a
reduction to data has been applied due to the energy cut below 2.3 GeV in AFKQED.
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In Table 5.3, the quoted AFKQED NNLO contributions are explicitly included to the
NLO rates for a fair comparison with data, which may contain potential NNLO processes.
The final results on the NLO fractions will be re-calculated after taking into account the
NNLO contributions. However, even at this stage, it is evident that the data rates do not
agree well with the PHOKHARA predictions. Specifically, both for muons and pions, the
NLO small-angle ISR rates in data are significantly smaller than PHOKHARA predictions,
while the NLO large-angle rates are much closer. The NLO FSR contributions are also found
approximately 10% smaller than the PHOKHARA prediction. As PHOKHARA is limited to
NLO and AFKQED includes NNLO contributions from the ISR structure function method,
the final results of the NLO fractions and their comparison to MC generators are presented to
Section 8.1 after the evaluation of the NNLO contributions.
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Chapter 6

Further investigation of NLO
additional radiation

In the previous chapter, the NLO radiation study is conducted using kinematic fits. In one
of the fits, the collinear assumption is employed when the additional photon is not detected
within the detector acceptance range. In order to assess whether the conclusions drawn in
the previous chapter are influenced by the collinear assumption, a further and new kinematic
reconstruction of the full event ete™ — p*p~7(y) sample is performed and investigated,
so-called the OC calculation which represents zero constraint. The energy and momentum
conservation relations are utilized to calculate four unknown quantities: the energy and angles
of the additional photon, denoted as g, as well as the energy of the main ISR photon,
relying on the four-momenta of the beams, the two charged particles assumed to be pions,
and the angles of the main ISR photon. Due to poorer resolution of the calculated quantities
compared to the results from the visrysa and yisrypa fits, the OC calculation is used only
for further studies. However, OC calculation provides information on additional photons over
the full energy range and over the full angular range and it is unlike the ysrysa fit, which
constrains the additional photon to be collinear with the e™ or e~ beam, or unlike the YisryLA
fit, which requires a detected photon within the acceptance of the detector. This calculation
is independent of whether the additional photon is detected or not, providing a means to
investigate the observed discrepancy between the LO and NLO contributions of data and
PHOKHARA.

As the constraint of the measured energy of the main ISR photon is not used in the 0C
calculation, it is possible for some additional photon candidates to be aligned with the ISR
photon. This alignment helps compensate for any energy loss in the EMC since the sum of
energies of the ISR and additional photons is the only constraint in this calculation. The angle
in space between the calculated direction of the additional photon and the measured direction
of the main ISR photon, denoted as «(yoc, YisRr ), is shown in Fig. 6.1 as a function of either
the calculated energy of the additional photon in the CM frame, EZ , or the calculated energy
difference in the CM frame using the reconstructed and true information, £ = — EJ .
Comparison between the two reveals that the calculated energy of the additional photon agrees
well with that of the true photon beyond an energy threshold of approximately 200 MeV

except when a(7yoc, Yisr) is below about 0.5 rad. The comparison between the PHOKHARA
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MC and muon data of the a(yoc,sr) distribution for events satisfying the polar angle in
the laboratory 0.4 < 6, < 2.0 and EJ , > 0.2 GeV is shown in Fig. 6.2. Despite the
slight difference from shapes, the contribution of fake photons at small «(yoc, y1sr) angles
are seen both in data and MC. A selection a(vyoc, visr) > 0.5 rad is applied in the following
study related to OC reconstruction to suppress the contribution of these fake photons.

YHU(Y), m, < 1.4 GeV/c?, PHOKHARA

0.0 < my, < 1.4 (GeV/c?), upy(y) Phokhara — e ————— .
N T e U I NS 3 EY, >0.02GeV'§ 10
F = [ 04<6, <20 i3
250 10° 250
— F £ 10?
S [ P
g 2 A
— r > L
b F 107 ‘0150
> 1.5 ac, 1.5: 10
>_8 [ 5 f
5 1 1--
F 10 Le 1
0.5 0.5
& " RS 34 e 1
% 0 2 3 4 5 1 TS o 1 2 10

B, (GeV/cd) (E“VDC -E% )/(0.05GeV)

Figure 6.1: Angle in space between the calculated direction of the additional photon ¢ and
the measured direction of the main ISR photon, a(yoc, visr), as a function of the calculated
energy of the additional photon in the CM frame (left) and the energy difference between
calculated energies in the CM frame using the reconstructed and true information (right).

The angular resolution of the additional photon direction is estimated by comparing the
calculated polar angle 6., with the fitted one obtained from the yisryLa in muon data and
MC, as presented in Fig. 6.3 for several angular ranges within the acceptance of the measured
additional photons and for energies above 200 MeV in the CM frame. Good agreement is
observed between data and simulation for the core of the resolution function, characterized by
RMS values of 30 mrad with little dependence on 6
in the tail at values of 6

oo - However, there is a notable difference
voc — 0.4 above 0.5 rad up to 2 rad and the tail is more pronounced
in data. As a consequence the reconstructed angular distribution of the additional photon at
large angles will be contaminated by transfer of photons from the dominant sharp peaks along
the incident beams. An excess of large-angle fake photons is expected in data compared to
MC and is estimated a ~ 10% enhancement in the data/MC ratio in the OC analysis.

The calculated polar angle fpc distribution is shown in Fig. 6.4 (left), requiring E7
above 0.2 GeV. The polar angle distribution in data is compared with the corresponding one
based on the PHOKHARA predictions, as well as the true polar angle of additional photons. A
fair agreement between data and MC at large angles to the beams is observed. In fact data is
roughly 10% larger than the true predictions in this region and this excess has been explained
by the larger resolution tails in data as discussed in Fig. 6.3. Contrary to the fair agreement
at large angles, PHOKHARA predicts a radiation rate that is too high at small angles. This ob-
servation remains consistent when using an event sample where the charged particles and the
main ISR photon are restricted to the central region of the detector, reduced by 0.5 rad on both
sides, with 0.85 < 0,4, < 1.9rad and 0.9 < 6,,, < 1.95 rad. Figure 6.4 (right) demon-
strates that the discrepancy below 0.4 rad and above 2.4 rad is not induced by the detector
range for muons and the ISR photon and more likely to be associated with the intrinsic shape
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Figure 6.2: Distribution of the angle in space between the calculated direction of the ad-
ditional photon ~yc and the measured direction of the main ISR photon, a(yoc,ViSR),
is compared between muon data (black full dots) and PHOKHARA (blue open points) for
04 <0y, < 20and E , > 0.2 GeV. The event yields in data and MC are normalized
to the total number of events of the corresponding samples.

of the additional ISR. The larger difference between the calculated polar angles and the true
ones from PHOKHARA is also observed and mostly due to the angular resolution effects of the
0C calculation. However, this cannot explain the discrepancy between data and PHOKHARA
since the core part of the angular resolutions are well agreed for EJ > 0.2 GeV, as shown
in Fig. 6.3. In addition, the discrepancy between the calculated and true distribution caused
by the angular resolutions exhibits an opposite sign as the data to PHOKHARA difference at
low angles to the beams. It has also been verified that the discrepancy between data and
PHOKHARA predictions cannot be attributed to the tails of the angular resolution alone.

The calculated energy in the CM frame, EZ , is also compared between data and
PHOKHARA in different 6, , bins in Fig. 6.5, together with the true MC spectrum. In all
6, bins, a decent agreement is observed between the calculated energy spectrum and the
true energy spectrum in PHOKHARA. However, a clear discrepancy is seen between data
and PHOKHARA prediction particularly in the forward and backward radiation peaks. There
is also a discrepancy on the shape of the energy spectrum in addition to the discrepancy on
event rate mentioned before. To better visualize the shape difference, Fig. 6.6 (left) inte-
grates all different polar bins and this confirms the slope observed on the data/PHOKHARA
ratio of the energy distribution of the additional photon in the CM frame from the ysrysa fit
demonstrated in Fig. 5.15. To check the energy spectrum of AFKQED, a similar comparison
between data and AFKQED prediction is illustrated in Fig. 6.6 (right), showing no such shape
discrepancy. Unlike the separate SA and LA comparison with the yisrysa and yisryLa results
presented in Fig. 5.15 and Fig. 5.16, in both PHOKHARA and AFKQED cases, the compari-
son of the true energy spectrum with the calculated £ spectrum is performed over the full
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Figure 6.3: Distribution of angular differences between the calculated angles 6.,. and the
measured one 0., from the ysrLA fit, in three 0. intervals where the additional photons
is within the angular detector acceptance: data (black points) and PHOKHARA (blue his-
tograms).
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Figure 6.4: Distributions of the calculated polar angles 6., of the additional photons requir-
ing EJ > 0.2 GeV are compared between data and PHOKHARA simulation, as well as with
the polar angles from the true additional photons. In the right side panel, the acceptance of the
charged tracks and the main ISR photon is restricted by 0.5 rad on each side of the detector

with respect to the left side panel, which is used in the calculation of 6., ..

angular range. For the AFKQED sample beyond 2.3 GeV, the only contribution is from the
FSR component and it is well reproduced by the OC calculation.

The transition between the LO and NLO contributions is presented by a zoomed version
at low energies in Fig. 6.7. In the left panel, the calculated spectra using both the reconstructed
and true information are compared between the PHOKHARA and AFKQED MC samples. It
reveals a significant discrepancy between the two MC predictions, with the radiation rate from
PHOKHARA being too high compared to with AFKQED by up to 30% for energies down to
0.1 GeV. The conclusion remains the same independent of the true or reconstructed energy
spectra. The reconstruction at very low energies below 0.1 GeV may be problematic due to
the limited resolution of the 0C method and large variations are expected. At the right panel, a
similar comparison is carried out between data and the two MC predictions. In order to avoid
the potential issues such as the complications seen with the MC samples and the momentum
calibration of muons, the LO events are merged into a large bin between —0.2 and 0.2 GeV
centered around zero. The rate of data/PHOKHARA is not consistent between the LO and
NLO contributions, with a clear change from LO to that of NLO above 0.2 GeV. However,
the LO rate of data/AFKQED is consistent with that of the NLO above 0.2 GeV within the
statistical uncertainty. The deviation of the AFKQED prediction from unity is considered as
an artefact resulting from the absence of LA photon events in the MC sample for energies
above 2.3 GeV as shown in Fig. 6.6.

Up to now, all the OC studies are performed in the ppuy process since the background
contribution is tiny. However, for the w7~y process, the background in data is much larger and
the background estimation based on MC simulation may not be reliable, particularly in the
2D-x? rejected region. Thus the 2D-x? selection is applied to the w7y process and similar
comparisons between the two MC predictions and between data and the MC samples can be
made and are presented in the bottom of Fig. 6.7. The observations made above for the ppuy
process are found to hold true for the 77y process as well.
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Figure 6.5: Distribution of the calculated energies in the CM frame E7 . is compared be-
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Chapter 7

Analysis of NNLO radiation with
results

In Chapter 5, there is already evidence to support the existence of NNLO events in data. In
this chapter, a dedicated and detailed study of NNLO radiation is presented.

7.1 NNLO kinematic fitting description

In addition to the two NLO fits which have been described in Section 4.1, the events are
submitted to three NNLO fits where two additional photons are allowed along with the main
ISR photon and the two charged tracks:

* The visr27vsa fit, where two additional SA photons are assumed to be emitted at small
angles from the beams, one from the positron beam and the other from the electron
beam. In this fit, the energies of the additional photons are unknown and their directions
are assumed to be collinear with the beams, resulting in a 2C fit.

* The v1srvsayLa fit, where one additional photon is measured in the detector and the
other is assumed to be collinear with either beam. In this fit, the best fit is chosen
amongst the two possibilities of radiating beam. Since the energy of the additional SA
photon is unknown, resulting in a 3C fit.

* The vsr27y1.a fit, where two additional photons are both measured in the detector,
resulting in a 4C fit.

All events are submitted to the yisr2ysa while only events with at least one or two de-
tected photons are submitted to visrysaYLA and yisr271a respectively. In the fits the re-
constructed photons are required to have a minimum energy of 50 MeV. For all the fits, the
measured energy of the detected photons is replaced by the symmetric Novosibirsk function
Z [51]. For each photon, the initialization of the corresponding Z variable utilizes the mea-
sured energy of the photon. During each step of x? minimization process, the four-momentum
constraint is also applied using the photon energies calculated from the current Z values. The
same fits are applied to MC events. As the PHOKHARA generator is up to NLO processes,
the NNLO fits return degraded x? values and the results represent NLO backgrounds under
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the NNLO signals searched for in the data. On the contrary, the AFKQED generator is up to
NNLO processes and the NNLO events are produced, hence vigr2vsa and yisrysavyLa fits
return reliable fitting values of NNLO events. Since the collinear assumption of additional
SA photons is made both at generation level and in the fits, the resulting x? values from the
fits are generally better for AFKQED simulated events compared to data where LA emission
occurs. It is important to note that events falling into the yisg 21,4 category are not simulated
by either generator.

In this study where NNLO events are expected to have larger X2 values for the yisgr27sA
and yisrYsAYLA fits, no 2D-x? selection is applied (see Fig. E. 1 in Appendix E for the 2D-
x? distributions of the AFKQED NNLO signal events). As described before, the background
level in the pion channel with the known background subtraction remains large, even in the p
mass range, shown in Fig. 7.1. To improve the selection efficiency and purity of the NNLO
samples in data, BDT methods are adopted, which will be explained in the following sections
related to pion. In the following sections of this chapter, detailed studies will be performed
for the three NNLO fits in both muon and pion channels.

15 yTeTt (0.6<m_<0.9 GeV/c’, data)
T T T N T T T N T T T N T T T T T T N T T T

Figure 7.1: The 2D-x? distribution for 7mysg in the mass range between 0.6 and
0.9 GeV/c?, after known background subtraction. The red lines correspond to the optimized
2D-x? selection used in the NLO analysis.

7.2 Study of events with two additional SA photons

7.2.1 Analysis of the muon sample

For the muon sample in the mass range between threshold and 1.4 GeV/c?, the Yisr27sA
events are selected by requiring the x? value of the yisr27sa fit to be smaller than that of all
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other NLO and NNLO fits. The reduction of the NLO background can be appreciated from
Fig. 7.2, which shows the selected events from the PHOKHARA MC sample. To further reduce
the NLO background contribution, the energy in the CM frame for one of the additional SA
photons is required to be greater than 0.2 GeV and the other greater than 0.1 GeV. The
resulting x? distribution of y1sr27sA is shown in Fig. 7.3, where the NLO background from
YisrYsa and yisryLa events is estimated by using the PHOKHARA sample after correcting
for the data and MC different rates discussed at LO and NLO levels (shown in Table 5.3).
This NLO background from PHOKHARA (red line in the top-left panel) is observed to be
largely dominant over the non-up background (in blue). The signal in data is derived by
subtracting these backgrounds and is illustrated in the bottom of the left panel. To avoid
potential bias between data and AFKQED, the fraction of the puyisr2vsa signal, defined as
these events divided by the total number of events in data including all LO, NLO and NNLO
events considered in this analysis, is illustrated in the right panel. The signal fraction in data
is further compared with the prediction from the AFKQED sample, where the AFKQED signal
is restricted to the ppuyisr2vsa events with two additional SA photons satisfying the energy
thresholds. As expected, smaller x? values in the AFKQED sample than that from signals in
data are observed since the additional SA photons are generated along the beam directions
and thus match the collinear assumption better in the fit.

2
2
! B d =
- ,'

Ty v b b b by by
0 2 4 6 8 10 12 0 2 4 6 8 10 12

In(X2\/ISR2vSA+1) In(xwaszSA+1)

: . : 2 2 2 :
Figure 7.2: The correlation betwe;an Xusr 275 2and Xsr A2(left) and X;ISR’YS , (right). The
dashed line indicates the selection Xyise2vsa < Xisraia and Xise2vsa < Xisrasa

Distributions for the energies of the two additional SA photons in the CM frame are
shown in Fig. 7.5, signals in data with the non-uu and NLO background subtracted are shown
in the bottom panel respectively. The fraction of NNLO ppy1sr2vsa signal in data is further
compared in Fig. 7.5 with the prediction from AFKQED. The larger photon energy from
AFKQED is limited to 2.3 GeV as stated earlier. A fair agreement is observed between the
shapes of the energy distribution in data and AFKQED for both SA photons.

7.2.2 Analysis of the pion sample

For the wmy sample, the study is more challenging due to the presence of a much larger
background from non-77 background. The study is focused on the mass range between 0.6
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Figure 7.3: Distributions of y? of the vygr27vsa fit with two additional SA photons
> 0.2GeV and E* > 0.1 GeV), one along each beam direction, for
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(blue) and the NLO background from PHOKHARA (red). The left-bottom panel shows the
YISrR27sA signals in data after subtracting related backgrounds. The right panel shows the
comparison between signals in data and the predictions from AFKQED.
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Figure 7.4: Distributions for energies of the additional SA photons in the CM frame with
larger (left) and smaller (right) energies in the yisgr2vsa fit for the mass range from threshold
to 1.4 GeV/ ¢? in the wuyisr2ysa process. The top panel shows data (black histogram),
data with background subtraction (black points), non-up background (blue) and the NLO
background from PHOKHARA (red). The bottom panel shows the vyigr2vga signals in data
after subtracting these backgrounds.
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Figure 7.5: Fractions of NNLO 71gr27ysa signals in data and AFKQED MC and their ratio
as a function of the larger (left) and smaller (right) energies of the additional SA photons in
the CM frame, for the mass range below 1.4 GeV/ ¢ in the wYIsSr2ysa process. For the
left plot, the MC distributions have been scaled to that of data using integrated fraction below
2.3 GeV.

and 0.9 GeV/c? around the p resonance because the small cross section and relatively large
background in the low mass range below 0.6 GeV/c? and high mass range between 0.9 and
1.4 GeV/c? make it difficult to perform an NNLO analysis in those regions. To suppress the
non-77 background and enhance the sensitivity to the expected NNLO signals, a BDT selec-
tion is applied by using the following set of discriminant variables based on their importance
ranking:

Egem The main ISR photon energy in the CM frame,
Einfit The total energy of the two tracks used in the fit,

Ephsum-Ephl The difference between the total measured neutral energy in the calorimeter
and the main ISR photon energy,

Nphgood The number of photons with a measured energy above 50 MeV,

Dpsing The angle in the laboratory frame between the ISR photon and the missing momen-
tum of charged tracks and other photons,

Mgg2 The invariant mass of the second leading photon with another photon that has a value
closest to ¥ mass,

Costhpi The pion angle with respect to the main ISR photon direction in the two-pion CM
system,

Zernike20 and Zernike42 Transverse shower shape variables for the main ISR photon,

Mgg0 The invariant mass of the main ISR photon with another photon that has a value closest
to 7 mass.
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The BDT method uses the events of mmy1sr27vsa selected from AFKQED as signal and
other non-77 events as background. The BDT response outputs for the signal events and
background events are shown in Fig. 7.6. The vertical dashed line in the figure corresponds
to the nominal selection BDT > —0.07 with the best SOB value. The BDT response distri-
butions are further compared between data and backgrounds in Fig. 7.7 (left) and the good
agreement observed in the background-dominant region on the left side of the distributions
indicates that the estimation of the background is satisfactory. The BDT response distribu-
tion of the signal in data after background subtraction is compared with the prediction from
AFKQED sample in Fig. 7.7 (right). The resulting BDT selection efficiencies are found to be
0.816(7) for signal in data and 0.926(2) for MC where the uncertainty is statistical.
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Figure 7.6: BDT response distribution for the yisg2vsa fit with two additional SA photons
(B > 0.2GeV and E* (2954) > 0.1 GeV), one along each beam direction, for the

max(2vsA) min
mass range between 0.6 and 0.9 GeV/ ¢? in the TTYISR27YSA Process.

After applying the BDT model to data, the 7m PHOKHARA and other non-77 background
MC samples, the resulting x? distribution of yisr27ysa fit for the selected events are illus-
trated in Fig. 7.8 (left). With the BDT selection applied, it shows both the NLO background
from PHOKHARA and non-w7 background is reduced to a level comparable to that of the
wiyisr2ysa sample illustrated in Fig. 7.3. The X2 comparison of the yigr2yga fit between
the selected signals in data and the prediction from the AFKQED for the mmy1sr2vsA sample
is shown in Fig. 7.8 (right) and is also similar to that achieved in the ppyisgr2ysa sample.

Distributions for the energies of the two additional SA photons in the CM frame with the
nominal BDT selection are shown in Fig. 7.9 (left), the signal in data with the non-7w7 and
NLO background subtracted is shown in the bottom panel respectively. Similar ppysr2vsa
distributions in the mass range between 0.6 and 0.9 GeV/c? are shown on the right side of
Fig. 7.9. The fraction of the NNLO ~1sg2vysa signal in data is compared with the prediction
from AFKQED in Fig. 7.10 for the mmyisgr2ysa sample with the nominal BDT selection,
which is then further compared with similar fractions from the ppysr2vsa sample in the
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Figure 7.8: Distributions of x? of the ysr27sa fit with two additional SA photons
(B > 0.2GeV and E* > (0.1 GeV), one along each beam direction, after the

max(2ysa) min(2ysa)
nominal BDT selection for the mass range between 0.6 and 0.9 GeV/ c? in the TmYiSR27SA

process (top), compared to the puyisr2ysa process (bottom) in the same mass range. Left:
the top-left panel in each plot shows data (black histogram), data with background subtraction
(black points), non-pup background (blue) and the NLO background from PHOKHARA (red),
while the left-bottom panel shows the yisr2vsa signals in data after subtracting these back-
grounds. Right: each plot shows the comparison between signals in data and the predictions
from AFKQED.
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same mass range. The larger photon energy from AFKQED is again limited to 2.3 GeV. A
fair agreement is observed between the shapes of the energy distribution in data and AFKQED
for both SA photons for the mmy1sr2y5A process.
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Figure 7.9: Distributions for energies of the additional SA photons in the CM frame with
larger (top) and smaller (low) in the yigr2vga fit for mmy1gR2vgA process with the nominal
BDT selection (left) and for uuyisr2vsa process (right) in the mass range between 0.6 and
0.9 GeV/c?. For each single plot, the top panel shows data (black histogram), data with
background subtraction (black points), non-7w7 (or non-uu) background (blue) and the NLO
background from PHOKHARA (red), while the bottom panel shows the yigr2vga signals in
data after subtracting these backgrounds.

7.2.3 Summary of the NNLO study with two additional SA pho-
tons

The fractions of the NNLO puy1sr27sa (mass range below 1.4 GeV/c? and between 0.6
and 0.9 GeV/ c?) and Ty15R2V5A (mass range between 0.6 and 0.9 GeV/ c?) signals in data
are summarized in Table 7.1. Each fraction is normalized to the total number of events in
the respective muon and pion samples. The total number of events is dominated by the LO
and NLO events. The background contribution as well as the feed-through contribution from
LO and NLO events in data have been subtracted using predictions from the MC simulations.
The fractions have also been corrected for selection efficiencies. For the mmy1gr2y5A process,
the selection efficiencies include the BDT selection efficiencies (Eff.). The larger uncertainty
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Figure 7.10: Fractions of NNLO ~1gr2vsa signals in data and AFKQED MC and their ratio
as a function of the larger (top) and smaller (bottom) energies of the additional SA photons in
the CM frame, for the mass range between 0.6 and 0.9 GeV/c? comparing the T7y1sR2VsA
process with the nominal BDT selection (left) and ppyisr2vsa process (right). In the top
plots, the MC distributions have been scaled to that of data using integrated fractions for
E* below 2.3 GeV.
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shown in the table for data of the mmyisr2vsA process is mainly attributed to the difference
in BDT efficiencies between data and MC, which exceeds the statistical uncertainties.

NNLO HYISR2SA HYISR2VSA TTYISR2VSA
fraction | myr < 1.4GeV/c? 0.6 < mqr < 0.9GeV/c? | 0.6 < Mgy < 0.9 GeV/c?
Eff. 0.908(5) 0.899(10) Da: 0.752(101), A: 0.853(3)
Data 0.01165(7)(6)(3) 0.01095(14)(12)(12) 0.01037(6)(140)(9)

Table 7.1: Resulting NNLO 71sr27sa signal fractions in data between fip1y1sgr2vsa and
TTYsrR2Vsa processes. The fractions have been corrected for the selection efficiency
(Eff.). The numbers in brackets represent different uncertainties with the first one
being statistical, the second being systematical due to the uncertainty of efficiency
corrections and the third due to the background subtraction.
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7.3. STUDY OF EVENTS WITH ONE ADDITIONAL SA PHOTON AND ONE
ADDITIONAL MEASURED PHOTON

7.3 Study of events with one additional SA photon and
one additional measured photon

The second NNLO process called y1srysa7yLa involves one of the two additional photons
corresponds to a measured photon at large angle within the detector acceptance with a fitted
energy in the laboratory frame larger than 0.2 GeV. The other photon is assumed to be
emitted along one of the beams with its fitted energy in the CM frame required to be above
0.1 GeV. In addition, the X2 value of the y1srvsayLa fit is required to be smaller than that
from any other NLO or NNLO fits.

7.3.1 Study of the muon sample

For the 1py1srYsaYLA sample in the mass range below 1.4 GeV/c?, the distribution for 2
value of the yisgrysayLa fit is shown in Fig. 7.11, where the non-uu background is tiny.
The NLO background is estimated with the PHOKHARA sample, with corrections applied
due to the different rates between data and MC observed at LO and NLO levels. The NLO
background is much larger than the non-pp background but remains still relatively smaller
compared to the NNLO signal in juy1srysayra. In the right panel of Fig. 7.11, the x?
distribution of the NNLO signals in data is further compared with the prediction from the
AFKQED sample for events with photons satisfying 6,yin (k) < 20°. This Opin (e y0) <
20° cut is required since the LA ISR component is not produced in the AFKQED sample. The
x? shape comparison between data and AFKQED is better than that in the ju/y15r27sA case.
This improvement can be attributed to the fact that the collinear assumption is applied only to
one of the fitted photons in the puyisrYsayLa fit.
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Figure 7.11: Distribution of x? of the visr¥saYLa fit with one additional SA photon along
one of the beam directions (E:S L > 01 GeV) and one additional measured LA photon
(B, > 0.2 GeV) for the mass range below 1.4 GeV/ ¢? for the UIUYISRYSAYLA process.
The top-left panel shows data (black histogram), data with background subtraction (black
points), non-xu background (blue) which is tiny and the NLO background from PHOKHARA
(red). The left-bottom panel shows the visrysayLA signals in data after subtracting related
backgrounds. The right panel shows the comparison between signals in data and the predic-

tions from AFKQED satisfying 6,,in ik, ,) < 20°.
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Figure 7.12: Top-left: Energy distribution of the additional SA photon in the CM frame.
Top-right: Energy distribution of the additional LA photon in the laboratory frame. Bottom:
The minimum angle between the additional LA photon and one of the two charged tracks
in the y1srvsavyLa fit. For each single plot, data (black histogram), PHOKHARA MC NLO
background (red) and other non-u . background (blue) and data with background subtraction
(full points) are shown in the top panel, and the signal in data is shown in the respective
bottom panel for the mass range below 1.4 GeV/c? for the puy1srRYsa LA samples.

Distribution of the fitted energy of the SA in the CM frame and the LA in the laboratory
frame is shown in Fig. 7.12. The distribution of the minimum angle between the LA photon
and one of the two charged tracks is shown in Fig. 7.12 as well. The 6,k , ,) distribution
clearly shows two distinct components, one observed at small angles dominated by the FSR
radiation while the other corresponds to the additional LA ISR radiation. The reason for larger
energy threshold (0.2 GeV) used to select the LA photon is to suppress relatively larger NLO
background contribution at the low energies in the energy spectra.

The fraction of the selected NNLO ~visrysayLa signals divided by the total number of
events in data after background subtraction are further compared to the predictions from the
AFKQED sample in Fig. 7.13. The fair comparison of the energy distribution is performed
by requiring O ik, ,) below 20° due to the missing LA ISR component for the AFKQED
sample.
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Figure 7.13: Top: Fraction of NNLO 7isgrysayra signals in data (black points) and
AFKQED (blue open points) as a function of 6, (ik,~,) defined in the text for the mass
range below 1.4 GeV/c? in the puyisrysayLa sample. The missing LA ISR component is
clearly seen here. Bottom-left: Fraction of NNLO signals in data (black points) and AFKQED
(blue open points) as a function of energy of the additional LA photon in the laboratory frame
with 0in(ikya) < 20° applied. Bottom-right: Fraction of NNLO signals in data (black
points) and AFKQED (blue open points) as a function of energy of the additional SA photon

in the CM frame with 6,4k, ) < 20° applied.
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7.3.2 Study of the pion sample

For the mmy1srYsa7L.A sample in the mass range between 0.6 and 0.9 GeV/ 2, the huge non-
7 background contribution prevents the reliable estimation of the NNLO signal fractions in
both data and MC sample. To reduce the background, two different BDT models similar to
that of yisr27ysa are constructed and then compared. For one of the BDTs (called BDT1),
the training signal events are extracted from the AFKQED sample. The input discriminant
variables used in BDT1 are:

* FEinfit, Ephsum-Eph1, Nphgood, Mgg2, Costhpi, Zernike20, Zernike42 and Mgg0. All
these variables are described in the m7my1gr 2754 analysis part (Section 7.2.2).

* E7, is the new-added variable, namely the fitted energy of the SA photon in the CM
frame.

However, given that the AFKQED MC sample does not include the complete signal sam-
ple due to the missing LA ISR component, another BDT model (named BDT?2) is constructed
where the training signal is extracted from the puyisrysayLa signal in data. To reduce the
statistical fluctuations, signal events are selected from the full mass range below 1.4 GeV/c?,
then appropriate scale factors are applied taking into account the expected difference in the
event rates between different mass ranges and between the pp and 77 processes. For BDT2,
the input variables are the same as those in BDT1 except the Costhpi variable has been ex-
cluded since its distribution is different between the w7 and p e processes. The resulting BDT
response distribution from BDT1 is shown in Fig. 7.14. The signal in this distribution has been
scaled by a factor of around 3.78 to take into the difference due to the missing LA ISR com-
ponent. The scale factor is calculated from the 6, ik, ,) distribution of the y1sryLA signal
from the PHOKHARA MC sample. For BDT2, it has been checked using the ppysrysaya
data sample that the shapes of the BDT input variables are fairly independent of iy, (k. 0)
by comparing the two samples above and below 20°.

The vertical dashed line in Fig. 7.14 (top-left) corresponds to the nominal BDT selection
that maximizes the SOB value. The comparison of BDT response distributions between data
and backgrounds is presented in Fig. 7.14 (top-right) to check their agreement. The good
agreement observed in the background-dominant region on the left side of the corresponding
distribution indicates that the background contribution is adequately modeled. The BDT re-
sponse distribution of the signal in data after background subtraction is further compared to
that from the AFKQED sample in Fig. 7.14 (bottom). The resulting BDT selection efficiencies
for BDT1 are 0.748(49) for data and 0.853(11) for MC, with the quoted uncertainty being
statistical. Similar procedures are performed for BDT2 and the corresponding efficiencies are
0.745(49) and 0.613(16) for data and MC, respectively. The following plots are based on
BDT1 model while the BDT2 model will be used for systematic uncertainty estimation due
to the missing LA ISR component for the AFKQED sample.

Applying the nominal BDT selection to the data, NLO background from the 77w PHOKHARA
sample and other non-77 background MC samples, the X2 distribution of the yisrvsa7LA fit
is presented in Fig. 7.15. The fraction of the signal distribution divided by the total num-
ber of events in data after the background subtraction is further compared with that from the
AFKQED sample in the right panel for events satisfying 6, < 20°. Good agreement
between data and the AFKQED MC prediction is observed.

trka’YLA)
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Figure 7.14: Top-left: BDT response distribution for events satisfying vyisrysayLa fit with
one additional SA photon along one of the beam directions (EZ,, > 0.1 GeV) and one addi-
tional LA photon (£, , > 0.2 GeV) for the mass range between 0.6 and 0.9 GeV/c? for the
T YSRYSAYLA process. Top-right: BDT response distributions comparing data and back-
ground. Bottom: BDT response distributions comparing data with background subtraction
with the prediction from AFKQED requiring the additional LA photon to satisfy 0, ik
below 20°.
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Figure 7.15: Distribution of x? of the visr¥saYLA fit with one additional SA photon along
one of the beam directions (E::S L, > 01 GeV) and one additional measured LA photon
(Ey,, > 0.2 GeV) for the mass range between 0.6 and 0.9 GeV/ c? for the TTYISRYSATLA
process. The top-left panel shows data (black histogram), data with background subtraction
(black points), non-7 background (blue) and the NLO background from PHOKHARA (red).
The left-bottom panel shows the yisrvsayLa signals in data after subtracting related back-
grounds. The right panel shows the comparison between signals in data and the predictions

from AFKQED satisfying 6pin ik, ,) < 20°

Distribution of the fitted energy of the SA in the CM frame and the LA in the laboratory
frame is shown in Fig. 7.16. The distribution of the minimum angle between the LA pho-
ton and one of the two charged tracks is shown in Fig. 7.16 as well. The latter distribution
shows the FSR and LA ISR components in the NNLO 77wysrysayLa sample. The frac-
tions of the signals in data and AFKQED MC are also compared in Fig. 7.17 as a function of
Omin(ukia)> £, and Eyp o in the same mass range between 0.6 and 0.9 GeV/c? between
the mmy1srYsavLa (left) and ppyisrysayLa (right) samples. For the energy distributions of
the SA and LA, the selection ik, ) < 20° is applied for a fair comparison. Similar
distributions are observed between wmyiSRYsSAYLA and ppYISRYSAYLA processes, and fair
agreement is observed between data and AFKQED sample.

7.3.3 Summary of the NNLO analysis of Yisgrvsayra fit

The fractions of NNLO signals in puyisrysayra and m7ySRYSAYLA processes in data are
summarized in Table 7.2 for additional photon satisfying iy ik~ ,) < 20°. The fractions
are normalized to the total number of events in the corresponding muon and pion samples.
For the z11171sRYsAYLA Signals, the efficiency corrections for the x? selection of 0.722(21)
and 0.706(32) are also taken into account in the mass range below 1.4 GeV/c? and between
0.6 and 0.9 GeV/c?, respectively. The numbers quoted in brackets are statistical errors. For
TTYISRYSAYLA signals, the efficiency corrections include the nominal BDT selection effi-
ciencies described above. The fake photon correction has also been applied. The fractions
of NNLO 71srysayLA signals in data selected with 0y, (qk 5, ,) > 20° are summarized in
Table 7.3. Since LA ISR component is not included in the AFKQED sample, the efficiency
is taken from the AFKQED sample with 6,5 ik ~, ) below 20°, with an additional correction
from the nominal BDT selection efficiencies for the mmysrysayLA signals. In additional,

110



7.3. STUDY OF EVENTS WITH ONE ADDITIONAL SA PHOTON AND ONE
ADDITIONAL MEASURED PHOTON

0.6 <my,;<0.9 (GeV/cz), Y YnYia 0.6 <m;<0.9 (Gevlcz). Ty

\SRVSAVLA
T T T Data T 2500F T T T Data T
* Data - background 7 920007 * Data - background 1
—— Tt Phokhara B 8 —— mmPhokhara
—— Background 1 — 1500F — Background
o
] £1000F
c
4 [
>
E W 500F
§ 1000¢ ¢ .
2 ‘
« 500 ‘e
E ' .« . .
................................... TP P S S a 0 SO SN N TP PP
2 25 3 0 0.5 1 15 2 25 3
E, . (GeV)
0.6 <m,<0.9 (Gev/cz), LA AN
1000f ‘ ‘ ‘ ‘ '— Data
> * Data - background
% 800 —— tutPhokhara
[} — Background
° [
S 600
£ 400
c
)
>
w200 ) sollra, o
M “““ AT
I N }
5 400y
c
=y t
@ 2000 1
P~ 1)
8 L e ]
0 20 40 60 80 100 120 140 160 180
Gmmmk‘vw) (degree)

Figure 7.16: Top-left: Energy distribution of the additional SA photon in the CM frame.
Top-right: Energy distribution of the additional LA photon in the laboratory frame. Bottom:
The minimum angle between the additional LA photon and one of the two charged tracks
in the y1srvsayLa fit. For each single plot, data (black histogram), PHOKHARA MC NLO
background (red) and other non-77 background (blue) and data with background subtraction
(full points) are shown in the top panel, and the signal in data is shown in the respective
bottom panel for the mass range between 0.6 and 0.9 GeV/ ¢? in the TTYISRYSAYLA sample.
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Figure 7.17: Fractions of NNLO signals of yisrysa7La fit in data and AFKQED MC shown
as a function of the minimum angle between the additional LA photon and one of the two
charged tracks (top), of the additional SA photon in the CM frame (middle) and of the energy
of the laboratory frame (bottom) for the mass range between 0.6 and 0.9 GeV/c? comparing
mrysrYSAYLA (left) and ppyisrysayLa (right) processes. For the fractions of the energies
distributions, 0y, (uk,4;,) < 20° has been applied.
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for the mmysRYsayLA process, the final mean value from BDT1 and BDT2 are presented
with the quoted corresponding systematic uncertainty showing the difference between the

two BDT selections.

NNLO | ppvisrysaVea (Omin(rkas) < 20°)  ppiyisr YA VLA (Pmin(rkara) < 20°) | T YSRYSAVLA (Omin(irk ) < 20°)
fraction Mar < 1.4 GeV/c? 0.6 < Myyr < 0.9GeV/c? 0.6 < Myr < 0.9GeV/c?
Eff. 0.722(21) 0.706(32) BDT1: 0.198(26), BDT2: 0.199(34)
Data 0.00252(5)(7)(2) 0.00320(11)(15)(6) BDTI: 0.00191(10)(25)(21)
BDT2: 0.00197(10)(34)(26)
Mean: 0.00194(10)(29)(24)(3)

Table 7.2: Resulting NNLO v1srysayra signal fractions for LA photons satisfy-
ing Onin(ik,y,) < 20° in data between ip1yisrYsavLa and T7ysrYsayLa samples.
The fractions have been corrected for the selection efficiency (Eff.). The numbers in
brackets are uncertainties with the first one being the statistical uncertainty, the sec-
ond one is due to the uncertainty of the efficiency corrections and the third one is due
to background subtraction. The fourth one on the mean value corresponds to half of
the difference between the two BDTs.

NNLO | ppvisrysaVia (Omingrks) > 20°)  ppiyisr¥SAYLA (Pmin(rkain) > 20°) | TSR YSAVLA (Omin(rk ) > 20°)
fraction Mar < 1.4 GeV/c? 0.6 < Myr < 0.9GeV/c? 0.6 < Myr < 0.9GeV/c?
Eff. 0.722(21) 0.706(32) BDT1: 0.317(41), BDT2: 0.320(55)
Data 0.00685(8)(20)(2) 0.00660(15)(30)(4) BDT1: 0.00680(11)(89)(23)
BDT2: 0.00833(12)(143)(25)
Mean: 0.00757(11)(116)(24)(76)

Table 7.3: Resulting NNLO ~isrysayLa signal fractions for LA photons satisfying
Omin(uk,n) > 20° in data between pip1y1srysayLa and mmyisrysayra samples. The
fractions are corrected for the selection efficiency (Eff.). The numbers in brackets
are uncertainties with the first one representing the statistical uncertainty, the second
one is due to the uncertainty of the efficiency corrections and the third one is due to
background subtraction. The fourth one on the mean value corresponds to half of the
difference between the two BDTs.
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7.4 Study of events with two additional measured LA
photons

The third NNLO process called vy1gr 21,4 focuses on events where two additional LA photons
are detected and fitted within the detector acceptance range in addition to the main ISR photon.
In this y1sr2v1,4 analysis, the threshold of the fitted photon energies in the laboratory frame
for both LA photons is set to 0.1 GeV. Similarly, the x? value of the yigr271.4 fit is required
to be smaller than that from any other NLO or NNLO fits. Distribution of x? of the visr 2714
fit for the pp sample in the mass range below 1.4 GeV/c? is illustrated in Fig. 7.18, where
both the NLO background and non-: background is relatively small. The y? distribution of
the yisr 271 fit has a less pronounced tail compared to the other two NNLO fits.
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Figure 7.18: Distribution of x? of the yisg 2714 fit with two measured additional LA photons
(both E.,, , > 0.1 GeV in the laboratory frame) for the mass range below 1.4 GeV/c? in the

PHYSR2YLA sample.

The energy distributions of the two LA photons in the laboratory frame and the minimum
angle between the photons and one of the two charged tracks are shown in Fig. 7.19. No
further comparison is made with any prediction since this NNLO configuration with two LA
photons is not generated in either MC simulation samples, since in PHOKHARA only NLO
predictions are made and in AFKQED only one additional LA photon is allowed and all the
other ISR photons are collinear to the beams.

For the y1sgr271.a candidates in the mm sample in the mass range between 0.6 and
0.9 GeV/c?, all the processes with one or more 7°’s in the final states are potential back-
ground. Thus the invariant mass distribution of the two fitted LA photons, denoted as
M ava» 18 Checked at first. In the selected events from the y1sgr271,4 samples, a pronounced
peak corresponding to 7¥ peak is indeed observed in Fig. 7.20 (top-left). An additional peak
around 7) is also observed. In order to reject the background within the 7° and 7 peaks, mass

114



7.4. STUDY OF EVENTS WITH TWO ADDITIONAL MEASURED LA PHOTONS

0.0 < My < 1.4 (GeV/c?), Y 2V, 0.0 <my, < 1.4 (GeVv/c?), HIY 2V,
140} ‘ ‘ ‘ Data | Bl 700F ' ' ' ' Data 1
— Data - background Data - background
< 120p —— uyt Phokhara i % 600 1] —— Jy Phokhara k|
9! 100 — Background 8 500p — Background
S 80 £ 400 q
£ 60 £ 300¢ E
£ 40 £ 200f 1
w w
20 100F 1
g 100 T 400 ¢
R =
] ®
g 50f < 200 !
8 Y, S e
a Olmmezeesmnnepeemnee e AMTTMITITTIRTFURPIRRPIN e o) S, ST SO SR S SRS S
0 1 2 3 4 5 6 0 0.2 0.4 0.6 0.8 1 1.2 14
Emax (ZVLA) (GEV) Emln (ZVLA) (GeV)
0.0 < My < 1.4 (GeV/c?), MY 2V, 0.0 <My, < 1.4 (GeV/c?), MY 2V,
T T T T T T T T T T T T
90F — Data E 90F — Data 1
T 80F « Data- background 4 T 80F « Data- background 3
aé) 70F —— up Phokhara E g 70F —— py Phokhara
g 6o — Background E 3 60 —— Background E
o o E
2 @ i
£ 5 1
9] 5]
2 > E
w w
= 80 = 80F
S 60} | 5 60
g 4 ;} ”| 1*'* UL fh g o “}'{l ot it g
< 20 LR (LRI S 20 t H,,H ht T b b
e Obeseseens ”’H"'" .'..’.’ff:'.*.'.‘.’f:4.‘.'7’.'.‘!20.3.'!;;“_?..,‘... ..... e of ........ “," ....... ! ,’*“ ':* .’.’.‘.’.f:‘.’....’!!hg‘.’.’h’.‘.‘.’.’,‘!t!z‘h!!,\.._....
0 20 40 60 80 100 120 140 160 180 0 20 40 60 80 100 120 140 160 180

emmmwm (degree) 6 (degree)

mln(trk,vﬂ")

Figure 7.19: Top: Energy distribution of the two additional LA photons. Bottom: Minimum
angle between the additional LA photon with one of the two charged tracks. For each single
plot, data (black histogram), PHOKHARA MC NLO background (red) and other non-px back-
ground (blue) and data with background subtraction (full points) are shown in the top panel,
and the signal in data is shown in the respective bottom panel.
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window of 0.10—0.17 GeV/c? and 0.50—0.58 GeV/c? are defined. After applying the two
mass window vetos, a new BDT trained using signal events in data from pu sample (scaled in
a similar way as described for the v1srysAVLA fit) is employed to discriminate the remaining
events and background events from MC simulations. Six discriminant variables described
below have been used:

* the sum of measured energies of extra photons that are not used in the fit,
* The number of photons with a measured energy above 50 MeV,

* The invariant mass of the second leading photon with another photon that has a value
closest to ¥ mass,

* the fitted energies of the two additional LA photons,

» Zernike20 variable of the LA photon with larger energy.

The BDT response distribution is demonstrated in Fig. 7.20 (top-right). The comparison of
BDT response between data and background is also performed in Fig. 7.20 (middle-left),
which indicates that the background contribution is underestimated. To derive the data to
background ratio, a background enriched region is defined with BDT < —0.3, where the
data/background ratio is rather flat, shown in Fig. 7.20 (middle-right). The ratio is then de-
termined as a scale factor of 1.276 £ 0.022 by integrating the event yields below —0.3, and
this ratio has been used to increase the background contribution in the following ~isr2v1.A
fit study. The m., ,, , distribution of the selected events is presented in the bottom panel of
Fig. 7.20 after applying the nominal BDT selection corresponding to the vertical dashed line
in top-right plot of Fig. 7.20.

The x? distribution of the final selected events is presented in Fig. 7.21 in comparison
with the corresponding x? distribution from the f1/1y1sr 2,4 sample in the same mass range.
The x? < 4.5 cut is further applied to suppress the relative large background contribution in
the high x? tail. The energy distributions of the two additional LA photons and the minimum
angles between the photons and one of the two charged tracks are shown in Fig. 7.22.

The fractions of the NNLO ~sg271,a signals in data from ppyisr2vLa (mass range
below 1.4 GeV/ ¢ and between 0.6 and 0.9 GeV/ c?) and TrysR2YL,A (Mass range be-
tween 0.6 and 0.9 GeV/c?) are summarized in Table 7.4. No efficiency correction for the
BIYISR27LA process is applied since there is no simulated signal from the MC simulations.
For the mmy1sr271,A process, the fraction has been corrected for the 7° and 7 veto selection
loss based on the adjacent bins of the m., ,~, , distribution, the efficiency of the nominal BDT
selection of 0.796 and the X2 of v1sr271.A below 4.5 which is estimated from the correspond-
ing x? distribution of the y1p1yisr271.4 sample.

Table 7.5 provides the decomposition of the NNLO ~gr2v1,a signals into three cate-
gories: double FSR, double LA ISR and mixed. This decomposition is performed using
the variable 0y, (ko) to separate the events (Opin ik, ,) < 20° for FSR component and
Ormin(trk,0) > 20° for LA ISR component). The table indicates that the FSR category ac-
counts for up to 7% of the total signal sample, while the majority of the signal is predomi-
nantly shared between the double LA ISR and mixed categories. It is important to note that the
fake photon correction has been applied to the FSR components in the m7myisg 27,4 signals
for the results shown in both Table 7.4 and Table 7.5.
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Figure 7.20: Top-left: Invariant mass distribution of two additional LA photons (£, , >
0.1 GeV) in the yisg2vL fit in the mmy1sR 2714 sample before the 79 and 7 veto selections
described in the text. Top-right: BDT response with 7¥ and 7 veto selections. Middle-left:
Comparison of BDT response to data. Middle-right: Comparison of BDT response between
signals in data and background and their ratio distribution. Bottom: Similar distribution as
top-left one after the 7 and 7 veto selections and nominal BDT selection (above —0.04).
These plots are made in the mass range between 0.6 and 0.9 GeV/c2.
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Figure 7.22: Top: Energy distributions of the two additional LA photons. Bottom: Minimum
angle between the additional LA photon with one of the two charged tracks. For each single
plot, data (black histogram), PHOKHARA MC NLO background (red) and other non-p 4 back-
ground (blue) and data with background subtraction (full points) are shown in the top panel,
and the signal in data is shown in the respective bottom panel for the mass range between 0.6
and 0.9 GeV/ ¢? in the mmy1sR 2714 samples.
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NNLO HUYISR27YLA HUUYISR2YLA TTYSR2YLA
fraction | My, < 1.4GeV/? 0.6 < My, < 0.9GeV/c? | 0.6 < myr < 0.9 GeV/c?
Data 0.00103(3)(1) 0.00107(7)(1) 0.00066(4)(4)

Table 7.4: Comparison of NNLO ~sr27.a signal fractions in data between
Uiisr27a and T ysr27La processes, where the first number in brackets is the sta-
tistical uncertainty and the second one is related to background subtraction.

Decomposition HUYISR27LA HEYISR2YLA TTYISR27LA

My < 1.4GeV/2 0.6 < My < 0.9GeV/A? | 0.6 < my, < 0.9GeV/?
Double FSR 0.071(9)(1) 0.068(15)(2) 0.009(5)(8)
Double LA ISR 0.513(13)(1) 0.446(25)(3) 0.694(32)(13)
Mixed 0.416(15)(1) 0.486(31)(1) 0.297(25)(5)

Table 7.5: Decomposition of NNLO ~1sr2714 signals in data for the ppysr2va and
T Ysr2YLA Samples in double FSR, double LA ISR and mixed categories. The first
number in brackets represents the statistical uncertainty while the other systematic
uncertainty is related to background subtraction.
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Chapter 8

Final results and discussion

8.1 Combining NLO and NNLO results

The correct classification of events with respect to the number of additional photons can in-
deed be affected by detector resolution effects and the chosen fit strategies. Detector resolu-
tion effects, such as the energy and angular resolutions, can cause fluctuations in the measured
photon quantities. Additionally, the chosen fit strategy including assumptions of the emission
angles and energies of additional photons, can introduce bias in the classification. Thus an
event with 0, 1, or more additional photons may not always be correctly classified. By defin-
ing true event categories using the same energy thresholds as the fitted categories but using
true photon energies, the mis-classification between fitted and true categories can be studied
and provide valuable insights into the performance of the analysis technique. The results
obtained using the two MC samples PHOKHARA and AFKQED are displayed in Table 8.1.
The diagonal elements correspond to the overall efficiencies of the selection, whereas the
off-diagonal elements stand for the mis-classification probabilities defined by dividing the
number of events over the total number of events of a given MC sample. In the table, the
upper part shows the results of the yu process in the mass range below 1.4 GeV/c? and the
lower part shows the results of the 7w process in the mass range between 0.6 and 0.9 GeV/c2,
The lower efficiencies for the NNLO fits in the w7 process than those in the ppu process are
due to the application of BDT method to suppress the huge background contribution in data.
The efficiencies for the ysryLa (> 20°) and yisrysayLA (> 20°) categories from AFKQED
are tiny since they are not produced by AFKQED predictions.

After correcting the feed-through effects (refer to Appendix G for more details), correct-
ing the full selection efficiency and the fake photon efficiency discussed in the earlier sections,
the final fractions of different fit categories for data are shown in Table 8.2. Table 8.3 presents
the complete comparison between data and predictions from the two MC samples for all fit
categories. It should be mentioned that the yisryLA Tates separated by Opin (k) < 20°
and 0,5 (urk,4p,) > 20° have been corrected and then converted into NLO FSR and NLO LA
ISR rates using template fits of the 6, (ux -, ,) distributions described in Section 5.2. In a
similar way, 1SR YsAYLA rates have been corrected and then converted into NNLO FSR and
NNLO LA ISR rates using template fits of the 0,in ik +, ,) distributions. The fit category with
two additional LA photons has a tiny data fraction around 0.001 (no efficiency corrections
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% LO YISRYSA VISRVLA YISRVLA VISR2VSA  VISRVYSAVLA  VISRVYSAVLA
(<20°) (> 20°) (< 20°) (> 20°)
ppr (M < 1.4 GeV/c?)
LO 99.64(1) 0.223(9) 0.008(2) 0.033(3) 0.139(7) 0.0004(4) 0.005(1)
99.4393) 0.289(2) 0.0140(4) 0.0756(9) 0.136(1) 0.00011(3) 0.0073(3)
YISRYSA 0.327(1) 97.9(5) 0.006(1) 0.008(2) 0.254(9) 0.0021(9) 0.010(2)
0.325(2) 94.28(2) 0.0169(4) 0.212(1) 0.838(3) 0.0077(3) 0.127(1)
YISRVLA 0.096(6) 0.008(2) 74.8(8) 0.0017(7) 0.103(6) 0.005((1) 0.0014(7)
(< 20°) 0.118(1) 0.0113(3) 78.8(1) 0.0057(2) 0.138(1)  0.0008(1) 0.0007(1)
YISRVLA 0.003(1) 0.0016(7) 0.0023(9) 0.181(8) 0.003(1) 0(0) 0.0010(6)

(> 20°) 0.099(1)  0.0645(8) 0.0045(2) 83.89(6) 0.0517(7) 0.00021(5) 0.0135(4)
YSR27YSA 0.19(2) 1.69(3) 0.014(2) 0.003(3) 90.8(5) 0.0010(5) 0.0015(5)
YisrYsayLa | 0.010(1)  0.074(4)  0.005(1)  0.0007(5) 0.035(4) 72.2(1.6) 0.0004(4)

(< 20°)

YsrYsaLa | 0.0007(5) 0.010(2)  0(0) 0.0013(7) 0.004(1) 0.0007(5)  0.042(4)

(> 20°)

Rest 0.0011(6) 0.003(1) 0.0011(6) 0(0) 0.011(2)  0.007(2) 0.003(1)

77 (0.6 < my, < 0.9GeV/c?)

LO 99.397(9) 0.318(6) 0.052(3) 0.044(2) 0.190(4) 0.00358)  0.0060(8)
99.228(2) 0.378(1)  0.0560(9) 0.0859(6) 0.1712(8) 0.0027(1)  0.0078(2)

. 0317(6) 98.0(3)  0.0019(6) 0.0055(8) 0.258(5) 0.0030(7) _ 0.0071(9)
0.333(1)  94.01(1) 0.0109(3) 0.254(1) 0.438(1) 0.0330(6)  0.0826(6)

SRLA 0.352(4) 0.068(2) 384(6)  0.0027(5) 0.128(4) 0.0037(8) _ 0.0020(5)

(< 20°) 0.533(1)  0.0998(4) 40.8(2) 0.0065(2) 0.1703(8) 0.0043(2)  0.0029(1)

AR LA 0.0017(4) 0.0001(1) 0.0003(2) 0.0085(9) 0.0002(1) 0.0001(1) _ 0(0)

(> 20°) 0.0948(6) 0.0471(4) 0.0026(1) 86.65(4) 0.0279(3) 0.0011(1)  0.0122(2)
sr27sa | 0.170(13) 1.98(2)  0.04(1)  0.01(1)  853@3)  0.0014(4)  0.0006(1)
vsrysara | 0.010(1)  0.1654) 0.009(1)  0.0021(5) 0.063(3) 22.5(1.1)  0.0007(3)

(< 20°)
YisrYsavLa | 0(0) 0.0024(5) 0.0001(1) 0.0003(2) 0.0006(3) 0.0003(2) 0.0019(4)
(> 20°)

Rest 0.0005(2) 0.0090(9) 0.0003(2) 0(0) 0(0) 0.0015(5) 0(0)

Table 8.1: Efficiencies (diagonal elements in bold) and mis-classification probabili-
ties (non-diagonal elements) all shown in % calculated using MC samples AFKQED
and PHOKHARA (1st and 2nd lines (if any) in each block, respectively) for fitted cat-
egories (column) versus true categories (row) for the pp (upper) and 7w (lower) part
of the table. The numbers in brackets are statistical errors. The last row ‘Rest’ cor-
responds to the phase space which is not covered by the other true categories. The
numbers in italic shown for completeness are not used for efficiency or feed-through
corrections.
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applied) and is not included in these fraction tables since no predictions from the AFKQED
MC can be used to either calculate the efficiency corrections or to further compare with the

NNLO MC sample.

Data

L Lt T
fraction | My, < 1.4GeV/c? 0.6 < myr < 0.9 GeV/c? 0.6 < Myr < 0.9GeV/c?
LO
Eff 0.9931(1) 0.9942(1) 0.9910(1)
Fraction | 0.7716(4)(1)(14) 0.7741(7)(1)(18) 0.7839(5)(1)(12)
NLO SA-ISR
Eff 0.9310(4) 0.9319(9) 0.9284(4)
Fraction | 0.1469(3)(1)(36) 0.1437(6)(1)(32) 0.1401(2)(1)(16)
NLO LA-ISR
Eff 0.620(13) 0.657(5) 0.643(13)
Fraction | 0.0340(2)(8)(4) 0.0320(4)(7)(7) 0.0338(2)(7)(5)
NLO ISR
Fraction | 0.1809(4)(8)(34) 0.1757(7)(8)(28) 0.1739(3)(7)(19)
NLO FSR
Eff 0.623(13) 0.653(7) 0.321(7)
Fraction | 0.0137(2)(3)(6) 0.0159(3)(4)(10) 0.0100(1)(2)(16)
NNLO ISR
Fraction ‘ 0.0309(2)(3)(38) 0.0307(3)(4)(34) ‘ 0.0310(2)(33)(19)(8)
NNLO FSR
Eff. 0.722(46) 0.706(32) BDT1: 0.198(26), BDT2: 0.199(34)
Fraction | 0.00275(6)(9)(3) 0.00357(13)(17)(79) 0.00194(12)(34)(36)(1)

Table 8.2: Final event fractions in data for the ppu and 77 processes in all fit cate-
gories, where the numbers in brackets represent uncertainties. The first is the statis-
tical, the second and third uncertainties are systematical corresponding to efficiency
corrections and the background subtraction including feed-through correction. The

fourth uncertainty for the w7 process represents half of the difference between two
BDT results.

To validate the NNLO signals in data and the missing NNLO signals in the PHOKHARA
MC sample, the SA energy spectra after the corrections are presented in Fig. 8.1 for the
~YisrYsa fits. The dominant feed-through corrections for yisrysa are from ~yigr2vga events
which have two distinct components: one corresponds to the case when the yigr2vsa event
satisfies the yisrysa fit with one additional SA photon as well; the other one corresponds to
the case where two additional photons are emitted by the same beam and are then merged into
one single photon which can not be distinguished from single photon radiation process (refer
to Appendix G). The correction for vyigr2vs5a feed-through cannot be based on the AFKQED
prediction due to the limitation of 2.3 GeV cut of the SA photons, consequently a data-driven
method is performed to determine the corresponding rates. For the first component, the SA
spectrum is derived by data with background subtraction and feed-through corrections from
other fit categories satisfying both the yisr27vsa and ysrysa fits. For the second compo-
nent, as the y1sgr2ysa sample includes only events with additional SA photons from opposite
beams, the spectrum with additional photons from the same beam is mimicked by summing
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LO or NLO L L s
fraction Mar < 1.4GeV/2 0.6 < Mgy < 0.9GeV/c? | 0.6 < Mgy < 0.9GeV/c?
LO
Data 0.7716(4)(1)(14) 0.7741(7)(1)(18) 0.7839(5)(1)(12)
AFKQED 0.8024(7) 0.8029(14) 0.8099(4)
PHOKHARA 0.7560(1) 0.7576(3) 0.7656(1)
Ratio data/A 0.962(1)(0)(1) 0.964(2)(0)(1) 0.968(1)(0)(0)
Ratio data/P 1.021(1)(0)(2) 1.022(1)(0)(2) 1.024(1)(0)(2)
NLO SA-ISR
Data 0.1469(3)(1)(36) 0.1437(6)(1)(32) 0.1401(2)(1)(16)
PHOKHARA 0.1926(1) 0.1903(3) 0.1868(1)
Ratio data/P 0.763(2)(0)(19) 0.755(3)(1)(17) 0.750(1)(0)(8)
NLO LA-ISR
Data 0.0340(2)(8)(4) 0.0320(4)(8)(7) 0.0338(2)(7)(5)
PHOKHARA 0.0354(1) 0.0336(2) 0.0344(2)
Ratio data/P 0.96(1)(2)(1) 0.95(1)(2)(2) 0.98(1)(2)(1)
NLO ISR (7 < 2.3GeV)
Data 0.1664(3)(7)(32) 0.1626(6)(7)(27) 0.1608(3)(7)(18)
AFKQED 0.1569(3) 0.1551(6) 0.1542(4)
Ratio data/A 1.061(3)(5)(13) 1.048(6)(5)(13) 1.043(3)(4)(8)
NLO FSR
Data 0.0137(2)(3)(6) 0.0159(3)(4)(10) 0.0100(1)(2)(16)
AFKQED 0.0126(3) 0.0141(5) 0.0092(3)
PHOKHARA 0.0160(1) 0.0185(2) 0.0132(2)
Ratio data/A 1.093)(3)(4) 1.13(5)(3)(5) 1.08(3)(3)(9)
Ratio data/P 0.86(1)(2)(4) 0.86(2)(2)(5) 0.76(1)(2)(12)
NNLO ISR (£ < 2.3GeV)
Data 0.0287(2)(2)(36) 0.0284(3)(4)(31) 0.0300(2)(32)(19)(8)
AFKQED 0.0247(4) 0.0241(6) 0.0244(2)
Ratio data/A 1.16(2)(1)(10) 1.18(4)(2)(9) 1.23(1)(13)(5)(3)
NNLO FSR
Data 0.00275(6)(9)(3) 0.00357(13)(17)(79) 0.00194(12)(34)(36)(1)
AFKQED 0.00354(15) 0.00394(29) 0.00238(15)
Ratio data/A 0.78(4)(3)(1) 0.90(8)(6)(20) 0.81(7)(14)(15)(0)

Table 8.3: Final comparison of event fractions between data and AFKQED and
PHOKHARA and between pu and 77 processes for all fit categories, where the num-
bers in brackets represent uncertainties. The first is the statistical, the second and third
uncertainties are systematical corresponding to efficiency corrections and the back-
ground subtraction including feed-through corrections. The fourth uncertainty for the
7 process represents half of the difference between two BDT results. When com-
paring to the predictions of AFKQED for NLO ISR and NNLO ISR, the data fractions
have been reduced with respect to those given in Table 8.2 due to the missing energy
spectrum beyond 2.3 GeV in AFKQED.

124



8.1. COMBINING NLO AND NNLO RESULTS

the energy of the two additional SA photons from the yisg2yga fit. The feed-through correc-
tions of the ysrysa fit from the other topologies are based on the simulated PHOKHARA for
NLO feed-through corrections and AFKQED for NNLO feed-through corrections.

When the NNLO contribution and the feed-through components are removed from the
energy spectrum of the additional SA photon in the CM frame, the data over PHOKHARA MC
ratios become much flatter in Fig. 8.1 than those seen in Figs. 5.15 and 5.20, where a sig-
nificant slope has been observed. The fitted ratio also confirms that a significant discrepancy
between the data and PHOKHARA rates of NLO SA ISR events.
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Figure 8.1: Energy distribution of the additional SA photon in the CM frame in the ysrvsa
fits after the NNLO contribution and the feed-through corrections for the pp0 samples in the
mass range below 1.4 GeV/ c? (top) and between 0.6 and 0.9 GeV/ ¢? (middle) and for the 77
samples in the mass range between 0.6 and 0.9 GeV/c? (bottom).
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8.2. SUMMARY OF THE MAIN FINDINGS

8.2 Summary of the main findings

In this analysis of the BABAR ISR processes e e~ — utpu~ v and ee™ — 777~ v data, all
radiative topologies have been studied up to two additional photons. It provides for the first
time an extensive experimental survey of radiative effects up to NNLO. All results are given
for additional photons with fitted energy larger than 200 MeV (in the CM frame for fitted
small-angle ISR photons and in the laboratory frame for large-angle ISR or FSR detected
photons). For cases where two additional photons are considered, the less energetic one is
required to be above 100 MeV. For muons the full mass interval from threshold to 1.4 GeV/c?
is used, while for pions the range is restricted between 0.6 and 0.9 GeV/c?. Small-angle
photons out of the acceptance are unmeasured but fitted. Otherwise they are called large-
angle and measured. The main findings and results are summarized in the following:

* Direct searches for NNLO contributions have been performed using dedicated kine-
matical fits, which show clear evidence for their presence both at small and large angle
to the e* beams. Taking also into account all topologies with two small-angle, one
small-angle and one large-angle, and two large-angle photons, the total fraction of
NNLO ISR contributions sums up to (3.09 £ 0.38)% for muons and (3.10 + 0.39)%
for pions, both consistent as expected from ISR. The NNLO FSR contributions, dom-
inated by one FSR and one ISR photons, are found to be (0.28 £+ 0.01)% in muon
and (0.19 £ 0.05)% in pion. Thus the measured total NNLO fraction amounts to
(3.37+0.38)% for muons and (3.29 £0.39)% for pions. The NNLO contribution with
two additional large-angle photons is measured with a rate around 1%o (0.7%0) in muon
(pion) data and is not included in the total rates above.

* Additional indirect evidence for NNLO ISR from the same beam is obtained from
the shape of the energy distribution of the additional photons in the NLO ~srysa fit
which differs strongly from the NLO PHOKHARA prediction. The correction using
the measured NNLO contribution with ISR for opposite beams re-establishes close
agreement for the shape, thus providing good internal consistency of the results.

* The measurement of the NNLO contributions allows one to correct the initial NLO
results by taking into account cross-feeds between the different radiative topologies.
The fractions obtained for ISR NLO are (18.08 + 0.35)% for muons and (17.39 +
0.20)% for pions, thus consistent within uncertainties. The fractions for FSR NLO are
(1.38 + 0.07)% for muons and (1.00 & 0.16)% for pions.

* NLO fractions can be compared to the predictions provided by the PHOKHARA gener-
ator used by all ISR experiments. The present measurements are not in agreement with
the PHOKHARA rate for additional small-angle ISR, which yields significantly larger
NLO fractions: the ratio between data and PHOKHARA is found to be 0.763 £ 0.019
for muons and 0.750 £ 0.008 for pions. At the moment, because of the blinding of
the data/MC corrections for selection efficiencies prior to this radiation study, the ab-
solute comparison between data and PHOKHARA cannot yet be performed. So what is
observed here are different LO (LO and soft-virtual NLO) and NLO (hard) fractions
in data and PHOKHARA. This discrepancy is independent of the transition energy of

127



IR S DN L e VAP Université Paris-Saclay

5 MeV between soft and hard photons chosen for the MC production as it is much
smaller than the threshold of 200 MeV used in the actual analysis for accepting a hard
photon. Much better agreement is observed for the large-angle ISR NLO fractions,
0.96 £ 0.03 for muons and 0.98 &£ 0.03 for pions, while again a discrepancy occurs for
FSR NLO for muons with a ratio 0.86 & 0.05. The situation observed for ISR NLO
which is in principle controlled by QED indicates a problem in the angular distribution
of the NLO photon generated by PHOKHARA. with a large excess at small angles to
the beams.

* The situation of FSR NLO for pions should anyway be considered separately as its the-
oretical prediction goes beyond QED. In PHOKHARA generation, pions are assumed
point-like from scalar QED. Experimentally the detection of photons nearby a pion
track necessitates a careful evaluation of the contribution of fake photon candidates
from hadronic shower fluctuations in the EMC. The study reveals a significant contri-
bution which is furthermore underestimated by the detector simulation. After correc-
tion the ratio between data and the PHOKHARA prediction is found to be 0.76 4 0.12,
a low value consistent with the muon result. Thus apart from the deficit occurring
for both pions and muons compared to PHOKHARA the agreement with the FSR pion
model appears to be approximately valid within 15%.

* NLO and NNLO results have also been compared with the expectations of the AFKQED
generator, which incorporates both ISR NLO and NNLO contributions through collinear
emission using the structure function method. As a consequence NLO data fractions
for small-angle and large-angle ISR are added to compare with the AFKQED predic-
tion. The additional ISR photon energy cut-off at 2.3 GeV imposed in the generation
is also accounted for. The total ISR NLO fraction in data up to 2.3 GeV photon energy
is measured to be (16.6 + 0.3)% for muons and (16.1 £ 0.2)% for pions. The ratios
to their respective AFKQED predictions, 1.060 £ 0.015 and 1.043 4 0.010, differ from
one, however much less than for PHOKHARA.

* The FSR NLO fractions can also be compared with the prediction from AFKQED based
on the PHOTOS algorithm. For muons the ratio between data and AFKQED turns out
to be 1.10 £ 0.06, while for pions, after correction for the fake photon contribution,
the similar ratio is 1.08 £ 0.10. Both ratios are consistent with unity with limited
precision because of the NNLO feedthrough uncertainties. The ratio pion/muon is
consistent with one and as such supports, albeit with a large uncertainty the pion point-
like behavior for additional FSR. As mentioned previously in Chapter 5 for the analysis
limited to NLO, this conclusion disagrees with the result in the published BABAR analy-
sis [35,38], where a (21 +5)% excess was quoted. However the difference is explained
by the data/MC correction for the fake photon subtraction, which was then not applied.
Therefore the new result presented here and based on a detailed study of the fake pho-
ton contribution and taking into account NNLO feed-throughs supersedes the previous
result.
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8.2. SUMMARY OF THE MAIN FINDINGS

8.2.1 Consequences for the BABAR i/ cross section analysis

The study presented in this thesis has only minor consequences for the BABAR final cross
section analysis. In fact only the initial selection efficiency from acceptance cuts outlined in
Section 3.3, determined using the PHOKHARA generator interfaced with detector simulation,
is affected. For the BABAR cross section measurement, the event samples obtained after ac-
ceptance cuts are further selected according to the y? of the NLO kinematic fits allowing one
additional photon, whether measured in the detector or inferred from kinematics. It should be
pointed out that, since the x2-cut efficiency is measured with data [35,38], directly for muons
and after some small corrections for pions, all effects of NLO and higher-order radiation are
included and no dependence on a particular Monte Carlo generator is introduced when han-
dling additional radiation. Thus the BABAR analyses are fully inclusive of additional radiation
at all orders. This property holds for the ongoing new analysis and the previously published
BABAR results as well. This is an important difference with respect to all the other analyses
characterized by a more strict event definition, which requires the full validity of the gener-
ator in order to estimate the rejected radiative events fraction. For BABAR it is only when
calculating the event acceptance prior to the kinematic fits that generator dependence occurs.

To quantify the effect of the overestimated hard NLO contribution in PHOKHARA, the
BABAR acceptance efficiency is calculated as a function of mass using different options for
the generation. In Fig. 8.2 the efficiencies for LO ISR and LO+NLO ISR with/without hard
NLO, defined by E7 5 > 90 MeV are compared. Figure 8.2 (right) shows that final states
at LO (only the ISR photon + 2 charged particles) have the same acceptance at better than 1
per mil in BABAR as NLO events when excluding hard radiation with £ larger than 50 MeV,
despite small differences in their angular distributions. This property indicates an important
consequence: from an experimental point of view, final states are identical for LO and NLO
soft+virtual contributions and they are measured together indistinguishably !. On the other
hand, hard radiation in full NLO does affect the acceptance as shown in Fig. 8.2 (left) in-
dicating a small variation in mass within 1%. It is the only instance in the BABAR analysis
where a correction affecting the cross section needs to be computed from PHOKHARA. How-
ever it is strongly correlated between the 7w7y(«y) and pu~y(7y) processes, and therefore the
effect largely vanishes when taking their ratio, as shown in Fig. 8.2 bottom. The double ratio
is constant with mass from threshold up to 1.4 GeV with a fitted value (0.9981 + 0.0004)
(x2/NDF = 1.2). The systematic bias induced on the 77 () cross section by the hard NLO
excess observed in PHOKHARA and the missing hard NNLO component is estimated from
this result to be (0.3 4 0.1) x 1073, thus negligible at the level of precision of 0.5% achieved
in the published analysis [35, 38].

The re-evaluation of the pion FSR contribution taking into account the fake photons from
interacting pions also introduces a small change in the published BABAR 7 cross section [35,
38]. The correction then applied on the pion x2-cut efficiency induced by the spurious excess
was less than 1 per mil.

Therefore we reiterate that the limitations in using PHOKHARA as the reference gen-
erator has a negligible incidence on the published and ongoing BABAR cross section mea-

! Actually the loop contributions induce a small forward-backward asymmetry, but the latter disap-
pears when averaging over the particles in a charge-symmetric detector.
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8.2. SUMMARY OF THE MAIN FINDINGS

surements [35, 38], whether considering the incorrect NLO rates or the lack of higher-order
radiation.

8.2.2 Consequences for other ISR experiments

An important consideration follows from the studies performed in Section 1.5. The com-
plete ISR cross section at NLO level involves three contributions with large cancellations: the
positive LO and hard NLO parts and the negative part originating from virtual/soft radiation.
Both LO and virtual/soft NLO contributions lead to an experimental ‘L.O’ topology without
measurable additional radiation, while the hard NLO contribution produces a distinct ‘NLO’
topology affecting the selection procedure. As a consequence, measuring a cross section with
tight ‘LO’-topology cuts selects true LO and to a very good approximation virtual/soft NLO
to all orders. This is the case with the experimental approach adopted by KLOE [54-56], BE-
SIII [57,58] and CLEO-c [59]. In their case it is necessary to add to the measured cross section
the missing part of the hard-NLO contribution, assumed to be provided by the PHOKHARA
generator. The results of the present analysis question the validity of this procedure on two
grounds: first the discrepancy on the hard NLO yield in PHOKHARA which is significantly
larger than our measurement, and second, the absence of NNLO contributions in PHOKHARA,
the latter at a level larger than the quoted systematic uncertainties in these experiments. Any
quantitative evaluation of these effects requires a careful analysis of the specific experimental
conditions of these experiments, which is beyond the scope of this thesis.

As explained above, the BABAR p i~ () and w7~ (7y) cross section measurements do
not follow this approach, as they are performed with a very loose selection incorporating all
radiative processes. The disagreement within their quoted systematic uncertainties between
the cross sections measured by BABAR and KLOE, both in shape and in normalization, could
be understood, at least partly, by the shortcomings of PHOKHARA at both NLO and NNLO
levels discussed above.

8.2.3 Related comments for the scan experiments

The experiments performed in Novosibirsk (CMD-2, CMD-3, SND) use the scan method
and measure directly the cross section at LO as a function of the ete™ CM energy. Thus
radiative corrections are very different from those using the ISR approach where the cross
section is determined as a function of the measured hadronic mass. For ISR approach the
radiative corrections involve the knowledge of additional FSR and most importantly of the
ISR luminosity including higher orders. For the scan experiments ISR radiative corrections
are important and highly dependent on the LO cross section line shape. They also have to
be determined including higher orders, provided approximately by specific programs. The
additional FSR should also be taken into account.

The recent release of new results from CMD-3 [28] on the w7 cross section leads to
a rather confusing situation since they disagree with all previous measurements, including
KLOE, BABAR and CMD-2, and also with the most recent results from SND [60]. The reason
for the discrepancy is not yet understood, although it looks unlikely to originate from the
radiative corrections as they are treated similarly in all scan experiments. Nevertheless the

131



IR S DN L e VAP Université Paris-Saclay

issue of higher-order corrections, as identified in this analysis, is relevant to their analyses
using incomplete generators.
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Chapter 9

Conclusion

Based on the total integrated luminosity of 424.2 fb~! at the 7(45) resonance and 43.9 fb~!
below the resonance of data collected at the BABAR detector, the analysis is a comprehensive
study with the full BABAR data of radiative processes affecting the measurements of the ISR
cross sections for ete™ — puTu~yand ete” — w7~ ~. Two NLO kinematic fits and three
NNLO kinematic fits are well defined and studied extensively. This thesis has achieved the
following progress and conclusions for the BABAR ISR process analysis, which are crucial
and will be used for the ongoing final 7 7~ cross section measurement:

* The 2D-x? cut has been optimized in the low mass range (below 0.6 GeV/c?), inter-
mediate mass range (between 0.6 and 0.9 GeV/c?) and high mass range (between 0.9
and 1.4 GeV/c?) respectively, taking the uu, 7 and K K processes as the signal and
all other processes as the background. The optimization is done by first using the BDT
method with the X2 values of visrysa fit and ~sryLa fit as discriminant variables,
and then simple cut-based 2D contours are chosen to approximate the BDT results to
facilitate the analysis in practice.

* Background studies for the multihadrons from the ¢q (uds) process, multihadronic
ISR process and 77 process are investigated. For the first two background processes,
detailed BDT selections have been used to achieve better estimation and the corre-
sponding data/MC ratios in different mass ranges, while for the third 77 background
process, a corner region in the rejected 2D-y? region is defined to determine the re-
spective data/MC ratio.

* Detailed studies of the x? cut efficiency are performed, including the study of bias
introduced by the u-ID requirement, the additional FSR radiation in pions and the
effect of pion secondary interactions. For the FSR radiation study in dimuon and di-
pion, template fits are performed by using two components, 6in (k) < 20° and
Ormin(ik,4) > 20° templates from the corresponding yisryLa samples with proper
normalization.

* Detailed studies of the yisrysa and vyisryLa NLO fits are presented between pu and
7 processes. The hypothesis of collinear additional ISR photons has been checked
by comparing the energies and polar angles from their fitted values to the true ones,
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with good agreement observed between data and simulation for the fitting bias. Fake
photon corrections for FSR NLO in pion samples have been studied and then applied
in the final fractions computation stage, which supersedes the result from the previous
analysis [35,38]. The measurement of the LA additional photon efficiency has been
performed and the data/MC ratio is found to be consistent with unity within 2% sys-
tematic uncertainty. The OC kinematic reconstruction has been further investigated to
confirm the NLO results obtained from PHOKHARA MC predictions.

* This thesis extends from NLO fits to NNLO fits through the selection of events with two
additional photons whether from ISR and/or FSR. The fraction of NNLO contributions
to the inclusive ISR cross section is found to be at the 3.3% level for both muons and
pions with a precision of 12% dominated by systematic uncertainties. This is the first
experimental observation for these higher-order contributions.

* The new experimental information obtained at the NNLO level is utilized to improve
and refine the NLO analysis by taking into account the cross-feeds between the differ-
ent fit categories as identified in the analysis. The final NLO results are compared to
the predictions from the NLO PHOKHARA generator: whereas the energy dependence
of the additional photon is in fair agreement with data, it is found that its angular distri-
bution is not, with a strong disagreement for photons emitted close to the e* beams. As
the small-angle radiation is the dominant part of the NLO contribution, it results in a
quite significant excess in the NLO rate predicted by PHOKHARA of (25.4 + 2.5)% for
muons and of (27.5 & 1.7)% for pions. Despite the fact that the collinear ISR approx-
imation used in the AFKQED generator does not agree with data, the predicted rates
for both NLO and NNLO levels are much closer to our measurements with a deficit of
(5.9+1.1)% and (10 4= 11)%, respectively for muons, and (4.3 £0.7)% and (16 +9)%,
respectively for pions.

* Due to the inclusive nature of the BABAR cross section measurements, the shortcomings
of PHOKHARA found in this thesis have a negligible effect on the published results
and the ongoing ones. On the contrary, the fact that PHOKHARA does not include
NNLO contributions and its SA ISR NLO predictions are significantly larger than data,
has implications for other ISR experiments such as KLOE and BES, relying on this
generator to take into account unmeasured radiative events.
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Appendix

A distributions of LO events

In the ISR process, most events are LO events peaked at low x? values without any
additional photons satisfying the defined energy threshold. The 2D y? distribution for
the LO events are presented in Fig. A. 1.
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Figure A. 1: The 2D-y?2 distribution for LO events of w7 (left) and zu (right) in data (top),
PHOKHARA MC (middle) and comparison of x2 of the ~srysa fit between data and MC for
the events without any additional measured photon (bottom) in the mass range between 0.6
and 0.9 GeV/c?. The zone defined by red solid lines in the 2D plots and the dashed vertical
red lines in the 1D plot indicate the optimized selection.
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B Additional plots for the uds process

The ~y mass distributions obtained with BDT selections corresponding to the solid
and dashed vertical lines in the bottom-left panel in Fig. 4.3 are shown in Fig. B. 1
for m., < 0.3 GeV/c? in the high mass range. The distributions here show explicit
non-uds contributions from the 77 process (shown in red) and other processes (shown
in blue) before subtraction, which differ from the distributions in Fig. 4.8. The small
bump observed close to the expected 7° peak in the non-uds distribution is an artefact
of the 7y~ mass reconstruction, namely by selecting the photon pair that has the closet
mass value to the 7° mass.
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Figure B. 1: Distributions of the vy mass obtained with BDT selections corresponding to
the solid (top) and dashed (bottom) vertical lines in the bottom-left panel in Figure 4.3 before
subtracting the 77 (red) and other non-uds (blue) contributions from data (black). For those
bins with empty data entry, the statistical uncertainty of the data is set to one.
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C Details on the study of the 37 process

The selected discriminating variables are listed in Table C. 1. ! The shapes of these
variables between the 37 and non-37 samples are compared in Fig. C. 1. The cor-
responding comparison between the data sample and the MC simulation for these
variables is shown in Fig. C. 2.

Variable Description

(X3 remvsn T 1) x?2 value of ee™ — T T VisrYsA

E., Energy of the second photon in addition to the ISR photon

M,y Invariant mass of the second and third photon in addition to the ISR photon
(X rmpnzms + 1) x?of the ete™ — mHm ™ yisr2714 fit

E, +E, Energy sum of the second photon and third photon in additional to the ISR photon
PTOTO, Momentum of the second good track

Ephsum Energy sum of all measured photons

PTOTO0y Momentum of the first good track

(X3 ryenmn T 1) x? value of ete™ — w7 yisr LA fit

M2PI_2pi2g or M2PI_2pilglbm Fitted 7" 7~ mass depending on the fit x? value

COSTHPI cos 0" with the 7 hypothesis

DPSING Angle between ISR photon and missing momentum in laboratory

Table C. 1: Selected discriminating variables used in the BDT selection of the 37
process. They are sorted according to their relative importance for the low 77 mass
range with n, > 2.

The correlation between the BDT discriminating variables for 37 and non-37 MC
samples is shown in Fig. C. 3. Highly correlated and less discriminating variables
have been removed.

The x? distribution of the BDT selected candidates in data without subtracting
non-37 contributions is shown in Fig. C. 4 in the accepted 2D x? region. The BDT
selection corresponds to the solid vertical line in the top-left panel in Fig. 4.13. In
Fig. C. 4, the 3m MC events are also shown with (top right) and without (bottom)
the BDT selection for comparison. Similar distributions between data and MC in the
accepted 2 region are observed.

Figure C. 5 provides an alternative evaluation of the BDT selection, which
presents the m.,., distribution of two non-ISR photons for the case of n, > 2 in the
low mass range. The plots demonstrate that the BDT selection effectively suppress
non-37 contributions to the percent level within the dominant 7° peak region, while
maintaining an efficiency of approximately 60% in that region.

I'Unless stated otherwise, the discussion is concentrated on the low 77 mass window where the 37
background dominates the background contribution.
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Figure C. 1: Comparison of shapes between the 37 (red solid line) and non-37 (black solid
line) MC samples for the selected BDT input variables.
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Figure C. 2: Distributions of the data (shown with full points) compared to MC distributions
(shown with the histograms) which are normalized for the selected BDT input variables.
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Figure C. 3: Correlations between the BDT input variables for 37 (top) and non-37 (bottom)
MC samples.
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vertical line in the top-left panel in Fig. 4.13. The 37 MC events with (top right) and without
(bottom) the BDT selection are also shown for comparison.
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D Additional plots for the 2D-y? optimization
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Figure D. 1: Comparison showing the 2D contours of the signal MC events selected with
the best SOB BDT optimization, the optimized cut-based selection (red solid lines) and an old
selection (black dashed lines) for the low (top-left), intermediate (top-right) and high (bottom)
mass windows.

Figure D. 1 compares the contours of the signal selected MC events with the best
SOB BDT optimization, the cut-based selections in use (shown in red solid lines) and
an old selection (shown in black dashed lines) in three different m,, ranges. The
old selection, which was mass-independent, was used in the uds and 37 background
study.
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E ? distributions for NNLO events

The 2D-x? distributions for NNLO events based on the AFKQED samples are illus-
trated in Fig. E. 1.
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Figure E. 1: The 2D-x? distributions for NNLO ~isr27vsa (left) and yisrysayra (right)
events in the mass range between 0.6 and 0.9 GeV/c? based on AFKQED predictions for the
TTT7y Process.
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F. EFFECT OF PION SECONDARY INTERACTIONS

F Effect of pion secondary interactions

The effects of secondary interactions are mostly observed in the tracking efficiency
due to the tight cuts imposed on the tracks pointing to the interaction region. Some
small residual effect is also expected in the 2D-x? selection efficiency. Detailed in-
vestigations show that the requirement used in the event selection, for the two-track
V,y in the transverse plane close to the interaction point within 0.5 cm, is also effec-
tive against secondary interactions. In view of the correlation between the 2D-x? and
V. efficiencies, the study of the bias induced by secondary interactions in data/MC
is performed jointly for the two selection cuts. Therefore, the V,, requirement has
been removed for the study of secondary interactions. In the previous analysis [35],
it has been demonstrated that two variables are particularly useful for this study. One
of them is Ry, which means the radial distance from the initial interaction point to
the secondary vertex formed between one of the two well-reconstructed tracks with
another non-well-constructed track in the x — y transverse plane. The other variable
called docaxy™®* (the unit is cm) which is the largest distance of minimum approach
to the beam axis also in the z — y plane, with a larger deviation indicating a kink suf-
fered by the interacting track. In terms of statistical precision, the docaxy™** variable
is much more effective and thus it is used in the current study. The low mass region
which has a more restrictive 2D-x? selection than the intermediate mass region is
taken as an example. Figure F. 1 shows the docaxy™* distributions of the puzy ()
and 77y(7) PHOKHARA MC samples along with those after 2D-y? selection, and
their corresponding 2D-? efficiency. At low docaxy™?* values, the efficiency is high
and comparable for the two samples. However, as the docaxy™?®* values increase, the
efficiency decreases for both samples. Notably, the decrease in efficiency is more
pronounced for the w7y(7) sample than the ppuy(y) sample, reflecting the effects of
pion interactions.
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Figure F. 1: Distributions of docaxy™?* of the uuy(y) (left) and w7y(~y) (right) PHOKHARA
MC samples in comparison with those with the 2D-y? selection in the low mass region, with
the corresponding 2D-x? selection efficiency as a function of docaxy™?,

The lower efficiency in the w7+y(y) sample also implies that the effects of pion in-
teractions are relatively more important in the rejected 2D-Y? region. The docaxy™*
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distributions in the rejected region are compared for the m7y(y) and puy(vy) sam-
ples in Fig. F. 2, with the latter being normalized to the former in the range of
docaxy™®* < (.05 where the effect of secondary interactions is expected to be negli-
gible. The difference observed between the two samples in the high docaxy™** range
defines the effects of pion interactions in the rejected 2D-y? region. In addition, the
rejected 2D-x? region may include a contribution from pion decays-in-flight, result-
ing in the production of a final muon. To remove this contribution, which is com-
paratively easier to simulate than secondary interactions, pion ID is applied to the
good track with a larger docaxy in the event. By applying this criterion, the effects
of pion secondary interactions on the 2D-y? selection inefficiency, shown in Table F.
1 in three mass regions and in Fig. F. 3 as a function of m,,. The effect of the pion
decays-in-flight is quantified in Table F. 1: 2 per mil in the low mass region and
1.5 per mil in the high mass region, and only 0.5 per mil in the intermediate region
because of the looser 2D-y? selection.
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Figure F. 2: Top: Distributions of docaxy™?#* of the w7y(~) PHOKHARA MC sample (black)
in comparison with that of the y7y(7y) sample (blue) in the rejected 2D-? region for the low
mass region. puy(y) sample is normalized to w7y(7y) in the range of docaxy™®* < 0.05.
Bottom: The difference of the two samples above is shown in linear scale (Note here the x-
axis starts from 0.05).

Until now, the results have been obtained using MC simulations. In the follow-
ing, the rate of pion interactions is compared with the corresponding rate in the data.
Given the fact that the background in the rejected 2D-x? region for the w7y(v) pro-
cess in data is significant and the background estimation based on the MC may not
be reliable, an enriched region of pion interactions in the 2D-x? plane which over-
laps the accepted region and rejected region around the 2D-x? cut boundary is de-
fined using an event sample selected from 77y(y) PHOKHARA MC sample with
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< 0.6 GeV/c> 0.6 —0.9 GeV/c? 0.9 — 1.4 GeV/c?
PHOKHARA with pion ID 0.675% 0.053% 0.550%
PHOKHARA w/o pion ID 0.879% 0.110% 0.657%

Table F. 1: The efficiency loss of the 2D-x? selection induced by pion secondary
interactions and decays-in-flight in the three mass regions, are separated applying
pion ID (only secondary interactions included) or not (both secondary interactions
and decays included) based on PHOKHARA MC samples.
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Figure F. 3: The loss of 2D-x? efficiency from pion secondary interactions as a function of
My derived from PHOKHARA MC samples.
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docaxy™®* > 0.1 in the low mass region, as illustrated in Fig. F. 4. The red dot-
ted lines along the diagonal boundaries represent the corresponding defined enriched
region and the full red lines define the 2D-Y? selection contour.
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Figure F. 4: Sample selected with docaxy™®* > 0.1 from 777y () PHOKHARA MC sample
in the low mass region. The red dotted lines represent the defined enriched region for compar-
ing data and MC on the effects of pion interactions, while the full red lines define the 2D-y?
selection contour.

Figure F. 5 shows a comparison of docaxy™®* distributions of events satisfying
pion ID in the enriched region in data and MC sample in the three mass regions. Using
the integrated event yields with docaxy™®* > 0.1, one can calculate the data/MC
ratios for pion interactions in the three mass regions which are summarized in Table F.
2. Additionally, the systematic uncertainty is quoted by extending the integration
from 0.1 to 0.05.

<06 GeV/c? 0.6 —0.9 GeV/c* 0.9 — 1.4 GeV/c?
Data/MC ratio | 1.62(0.05)(0.00) _1.58(0.06)(0.04) _ 1.03(0.04)(0.01)

Table F. 2: Ratios of data and MC event yields after the docaxy™* > (.1 selection
in the enriched region for the pion interactions study in the three mass ranges. The
first uncertainty is statistical and the second systematic corresponding to the variation
when the selection of docaxy™* is varied from 0.1 to 0.05.
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Figure F. 5: Distributions of docaxy™?®* of the sample satisfying the pion ID in the en-
riched region in the 2D-x? plane comparing data (black histograms), data with background
subtraction (full dots), 77~ ~(y) MC (red) and background (blue), in the low (top-left), in-
termediate (top-right) and high (bottom) mass ranges.
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G Feed-through study

Each fitted sample of a given category contains events that may have been mis-
classified. As shown in Table 8.1, the main components come from NLO (NNLO)
feed-through into NNLO (NLO) categories, in particular, there is a cross-feed be-
tween the ysrysa and Yisgr27vsa topologies.

For NLO feed-throughs, the PHOKHARA is directly used, which simulates the data
better with an angular emission of additional ISR photons. Each true NLO category
is distributed over different fitted categories, with full selection efficiency and mis-
classification probabilities shown in Table 8.1.

For NNLO feed-throughs, only AFKQED can be used. However, additional cor-
rections are needed to simulate feed-throughs in the data since the collinear assump-
tions of all additional photons. The only configuration identified as NNLO ~sg2vsa
is when the two additional photons are emitted from opposite beams (‘open NNLO”).
When the two additional photons are emitted from the same beam, they are merged
into one single photon (‘hidden NNLQO”). In the former case, events are classified as
visr27sa category, while in the latter case, events are indistinguishable from the NLO
events and they are classified as visrysa category.

In the data, different NNLO ISR topologies are identified depending on the an-
gles of the additional ISR photons. Assuming p the probability for an additional
photon to be out of angular range of the detector acceptance, the different topologies
between AFKQED and data are illustrated in Fig. G. 1, with their respective proba-
bilities shown. To simulate the complete feed-throughs in the data sample, the ‘open
NNLO’ and the ‘hidden NNLO’ events in the AFKQED are assumed to be produced at
the same rate. They are recast over the categories in the data with proper probabilities
and then distributed over the fitted categories accordingly.

Fitted

category Data Probability ~ Fitted
tegory
2 AFKQED ca
e + 2p(1 - p) VISR YLAYSA
P VSR 2YsA
(1-p)? VSR2YLA
VISRYSA + 2p(1 —p) YISRYLAYSA
or _>
P’ YISRYSA
(1-p)? VISR2YLA

Figure G. 1: Sketch of additional ISR photons emission in AFKQED (collinear to the beam)
and in data (emitted at some angle), with p defined as the probability of the additional ISR
photon out of the detector acceptance range.

To account for the normalization of feed-through components and potential differ-
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ences in rates between data and MC, an iterative approach has been used. Data/MC ra-
tios for each feed-through component are obtained from the feed-through-subtracted
samples of a given topology in data. The final rates are obtained through data over
PHOKHARA ratios (for NLO) and data over AFKQED ratios (for NNLO) updated at
each step. The process is iterated a few times until convergence is achieved. Addi-
tionally, a correction is applied to the NNLO feed-throughs to account for the missing
tail of the spectra of the additional ISR photons beyond 2.3 GeV in AFKQED.

The final resulting rates, obtained through the iterative procedure and corrected
for the efficiencies, determine the composition of the full data sample in terms of true
topologies to be compared to the corresponding true topologies in the MC samples.
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Introduction

Développé au cours du XXe siecle, le modele physique décrivant le monde au niveau
subatomique est appelé modele standard (SM). Le SM est une théorie quantique des
champs qui décrit trois des quatre forces fondamentales connues : interactions élec-
tromagnétiques, faibles et fortes, sauf I’interaction gravitationnelle. Le SM est un
modele efficace et cohérent des constituants fondamentaux et peut expliquer la plu-
part des résultats expérimentaux jusqu’a présent. Cependant, le SM laisse subsis-
ter quelques phénomenes physiques inexpliqués qui indiquent une nouvelle physique
au-dela du modele standard (BSM). Une méthode pour rechercher la physique BSM
consiste a améliorer la précision des mesures afin d’observer de réelles carences du
SM.

Le moment magnétique anormal du muon, défini par a, = (g, — 2)/2, avec g,
le rapport gyromagnétique du muon, joue un role important dans le développement
du SM et continue de servir de test du SM a ce jour. L'écart de longue date entre les
mesures expérimentales a7 " et la prédiction théorique du SM aiM a suscité un intérét
considérable car il pourrait €tre un premier indice pour une nouvelle physique encore
méconnue. Le dernier résultat de mesure du laboratoire national des accélérateurs
Fermi (FNAL) atteint a5 = 116.592.061(41) x 10~'" (0,35 ppm), tandis que la
valeur de la prédiction SM de I’initiative théorique du groupe muon g-2 est aEM =
116.591.810(43) x 10~!* (0,37 ppm). La différence entre les deux s’éleéve désormais a
4,20 !, ce qui motivera davantage le développement des extensions du SM. Il convient
de mentionner que la tension est réduite a 2,10 par le récent résultat théorique prédit
par la QCD sur réseau de la collaboration BMW.

Du coté de la prédiction théorique SM, a3 est limité en précision par la contribu-
tion hadronique de la polarisation du vide (HVP), dont les termes hadroniques dom-
inants peuvent €tre évalués en utilisant des relations de dispersion avec les sections
efficaces des processus ete~ — hadrons a basse énergie. Le canal 77~ devrait
avoir la plus haute précision car il contribue de plus de 70% a a,, hadronique a 1’ordre
le plus bas (LO) et 58% de son incertitude. Toutefois, la situation actuelle n’est pas
idéale car les deux mesures les plus précises, effectuées par BABAR et KLLOE, ne sont
pas en bon accord avec leurs incertitudes, cette dernicre étant de 2,90 en dessous de

'La différence est augmentée a 5,10 en incluant la nouvelle mesure du Fermilab rapportée en aofit
2023.

163



IR S DN L e VAP Université Paris-Saclay

la premiere dans la région de la résonance p. Une nouvelle tension dans ce canal est
aussi observée avec I’expérience CMD-3 fonctionnant en mode scan, ce qui nécessite
des études complémentaires pour clarifier la situation.

La méthode du rayonnement dans 1’état initial (ISR) a été proposée comme une
méthode nouvelle et efficace pour étudier les processus d’annihilation e™e™ au lieu
de la méthode traditionnelle en mode scan. L’approche ISR peut fournir une mesure
de section efficace a partir du seuil sur un large intervalle d’énergie avec un meilleur
controle des erreurs systématiques, tandis que la réduction de la section efficace peut
étre compensée par la disponibilité d’un anneau de stockage e e~ a haute luminosité.
Dans I’approche ISR, la section efficace pour ete™ — X (ou X peut représenter
n’importe quel état final) a une énergie réduite /s’ = my est déduite d’une mesure
du processus radiatif ete~™ — X~ ol le photon est émis par une particule chargée
initiale. L’énergie réduite est calculée comme s = s(1 — 2E7/./s), ol EZ est
I’énergie du photon ISR dans le repére du centre de masse (CM) e*e™ et s est le
carré de 1’énergie CM ete™. Dans cette these, s ~ (10,58 GeV)? et v/s' va du seuil
a 3GeV, nous effectuons une premiere étude expérimentale du rayonnement addi-
tionnel au premier ordre (NLO) et au deuxieme ordre (NNLO) dans les événements
ete” — putpu~yetete™ — wTw avec un rayonnement dur dans 1’état initial.

Expérience BABAR

L objectif principal de I’expérience BABAR était d’étudier la disparité entre la matiere
et I’antimatiere de 'univers via la mesure de la violation Charge-Parité (CP). Le
détecteur BABAR a €té conccu pour 1’étude des millions de mésons B produits par
I’anneau de stockage PEP-II. Le systeme PEP-II comprenait quatre principaux sous-
systemes : injecteur, anneau a haute énergie (HER), anneau a basse énergie (LER) et
région d’interaction (IR). Le HER était destiné au faisceau d’électrons de 9 GeV et le
LER monté au-dessus du HER était responsable du faisceau de positons de 3,1 GeV.
Les collisions du deux faisceaux asymétriques d’électrons et de positons ont permis
au collisionneur de fonctionner a \/E = 10,58 GeV, la valeur de masse de la réso-
nance 1°(45).

Le systeme du détection BABAR a été optimisé pour avoir une acceptance large et
uniforme dans le systtme CM pour atteindre les objectifs de physique requis. Son
efficacité de reconstruction permet de descendre jusqu’a I’impulsion de 40 MeV/c.
Les photons sont reconstruits efficacement jusqu’a I’énergie de 20 MeV. De bonnes
résolutions en énergie et en angle de 20 MeV a 4 GeV sont obtenues pour les pho-
tons des désintégrations 7° et 7 ainsi que des désintégrations radiatives. De plus
il faut noter une excellente résolution des vertex primaires, une reconstruction effi-
cace des vertex secondaires, une bonne identification des électrons et des muons, une
discrimination précise et efficace entre les hadrons et un étiquetage de saveur des mé-
sons B. Pour obtenir ’acceptance géométrique maximale pour les désintégrations
de I'T(4S5) boosté, I’ensemble du détecteur est décalé de 0,37 m dans la direction du
faisceau de I’électron par rapport au point d’interaction. L’ angle polaire # est mesuré
par rapport a I’axe z, avec une couverture de 350 mrad dans le sens des électrons et
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de 400 mrad dans le sens des positons, et I’angle d’azimut ¢ est mesuré a partir de
I’axe = dans le plan  — y. De I'intérieur vers 1’extérieur, le détecteur est composé
de six sous-systemes principaux : détecteur de vertex a silicium (SVT), chambre
de dérive (DCH), détecteur de rayonnement Cerenkov a réflection interne (DIRC),
calorimetre électromagnétique (EMC) a I'iodure de césium (Csl), solénoide supra-
conducteur avec un champ magnétique de 1,5 T et retour de flux instrumenté (IFR).
L’ objectif principal du SVT est de mesurer la position des traces chargées a proximité
de la région d’interaction avec une grande précision afin de reconstruire les trajec-
toires et les vertex de désintégration des particules chargées. Le SVT est également
conc cu pour détecter les particules chargées a faible impulsion qui n’atteignent pas
la DCH. La DCH multifilaire est le principal dispositif de suivi du détecteur BABAR et
il est conc cu pour mesurer I’impulsion et les angles des particules chargées avec une
grande précision. Elle fournit aussi une mesure dF /dx pour les particules chargées.
Le DIRC présente une excellente séparation entre pions et muons, d’environ 4,20
a 3GeV/c et toujours d’environ 2,50 a 4,1 GeV/c, ce qui aide a I’identification des
particules chargées. L’EMC de BABAR est un calorimetre a absorption qui présente
une excellente résolution angulaire et en énergie, sur I'intervalle d’énergie comprise
entre 20 MeV et 9 GeV. Cette capacité permet une efficacité élevée de détection des
photons issus des désintégrations de 7° et de 7, ainsi que des processus radiatifs et
électromagnétiques. L'IFR est le détecteur le plus externe de BABAR et il a été conc
cu pour détecter les muons avec un grand angle solide et une efficacité élevée, et les
hadrons neutres a longue durée de vie sur une large gamme d’impulsions et avec une
bonne résolution angulaire. Le systeéme de déclenchement dans BABAR est implé-
menté hiérarchiquement a deux niveaux, le niveau 1 (L1) en matériel suivi du niveau
3 (L3) en logiciel. L’expérience BABAR a collecté des données entre 1999 et 2008.
Sur cette période, la luminosité instantanée de PEP-II a été améliorée d’un facteur
quatre, 12 x 1033cm~2sec™!, avec un record de luminosité maximale en aofit 2006.

Données et échantillons de Monte Carlo

Cette these s’appuie sur les données collectées avec le détecteur BABAR a la réso-
nance 7°(4S), du run 1 au run 6. Les données utilisées correspondent a une lumi-
nosité intégrée de £ = 424,2fb™ ' avec en plus des données de 43,9 fb~! collectées
juste en dessous de la résonance. Les événements sont simulés a 1’aide de méthodes
Monte Carlo (MC) et les processus de signal ISR ete™ — Xvgg avec X = pup
ou 77 sont simulés avec le générateur PHOKHARA a NLO. Le photon ISR, 7igr est
généré avec une large plage angulaire, 20° — 160° dans le systtme CM encadrant
le plage de détection des photons avec une marge pour tenir compte de la résolu-
tion finie. Les échantillons générés correspondent a 10 fois le nombre d’événements
de données pour le signal. De plus, des échantillons relativement petits de proces-
sus de signal ISR sont simulés avec le générateur AFKQED. Une masse minimale
My, > 8GeV/c? est imposée a I’étape de génération avec ce dernier MC, ce qui
fixe une limite supérieure de 2,3 GeV sur les énergies des photons additionnels. Les
photons ISR additionnels produits par le générateur AFKQED sont émis le long de la
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direction du faisceau e™ ou e”. Dans la limite intrinseque du générateur AFKQED,
des échantillons d’événements sont simulés jusqu’a NNLO. Les processus ISR de
bruit de fond ete™ — KTK y(y) etete” = Xy (X = ntr a% ntn—27%,--+)
sont simulés avec PHOKHARA et AFKQED, respectivement. Les processus de bruit
de fond ete” — qq (¢ = u,d, s,c) sont générés avec JETSET et ete™ — 777~
avec KORALB. La réponse du détecteur BABAR est simulée avec GEANT4, en tenant
compte des variations du faisceau et conditions du détecteur au fil du temps.

Les événements radiatifs sont sélectionnés en exigeant la détection d’un photon
dans la plage des angles polaires du laboratoire 0,35 < 6 < 2,4rad, et avec une
énergie mesurée F > 4 GeV dans CM. Exactement deux particules de charges op-
posées sont nécessaires pour extrapoler a la région de collision, chacune avec : une
impulsion transversale > 0,1GeV/c ; 0 dans la plage de 0,4 a 2,45rad ; au moins
15 coups dans la DCH. Les événements peuvent contenir n’importe quel nombre de
photons additionnels et de particules chargées qui ne satisfont pas aux exigences.
Seulement les photons avec £, > 50 MeV sont pris en compte dans les ajustements
cinématiques décrits ci-dessous. Le photon avec la plus haute énergie mesurée dans
CM est noté ~yisg.

L’ objectif de cette these est I’étude du rayonnement pour les processus ete™ —
ptp=y(y) etete™ — mta~v(y). L’étude présente du rayonnement additionnel est
réalisée en distinguant les canaux de muons et de pions événement par événement,
en utilisant I’identification (PID) pour les particules chargées. Ceci est justifié par la
commodité de gérer séparément des échantillons d’événements radiatifs afin d’étudier
leur comportement spécifique. On s’attend donc a des performances PID limitées
pour les particules chargées a faible impulsion. Cependant, ce défi est tempéré par le
fait que I’étude du rayonnement additionnel n’exige pas les mémes niveaux de pré-
cision correspondant a ceux nécessaires pour la détermination de la section efficace.
La méthode d’étiquette et sonde a été utilisée pour déterminer les efficacités PID sé-
parément pour les données et les échantillons MC PHOKHARA dans des intervalles
en 2D (pr, d). Pour les données, la contribution des bruits de fond est soustraite en
utilisant la prédiction des échantillons MC. Pour chaque événement MC, le produit
des rapports données/MC des efficacités PID pour les deux particules chargées est
appliqué a titre de correction.

Ajustements cinématiques

Pour ppiy et mrry, la définition de I’événement est élargie pour inclure le rayonnement
d’un photon en plus du photon ISR déja requis. Deux types d’ajustements, notés
YISRYLA €t YISRYsA, sont pris en compte, ou pour le premier cas, un photon détecté
a grand angle (LA) dans EMC est ajusté, et pour le deuxieme cas, un photon est
estimé &tre un photon ISR additionnel a petit angle (SA), en fait colinéaire a I’'un des
faisceaux.

Chaque événement est caractérisé par deux valeurs de x*, X2 ., €t X2crven
des deux ajustements cinématiques correspondants, qui peuvent étre examinés sur
un plan bidimensionnel (2D). Les quantités In(x? + 1) sont utilisées pour que les
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longues queues puissent étre correctement visualisées. Les événements sans photons
additionnels mesurés n’ont que la value X?nsmm et elles sont tracées séparément.
Dans le cas ou plusieurs photons additionnels sont détectés, les ajustements yisr YA
sont effectués en utilisant chaque photon tour a tour et 1’ajustement avec le meilleur
x? est conservé. Pour étre cohérent avec I’analyse de section efficace finale sans
utiliser PID, la masse du pion est supposée pour les deux particules chargées, et les
distributions de la masse 77 sont obtenues a partir des parametres des deux partic-
ules chargées de 1’ajustement yisrysa Si X’QYISR’YS N ou a partir de ceux de
I’ajustement yisp YA dans le cas inverse.

2
< X'YISR'YLA

Etudes du bruit de fond

Multihadrons du processus ¢g

Le processus hadronique, également appelé processus uds, introduit un bruit de fond
dans 1’échantillon du signal qui est considérablement réduit par la sélection en y?
des ajustements cinématiques. La contribution uds est estimée a 1’aide d’échantillons
simulés pour le processus ete” — ¢q. Cependant, la prédiction JETSET pour la
fragmentation ¢q en états finaux a faible multiplicité n’est pas nécessairement fiable,
le taux MC est donc normalisé a I’aide de données.

Le processus uds est le bruit de fond dominant pour une plage de masse supérieure
20,9 GeV/c? et sous-dominant entre 0,6 et 0,9 GeV/c?. Dans ces événements, le can-
didat photon ISR est en fait produit a partir de la désintégration d’un 7° énergique.
La recherche d’une telle signature est réalisée a la fois dans les données et les échan-
tillons MC en appariant le photon ISR avec tous les photons additionnels détectés
ayant une énergie supérieure a 50 MeV. La paire de masse v (appelée m.,) proche
de la masse nominale ¥ est conservée. Le processus uds comporte deux populations
principales correspondant aux cas avec un 7 résolu et non résolu. La normalisation
MC est obtenue 2 partir des taux 7° observés d’une part et des taux 7° non résolus
d’autre part.

L’ optimisation d’un arbre de décision boosté (BDT) basé sur une technique mul-
tivariable est utilisée pour sélectionner les processus hadroniques dans la région x?
acceptée dans trois fenétres distinctes de masse 7 : la fenétre de faible masse entre le
seuil et 0,6 GeV/c?, 1a fenétre de masse intermédiaire comprise entre 0,6 et 0,9 GeV/c?
pres du pic de masse p, et la fenétre de masse élevée entre 0,9 et 1,4 GeV/c?. Pour
chaque fenétre de masse 77, deux BDTs séparés sont effectués respectivement pour
M, < 0,3GeV/c? et m., > 0,3GeV/c?. Pour I’apprentissage du BDT, dix-sept
variables discriminantes sont choisies. Les formes de ces variables entre les échantil-
lons MC uds et non-uds sont également comparées. Un écart non négligeable dans
la résolution de I’énergie des photons ISR dans le systeme CM (E)) est observeé en-
tre données et simulation. La correction de repondération de £ améliore également
d’autres variables liées a I’énergie alors qu’elle a peu d’impact sur les autres variables.
La sélection nominale de BDT correspondent a la valeur qui maximise le signal sur
le bruit de fond a partir des distributions de réponses du BDT dans différents cas.
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Les ajustements aux distributions de masse -y sont effectués a la fois dans les
données et dans le MC en supposant une forme gaussienne de la distribution de
masse des 7 résolus et prenant en compte la partie non résolue identifiée par la
forme transverse de la gerbe dans ’EMC. Pour I’ajustement du pic 7°, une sélection
BDT plus lache est utilisée pour obtenir plus de statistiques. Pour la contribution
non résolue, une sélection BDT plus stricte est choisie pour minimiser les contribu-
tions non-uds pour lesquelles la distribution de masse 7y issue de la simulation peut
ne pas €tre vraiment fiable. La partie non résolue est paramétrisée par une fonction
d’erreur ERF dans les distributions MC uds puis la forme ajustée est utilisée dans
I’ajustement aux données. Les trois parametres (amplitude, masse et largeur) du pic
gaussien sont ajustés dans toutes les distributions MC uds mais dans les données
uniquement avec la sélection lache BDT ou le pic gaussien est prononcé. Pour la
sélection BDT stricte, les parametres de masse et de largeur dans 1I’ajustement aux
données sont extraits de 1’ajustement correspondant avec la sélection BDT lache. Les
résultats des facteurs de normalisation ajustés dans les trois fenétres de masse dif-
férentes pour m., < 0,3 GeV/c? sont obtenus et leur variation avec les fenétres de
masse 7 est faible et reste dans les incertitudes statistiques. Les sélections du BDT
sont variées afin de vérifier I'impact de la soustraction non-uds et la dépendance des
facteurs de normalisation sur la sélection BDT. Des BDT similaires sont utilisés pour
sélectionner les événements uds dans chacune des trois fenétres de masse 77 pour
M~y > 0,3 GeV/c?. Dans tous les cas, les facteurs de normalisation sont cohérents
avec ceux de la contribution non résolue a m., < 0,3 GeV/c?. Dans le cas des faibles
M., les variations dans la sélection du BDT ont ét€ explorés, mais aucun effet systé-
matique significatif n’est observé.

Processus ISR multihadroniques

Le bruit de fond pour les processus ISR multihadroniques est estimé en utilisant des
échantillons simulés eTe~ — X~gr ou X représente les états finaux : 7rmx 70,
2t on—, mta— 270, nutr~ et KgK7, etc. Le spectre de masse de ces processus a été
adapté a la section efficace mesurée basé sur la méthode de combinaison implémentée
dans HVPTools. Ils totalisent environ 10% au bord inférieur du pic du p mais sont
fortement supprimés par la sélection 2D 2. La contribution dominante pour 7,
jusqu’a 0,9 GeV/c? provient du premier processus (appelé 37 pour plus de simplicité).
Une approche BDT similaire a celle appliquée au bruit de fond uds est utilisée
pour déterminer les facteurs de normalisation de 1’échantillon MC 37 dans deux ré-
gions my, : faible masse (inférieure a 0,6 GeV/c?) et masse intermédiaire (entre 0,6
et 0,9 GeV/c?). Le processus MC 3 est dominé par la production des résonances w
et ¢. Chacune des deux fenétres de masse m,, mentionnées ci-dessus est divisée en
deux cas, un avec au moins deux photons non ISR reconstruits (n, > 2) et I’autre
avec un seul photon non ISR reconstruit (n, = 2). Ils représentent respectivement
environ 72% et 25% des échantillons 37. Les 3% restants n’ont aucun photon du 7°
reconstruit avec une énergie supérieure a 50 MeV dans I’acceptance du détecteur.
Pour le cas ou n, > 2, douze variables d’entrée sont utilisées dans le BDT pour
séparer les événements 37 d’autres processus. Pour le cas de n, = 2, neuf variables
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d’entrée sont utilisées dans le BDT. Pour une sélection BDT donnée, la distribution de
la masse 37, ms,, est utilisée pour déterminer le facteur de normalisation du proces-
sus 37 dans la région de masse de 0,7—1,1 GeV/c? couvrant les résonances w et ¢. Le
facteur de normalisation correspondant est obtenu comme le rapport du taux total des
événements de données apres la soustraction de bruit de fond au taux des événements
des échantillons MC 37, dans la région de masse ci-dessus avec une sélection BDT
nominale. Le facteur de normalisation nominal est également comparé a la sélection
BDT avec la deuxieme meilleure valeur de x? proche de la valeur nominale et toute
incohérence entre les deux facteurs de normalisation apres avoir pris en compte la
corrélation entre les échantillons sélectionnés est traité comme une incertitude sys-
tématique. Tous les facteurs de normalisation sont cohérents dans les incertitudes
indiquées. Pour le cas le plus important de m,, < 0,6GeV/c? et n, > 2, nous
obtenons une précision de 1,5%. Les résultats pour n, = 2 sont appliqués a la petite
fraction d’événements avec n, = 1 et les résultats pour 0,6 < m,, < 0, 9GeV/c?
sont appliqués au MC 37 a une masse plus élevée, ou la contribution devient égale-
ment petite.

Bruit de fond du processus 77

Le processus 77 s’avere faible dans la région 2D-x? acceptée. Cependant, il domine
de loin dans la région rejetée 2D-x? dans la sélection dimuons. La région spéci-
fique ot les deux valeurs de x* dépassent la valeur maximale (10°) est utilisée pour
vérifier le facteur de normalisation de I’échantillon 77. Pour obtenir un échantillon
d’événement 77y tres pur, on requiert Fiyy < 9,0GeV, ol Fyy est I’énergie totale
mesurée Les taux intégrés des données et des événements MC donnent un rapport
données/MC de 1,12 £ 0,04. Etant donné que le processus MC 77+ est bien mod-
élisé, il est proposé de conserver la normalisation du processus inchangée mais de
citer une incertitude systématique de 12% pour la soustraction du bruit de fond 77.

Optimisation de la sélection 2D-y>

Le bruit de fond multicorps peuple la région ol les deux valeurs x? sont grandes et
par conséquent une région de bruit de fond est définie dans le plan 2D-x?, ce qui
assure 1’efficacité pour le signal et le rejet du bruit de fond. La méthode BDT est
appliquée dans trois fenétres de masse distinctes, faible (m,., < 0,6 GeV/c?), inter-
médiaire (0,6—0,9 GeV/c?) et élevée (0,9—1,4 GeV/c?). Elle utilise les deux variables
Xrsroia C6 Xorsnne,s» traitant les processus 77 (), ppu(7y) et KK () comme signal et
tous les autres processus comme bruit de fond. La comparaison de forme de ces
deux variables dans différentes fenétres de masse est faite a 1’aide des échantillons
MC PHOKHARA pour le signal et des échantillons MC des bruits de fond utilisant
AFKQED pour les processus ISR, KORALZ pour 77 et JETSET pour ¢q(u, d, s).
Le rapport de signification statistique du signal sur le bruit de fond (SOB) est défini
comme S/v/S + B, S et B étant le signal intégré et le bruit de fond se trouvant a
droite d’une sélection SOB donnée dans la distribution de réponse BDT. La sélection
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BDT nominale correspond au choix qui maximise la valeur SOB. En pratique, des
sélections simples basées sur des coupures, choisies pour étre proches des contours
de la meilleure valeur SOB de la sélection BDT, sont utilisés dans les trois fenétres
de masse. L’efficacité de la sélection du signal, la contamination du bruit de fond et
les valeurs SOB sont comparées entre 1’optimisation BDT et la sélection basée sur
les coupures, et dans tous les cas, les valeurs basées sur les coupures correspondent
bien aux valeurs optimisées de la sélection BDT, avec une valeur d’efficacité élevée,
supérieure a 98,5%, et une faible contamination de bruit de fond, inférieure a 2,0%.

La sélection 2D-y? optimisée est appliquée aux échantillons 77ygr et jjyisy
apres la sélection PID. Les bruits de fond connus sont soustraits des données, et
les bruits de fond restant, dominés par I’erreur d’identification © — 7 et ™ — L,
représentent 3,9% et 0,25% des échantillons w7y (7) et puuy(7y) sélectionnés respec-
tivement. En général, I’efficacité de la sélection 2D-x? est élevée, autour de 99% ou
plus. L'impact le plus important concerne 1’échantillon yisgyr,a. Pour 1’ajustement
YisrVLA, la différence d’efficacité entre les deux échantillons MC AFKQED et
PHOKHARA peut étre due au fait que le composant photonique LA-ISR est ab-
sent dans I’échantillon AFKQED. Pour I’ajustement v;sgysa, la différence est due
a I’approximation de I’émission colinéaire du photon SA-ISR dans I’ajustement ainsi
que dans la génération AFKQED. Des différences entre les données et les MC sont
observées dans le processus pi1, en particulier pour la catégorie visg 1A, €t sont prises
en compte dans cette these. Pour le processus 7, I’efficacité dans les données ne peut
pas étre déterminée de maniere fiable en raison du tres fort bruit de fond dans la ré-
gion 2D-x? rejetée, et les corrections données/MC sont supposées étre les mémes que
celles du processus fifs.

Analyse du rayonnement NLO

Dans cette section, apres avoir testé I’approximation colinéaire pour les photons ISR
additionnels, utilisé la méthode de séparation du FSR et de I'ISR additionnel a grand
angle, étudié les photons parasites dans I’analyse FSR de 1’échantillon de pion et
mesuré 1’efficacité de détection des photons additionnels a grand angle, les résultats
des analyses NLO sont présentés dans ce qui suit. L’accent est mis sur 1’étude des
propriétés des événements qui satisfont soit yisgysa Soit yisryLa (ou les deux) dans
leurs régions respectivement acceptées de la sélection 2D-x?, tout en ignorant pour
le moment les contributions potentielles du NNLO. Les événements avec les ISR ad-
ditionnels aux petits angles sont sélectionnés au-dessus de la ligne diagonale dans
le plan 2D-x* avec X2 .., < Xliny, (MOtE échantillon SA), tandis que pour un
échantillon FSR ou ISR a grand angle (noté échantillon LA), la sélection inverse est
appliquée. Pour définir les échantillons NLO dans les deux cas, un seuil d’énergie est
requis pour le photon additionnel, a savoir £7 > 0,2 GeV pour I’ajustement y1srysa
et £, > 0,2GeV pour I’ajustement yisryr.a. St les événements satisfont les sélec-
tions en y? mais ne parviennent pas 2 atteindre le seuil d’énergie, ils sont considérés
comme des processus LO.

Pour le processus i1y, les distributions x? de visrYsa et yisrYra dans les don-
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nées sont comparées avec les prédictions basées sur les échantillons MC PHOKHARA
et AFKQED. La contribution du bruit de fond s’éleve a moins de 0,4% pour les
deux cas et est soustraite des distributions de données. La comparaison entre les
données et I’échantillon MC AFKQED montre que la forme de la distribution x?
pour I’ajustement ~jsgpysa dans les données a une queue plus grande que celle de
I’échantillon MC AFKQED. Cette différence est attendue et peut étre attribuée princi-
palement a I’approximation colinéaire dans 1’ajustement. Pour 1’ajustement yisgr v,
la comparaison des formes est considérablement améliorée puisque 1’ajustement
utilise les parametres mesurés du photon LA additionnel dans 1’acceptance du dé-
tecteur. Le spectre d’énergie ajusté dans CM E7 . est également comparé entre
les données et les simulations PHOKHARA et AFKQED. La comparaison révele que
le spectre d’énergie des données est plus dur que la prédiction de PHOKHARA. Cela
implique qu’il y a des contributions dans les données au-dela de la partie NLO qui
est simulée dans I’échantillon MC PHOKHARA. Le meilleur accord entre les don-
nées et la simulation AFKQED conforte en outre cette observation, car I’échantillon
MC AFKQED integre des contributions d’ordre supérieur. Cependant, la comparai-
son est limitée aux énergies inférieures a 2,3 GeV en raison de 1’absence de photons
additionnels d’énergie plus élevée dans I’échantillon AFKQED, comme mentionné
précédemment. Pour I’ajustement visry1,a, les composants FSR et ISR additionnels
a grand angle sont séparés en utilisant ’angle minimum entre le photon LA et une
des particules chargées O nin(uk,y;,)- Les spectres d’énergie E,, , dans le référentiel
du laboratoire sont comparés pour les données et PHOKHARA dans les deux cas tan-
dis que pour AFKQED, la comparaison n’est effectuée que pour les événements avec
Ommin(irk,ya) < 20° (contribution FSR).

Pour les échantillons comportant deux pions identifiés, une analyse similaire est
effectuée. Cependant, une différence majeure apparait par rapport a 1’analyse des
muons. Dans le cas des pions, il existe un bruit de fond beaucoup plus important
provenant des processus hadroniques ISR et uds, et ce bruit de fond est largement
concentré dans I’échantillon de yisgyr,a. L' étude du rayonnement NLO des pions est
limité a la région du p, qui correspond a la région de masse entre 0,6 et 0,9 GeV/c?.
Des comparaisons similaires entre les processus 7 et pu NLO sont ensuite ef-
fectués dans cet intervalle de masse restreint Ej;s K X’Q}’ISR’YL K Omin(trk,yra)> Lypas €t
0., Les deux processus présentent des formes et taux similaires, en particulier pour
I’ajustement yisrysa. La distribution E;S , dans les données du processus 7 montre
encore une fois un spectre d’énergie plus dur que la simulation PHOKHARA, similaire
a I’observation dans le processus juf.

Autre étude sur le rayonnement NLO

Dans cette section, une nouvelle reconstruction cinématique de I’événement e*e™ —
() est réalisée et étudiée, appelée calcul OC qui signifie zéro contrainte. Les
relations de conservation de 1’énergie et I’impulsion sont utilisées pour calculer qua-
tre inconnues : I’énergie et les angles du photon additionnel, noté ¢, ainsi que
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I’énergie du photon ISR principal, en utilisant les quadrivecteurs des faisceaux et
des deux particules chargées supposées étre des pions, et les angles du photon ISR
principal. En raison d’une résolution plus faible des quantités calculées par rapport
aux résultats des ajustements yisrYsa €t yisr VLA, le calcul OC est utilisé uniquement
pour des études complémentaires. Cependant, le calcul OC fournit des informations
sur les photons additionnels sur tout I’intervalle d’énergie et sur toute la plage an-
gulaire, contrairement a 1’ajustement ;sgysa, qui contraint le photon additionnel a
étre colinéaire avec le faisceau e™ ou e, et contrairement a 1’ajustement g yr,a, qui
nécessite un photon détecté dans 1’acceptance du détecteur. Ce calcul, indépendant
du fait que le photon additionnel soit détecté ou non, permet d’étudier 1’écart observé
entre les contributions LO et NLO des données et de PHOKHARA.

Pour le processus puuy, le bruit de fond étant infime, les études OC sont réalisées
dans toute lintervalle de masse sans la sélection 2D-y2. L’angle dans 1’espace entre
la direction calculée du photon additionnel et celle mesurée du photon ISR principal,
noté a(voc, 1sr ), est étudié en fonction soit de I’énergie calculée du photon addition-
nel dans le repere CM, E* | soit de la différence d’énergie calculée dans le repere

Yoc’
CM en utilisant les informations reconstruites et vraies, £ —FE* . Lacomparaison

entre les deux révele que 1’énergie calculée du photon addwii(ijonnevltrsil’eaccorde bien avec
celui du vrai photon au-dela d’un seuil d’énergie d’environ 200 MeV sauf lorsque
a(voc, Misr) est inférieur a environ 0,5 rad. Une sélection a(voc, 1isr) > 0, Srad est
donc appliquée dans I’étude suivante relative a la reconstruction OC, afin de supprimer
la contribution des photons parasites. La résolution angulaire de la direction du pho-
ton additionnel est estimée en comparant 1’angle polaire calculé avec celui obtenu
par I’ajustement yisgyr,a dans les données muons et MC. Un bon accord est observé
entre les données et la simulation pour le cceur de la fonction de résolution, cepen-
dant, une différence notable dans la queue de distribution aux valeurs de 0., — 0, ,
supérieures a 0,5 rad jusqu’a 2rad, plus prononcée dans les données. Un exces de
photons parasites aux grands angles est attendu dans les données par rapport au MC
et est responsable d’une augmentation d’environ 10% du rapport données/MC dans
I’analyse OC.

La distribution 8y de 1’angle polaire calculé dans les données est comparé a celle
prédite par PHOKHARA, ainsi que celle calculée avec I’information vraie. Un bon ac-
cord entre les données et MC aux grands angles par rapport aux faisceaux est observé.
En fait, les données sont environ 10% plus grandes que les prévisions MC dans cette
région et cet exces s’explique par les plus grandes queues de la résolution dans les
données. Contrairement a I’assez bon accord aux grands angles, PHOKHARA prédit
un taux de rayonnement trop élevé aux petits angles. Ce constat reste cohérent lors
de I'utilisation d’un échantillon d’événements ou les particules chargées et le photon
principal ISR sont limités a la région centrale du détecteur, réduits de 0,5 rad sur les
deux cotés, avec 0,85 < 0, < 1,9rad et 0,9 < 6,,, < 1,95rad. Il a également
été vérifié que 1’écart entre les données et les prévisions de PHOKHARA ne peut pas
étre attribué aux queues de la résolution angulaire seule. L’énergie calculée dans le
CM, EZ , est également comparée entre les données et PHOKHARA dans différents

Yoc’
intervalles 6., ., et avec le spectre MC calculé avec I’information vraie. Dans toutes

YoC?
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les intervalles 6., un accord décent est observé entre le spectre d’énergie calculé
et le spectre réel d’énergie de PHOKHARA. Cependant, un écart évident est observé
entre les données et les prévisions de PHOKHARA, en particulier dans les pics de ray-
onnement vers 1’avant et vers ’arriere. Il y a aussi un écart sur la forme du spectre
d’énergie en plus de 1’écart sur le taux d’événement. Dans les deux cas PHOKHARA
et AFKQED, la comparaison du spectre d’énergie calculé avec 1’information vraie
avec le spectre calculé avec I’information simulée est réalisée sur toute la plage angu-
laire. Pour I’échantillon AFKQED au-dela de 2,3 GeV, la seule contribution vient de
la composante FSR et est bien reproduite par le calcul OC. La transition entre les con-
tributions LO et NLO est démontrée par une version agrandie aux basses énergies. Le
taux des données/PHOKHARA n’est pas cohérent entre les contributions LO et NLO,
avec un changement net de LO a celui de NLO au-dessus de 0,2 GeV. Cependant, le
taux LO des données/AFKQED est cohérent avec celui du NLO au-dessus de 0,2 GeV
dans I'incertitude statistique. Le faible écart de la prédiction AFKQED par rapport
a I’unité résulte de I’absence d’événements avec les photons aux grands angles dans
I’échantillon MC pour les énergies au-dessus de 2,3 GeV.

Pour le processus 7wy entre 0,6 et 0,9 GeV/c?, le bruit de fond dans les données
est bien plus grand et I’estimation du bruit de fond basée sur la simulation MC peut
ne pas étre fiable, en particulier dans la région 2D-x? rejetée. Ainsi, la sélection
2D-x? est appliquée au processus 77y et les comparaisons similaires entre les deux
prédictions MC et entre les données et les échantillons MC peuvent étre effectués.
Les observations faites ci-dessus pour le processus iy s’avere également vrai pour
le processus 77y.

Analyse du rayonnement NNLO

En plus des deux ajustements NLO, les événements sont soumis a trois ajustements
NNLO ou deux photons additionnels sont autorisés avec le photon ISR principal et
les deux particules chargées :

* Ajustement yigsr27sa : les énergies de deux photons SA sont ajustées, chacun
étant supposé étre colinéaire avec I’un des faisceaux.

* Ajustement yisrYsayLa : un photon LA additionnel est mesuré dans le dé-
tecteur et un photon SA est supposé €tre colinéaire avec I'un des faisceaux,
celui qui fournit le meilleur ajustement.

* Ajustement ysp27yra : deux photons LA additionnels sont mesurés dans le
détecteur. L’ajustement avec la valeur de y? la plus petite parmi toutes les
combinaisons de deux photons est conservé.

Tous les événements sont soumis a 1’ajustement ~yjsg2vsa tandis que seuls les
événements avec au moins un ou deux photons détectés sont soumis respectivement
aux ajustements Yisrysayra €t Visr27La. Dans tous les ajustements, les photons
reconstruits doivent avoir une énergie minimale de 50 MeV. Comme le générateur
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PHOKHARA est a limité a NLO, les ajustements NNLO donnent en retour des valeurs
x? dégradées et les résultats représentent le bruit de fond NLO sous les signaux
NNLO recherchés dans les données. Au contraire, le générateur AFKQED produit
des événements NNLO, donc les ajustements yisr27sa €t 7isrYsavLa donnent en
retour des valeurs x? fiables pour les événements NNLO. Il est important de noter
que les événements de la catégorie yisgr27y,a ne sont simulés par aucun des deux
générateurs. Dans cette étude, aucune sélection 2D-y? n’est appliquée puisque les
événements NNLO devraient avoir de grandes valeurs de x? pour les ajustements
YisrYsA €t YisryLa- Il convient de mentionner que le niveau du bruit de fond dans le
canal pion avec la soustraction du bruit de fond connue reste importante, méme dans
I’intervalle de masse du p. Pour améliorer I’efficacité de la sélection et la pureté des
échantillons NNLO dans les données, les méthodes BDT sont adoptées.

Pour I’étude NNLO avec deux photons SA additionnels, les fractions des signaux
NNLO ppyisr2vsa et mmysr27sa dans les données sont mesurées. Chaque fraction
est normalisée par rapport au nombre total d’événements dans les échantillons de
muons et de pions, dominé par les événements LO et NLO. La contribution du bruit
de fond ainsi que la contamination par des événements LO et NLO dans les données
ont été soustraits a 1’aide des prédictions des simulations MC. Les fractions ont égale-
ment été corrigées pour 1’efficacité de la sélection. Pour le processus mmyisg2vsa, les
efficacités de sélection incluent les efficacités de sélection BDT. La plus grande in-
certitude pour les données du processus m7mysr27sa €st principalement attribuée a la
différence d’efficacité du BDT entre les données et MC, qui dépasse les incertitudes
statistiques.

Pour I’étude NNLO de I’ajustement yisrysa VLA, les fractions des signaux NNLO
dans les processus jityisrYsaYLAa €t TTYsrYsaYLa dans les données sont obtenus
pour des photons additionnels satisfaisant Opin(irk,6,,) < 20° €t Omin(irk,or0) > 20°
séparément. Les fractions sont normalisées au nombre total d’événements dans les
échantillons muons et pions correspondants. Lorsque Oin(irk,6,,) < 20°, pour les
signaux fifyisrYsa VLA, les corrections d’efficacité pour la sélection x? de 0,722(21)
et 0,706(32) sont également prises en compte dans I’intervalle de masse inférieure a
1,4 GeV/c? et comprise entre 0,6 et 0,9 GeV/c?, respectivement. Les chiffres cités
entre parentheses sont des erreurs statistiques. Pour les signaux 77yisrYsaYLAs
les corrections d’efficacité incluent les efficacités nominales de sélection du BDT
décrites ci-dessus. La correction des photons parasites a également été appliquée.
Lorsque Omin(trk,6;,) > 20°, puisque la composante ISR a grand angle n’est pas in-
cluse dans I’échantillon AFKQED, I’efficacité est extraite de 1’échantillon AFKQED
avec Omin(irk,6,,) Inférieur a 20°, avec une correction supplémentaire des efficacités
nominales de sélection BDT pour les signaux mmysgysayLa. De plus, pour le pro-
Cessus TTYSRYSAVLA, 1a valeur moyenne finale de BDT1 et BDT2 est présentée avec
I’incertitude systématique incluant la différence entre les deux sélections du BDT.

Pour I’étude NNLO de I’ajustement ~ysg271,a avec deux photons additionnels
détectés a grand angle et ajustés dans la plage d’acceptance du détecteur en plus
du photon principal ISR, les fractions des signaux ysr27.,a dans les données de
MUYISR2YLA €t TTYisr2YL,a sont obtenues. Aucune correction d’efficacité pour le
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processus [uyisr2vLa N’ est appliquée car il n’y a pas de signal simulé provenant des
simulations MC. Pour le processus mmysr27.a, la fraction a été corrigée pour i) la
perte due au veto des 7° et 7, estimée 2 partir des lintervalles adjacents de la distribu-
tion m.; , ., 11) I’efficacité de la sélection nominale BDT de 0,796 et iii) I’efficacité
de la sélection X’%’I snoa < 4,5, estimée a partir de la distribution x? correspon-
dante de 1’échantillon ppyisr2yLa. Les signaux NNLO vgr27yp,a sont également
décomposés en trois catégories : double FSR, double LA ISR et mixte. Cette décom-
position est effectuée en utilisant la variable Oyin(trk 6, o) pour séparer les événements
(Omin(trk,6r.4) < 20° pour la composante FSR et 0 trk,6,,,) > 20° pour la composante
LA ISR). La catégorie double FSR représente jusqu’a 7% de I’échantillon total de sig-
naux, tandis que la plupart du signal est majoritairement partagée entre les doubles
LA ISR et catégories mixtes. Il est important de noter que la correction des photons
parasites a été appliquée.

Résultats finaux et conclusion

Apres avoir corrigé les effets de contamination entre les catégories, corrigé I’efficacité
complete de la sélection et I’efficacité des photons parasites discutée dans les sec-
tions précédentes, les fractions finales des différentes catégories pour les données sont
obtenues. Les résultats sont également comparés aux prédictions des deux échantil-
lons MC pour toutes les catégories. Il convient de mentionner que les taux yisgyr.a
sépar€s par Opin(trk,o,0) < 20° €t Omin(irk,o,,) > 20° ont €té corrigés, puis convertis
en taux NLO FSR et NLO LA ISR a I’aide d’ajustements de modeles des distribu-
tions Opmin(trk,6, 4 )- D une maniere similaire, les taux y1sgysayLa ont été corrigés, puis
convertis en taux NNLO FSR et NNLO LA ISR a I’aide d’ajustements de modeles
des distributions yisrysayra- Lorsque les contributions de NNLO sont soustraites du
spectre d’énergie du photon SA dans le CM, la distribution du rapport des données
sur le MC PHOKHARA devient beaucoup plus plate que celle avant corrections qui
présente une pente significative. Le rapport ajusté confirme également qu’il existe
un écart significatif entre les données et les taux des événements NLO SA ISR de
PHOKHARA.
Les principaux résultats sont résumés ci-dessous :

* Les contributions NNLO sont clairement observées avec une fraction totale de
(3,47 £ 0,38)% pour les muons et (3,36 + 0,39)% pour les pions. Cela permet
de corriger les taux NLO des effets de contamination des catégories NNLO.
La forme de la distribution d’énergie pour les photons a petit angle fournit des
preuves additionnelles et une bonne cohérence interne.

* Les fractions NLO SA-ISR dans le générateur PHOKHARA sont supérieures
aux données, avec des rapports données/PHOKHARA de 0,763 £ 0,019 pour les
dimuons et de 0,750 + 0,008 pour dipions, tandis que les rapports LA-ISR, 0,96
+ 0,03 et 0,98 = 0,03, sont compatibles avec I'unité. Cela indique un probleme
dans la distribution angulaire du photon NLO généré par PHOKHARA, avec un
large exces aux petits angles par rapport aux faisceaux.
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* Le générateur AFKQED fournit une description raisonnable des taux et des
distributions d’énergie des données NLO et NNLO. Les taux pour la somme de
SA-ISR et LA-ISR dans les données pour I’énergie du photon jusqu’a 2,3 GeV
conduisent a des valeurs des rapports données/ AFKQED légerement élevées de
1,061 + 0,015 pour les muons et de 1,043 + 0,010 pour les pions.

* Le rapport entre les données et la prédiction PHOKHARA pour NLO FSR
s’éleve a 0,86 £ 0,05 pour les muons et a 0,76 £ 0,12 pour les pions. Les rap-
ports correspondants de données/ AFKQED sont de 1,09 & 0,06 pour les muons
et de 1,08 + 0,10 pour les pions. Dans les deux cas, le rapport pion/muon
est compatible avec I'unité et soutient I’hypothése du comportement ponctuel
du pion pour un FSR additionnel. Ce résultat, obtenu apres une soustraction
des photons parasites qui inclut a la fois une correction data/MC et prend en
compte la contamination NNLO, remplace le résultat précédent ou un exces de
(21 +£ 5)% était observé dans I’analyse BABAR publiée.

Les conséquences de ces résultats sur les mesures de sections efficaces ()
et () dépendent fortement de I’approche expérimentale. Les mesures BABAR
sont effectuées avec une sélection tres lache qui integre tous les processus radiat-
ifs NLO et ordres supérieurs. Par conséquent, aucune dépendance a 1’égard d’un
générateur d’événements particulier n’est introduite par des rayonnements addition-
nels. Seule I’acceptance, déterminée a 1’aide de PHOKHARA interfacé avec la simula-
tion du détecteur, est affectée par les défauts du générateur. Cependant, la correction
d’acceptance de (0,3 & 0,1) x 1073 est négligeable par rapport a I’incertitude sys-
tématique estimée de 0,5% pour la section efficace mesurée (7). En revanche,
d’autres expériences utilisant I’approche ISR ne mesurent pas le rayonnement addi-
tionnel. Dans ces expériences les événements sont sélectionnés principalement dans
la topologie LO, qui inclut les émissions virtuelles et de photons mous, et s’appuie sur
le générateur PHOKHARA pour tenir compte de la contribution manquante de NLO.
De plus ce générateur n’inclut aucune contribution NNLO ce qui représente un biais
compte-tenu de nos mesures. En résumé les résultats de cette these remettent en ques-
tion la validité de la procédure des expériences ISR autres que BABAR s’appuyant sur
PHOKHARA pour deux raisons : d’une part, la contribution de NLO dur prédite par
PHOKHARA est significativement plus grande que notre mesure, et d’autre part, les
contributions du NNLO, absentes dans PHOKHARA, se situent a un niveau plus grand
que les incertitudes systématiques citées par ces expériences.
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