FERMILAB-THESIS-1993-65

@f;&wb@& )‘:)j‘f @,:_,&,
PA. D fﬁ:w Ay
( M0 j..g;gf ﬁi)

A STUDY OF LONGITUDINAL INSTABILITIES AND
EMITTANCE GROWTH

IN THE FERMILAB BOOSTER SYNCHROTRON

A Thesis
Submitted to the Faculty
~* of

Purdue University

by
Katherine Cecelia Harkay

In Partial Fulfiilment of the
Requirements for the Degree
of

Doctor of Philosophy

December 1993



kedves szilleimnek



ACKNOWLEDGEMENTS

Over the course of this research effort, 1 have enjoyed a productive collaboration
with several physicists in the Accelerator Division at Fermilab’. Foremost, I wish to
express my gratitude to Patrick Colestock, who served as my mentor. I am indebted to
Pat especially for sharing his physical insights and rich experimental and analytical
experience with me. The originator for the thesis topic is Vinod Bharadwaj, who, as
head of the Booster during my first year, ensured that facilities and equipment were
available to me as needed. David Wildman collaborated on the studies to identify the
offending RF cavity HOMSs, and deslgnerj and fabricated the dampers. David Wildman,
David McGinnis, and James Crisp assisted with many technical details and shared
their data with me on numerous occasions. I thank Barry Barnes and James Lackey
for valuable discussions and good-natured assistance. Andrei Gerasimov also offered
thought-provoking discussion. Gerald Jackson assisted with his ACNET GPIB
program. Jean-Frangois Ostiguy provided hours of logistical help implementing the
UNIX version of ESME, while James Maclachlan assisted with my questions about the
code and Alex Bogacz provided a skeleton Booster input data file. Carol Johnstone
deserves my special thanks for introducing me to PAW, which proved invaluable in the
data reduction and presentation, and Linda Klamp for her participation in the final
beam studies "marathon.” Without exception, the Booster staff was always ready

beyond the call of duty to assist with my many requests. The Operations staff was also

This work has been supported by Fermi Naticnal Accelerator Laboratory under the Joint
University-Fermilab Doctoral Program in Accelerator Physics. Fermilab is operated by the
Universities Research Association under contract with the United States Department of Energy.



iv

supportive and helpful during the numerous beam studies. 1 would also like to
recognize my former colleagues at ANSER for my initial exposure to beam physics,

propelling my return to academia.

My advisor, Dr. Laszlo Gutay's persistent guidance and concern for my physics
carcer has created many opportunities for me, including my participation in this
Fermilab research program. My family’'s love and encouragement over the years has
meant a great deal to me. With great sadness, I regret that my father did not live to see
the fruit of his pride. The support of my dear friend Frangois throughout is something

I can perhaps never repay. 1 thank you all for not letting me give up.



TABLE OF CONTENTS

Page

LIST OF TABLES.......cccuieeiemimiieticaimnrrrnraerssesiesssmianssrassiassaassesssssseansrtssmainssassssmmtrannssrsstossss vil
LIST OF FIGURES ...iicriciiiiiiiiiinieisiiericsiesssseseomasmassssisssmmmansesissasassesssssssstsssnssonionaneasassonean ix
ABSTRACT .ccocurereierrvrssriesesseirorsrsensnisniesssrtortnmsssmetssttsmimmsestsmserieseaisestseesrenissssasssrsasnes XV
1. INTRODUCTION ....coiviiiiiiiiiciimiic e ricrssssssissnsasnssnsirie i sissssnesssasasnsssssssnsnssssnnttsessismne 1
1.1 Motivation for Research..........ccoooiririmiiirrr e rcierr e rea s e e e 1

1.2 Observations n the Booster......cocoiriimiiiiinniicicrrisrsi i reessss s saen 4

1.2 Organization of Thesis........... e N 10

2. BOOSTER SYNCHROTRON ....ccvciiririeicsiciieiiarismisiinrarnissssssmssmsmirsesssssssssssmmnnsnssessssses 13
b2 W § o ¢+ a | ¥ 17 o) OO PSP 13

2.2 RF Cavitles ..ot rrrneinsisiessistiineeriestanssssasssrsssssisss s snsssssosssssanennns 19

2.3 Operational Considerations..........covviiiiiimmrimiininiiissrss e 28

3. THEORETICAL BASIS......cocoirirtietciriecniericreererttstsaiarnreemncsisessesssressstsammesemnnesenstssassss 32
3.1 Introduction te Longitudinal Beam PhySICS ....cccoviviivivericiiniiicrnrreneinienssssneon 33

3.2 Coupled-Bunch Modes..........co et rseasasessesanns 44

3.3 Linear Coupled-Bunch Mode Instability Theory........ccocoemrenririiicicrcrnnnninnne. 58

4. MEASUREMENTS......ccccovvainee Feeeteresaen et rer sttt aaranetetae e et e b e e ne et s e b un b am s anteeneante 68

4.1 RF Cavity ImMpedance.........ccocciimriniinnicricimnmeninrrianinisnsssenmaisierissesenmssssseersirs 68



Page

4.2 RF Cavity Spectra. ..ot s 100

4.3 Bunch Spectra and Emittance ...t 103

5. EXPERIMENTAL STUDIES ..ciccoiemriarrrsrssrrmissrssrssssssssesssssssssiaserssesssserssnnansssssasssssanns 110

5.1 Observations of the Coupled-Bunch Instability ........coooccivmviieiciicininnieneens 111

5.2 RF Cavity Higher-Order Mode Damping......ccccvvrivrerrerisncninnnesrnsesincscinanenns 120

5.3 Anomalous Emittance Growth ..., 133

6. CALCULATIONS......ccoiiiieinmntntnnressisisinesnintiiissssessssisnisniesisissssnsssarssasssssssasssrsasasnas 137

6.1 Calculation of Linear Instability Growth Rates ......cccccviviiiiiiciinininiiiiiiennn. 138

6.2 Comparison with ObServations ... s nrere s 145

7. SIMULATION .....ccovvviunnen esieesseseesieseiaareres teeaeeeeeaesa e saaaae s terae et ararsnsns e anaeepeaneares 150

7.1 ESME: Longitudinal Particle Tracking Code........covvimmmrmmenmrennerrnmirnnninenanne, 150

7.2 Booster Simulation Resulls. ... crtisereereervisesereneessassenss 153

8. CONCLUSIONS....cctutirtierivstntimtintinmesirsisaiesinetastnesaernesesssssnssaesissreresrersrrersnsnsssosses 174

B.1 ConCIUSIONS ..ccoceiciriiiiciiiiisiiniiissrisrsississsssisssssssissssstseerrevesorinsssassasessnnesnsssnns 174

8.2 RecommendationS . ccccccceueiieemiieeiiiiisieoiiisenreaesaesereerranassasererssssssesees 176

LIST OF REFERENCES........cccionmtitiitiinsisiimiiiecieeinesescsssnsesnrsessssesmsssssssssmsrmensassases 177
APPENDICES

Appendix A: Booster Kinematic and Operational Tables and Curves................ 182

Appendix B: RF Cavity Impedance Tables and Curves.........cccccovvrvnecernnieccaninnns 190

Appendix C: ESME Input Data Files for Simulation of Booster ........ccoooveiieieenes 205



LIST OF TABLES

Table Page
2.1  Typical Booster Operating Parameters. ......ccocovvvciiinieeiciiicinneniincneness ............ 16
2.2 RF Cavity Parameters........coieeiccinvieercrsimnennnssnne reeserrsrssrannrussanssssnnnsernsanarennanes 25
3.1 Criterion for Swept LRC Resonator in Booster. .......occovvvininivrmvinneiinnicinnenenn. 62
4.1 Designations of Booster RF Cavity Resonant Modes......coocoviviiimiiiiceiirinnininnnnn, 81
4.2  Measurement Results for Power Dissipation Method.........cccciiiniiirinnnnennann, 90
5.1 Data Run Designations of Parametric Beam Studies. .....ccocvnrrriininiirrnnennnnnn, 112
6.1 Criterion for Microwave Instability Threshoeld in the Booster........................., 149
7.1 Final ESME Simulations................ rerreresrresrerebr et et et s e e e s s s e e e e b ranns 162
Appendix
Table
Al Standard Booster Kinematic Parameters: 200 MeV to 8 GeV.........reeeeeeeeee. 183
A.2  Variation on Booster Kinematic Parameters: 200 MeV to 4 GeV..................... 184
A.3  Booster Kinematic Parameters after Linac Upgrade: 400 MeV to 8 GeV.......... 185
B.1 Single-Gap Stretched Wire Datasets. ........uovuvemeeriiriiiiiiininiinimcisreninieninan 191
B.2  Single-Gap Impedance, Single-Gap Stretched Wire, HOM Dampers Out........ 192
B.3  Single-Gap Impedancc, Single-Gap Stretched Wire, HOM Dampers In........... 194
B.4  Phase Shift Results from Bead-Pull M;thod. .................................................. 196
B.5 Comparison of Single-Gap Impedance Calculation Between

Bead-Pull and Stretched-Wire Methods. .....coovvviiinniiinirecreniiroreieniacccannenns ceeers 196
B.6  Frequency Spread in HOMs Among Booster RF Cavities. .......cccoevviiiverircrninnan. 197



Appendix
Table Page

B.7 Equlvalent R, @for Single-Cavity and Net Sum Impedance,
HOM Dampers Out. .....coieorrivennecrenteesensnnirtnnsianssesseseneas nstretnsee e enenstnsnes 198

B.8  Equivalent R, g for Single-Cavity and Net Sum Impedance,
HOM Dampers IN. ....cceeiimiriiiniieiissiesiissistiensmnnnsarssssssssat st st es canesssssssssaes 201

B.9 Comparison of Single-Gap Impedance due to Resonant Modes for
Nominal and Damped RF Cavity at t22]1 mSec........ccccccvvvierivirireisisinnnininien. 204

B.10 Effect of Cavity Shorts on Impedance vs. HOM Dampers........cccccevunninninannnane. 204



Figure

1.1

1.2

1.3

1.4

1.5

2.1
22
2.3

24

2.5

2.6
2.7
3.1
3.2

3.3

LIST OF FIGURES

Page
Time Evolution of the Bunch Phase (Mountain Range Plois) Through a
Portion of the Booster Cycle.....ocivmimmicrmicmoiannmiomismmimmimrreeriemsmime i 5
Longitudinal Emittance Through the Booster Cycle for Several Beamn
INtENSIES covvreiieiricrirrirn it s s b 6
Longitudinal Emittance Through the Booster Cycle for Fixed Beam
Intensity Before and After RF Cavity HOM Damping ........ cerssreressnisiesereserarastesnany 8
Longitudinal Emittance at Extraction from the Booster as a Function
of Beamn Intensity Before and After RF Cavity HOM Damping.....cccccveevinieviranininns 9
Approach Taken in Study of Booster Coupled-Bunch Instability to
Compare Data with Analytical Results and Simulation. ......ccccovvveeiimrininieiiennnn, 12
Layout of the Booster Synchrotron RINE. .....cocovimvrriininscccrieneniccrmsreecireee s snnnes 14
Standard Quadrupole Magnets. ... 18
Booster Combined-Function Magnets........ccccecirvviirmnmrisvemrnrseiniessmmmmssissansrsne 18
Geometry, Equivalent Transmission Line, and Field Pattern for the
Quarter-Wave Coaxdal Cavity Resonator. ......ccuiimevnnnimmnniiiisnsisirnninisnenen 21
Geometry, Schematic, and Field Pattern for the Half-Wave Coaxial
Cavity ReSORALOT. uuivviieirereniiiiiiinriiniiiintisnriiisesmsmisiiesosisstrmstssssssssssssssansnsrosses 23
Cut-Away Drawing of Booster RF Cavity......ccccoiciivninrenniiniricicnreccenieicsiencneans 24
Major Components of Booster RF System. ...cccooooviiiirmninniniiniiinnriniiriricncnisserenine, 27
Longitudinal Phase Stability of Synchrotron Motion. .........ccovvevecrreesnencscesernae 40
Contours of Particle Motion in Longitudinal Phase Space. .........coocveciirrinnnnna. 40

Phase Space Area and Charge Density Representations of Synchrotron
Oscillation Modes.........ciimiiniiiiiirciiniiennicnienre st e 45



Figure

3.4

3.5

3.6

3.7

38

3.9
3.10
3.11
4.1
4.2

4.3

4.4
4.5

4.6

4.7

4.8

4.9

Page
Phase Space Area and Charge Density Representations of a Combination
of Dipole and Quadrupole Synchrotron Oscillation Modes. .........coovrveiicinean. 46
Equilibrium Phase (n=0) Representation of Coupled-Bunch Modes for an
Example Train of Six Bunches. ......c.cuencriinnieien vresnetressrennensstrassssrntstbinas sernenns 47
Phase Osclllation Representation for =1 Coupled-Bunch
Dipole Mode m=1 for Six-Bunch Example. .....cccccvmmimrmmrmrimiineenciniiinerisinnininanen, 48
Phase Oscillation Representation for 77=1 Coupled-Bunch
Quadrupole Mode m=2 for Six-Bunch Example........cooooviiniinannan, 48
Phase Osclillation Representation for Higher-Order (7=2,3,4,5,6)
Coupled-Bunch Modes in Example. .....iivvivnimniiiiinmniniininicvisnennvinnnn, 49
Fregquency Spectrum Chart for Dipole Synchrotron Oscillation Mode. ............. 57
Model Resonant LRC Clrcults. ....cooociiiieiieiiiicnicnieiiirnniciennccrtieecer e neccanennes 61
Resonant Response of Paralle]l LRC Circuit in Figure 3.10 (b). .....cceveevnnnneeeen. 61
Single-Gap Stretched Wire Measurement of RF Cavity Gap Impedance............ 71
Network Analyzer Measurement [lustrating the S-Parameter Set. ................... 72
Transmission S;; Data Through Gap Using Single-Gap
Stretched-Wire ASSEmblY. ....ccoiiimiiiiiiiiicinei e e 74
Reference Transmission $1 geprwith Assembly Inside Beam Pipe. ................... 75
Calibration Transmission Sz car Through Optoelectronic System. .......oivieeie 76
Equivalent Circuits for Single-Gap Stretched Wire RF Cavity Impedance
MeasuTement. .....coiviiiircriiiicri vt iesrs s ssarsstaresresrsssrersa e s s ressesensrr s eras 77
Calculated Single-Gap Impedance of Booster RF Cavity De-embedded
from Single-Gap Stretched Wire Measurement . .......oociviciiciniviiciirviienriesesennas 80
Experimental Setup for Bead Pull Measurement of RF Cavity
Single Gap IMPedance. ....c..vvvuiieiinniivrreictenrrrrininnrrt e rr e s e s s arasesseseas 84

Typical Scans in Bead Pull Measurement Showing Resulting
Phase Shift . ......ieiirmenieminnnreeiennreetite e esimnarressssnnsssssssssrnersssassnnrsssssssss 84



Figure

4.10

4.11

4.12

4.13

4.14

4.15

4.17
4.18
4.19
4.20
4.21
4.22
4.23
5.1
5.2
5.3
54
5.5

5.6

Page
Gaussian Fits of {(a) Cal_culated Gap Proflie and (b) Measured
Phase Shift Scan. wimrer it s BB
Correlation Between Stretched-Wire and Bead Pull Measurements
of Single-Gap Impedance and £)........ccccvvrririncisinnrcinissinesrissnisiss e 88
Power Dissipation Measurement Setup to Determine RF Gap lmpcdaxicc ........ 90
Log Magnitude and Phase Measured with Monopole Probes
Inserted into RF Cavity Gaps. .....cccuvemrimiiimemmmirmiiicsrsssiies s essnneneensiss s arssnnan, 92
Intergap Mode Phase Angle Constructed for Analysis...........cccrevnrensinrvcecviennn a3
Single Cavity vs. Twice Single-Gap Impedance. .......cccoovvivrmiicioririciraenieniecerinnnes 95
Representative Distributions in RF Cavity Higher-Order Modes....................... 97
Net Impedance With and Without Intercavity Spread. .......ccccvvnniiiviiniriinnnnn, 98
RF Cavity Spectrum due t0 Beam. .....cccievvnvimiiniriiiininicnnniiin e csecaee 102
Pulse-to-Pulse Variation of Coupled-Bunch Instability Amplitude. ................ 105
Nominal Beamn Momentum Spread. ......cccvieeiiiievicinninrnnniennvrecee e e 105
Booster RF Sum and Charge Signals. ......cccoouceimiinninninniinnnisiienens 107
Typical Frequency Spectrum Showing the Coupled-Bunch Mode Signal. ...... 109
Typical Charge Distribution Signal in the Booster.......cocoonmiiencnnieienniinnns 109
Longitudinal Emittance Growth as a Function of TIme in the Booster. .......... 113
Effect on Emittance of Shorting vs. Removing RF Cavities. .....ccooiiciiciiiiiionan. 114
Repeat of Longitudinal Emittance Growth Studies vs. Intensity.........occcevivnnes 114
Extraction of Bunch Charge Distributions from Spectrum. ....ccoveeiiirinnnnicnnicns 117
Verification of Spectral Analysis of Charge Density. .....ccccmmvviicnniineccriciniirnen 117

Coupled-Bunch Mode Amplitude as a Function of Time
1N the BooSter CYCIe uuviiiiimieeeeerrricicsssiesensstsiirarseesierseeeessssessossesstenmannnnnns O 118



Figure

5.7

5.8

59

5.10
5.11
5.12
5.13
5.14

5.15

5.16

5.17

5.18
5.19

5.20

6.1

6.2

6.3

6.4

6.5

Page
Frequency Spectra Showing the Coupled-Bunch Mode Signal
Before and After RF Cavity HOM Damping ........cccoviviiiniiienicsnnneninniersmnnee 120
Correspondance of RF Cavity HOM Impedance and
Coupled-Bunch Mode Spectrum Before HOM Dampers. .....oocoeevmirrenineincnnenann. 122
Excitation of RF Cavity Mode 2 (82.0MHZ)........ccerevreerrrreseresssasessrecsesicsnsecseons 123
Excitation of RF Cavity Mode {4 (168.8 MHZ). .....cocuvcuriervrivverecne reeeeesaenaesroerans 124
Excitation of RF Cavity Mode {6 (220.8 MHz)....ccocociviiiiiiviiiiiiiininiinrininnsnnnn, 125
RF Cavity Showing Installation of HOM Dampers.......ccccoouiriviiieviinncinnennn, 127
Photographs of RF Cavity HOM DampPers ........c.ccoereeeievenseernssnesssnsessssessessesens 128
HOM Dampers Represented as Circults......oovvviivivvrisininreneinn 129
Comparison of RF Cavity Single-Gap Impedance
Before and After HOM DamperS. ...ccceeiverieecerieseernerermermeressemmsrsisieniervessssamessesses 130
Effect of the Cavity Short on the Impedance. ...........ccociiiiiiciiiiiiiiiinicniiiinnanen, 131
Correspondance of RF Cavity HOM Imedance and
Coupled-Bunch Mode Spectrum After HOM Dampers. .......ocoevvvivivinvmiinnnien, 134
Nominal and Increased Momentum Spread.. ......cocovvivviineriiiiinnniniciinirinnn, 135
Spectrum for Large Momentum Spread.. .....coooovmreemimmrmeeiieeinieniiinnnennenn, 135
Coupled-Bunch Mode Amplitudes and Emittance
Growth for Large Momentum Spread.. .....ccccccviiiniivmminiiinmininiiiinnnienienssen, 136
Form Factors for Coupled-Bunch Instability. .....eeriereeieniinniniiiiiiniicvenenae, 140
Form Factors Comparing the Dipole Coupled-Bunch Mode
for Different Particle Distributions. ....eueiiciiiienciiiciinr s versnns 141
Linear Instability Growth Rates in Booster...........ooviiimiiicioceccione 141
Correspondence of Linear Instablility Growth Rate and
Perturbed Beamm Spectium. .....ccovvirinmmeinecinninniirnciiiieic i neneene 142

Instability Curves Showing Graphical Solution of Growth Rate. ......... rrenanes 144



Xxiti

Figure Page
6.6 Comparison of Linear Instability Theory With the Data. .......c.ccoicmvererenennnnn, 146
6.7  Coherent Instability Growth Time vs Decoherence Time. .....covvvvviensecninnenennnn, 147
6.8  Measured Impedance due to Booster D Magnets. ........c.oovvvvemneeeviiinniicnnnnnnnns, 147
6.9  Microwave Instability Threshold for BooSter. .........cocererceneersssnissnesnsiesnnnnns 149
7.1  Model Parallel LRC Fit of Net RF Cavity HOM Impedance (Dampers Qut). ..... 155
7.2  Model Parallel LRC Fit of Net RF Cavity HOM Impedance (Dampers In). ........ 156
7.3  Effect of Tracking Step Size on Slewing Resonance in ESME. ...........ccccveneee. 157
7.4  ESME Phase Space Plots: HOM Dampers Out.........ccooiiviviiniriirecsnnnricnrnonnanes 163
7.5  Mountain Range Plots in Simulation, HOM Dampers Out.....cccccccvniiieeinnanene, 164
7.6 Emittance Growth in Simulation Compared with Data,

HOM Dampers OUL. ....cccceimrrrreiissemiciirssnissisrnsnssisnsessessssrosssssssssssssesssss trsessasens 165
7.7  Mountain Range in Simulation Compared with Data, HOM Dampers In........ 168
7.8  ESME Phase Space Plots: HOM Dampers In. .......cccovvnniininininnicersonniseninnn, 169
7.9 Emittance Growth in Simulation Compared with Data,

HOM Dampers In. e e 170
7.10 Mountain Range Plots in Simulation for Both 400 MeV Upgrade

and Nno HOM IMPedance. ... nrsicresssssssassossst e 171
7.11 ESME Phase Space Plots: HOM Dampers In, 400 MeV Upgrade......c.cccoeenenene 172
7.12 Emittance Growth Predicted by Simulation for 400 MeV Linac Upgrade......... 173
Appendix
Figure
A.1  Moving RF Bucket Parameters. .....oiiiicrirmnnciniinnisniniictincseseresssnencniens 186

A.2  Amplitude Dependence of Synchrotron Frequency.......ccoocvvemvniimmmemnniicenennnn. 186



Appendix
Figure Page
A3  Beam Scaling Parameters...........vvieuvviniiniinnrinris e 187
A4  Standard Booster Kinematic Parameters. .....c.cccovirimmininninsiicnssiinnnn e iens 188
A5  Standard Booster Acceleration Parameters. .....cccooevvininsiencsncnnincenn. eerennes 189
B.1  Single-Gap Impedance (ReZ, ImZ) De-embedded, HOM Dampers Out,

Showing Detafl {£2] MSEC)....cccccuiirnmemnmririesrniienreiiatsiisse s s secsrresssissinses 193
B.2  Single-Gap Impedance (ReZ, ImZ) De-embedded, HOM Dampers In,

Showing Detall (££21 MSEC)...cii e ceciriiriistiitintrtarescer e s sssistetaseesenseneasrens 195
B.3  Single Cavity Impedance (ReZ, ImZ) Calculated, HOM Dampers Out,

Showing Detail (£22]1 MSECL..uviciiiiviiiiniiiiinirirrree e aretessiststassrssreniersianseeesne 199
B.4  Net Impedance (ReZ, ImZ) Calculated, 15 Cavities, HOM Dampers Out,

Showing Detail (££2] MSEC).....cciivrciiirrrirrerrisieriiiieicrnrsrer e ae s s esssneas 200
B.5 Single Cavity Impedance (ReZ, ImZ) Calculated, HOM Dampers In,

Showing Detall (221 MBEC)......ciiviiiiitittiirisinnnrcetreeeriairticsstsssesessssssssssennens 202
B.6  Net Impedance {ReZ, ImZ) Calculated, 15 Cavities, HOM Dampers In,

Showing Detall (221 MBEC) ... rrierrer ettt tirmee e renrecrsrrrerasnmasss e ssasnsannes 203



ABSTRACT

Harkay, Katherine Cecelia. Ph.D., Purdue University, December 1993. A Study of
Longitudinal Instabilities and Emittance Growth in the Fermilab Booster Synchrotron.
Major Professor: Laszlo Gutay.

Attemnpts to measure and describe beam instabilities have been made ever since
they were first observed in particle accelerators thirty years ago. Such collective,
coherent effects arise due to the clectromagnetic interaction of the beam with its
environment, namely, the elements in the beamline. With sufficient intensity, the
motion can become unstable, possibly leading to phase space dilution and beam loss.
A coupled-bunch instability has long been observed in the Booster, an 8-GeV proton
synchrotron at Fermi Natioha.l Accelerator Laboratory. The accompanying longitudinal
emittance growth is a major limit to beam brightness, limiting also the performance of
subsequent accelerator stages. Previous studies have indicated that the coupled-
bunch mode fluctuations are likely due to the influence of higher-order modes (HOM)
in the radio-frequency (RF) accelerating cavities. However, the physics, especially that
of the emittance growth, was only partially characterized.

It s my goal in this thesis to expand what we understand about coherent
longitudinal phenomena and integrate it with a real machine which does not readily
give up her secrets. Building upon prior observations and coupled with the advent of
more sophisticated diagnostic ‘and computational tools, this research secks to
characterize the unstable beam behavior in a rapidly cycling synchrotron.
Experimental studies are designed to systematically vary parameters in order to
establish functional dependencies. Bench measurements are made of the impedance
due to RF cavity HOMs. These data are compared with analytic results derived from
the standard linear perturbation treatment as well as with simulation.



The major finding of this research is that the theoretical predictions of linear
growth rates of the longitudinal coupled-bunch instability based on the measured
impedance show quantitative agreement with the data, but only when the beam
momentum spread and nonlinearity of the RF potential are incorporated self-
consistently. Development and tnstallation in the cavities of passive HOM dampers
proved to reduce the emittance by a factor of three and allowed, for the first time, an
experimental test of instability thresholds. The linear theory is 1naélequate in
describing the observed emittance growth, for which simulation results are invoked
instead to provide a scaling rule.



1. INTRODUCTION

1.1 Motivation for Research

Modemn particle accelerators and colliders find application in a wide range of
physics, medical, and industrial fields. Efforts to tmprove designs are driven in part by
the high-energy physics community. In colliders, for instance, a critical design
parameter is luminosity, or the interaction rate per unit cross section. At Fermilab, a
three-phase upgrade program is underway to increase the beam luminosity to 5.6x103!
cm? sec’l, about an order of magnitude over that achieved during the 1992-1993
collider run (1A).] This is considered necessary for new discoveries in particle physics.
After a number of simplifications, the luminosity in a synchrotron pp collider is given
I::ty2

L= 3;*29- BN pNp F(Ez‘—) jem 2 secl) (1.1)
27 En, *+Eny g \F

where g is the particle revolution frequency, B the number of bunches in each beam,
N the number per bunch of each particle species, F a form factor dependent on the
longitudinal bunch width oy and lattice parameter g°, and ¢, = rBex €y the normalized
transverse emittance, where y# are the usua! Lorentz factors. The total emittance is
the area in six-dimensional phase space occupied by the beam. Maximizing
luminosity, then, is a trade-off between maximum particies per bunch (intensity),
maximum number of b:;nches. and the beam emittance. However, high brightness
(N/§) can permit large scli-fields to develop which can then become amplified by
structures in the beam pipe, leading to undesired forces coupling to the beam. Large
amplitude perturbations can lead to beam loss during either acceleration, beam
extraction, or transfer to subsequent accelerator stages. Nonlinearities in the system
may stabilize the oscillations; however, they also dilute the phase space density.
Hence, attermnpts to lmprové the intensity of machines are ofien accompanied, and in



some cases are hampered, by the appearance of beam instabilities. Fermilab is no
exception, and part of the upgrade program is the contro] of beam instabilities in the
thre: synchrotrons: the Booster, Main Ring and Tevatron.1:3 Al told, the study of
beam instabilities, especially the development of diagnostic techniques and physteal
models, remains fmportant and relevant at Fermilab and other accelerators. It was the
goal of this thesis research to experimentally observe and analytically characterize the
longitudinal coupled-bunch instability in the Booster and to implement improvements
designed to control the resulting longitudinal emittance growth.

Beam instabilities are collective, coherent, intensity-dependent effects that arise
due to the unavoidable electromagnetic interaction of the charged beam with its
environment. The passage of the bearn through discontinuities in the beam pipe like
bellows, metal plates in detectors and kickers, and the radio-frequency (RF)
accelerating cavities themselves can cause spurious electromagnetic fields to develop.
These so-called wake fields can persist and act back on the beam, resulting in
undesired forces. By convention and convenience, this effect of beamline structures is
characterized in the frequency domain by a parameter known as the impedance Z (o),
which is the Fourier transform of the time-dependent wake field. The impedance
relates the response V(@) of the system to the perturbing beam current /(). It is
normally the impedance rather than the wake fleld that can be readily measured.

Under appropriate resonance conditions and with sufficient intensity, beam
fluctuations may evolve out of the noise and the motion can become unstable, possibly
leading to emittance blow-up and beam loss. The collective interaction among different
bunches in the bearn due to the driving impedance gives rise to the coupled-bunch
modes. These oscillations appear as phase-modulation sidebands at specific rotation
harmonics in the frequency spectrum of the beam current. Internal bunch oscillation
modes are also possible; if the interbunch phase is random, these are called microwave
modes since the frequencies typically fall in the microwave region. The time evolution
of the instability depends on the initial conditions in a multi-parameter space. In a
system with large noise levels, there can be g}eat pulse-to-pulse variation, as observed
in the Booster, although the average behavior is repeatable. To be distinguished from
instabilities are fluctuations in the beam current caused by phase errors as the
particles are injected into the machine, or dye to the discontinuous process of passing
through transition energy (described later). Unless they are amplified by some



resonant structure, these oscillations decay, or decohere, through nonlinear processes
in the beam.

Mitigation of beam instabilties takes three forms, and in some cases a
combination is required. If the driving impedances and assoclated beamline structures
can be positively identified, they can possibly be damped at the source. The procedure
can involve both bench measurements of candidate beamline components and
parametric beam studies in which individual structures are removed or shorted and
the beam response noted. Pickups inside or near suspected structures can be
monitored for beam-induced signals. The impedance due to individual beamline
components may be measured on the bench, for example, by replacing the beam with a
current-carrying wire. A combination of such data is important to demonstrate cause
and effect, and not simply coincidence, of impedance sources in the ring and
perturbation frequencies excited in the beam. Alternately, one may reduce the effect of
the impedance by increasing the energy spread in the beam, providing in principle a
damping mechanism through Landau damping. This involves manipulations with the
RF acceleration systern. Finally, one may introduce an equal but negative impedance
such as with a beamn feedback system by sampling the phase error in the beam and
applying a correction voltage to kick the beam back towards its nominal trajectory.
The kicker can be, for example, a wideband cavity with a single gap across which the
correction signal is applied. The signal processing must precisely account for all
delays through the electronics, for the delay between the pickup and the kicker, and
for the particle transit time.

Several factors come into consideration when choosing the means for
eliminating or at least reducing a particular instability in a particular machine. A
number of difficulties present themselves. Isolating suspected impedance sources is
often tricky due to limited diagnostics and the complexity of the parameter space.
Bench measurements of the impedance due to individual beamline components must
be interpreted properly to determine the correct sum effect on the beam. Tests in
which beamline components are removed are obviously not possible for critical devices.
Repeatability can be an issue if the studies require a shutdown for access into the
beamline enclosure. Subsequent tum-on and re-tuning of the beam often leaves the
machine in a new operating state, making it difficult to directly compare the data. The
implementation of Landau damping, while conceptually straightforward, in practice



can be difficult to control. Of course, this method is beneficial only if one can tolerate
the degraded luminosity: an increased energy spread leads to an increased bunch
length, and luminosity is decreased as a consequence. The practical application of
active beam damping may be exacerbated by poor signal-to-noise or large acceleration
rates (large frequency sweeps).

1.2 Observations in the Booster

A longitudinal coupled-bunch mode instability has long been observed in the
Booster, an 8 GeV (kinetic energy) fast-cycling proton synchrotron. The time
development of large amplitude, predominantly dipole phase oscillations can be seen
for one bunch (out of a total of 84) in Figure 1.1 in a series of what are known as
mountain range plots. Each plot records a sequence of oscilloscope traces of the
longitudinal charge density from a resistive-wall beam pickup signal. The horizontal
scale is 2 nsec per division. The scope is triggered at a chosen interval, and each
resulting trace is displayed offset vertically a small amount for clarity. In this setup,
the time interval between traces is ten revolutions and each plot thus covers about 1
msec in different Booster cycles. The timme sequence begins in the lower left corner,
beginning immediately before transition. Higher-order structure is evident in the
bunch around 24 msec. In this example from several years ago, the bunch intensity is
1.5x101° protons per bunch. The effect is minimal at the lowest operating intensities.
The Jongitudinal emittance, proportional to the square of the bunch length, may be
computed as a function of time in the cycle. A family of curves showing the emittance
growth over the acceleration cycle can be seen in Figure 1.2. The effect on the
emittance of increasing the beam intensity is dramatic.

It was suspected that the bunch oscillations were likely due to the influence of
higher-order parasitic modes (HOM) in the RF accelerating cavities. The driven,
fundamental frequency of the cavities, given by wge = hag, is a multiple of the particle
revolution frequency w, = 21 628 kHz (at extraction), with a harmonic number »=84.
Because they are resonant structures, higher frequencies can also be supported in the
cavities through parasitic excitation by the beam. Passive cavity mode damping in the
past was known to successfully stabilize a coupled-bunch instability in the Main Ring.
In the Booster, however, primarily because of limited diagnostics and additional
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Figure 1.1 Time Evolution of the Bunch Phase (Mountain Range Plots) Through a
Portion of the Booster Cycle. Growing dipole oscillations indicative of the coupled-
bunch instability are clearly seen. The beam intensity is 1.5x101° protons per bunch,
the transition jump system is ofl, and the RF cavity dampers are out. The horizontal
scale is 2 nsec per division. [Ref. 43]
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complexities, there was disagreement as to which cavity modes drove the beam
instability. The most serious issue is that high resolution spectral measurements are
hampered by the short acceleration time (33.3 msec) coupled with a large sweep in the
frequency of the RF drive (30 to 53 MHz.) For these reasons, prior efforts over the
period between 1975 and 1989 concentrated instead on employing beam damping
through Landau damping and active beamn feedback. These improvements were met
with limited success. Unfortunately, no reduction of the emittance growth was
observed for either technique. In the one case, the frequencies of two RF cavities were
changed to correspond to harmonic numbers A=83 and 85 in order to effect a
synchrotron frequency spread in the beam. No obvious effect was seen on the beam
with this modification. Also, a lengitudinal bunch-by-bunch beam damper was
installed using a broadband 800 volt cavity for feedback. Some reduction was seen in
the coupled-bunch mode amplitudes for medium beam intensities, but the nominal,
higher intensity beam remained as unstable as before. As of this writing, a separate
effort is underway which js dedicated to upgrading this existing longitudinal feedback
system. This work was begun after that described in this thesis, has not yet been
implemented, and thus will not be discussed herein.

The emergence in recent years of improved diagnostics and computational tools
has made it possible to re-examine the Booster coupled-bunch mode instability with
greater sophistication. A systematic and concerted eflort over two years combining
experimental studies and calculation lead first to the identification of the offending
HOMs, followed by the design and instaliation of passive dampers in the RF cavities.
Our efforts have resulted in the reduction of the longitudinal emittance in the Booster
by a factor of three, never before achieved. These data are plotted in Figure 1.3, which
gives the emittance through the Booster cycle both before and after the dampers were
installed. The comparison for the emittance at extraction plotted as a function of
bunch intensity is shown in Figure 1.4. This graph illustrates the practical
consequence of emittance growth, which Is to define an intensity limit in the Booster
due to momentum aperture constraints in the Main Ring. Linear extrapolation from
the present data, while oversimplified, suggests that an increase in intensity of about a
factor of two is allowed.
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The second stage of this research involved the comprehensive comparison of the
data with the predictions of the coupled-bunch mode theory. Even after installation of
the RF cavity mode dampers, questions remained as to the mechanism for the
emittance growth. The physics of beam instabilities was first described in detall twenty
years ago by Sachererd using a linear perturbation treatment. As new phenomena'like
the coupled-bunch instabilities were discovered, the basic theory was modified and
refined. In genera), simplifying assumptions are incorporated to allow analytical
solutions for the coherent modes, giving the linear instability growth rates and
frequency shifts. While there is strong evidence from the mountain range (Figure 1.1)
that nonlinear effects may be important, our goal was to study the data quantitatively
at least to determine the point at which the linear theory breaks down. But
characterization of even the linear behavior in the Booster proved difficult. Initia]
comparisons of the measured instability growth with the theory showed only
qualitative agreement. Furthermore, the linear theory was completely inadequate in
explaining the observed emittance growth. What ensued was a rigorous test of and
modification of some of the assumptions used in the literature for proper application to
the Booster. Solutions were found numercally using standard algorithms. It was
found that including self-consistently the effects of the beam momentum spread and
nonlinear RF potential (Landau damping) was essential to accurately describe the
unstable beam behavior. To study emittance growth, a fully nonlinear sirmulation was
invoked. The particle tracking code ESME, developed at Fermilab, was implemented to
observe the response of the longitudinal, or energy-phase, distribution of the beam in
the presence of a high-Q resonant driving impedance. Subsequent analyses of the
results produced a qualitative scaling of the emittance growth and a deepened under-
standing of the subtleties and sensitivities of the instability on various parameters.

1.3 Organization of Thesis

This dissertation is organized tnto eight chapters. The first three chapters
provide the background for discussions in the later chapters. Chapters four and five
describe the measurements and experiments, respectively, and Chapter seven the
simulations designed to shed light on the cause-and-effect of the Booster coupled-
bunch instability. The bulk of the data analysis is found in the sixth chapter.

Conclusions and recommendations are offered in the last chapter.
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This first chapter describes the motivation behind this research, including a
general discussion of beam instability terminology. The second chapter describes the
Booster synchrotron in sorne detail, focusing on the RF accelerating resonant cavittes
and operational properties relevant to our experimental studies. The basic theory of
longitudinal beam motion is discussed in chapter three, deflning parameters commonly
used in accelerator physics. Also in chapter three, the coupled-bunch ‘modes are
described and expressions for their excitation and growth are derived. The model for a
resonant impedance is introduced.

All the RF cavity and beam measurements, with the accompanying hardware,
are described in chapter four. Chapter five gives the results of numerous experimental
studies designed to characterize the coupled-bunch instability. First is a series of
observations while varying beam conditions. Next is a discussion of the RF cavity
HOM damper ecffort: how the offending modes were identified, the design of the
dampers, and the effect on the beam. Finally, studies varying the beam momentum
spread are described, showing anomalous emittance growth behavior seemingly
inconsistent with the thcoiy. Chapters three, four, and five present material in a
logical sequence, but in a somewhat reversed chronological order. The experimental
studies in fact preceded the bulk of the theoretical work.

The computational results for the linear coupled-bunch instability growth are
compared with observations in Chapter six. Chapter seven describes the simulation of
the Booster coupled-bunch mode instability using ESME using the measurements of
Chapter four as the input data. In addition, the scaling of emittance growth is
discussed. Conclusions and recommendations for follow-up studies are offered in the
final chapter. Presentation of this work is necessarily sequential and obscures the
iterative nature of the analysis. The diagram in Figure 1.5 depicts the multiple-step
approach taken in this thesis.
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2. BOOSTER SYNCHROTRON

2.1 Introduction

The machine of interest in our study is the Booster, a fast-cycling synchrotron,
accelerating protons from 200 MeV to 8 GeV (kinetic energy). Design enhancements
and fine-tuning over its 20-year lifetime (first beam obtained in 1971) have resulted in
fairly reliable operation, despite the long-observed existence of instabilities. Its
characteristics and operational constraints are rather unique among the Fermilab
synchrotrons, but similar to low energy proton machines at other facilities.

The Booster came into existence as a necessary intermediary between the
traditional injector, a linear proton accelerator {Linac}, and what was then the main
accelerator, the Main Ring. Practical constraints on size and cost placed a limit of a
few hundred MeV on the Linac. However, such a low injection energy would have
placed an unreasonable burden on the cost and design of the magnet and power
supply systems in the Main Ring, a machine whose goal was to accelerate 5x1013
protons per pulse to 400 GeV. Incidentally, this intensity goal was never achieved, and
with the addition of the superconducting Tevatron, the Main Ring now typically
delivers 2.1x10!3 protons at 150 GeV. In the final design, the Booster addressed the
economic factor as well as other considerations. By employing multi-turn injection, it
reduced the peak intensity required in the Linac. Fast cycling, whereby the Main Ring
is filled in several successive pulses, was chosen for two reasons. First, since space
charge is an important effect in low energy proton machines, this scheme reduced the
intensity required in the Booster. Fast cycling also reduced its size and therefore cost
while providing a reasonable Main Ring filling time of 0.8 sec. The majority of the
material in this introduction to the Booster is documented in References 5 and 6. After
a general description, particular attention will be given to the RF acceleration system
and various aspects of operation relevant in this study of longitudinal instabilities,
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A schematic of the Booster showing the major componenis is presented in
Figure 2.1 Deplicted are the injection and extraction lines, the magnets, and the radio-
frequency (RF) accelerating cavities. The components of the ring are located in a
tunnel 15 feet under the ground. The high-power supplies for the magnets, RF system,
and injection/extraction kicker magnets are located at ground level either in the utility
yards outdoors or in the equipment galleries above the tunnel. All operation has been
controlled remotely through front-end PDP-11 computers originally, replacéd in recent
years by microVAXes,

Negative hydrogen ions {H") enter the transfer line from the Linac bunched with
a 200 MHz structure. The timing of a "chopper” at the end of the Linac is adjusted to
select a portion in the center of the long beam pulse to be deflected into the transfer
line. A pulse 2.8 psec in length is referred to as one "turn” because it is equal in length
to a single period in the Booster at injection energy. A pulse equal in length to up to
ten Booster turns may be injected; the nominal is six. A debuncher cavity in the
transfer line rotates the beam 90° in phase space, converting the large momentum
spread into a large phase spread, effectively debunching the beam. The electrons are
stripped by a foil on injection into the Booster. This charge-exchange scheme was
proposed to minimize the transverse emittance during maultiple-turn injection. If
protons are injected directly, successive tums can only be stacked side by side in the
transverse aperture, paralle] to the circulating bearn. This results in a transverse beam
spread much greater than that of the injected beam. Indeed, no scheme of magnets
can be envisioned which can bend protons entering the synchrotron tangentially
without also bending the circulating beam since they are of the same sign charge.
Thus, a proton beam cannot be injected into the same phase space as the circulating
beam. Anything otherwise would violate the well-known Liouville's theorem from
statistical mechanics, which states that phase space area of an ensemble is conserved
in closed system in the absence of dissipative forces.? With charge-exchange injection,
however, we circumvent Liouville'’s theorem since the foil introduces collisional
processes. The system now obeys instead the Boltzmmann equation. Because they are
of different species, the H™ and circulating proton beams can both pass through a
single magnet at the injection point and be bent toward each other onto the same
trajectory, and therefore, the same phase space, before impinging upon the foil.
Therefore, new protons created at the foil are injected into the same phase space as the
circulating beam, thus preserving approximately the transverse emittance of the Linac.
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The protons debunch further over about one turn in the Booster and are
subsequently recaptured adiabatically and rebunched with the RF systemn at 30 MHz.
This gives a harmonic number of 84 (30 MHz x 2.8 psec). Acceleration is provided by
radio-frequency (RF) drive in 17 resonant cavities, while the bending guide field is
provided by 96 combined-function magnets, each 3 meters in length. Over the 33
msec acceleration cycle, the RF frequency rises to 53 MHz as the protoris circulate
about 16,000 times and reach an energy of 8 GeV. The beam is extracted by fast kicker
magnets. The ratio in circumference between the Main Ring and Booster is 13.25;
therefore the Main Ring is filled in 13 pulses. The typical Booster operating parameters
are summarized below in Table 2.1.

Table 2.1 Typical Booster Operating Parameters

injection method multiturn H*
Injection energy (kinetic) 203 MeV
Extraction energy 8 GeV
Circumnference 474 m

Cycling frequency 15Hz

Harmonic number h 84

RF frequency Ior 30.3 - 52.8 MHz
Revolution frequency (fzrr/A) L 360 - 628 kHz
Total # RF cavities 17

Maximum RF voltage Vrr 950 kV
Transition gamma ¥r 5.446

Long. momentum spread {inj) Ap/p 0.4 %

Long. emittance (inj) & 0.03 eV-sec
Horizontal, vertical tune Vi, Vy 6.7,6.8

Trans. emittance (inj) Ex, Ey 10, 77 mm-mrad

Focusing of the off-momentum particle motion is a critical concem in a
synchrotron. The absence of focusing in either the transverse or longitudinal planes
would lead very quickly to beam loss of particles off the nominal trajectory. ‘Modern
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synchrotrons focus the beam in the transverse plane using the principle of strong
focusing. This is achieved most commonly by using quadrupole electromagnets. The
quadrupole fields focus off-centered particies in one plane and defocus them in the
other. By alternating the orientation of the poles, one can provide alternating focusing
and defocusing simultaneously in both the horizontal and vertical planes. This Is
called an alternating gradient lattice.8 Just as in the optical analog with thin convex
and concave lenses, a sequence of equal strength posttive and negative magnetic lenses
can provide a net positive focusing to the circulating charged particle beam. The
current through the magnet coils fixes the focal length, which de;iends also on the
beam energy. In the Jongitudinal plane, the RF system provides the phase stability in
addition to acceleration. Phase focusing makes use of the fact that the revolution
period varies with particle energy. Particles are trapped and oscillate at the
synchrotron frequency in the RF potential, which for the Booster is about 2 kHz for
much of the cycle. The magnet lattice fixes what is known as the transition energy, a
relativistic effect which defines the point at which the revolution period of all particles
is identical, independent of energy. Phase focusing is thereby temporarily lost at
transition, an important effect in proton accelerators. Detalls on longitudinal particle
focusing and transition energy will be discussed in Chapter 3.

In the Booster, the primary transverse focusing function is provided by the
quadrupole-like fields of the combined-function magnets. Magnet colls in the shape of
flat pancakes, located above and below the magnet midplane, provide the guide field
that bends the beam around the vacuum chamber. The pole faces are shaped at an
angle to one another like a wedge, resulting in a field which also focuses the beam.
There are two types of magnets, called D and F, with different angles, focusing the
bearn either vertically or radjally, respectively. The focusing characteristic of
conventional quadrupoles is depicted in Figure 2.2, while the fields of the Booster
magnets are represented in Figure 2.3. Off-momentum particles execute betatron
oscillations of about 1 MHz as they move through the lattice in the Booster. This
defines the transverse tune, which is the number of oscillations executed by the
particles in one revolution. For historical reasons, these are known as betatron

oscillations.

The magnets are made by stacking steel laminations, bonded by epoxy and heat
treated, to minirnize eddy currents, and the entire combined-function magnet is inside
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(@) )

Figure 2.2 Standard Quadrupole Magnets. With the pole faces oriented as in view (a)
the magnet is focusing in the horizontal plane, defocusing in the vertical; in view (b},
the situation is reversed.

(a) (b)

Figure 2.3 Booster Combined-Function Magnets. Positive x points towards the center
of the ring. View {a) gives focusing in the vertical plane, defocusing in the horizontal
("D" magnet), while view (b) gives focusing in the horizontal plane, defocusing in the
vertical ("F" magnet). The field lines are actually curved such that they are
perpendicular to the pole faces.
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the vacuum chamber. The beam is directly exposed to these laminations. While this
design minimizes the aperture and thus the costs, this is the main source of the
broadband impedance in the ring, as will be discussed at greater length in Chapter 6.
The magnets are assembled into 48 modules, each consisting of a pair of D and F
magnets, a choke, a capacitor bank, an ion pump, a set of correction magnets, and a
beam position monitor. Two modules form one period in the Booster lattice. The
magnet system is powered in a resonant circuit by a 15 Hz sinusoidal waveform. The
magnetic flux density varies from 500 gauss at beam injection to 7000 gauss at
extraction. Hence, only half of the cycle is used, where dB/dt is positive.

In order to compensate for remnant and stray field eflects, two trim correction
magnet assemblies are placed in each period. Fractlonal transverse tunes are used
precisely to avoid resonances due to magnet errors. Each correction package contains
horizontal and vertical dipoles to correct the closed particle orbit, quadrupoles to
adjust the tune at injection, and skew quadrupoles to suppress coupling between the
transverse planes. Skew quadrupoles are rotated 45° from the orientation of normal
quadrupoles such that their pole faces are centered on the horizontal and vertical axes
of the vacuum chamber. If the transverse tunes are coupled, unstable motion in one
plane can be transferred to the other. This can lead to particle Joss if, for example,
large amplitude excursions in the horizontal plane become translated into the vertical,
which generally has a smaller aperture.

Other major subsystems include the vacuum systems, cooling systems, beam
injection and extraction, beam transfer, and safety. Detalls on these systems are not
relevant to our study and will not be given here. A number of diagnostics are available
to measure the properties of the beam. The detectors used to measure the beamn
current in the instability studies will be described in Chapter 4.

2.2 RF Cavities

Acceleration in modern synchrotrons is based on the use of RF drive, whereby
the charges are bunched and phased to acquire energy from one or more stationary
half- or quarter-wave cavity resonators. We will generally refer to these simply as
cavities. RF frequencies in the range of several hundred MHz, rather than the particle
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revolution frequency which is typically tens or hundreds of kHz, are used for the
fundamental frequency in cavities for practical reasons. The cavity is driven externally
with RF power coupled into the cavity in a number of ways with the goal of developing
a voltage across the single or multiple accelerating gaps. The phase of the sinusoidal
RF voltage when the bunches of the beam cross the gap is controlled in a proton
machine to remain in the nearly lnear portion of the waveform. The fundamental
frequency, phase, and voltage in the RF system are programmed to achieve the
required synchrotron radius and energy gain in the beamn over the cycle. A description
of the basic theory behind the design of the Booster RF cavities, based on References 9
and 10, is followed by the design specifics and operational aspects of the system.

Basic Theory

The Booster RF cavities by design fall into an important class known as coaxial
cavities. The fundamental! resonant frequency is comparable to the geometric jength,
and the cavity may be represented by a coaxial cable shoried at one end and
capacitively loaded at the other. Transmission line theory may be used to find the
voltage and current inside the cavity if we assume pure transverse electromagnetic
ficlds, i.e. TEM modes. The flelds oscillate in time, and the amplitudes along the line
are determined by standing-wave solutions which satisfy the boundary conditions. At
the shorted end, for example, the incident and reflected waves cancel, thus the voltage
vanishes while the current is maximum. For a small capacitance, the other end of the
line is essentially open, and therefore the voltage is maximum and the current
minimum.

Figure 2.4 shows the basic geometry and equivalent transmission line for the
coaxial cavity. For a lossless transmission line, we may write9

Vi(s) = jZo1{0)sin fSs

I(s) = 1(0)cos s (2.2.1)

where s is the distance along the line measured from the short (s=0), Zg = JL/C the

characteristic impedance per unit length, and =224 the phase constant or wave
number. The admittance ¥ at the gap is given by®
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2 20" JoC + y7RY (2.2.2)
where Z, is the tmpedance due to the "tip capacitance” at the gap and ZAJ is the
impedance at the end of the line, at s=/, given by V{/)//{]). To satisfy the bounaaxy
condition that the line is open at the end means that ¥=0 at the gap. By the resonance
condition, if C = O then tan ! - « and thus fEm»/2 and Emi/4, where m is any odd
integer. This gives an infinite number of solutions for waves of wavelength equal to
odd multiples of four times the length of the structure, hence the name quarter-wave
resonator. The lowest frequency is the fundamental mode.

Booster Cavity Design

The Booster cavity is actually two quarter-wave cavities end to end with the
common shorted ends replaced with a reactance. It thus becomes a double-gap
structure and may be considered a half-wave structure. A schematic showing the field
pattern for the fundamental accelerating mode is depicted in Figure 2.5. Note that at a
given instant in time, the electric longitudinal field components at the two gaps are 180
° out of phase. Net acceleration occurs for protons traversing the cavity if we take into
account the time-of-flight in the drift tube between gaps, during which the sense of the
field at the second gap changes sign. This is referred to as an even mode. For an odd
mode, the fields at the gaps cancel.

A cut-away drawing of the nominal cavity is shown in Figure 2.6. Some of the
important parameters of the system are summarized below in Table 2.1. RF power is
capacitively coupled into the cavity at the midpoint with a 100 kW power amplifier (PA)
mounted on top, while tuning is provided by the three ferrite tuners mounted at the
center. The drift tube, a tapered copper structure with a 2-1/4 in beam pipe in the
center and whose electrical length is 140 degrees, is situated between the gaps.
Alumina insulators at either end provide a vacuum seal for the gaps, the rest of the
cavity is open to atmospheric pressure. Not shown are small probes on either side of
the PA near the gaps (in air) known as gap monitors, which are used for feedback
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control and are available for diagnostics. Alsc not shown is the cavity short, a ferrite-
loaded copper rod on one side and near the PA which, when engaged, directly connects
the outer and inner conductors. As such, the gaps are not technically shorted;
however, the fields inside the cavity and at the gaps are altered in such a way that the
impedance is severely reduced. Another fixture, shown in Chapter 5, Figure 5.12, are
internal damping loops terminated in 50 ) loads known as cantennas. More will be
said about these loops in Chapter 5. '

The anode of the final tube of the PA is connected through a capacitor to the
drift tube, or inner conductor of the coaxlal cavity. The blocking capacitor isolates the
cavity any DC currents. The PA anode circuit is therefore an integral part of the
resonant structure. Since the accelerating voltage and cavity impedance change
through the cycle, the power output of the PA is programmed. The anode voltage, up
to a maximum 25 kV DC, controls the gap voltage. RF current gain {s varied by
modulating the current through the cascode driver tubes. Waveforms for the anode

voltage and cascode bias are computer generated.

Tune control and bandwidth in the Booster cavities is achieved by using
parallel-biased ferrites which function as variable inductors in the equivalent resonant
circuit. Ferrite tuners are coaxial transmission lines with shorted ends. The center
conductor is connected to the center of the drift tube in the cavity, thus the tuners are
a part of the resonating structure. 28 toroidal ferrite cores are mounted, with ten-turm

Table 2.2 RF Cavity Parameters. {Ref. 5}

Ferrite u, Injection 7.2
Ferrite 4, Extraction .15
Cavity Peak Voltage (across two gaps) 54 kV
Axial field strength ingap 0.36 MV/m
Cavity RF current (at current max) 1300 A
Cavity Z,, (tapers from 80 2 at a gap to 20 Q2 at center) 60 0
High Level RF (at location of ferrites) 850 A/m

RF stored energy/cavity at max voltage 0.03
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bias windings linking them. The reactance of tuners and, consequently, the
fundamental RF frequency of the cavity structure, is controlled by varying the current
through the bias windings.

RF System Operation

In the Booster, the energy to accelerate the proton beam is supplied by up to 17
ferrite-tuned RF-driven cavities. They are located in pairs over appro)dmatcly one third
of the ring (see Figure 2.1). One of the original 18 cavities was permanently removed in
1989, together with its power supplies in the gallery directly upstairs, to make room for
computers and diagnostic equipment. As noted earlier, the RF frequency sweeps from
30.3 MHz at injection (#=0.57) to 52.8 MHz at extraction (=0.994) in 33.3 msec. This
is nearly an octave (factor of two) in frequency. The frequency ramp rate peaks at 2.8
GHz/sec early in the cycle, falling exponentially to 10 MHz/sec at extraction. The high
ramp rate and broad tuning range present design constraints on the RF system as well
as on RF phase feedback and beam feedback systems.

In the Booster, beam "capture” into bunches begins at about 2.8 psec after
injection and continues over the next 100-200 psec (about 50 tumns). Ideally, one
wishes to cause stable regions, known as RF buckets, to slowly form in the phase
space. The coasting beam is thereby captured adiabatically with minirnum loss. To
this end, paraphasing of the RF cavities is employed. Prior to injection, the relative
phase between cavities is adjusted such that the electric flelds at the gaps for pairs of
cavities are 180 degrees out of phase; hence, no net acceleration occurs. In
paraphasing, the pairs of cavities are then slowly brought into phase. In this mode,
the cavities are cycled from some fixed, non-zero voltage. This technique hence avoids
multipactoring, an undesired cascading of electirons inside the cavity structure, which
occurs in the Booster cavities at smaller voltages. After one millisecond into the cycle,
the buckets are typically 80-95% filled. During acceleration, the systemn attempts to
maintain the desired energy gain and, in principle, a constant bucket area. The total
RF voltage rises up to a maximum of 810 kV just before the middle of the cycle.

An electronics systemn referred to as the low-level RF system (LLRF) maintains
the correct phase relation between circulating beam bunches and the accelerating gap
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voltage. The RF phase angle is continuously adjusted to maintain the required rate of
energy gain. Slow feedback keeps the beam at the correct radial position, while fast
feedback damps phase osclllations (n=0) through a feedback loop which mintmizes the
-phase error between the RF drive and cavity fleld (bias running closed loop). By
contrast, the high-power components make up the high-level system (HLRF). The
major components of the Booster RF system, showing the input of the various
programmed curves, is shown in Figure 2.7. '

The LLRF uses three approximate programmed curves to control the
acceleration process: FREQ, ROFF, RGAIN. The FREQ programs the voltage controlled
oscillator {VCO) to generate the RF signal. A feedback loop corrects the approximate
VCO frequency to match the beam frequency. A second feedback loop takes signal
from the radial position {RPOS) compared with ROFF, which specifies the desired radial
position through the cycle. The error signal, the difference between RPOS and ROFF,
is multiplied by RGAIN and delivered to the "phase shifter” to correct the accelerating

voltage.

At end of cycle, the RF system is phase-locked to that of the Main Ring to
achieve a bucket-to-bucket transfer of the beam. In practice, the voltage s about 200
kV at extraction, which is larger than theoretically necessary. In fact, the RF voltage
over the second half of the cycle is also larger than is necessary merely for acceleration.
Empirically, one finds that the beam is susceptible to losses after transition with
lowered RF voltage.

2.3 Operational Considerations

The Booster is a complex systemn of a multitude of devices by which several
operational parameters can be manipulated remotely via computer control. This is
typical of modern synchrotrons, and the allowable range over which these parameters
can be changed varies in each machine. In a typical accelerator physics experiment,
beam behavior is studied while one parémeter, such as the beam intensity, is varied,
keeping everything else flxed. Full control, or even knowledge, of all relevant
parameters is not always possible. Also at issue is the long- and short-term
repeatabtlity of the studies. Discussion of some of the specifics of the operational
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considerations and limitations is best appreciated after the synchrotron theory is
presented, and it will thus be postponed until efther the next chapter or Chapter 5, in
which the experiments are described in detail. Below is a summary of the basic
operation of the Booster, outlining the parameter space which can be explored. The
discussion is limited to those aspects which fmpact the present study of the
longitudinal coupled-bunch instability.

Operational parameters which may be varied are divided into two categories:
those relating to the properties of the beam itself and those relating to its environment,
the beam line. Foremost, as previously mentioned, the beam intensity can and is
routinely varied from about 0.5 to 2.5x10}2 protons per pulse. The timing of the
“chopper”, the device which selects the injected beam pulse length, is changed to
choose one or more turns. In addition to intensity, the input longitudinal beam
momentum spread can be changed in a limited way. By manipulating the acceleration
systemn in the Linac, the momentum spread in the extracted beam can be increased by
about 60%. Finally, the beam energy can be changed, again, in a very limited way.
The 15 Hz cycle for the magnets is fixed; therefore the options are: standard
acceleration from 200 MeV to 8 GeV, acceleration from 200 MeV to an energy less than
8 GeV, and fixed energy (injection). The magnet current and RF system program must
be changed to extract at another energy. In order to achieve a coasting beam, neither
the magnets nor the RF is ramped. The coasting beamn lifetime is only a few seconds.
In either non-standard case, a dedicated study period is requk;ed as these changes
disrupt normal operations. After the proposed Linac upgrade during the summer of
1993, the injection energy will be raised to 400 MeV. It is expected that this will
reduce early beam losses due to space charge effects. The extraction energy will
remain fixed at a nominal 8 GeV.

Beam line components which are found to impact the longitudinal stability of
the beam include, naturally, the RF cavities and the transitlon-jump system.
Regarding the RF system, one may choose to accelerate with between a minimum of 12
to all 17 cavities turned on. The nominal number is 15 or 16, which allows for a few
spares. The maximum RF voltage avaflable obviously changes when alternating
between cavity configurations, unless the RF voltage on individual cavities is changed
simultaneously. There is a minimum RF voltage necessary for acceleration, and f
running too few cavities, one risks frequent sparking inside the cavity. The RF drive
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and bias current is normally disconnected and the shorts engaged in the cavities which
are turned off. The cavity shorts are mechanically operated via computer control;
therefore their eflect can be studied separately. For studies, up to five cavities can be
removed entirely from the ring and replaced by a simple beam pipe.

The transition-jump system affects the dynamics of the beam through
transition energy. Its goal is to retain to the extent possible the linear properties of the
beam during transition. The effect of the jump system on the coupled-bunch
instability is highly variable, depending on the machine operating state, l.e. the way
that the Booster is "tuned”, and the timing of the jump. More will be said about this
later. In general, this system is turned off for the coupled-bunch instability studies to
fsolate its effect and help simplify the analysis of the problem.

The afore-mentioned longitudinal beamn damping system is also available.
Some study was made recently with the systemn; however, it is old, has fallen into
disrepair, has not influenced the longitudinal emittance at nominal intensities, and
thus is not normally used. Therefore, the damper is tumed off for the bulk of our
studies. The ongoing upgrade of the system is beyond the scope of this work.

Before studies can be performed, a steady operating state must be achieved and
maintained. While the Booster is available much of the time, normal operation
periodically requires scheduled or emergency shutdown for maintenance. After magnet
and RF systems are repowered, and especially after the beam line has been altered, the
Booster must be tuned, whereby the proton bca.m is steered Into and around the ring
using the correction magnets. In the process, the transverse fractional betatron tune is
also adjusted. Basic tuning after a major shutdown is an iterative process during
which the injection efficiency and extracted intensity are maximized and early beamn
losses minimized. Because these losses are related to space charge effects which
increase with intensity, the tuning procedure is repeated for ever higher intensity
settings. This process may take weeks. Magnet settings are stored in individual tables
for each intensity setting.

Ideally, all beam studies are performed with the machine in the same,
controlled state. Once tuned, the machine can remain stable for weeks at a time.
Each time the Booster is tuned, however, it is left in a new operating state. The
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settings of major components are saved periodically, but because of the numerous
variables in the system, very old tables cannot necessarily restore the previous
operating conditions. The tune can be measured, but not automatically as of the study
period. Slow drifts in the bending magnet current also occur on the scale of days.
Fluctuations, drifts, or deliberate changes in the Linac or the H™ source change the
initial conditions in the Booster. These all have a potential but unquantified effect on
the longitudinal stability of the beam. Longitudinal emittance data from several years
ago can be very different from recent data, even when no known changes were made to
the Booster in the intervening period. Data obtained over a relatively short time, for

example, on a scale of days or a week, are the most beljevably compared.
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3. THEORETICAL BASIS

Beam instablilities is a rich and important area of study in accelerator physics.
While the focus of this thesis is experimental, significant effort was devoted to
interpreting and adapting the theory to explain the observations. In this work, we limit
our discussions to the case of longitudinal bunched-beamn instabilities in a proton
machine. It is not my intent to reproduce in entirety the breadth of this subject as
many good references abound; these will be cited where appropriate. The basic topics
and equations extracted from the literature which are germain to this thesis are
presented in this chapter. Detailed calculations and results, including discussions of
the general and specific applicability of the linear formalism using the case of the
Booster, are deferred to Chapter 6. In some cases, data reduction is included in the

same chapter as that describing the raw measurements.

The motion of charged particles in an accelerator is, as for many other physical
systems, approximately harmonic. The dynamics is classified into two categories:
incoherent and coherent. The design of the magnets, focusing optics, and RF system
concerns the incoherent, or single-particle, motion. The reference, or synchronous,
particle is that which follows this design trajectory, and the motion of all other
particles is described relative to it. In the presence of destabilizing forces, the beam
responds in one or more of its coherent, or collective, oscillation modes. The methods
of statistical physics are invoked to describe these collective effects. Although the
physics is not unfamiliar, some of the terminology and concepts are specific to

accelerator physics and therefore merit some discussion.

As a basis, then, we begin with an introductory discussion of single-particle
longitudinal motion in phase space. The con"esponding kinematics for the Booster are
given. In the next section, we describe what we mean by collective, longitudinal
coupled-bunch modes and spectral analysis. Finally, in the last section, we discuss
the analysis of coliective, unstable phenomena. Included is the derivation’ of
expressions used to compute the linear instability growth. Also described are
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walkefields and coupling impedance, including the model impedance for RF cavity

resonant modes.
3.1 Introduction to Longitudinal Beam Physics

The basic figures-of-merit of a synchrotron are described in terms of the
concepts which are described below. The material is drawn largely from References 8,
11, 12, 13 and 14, an assortment of basic texts and compendia of beam equations.
The topics are arranged into four major areas. The single-particle kinematics such as
accelerating voltage, energy gain, and related parameters are given first. Next, a
derivation for transition energy is presented. Then, motion of the particles within the
RF potential is described together with the conditions for longitudinal phase stability.
To first order, the solutions to the equations of motion for the off-momentum particles
are linear. The result for the nonlinear variation of the particle oscillation, important
in our study of instabilities, {s presented. Finally, the method adopted for computing
longitudinal emittance from observable quantities is given. Included is a discussion of
the intrinsic assumpﬂons made in the calculation.

Single-Particle Kinematics

The relations among the dynamical quantities for a relativistic beam are given

by the famijliar expressions
v _ G
bo=F
y= 1
1-#
E = yEy total energy (3.1.1)
K=FE-Ey=Eyy-1) kinetic energy

t:}:a:,’E"’-—E‘,2 =E};,J?'2-l momentum

where the rest energy E,is 0.9383 GeV for protons. In an ideal accelerator, there is a
reference particle, known as the synchronous particle, which travels along the axis of
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the axis of the machine, known as the design trajectory. The velocity § of the design
particle may be written as

A= @R _ cp (3.1.2)
c E :

where Ris the radius of the synchrotron ring, ap is the angular revolution frequency,
and c is the speed of light. Acceleration is provided by a time-varying electric fleld
generated inside the radio-frequency (RF) resonant cavities. A consequence of this RF
field is that the beam is bunched. The frequency wrr of the RF system is related to the
revolution frequency by

o = hog (3.1.3)

where A Is known as the harmonic number, the maximum number of bunches. The
energy gained by the design particle per passage {(once per turn) through the RF
cavities is

AE, = eVsin g, (3.1.4)

Here V is the total peak RF voltage and ¢. Is the phase, with respect to the zero-
crossing of the RF field, at the moment f that the synchronous particle arrives. The
subscript s is used throughout this paper to denote the synchronous particle. In the
Booster, the average energy gained by a proton during one turmm may be roughly

calculated using BGeV_  Zusec
33msec  tum

= 0.5 MeV / turn average.

The magnetic field B must alsc vary to keep the radius of the motion fixed.
Recall that for circular acceleration of a charged particle under the influence of a
magnetic field , the momentum is given by

p=epB (3.1.5)
where g is the radius of curvature of the motion inside the magnet. Because in general

in a synchrotron, the magnets physically occupy only a portion of the circumference of
the machine, the radii p and R are not exactly the same. The energy gain per tum of
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the synchronous particle may be expressed in terms of B by computing the force per
unit length integrated over the circumference C
dB

AE, = §Fmrs=2::1@1;%=2’:e,o}?-dT (3.1.6)
L ag

All the kinematic parameters, including the RF frequency and voltage, may be
derived from the desired momentum (or kinetic energy) at injection and extraction. In
the Booster, the time variation of the magnet fleld, and hence also the momentum, is
sinusoidal, following a 15 Hz repetition rate

cplt) = Ay + Ay cos(30xt) (3.1.7)

where the constants 4 =1(cp; +¢ps) and A; = 1(cp, - cpy) are determined by the

boundary conditions. The time £ refers to the time in the cycle after injection at &0,
The accelerating voltage is computed from the required energy gain using (3.1.6).

V(0 = % - .2_:’.3;‘(:) v (3.1.8)
F(t)= 1dicp) _-3074, sin(30 zt) [eV/m] (3.1.9)
c dt c

The phase of the accelerating RF voltage relative to the synchronous particle, assuming
the peak RF voltage V is known as a function of time, is given by rewriting {3.1.8)
using (3.1.4)

_ vV, ()
P arcsin(-?,(—t-)—J (3.1.10)

Transition

One may define several characteristic constants in an accelerator which are a
function of the energy spread in the beam. For example, a particle with greater
momentum than the design particle will bend less in the dipole guide field and thus
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experience a larger radius. Off-momentumn particles traversing the quadrupole fields
off-axis are also bent with varying radii as if in dipole fields. All this leads to a
difference in path length with respect to the design particie over the closed orbit. One
defines a parameter known as the "momentum compaction” factor, the differential ratio
of this path length difference to momentum difference. To first order, it is expressed as

_dR p 1 '
a=— dp=rT2 (3.1.11)

Note that @, and thus y;, are constants. As seen earlier, the quadrupole fields are

responsible for defining the machine "tune”. The momentum compaction factor may be

formally derived in terms of the bending angles and strengths of the quadrupoles; here,
we will only state that for most simple lattices, y5 = v, the horizontal tune.l1

Another parameter is 7, the frequency dispersion or "slip factor”, which relates
the change in revolution period to the change in momentum for a fixed magnetic field.
Again, to first order, it is given by

dp (3.1.12)

From equation (3.1.2), we may express the periodas T = _?E% Then, using equations
c

{3.1.1), we may write

dT _{dR dﬁ) dg_1-# dy dp __ydy _ dy
s 2= | ——— ——— — = — = — (3.1-13)
T[Rﬂ 5 h VT RA P (-1 Pr
Combining terms and substituting into eqn. (3.1.12), we have
dR dv \p dRp 1 1 1
|2 _ &\ p_2xP_ - 2 3.1.14)
7 [R ﬂ’f‘]dp Rdp 72 y* P (

The first term is just the momentum compaction factor. We associate yr with a

specific energy known as the transition energy. In most proton machines, n changes
sign over the acceleration cycle, starting out negative as initially, y <yy. The
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implication of this result is that there exists a beam energy yE, = yrEy when 7=0 for
which the period of all particles is equal, independent of energy. This has
consequences for longitudinal phase stability, as discussed below. The expression

(3.1.14)} 1s not strictly valid exactly at transition, where nonlinear effects must be taken
into account (higher-order terms in dp = dp/p). While changing the dynamics of the

beam when crossing transition s seen experimentally to affect the coupled-bunch
instability, a theoretical treatment of transition is beyond the scope of this work.

RF Phase Stability

Acceleration in a synchrotron would be impossible without longitudinal phase
focusing. That particles are trapped and oscillate in the potential provided by the RF
system is attributed to the existence of frequency dispersion, i.e. that the revolution
period varies with particle energy. This will become clear as we derive the longitudinal

equations of motion.

The trajectory of an arbitrary particle may be described in the particie frame of
reference. We will use the phase space coordinates (AE,Ad), the deviation in energy

and phase relative to the synchronous particle. As these deviations are typically very
small, the derivative and difference operators d < A are often used interchangeably in
the literature. By eqns. (3.1.4), the energy gained and the rate of phase advance by an

off-momentum particle are expressed as

dE = eV(sin ¢- sin ¢;) (3.1.15)
d$ = -hdawyg (3.1.16)

Recalling the relativistic relations (3.1.1) and eqn. (3.1.12), we write

dp _ 1 dE
> " FE (3.1.17)

(3.1.18)
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Solving for dyin terms of 5 in eqn. (3.1.18} and using (3.1.16),

- pgy B gy 27Esyf° db
dE = Eody ~L 7 e dt (3.1.19)

In writing eqn. (3.1.19), we have assumed that f, 7, 7, and w, vary slowly with respect
to the synchrotron oscillation. Equating egns. (3.1.15) and (3.1.19) leads to the
classical differential equation for synchrotron motion:

5 s
g+ 0B207€Y (i g-sing,)=0 (3.1.20)

27E, v/

The trajectory in phase space is obtained using the standard procedure of multiplying
(3.1.20) by ¢ and integrating over time. The result gives total "energy" 7% V= Uf

2
1 +M(cos - ¢sin = constant (3.1.21)
1 ¢ 2nE, 7P ¢- ¢sing;)

Using eqn. (3.1.19), we rewrite (3.1.21) to obtain the contours of the motion in (AE, A¢)
phase space

AE? 4+ E’%(COS ¢~ ¢sin ¢;} = constant (3.1.22)

In small amplitude oscillations, the influence of the sinusoidal RF wave on particle
motion is essentially linear. In this limit, eqn. (3.1.22} describes circular contours. For

small amplitudes A¢ = (¢ - ¢5) << 1; therefore,

sin ¢ = sin{g; + Ag) = sin g, + Agcos g (3.1.23)

Expression (3.1.20) simplifies to simple harmonic motion about the synchronous
phase with the so-called synchrotron frequency a;:

;+m.92(¢‘¢3)= 0 (3.1.24)



39

=
w, = nhayeV cos g, (3.1.25)
27E, yf*

In the case of larger amplitude oscillations, the particles are affected by an increasingly
nonlinear RF waveform, and the path in phase space given by eqn. (3.1.22) becomes
distorted as seen in Figures 3.1 and 3.2. The maximum path for which the particle

motion is still bounded defines the separatrix. In egn. (3.1.24), stablility of motion
requires that , be real; therefore, n7cos ¢, > 0, leading to the conditions

before transitlonr 7 <0, Z< $s <
2 (3.1.26)
after transition: n>0, O<gs <-’2-E

Phase stability may be understood as follows, using the {llustrative diagram in
Figure 3.1. Before transition, a particle with less energy than the synchronous particle
will lag in phase because of its smaller velocity. It will arrive later at the RF gap and,
because the longitudinal electric field is sinusoidal, see a larger RF voltage, and gain
more energy than the synchronous particle. Half a synchrotron period later, it will
have overtaken the synchronous particle and arrive earlier, whereupon it sees a
smaller RF voltage and falls behind once more. The particle trajectory follows a closed
cllipse in phase space and is therefore stable. After transition, because of the
relativistic effect, particles with more or less energy have virtually equal velocity.
Instead, the increased path length of a particle with greater energy causes it to lag
behind, so now, a lagging particle needs a smaller energy gain to remain stable. This is
achieved by satisfying the stability eriterlon in eqn. {3.1.26): at transition, where 7
changes sign, the RF phase ¢, must be suddenly shified by 7. A particle arriving late at
the RF gap will consequently experience a smaller voltage.

The enclosed regions in phase space of stable particle motion are called the "RF
buckets.” All the particles trapped within these buckets may be accelerated or
otherwise controlled, and are collectively known as the "bunches.” The area, height,
and Jength of a single bucket may be calculated using the following expressions:13

bucket area = 182 | €VEs 1) [eV - sec] 38.1.27)



Figure 3.1 Longitudinal Phase Stability of Synchrotron Motion. The view at left
shows the case before transition, while the one at right shows after transition. [Ref. 12]
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bucket height = £ —- 25 eV - sec] (3.1.28)

Vs A0
bucket length=¢, -4 = 2~ ¢, - & {rad) (3.1.29)

The functions a(I') and AT}, where I' = sin g, are the "moving bucket" parameters and

may be found in table form in Ref. 14. Reference to "moving’ means that the beam is
being accelerated. When I'=0, the beam is "coasting” at fixed energy, and the bucket is
called “stationary.” The effect on the RF bucket of varylng the synchronous phase
angle can be seen in Figure 3.2. The moving bucket parameters, in addition to the
variation in the phase ¢, of the bucket edge, are plotted in Appendix A, Figure A.1.

The synchrotron frequency can no longer be assumed constant for large
amplitude particles. The spread in frequencies is an important effect in the case of
coherent longitudinal instabilities as this provides the only stabilizing mechanism.
Derivation of the amplitude dependence of the synchrotron frequency involves solving
for the period of the motion in egn. (3.1.21) by solving for ¢ and integrating
T, = J. dt = J d¢/4. The result involves elliptic integrals. An alternate approximate

approach follows the method of Kryloff and Bogoliuboff, in which an approximate
solution for ¢ is applied, assuming an amplitude-dependent frequency, the amplitude

itself unchanged by the nonlmearjty.l5 For the stationary bucket, the widely-guoted
result 1s8.11,13,15 |

1

8
wslg) = ﬁi_.;(olzm ws(o)[l 16] (3.1.31)

where ¢; is the half bunch length in [rad}, @40} is the synchrotron frequency In eqn.
x/2

(8.1.25), and K(x}= I (l xsin? ) &dﬁ is the complete clliptic integral of the first
o

kind. The approximate expression on the right hand side in (3.1.31) is valid for small
bunch lengths ¢; <<1. For the moving bucket, the case in which we are more
interested, two authors offer the solution?+16
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5
oy (d )~ 05(0)( (1 +—= 3 tan? Q,.) ?;5 } (3.1.32)

A dertvation for the approximate expression in (3.1.32} is given in Ref. 9 using an
expansion around ¢, keeping terms to fourth order. A graphical representation of the
amplitude-dependent synchrotron frequency is shown in Appendix A, Figure A2ina
family of curves for various values of g, taken from Ref. 11.

Longitudinal Emittance

The energy-time (2-dim) phase space area occupied by a "bunch”, an ensemble
of particles trapped within an RF bucket, is known as the longitudinal emittance. In a
machine of several bunches, the quantity of interest is the average single-bunch
emittance. As this is a pivotal quantity in this thesis, careful attention is given to the
varying definitions and assumptions in the literature. The bearn area is estimated by
assuming that the outer boundary of the phase space distribution of the particles in
the bunch is "matched” to the contours of constant energy in the RF bucket (recall eqn.
(3.1.22)). As the bucket parameters are easily calculated by egns. (3.1.27) - (3.1.29),
the beam parameters may be obtained as a ratio of bunch to bucket length multiplied
by the appropriate bucket quantities:13

2
total bunch length

Ca(T) [V -sec] (3.1.33
total bucket 1engt.h) () [eV -sec] ( )

& = beam area = (bucket area)(

total bunch length
total bucket length

AE = beam height = (bucket height)[ )cﬁ(r) [eV] (3.1.34)

The beam parameters may be determined from the plot in Appendix A, Figure A.3 (Ref.
13). The bunch length may be directly observed using a resistive-wall monitor, which
samples the Jongitudinal charge distribution. This signal was shown in Figure 1.1.
The bunch length measured must be consistent with one of two definitions of
emittance commonly used: the r.m.s. and the 95% emittance. In this thesis, we adopt
the notion that the emittance gives the area occupied by 95% of the particles. Then,
the bunch length represents nearly all of the particles (97%).
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Several difficulties present themselves in calculating the emijttance of the beam.
Often, it is difficult to determine the baseline in the signal from which to determine the
edge of the bunch. There can be noise or undesired reflections in the signal.
Measurements using a digital oscilloscope facilitate recording the measurements, but
limits on resclution may impede precision. More will be said about the specific limits
in our case in Chapter 4. Many authors suggest assuming a specific phase space
distribution for analyzing the beam. For proton beams, most adopt the elliptic
distribution, which has a parabolic projection {charge density.) The gaussian is
preferred as describing electron beams. The longitudinal bunch signal may then be
fitted with such a function and the bunch length deduced. In the case of stable beams,
this approach is probably adequate. However, as we shall see in the Booster, on
development of instabilities, the bunch becomes frregular and often asymmetric. The
simulation results, presented tn Chapter 7, suggest that strong filamentation of the
beam may be occurring. The result is that the above calculation of the emittance

overestimates the true beam area.

A program was written to produce tables of the time variation of the Booster
parameters for various initial conditions. It should be noted that at Fermilab, a
distinction is made between the machine's acceleration cycle and the global cycle. The
latter is a relative timeline which is used to trigger specific processes and programs for
operations. Hereafter, most references to the "cycle” will indicate this global timeline.
Output for the standard Booster kinematic conditions in increments of 1 msec is found
in Appendix A, Table A.1 (all 17 cavities). The bucket length has been converted from
[rad] to [sec] by dividing eqn. (3.1.29) by {hag): likewise, the bucket height is expressed
in [eV] by multiplying eqn. {3.1.28) by (hay). Note that beam is injected at 2 msec in
the cycle, so that extraction occurs at 35.3 msec. One variation, with the extraction
energy changed to 4 GeV, is given in Table A.2. Table A.3 shows the parameter set for
operation after the Linac upgrade is completed, when the infection energy is changed
to 400 MeV. Typical values for the dynamic RF and beam parameters in the Booster
are also plotted in Appendix A. The titles of these figures are self-explanatory.



3.2 Coupled-Bunch Modes

We were introduced briefly in Chapter 1 to the signature of coupled-bunch
motion in the time domain in the case of the Booster. Before discussing how they arise
and become unstable, we will illustrate the coupled-bunch mode structure with a
simple example of M=6 bunches first graphically, then using spectral analysis. We
adopt the notation of Sacherer,? while the graphical representation is inspired by
Baartman?®. The coupled-bunch modes are denoted by the index n. There are two
associated intrabunch synchrotron oscillation modes; the rigid azimuthal mode and
the non-rigid radial mode. It can be shown that the azirnuthal modes, denoted by

index 7m, are dominant9; therefore, we assume the radial modes can be neglected.

Consider first a single bunch in phase space. For the bunch to be rigid, we

assume that the synchrotron frequency «, is constant for all particles. The normalized
phase space coordinates are (7, 7/ w;), where ris the arrival time of a particle relative

to the synchronous particle and 7= nAp/p is proportional to the momentum spread.
In the drawing at the upper left of Figure 3.3, view (a) , the bunch is shown in phase
space centered on the synchronous position. Below it is the charge density, which is
the longitudinal projection or the signal s, that would be detected in a resistive wall
current monitor. At the right, the bunch is displaced a distance 7,. As it rotates in
phase space, s, is seen to execuie harmonic motion about the synchronous

equilibrium position with amplitude r,. This is the dipole bunch mode m=1.

If the bunch becomes distorted, say elongated, and is no longer matched to the
RF bucket, it will "tumble” as it rotates. In the drawing in the middle of Figure 3.3, we
see two views timed one quarter synchrotron turn apart in phase space. The
oscillations in s), remain centered on the synchronous position, but the charge density
amplitude appears to be varying. This is the quadrupole mode m=2, also called the
“breathing” mode. When the synchrotron phase goes through an angle #, the bunch
distribution retumns to its original orientation, so the effective frequency is 2o,

Higher modes are possible. In the sextupole mode =3, the frequency is 3w, It
shown in three views at the bottom of Figure 3.3 each separated in synchronous
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. A, b

Figure 3.3 Phase Space Area and Charge Density Representations of Synchrotron
Oscillation Modes: (a) dipole, (b) quadrupole, and (c) sextupole.




Figure 3.4 Phase Space Area and Charge Density Representations of a Combination
of Dipole and Quadrupole Synchrotron Oscillation Modes.
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phase by z/2. A combination of two or more azimtutthal modes are also possible. In
Figure 3.4, we see an illustration for the dipole and quadrupole rigid bunch modes
occurring simultaneously. The distorted bunch is shown with two initial orientations
differing by /2. We would see two associated frequencles: @, and 2a,

Consider now the train of all =6 bunches. The equilibrium case is shown in
Figure 3.5 for coupled-bunch mode =0 and synchrotron mode m=0. Each bunch is
centered on the synchronous phase with a spacing of 75/ M, where T is the revolution
frequency around the ring. The first bunch is repeated at far right, so the drawing

represents one turn.

In the first coupled-bunch dipole mode n=1 and =1, each bunch is displaced
2a/M = #/3 in phase space from the previous bunch (see Figure 3.6). If we trace the

centroid positions of the bunches in phase space, we see a "wave” of one wavelength
over the circumference of the ring. The relative phase between bunches is preserved as
each bunch oscillates about its synchronous phase. Because the synchrotron
frequency is several orders of magnitude smaller than the revolution frequency, one
turn in phase space occurs after hundreds of turns around the ring.

n=0

=0

bunch # 1 2 3 4 5 6 1

&4 A & £ 4 A

Figure 3.5 Equilibrium Phase {n=0} Representation of Coupled-Bunch Modes for an
Example Train of Six Bunches.
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.Figure 3.6 Phase Oscillation Representation for n=1 Coupled-Bunch Dipole Mode
m=1 for Six-Bunch Example. The phase advance of both the bunch centroid as well as
each bunch is 2x over one tumn.

Figure 3.7 Phase Oscillation Representation for n=1 Coupled-Bunch Quadrupole
Mode m=2 for Six-Bunch Example. The phase advance of the perturbed distribution is
again 2x over one turn while that of each individual particle is only .

5 ) P
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n=5 (1)
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n=6 (0)

m=1

&) ool ol el ¢
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Figure 3.8 Phase Oscillation Representation for Higher-Order (n=2,3.4.5.6)

Coupled-Bunch Modes in Example.
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The first coupled-bunch quadrupole mode 7=2 is depicted In Figure 3.7. One
particle on one edge of the bunch is marked. The perturbed bunch is seen to return to
its original orientation after one turn, giving mode n=1. However, now the phase offset
between bunches is 2a4/mM = #/6, as noted by the marked particle. Higher-order

synchrotron modes can be fllustrated in a similar fashion.

We may examine the higher order coupled-bunch dipole modes 7=2,3,4,5,6 In
the sequence in Figure 3.8. In each case, the phase between bunches is 72/3. Mode
=2 has two wavelengths over one turn, 7=3 has three. Note that mode =4 looks
exactly like =2, n=5 looks like =1, and =6 looks like =0 except for the phase.
These modes therefore cannot be distinguished by the frequency alone. As with the
single-bunch modes m, two or more coupled-bunch modes 1 can exist simultaneously
in the beam.

Spectral Analysis

On development of instabilities in the Booster, the manifestation in the time
domain of multiple coupled-bunch modes becomes complicated very quickly. The
beam spectral data are rich in structure and detail, and are more amenable to analysis.
The spectral analysis Is straightforward, using the standard technique of Fourier
analyzing the temporal signal. To describe the coupled-bunch modes, great care must
be exercised to correctly express the interbunch phase advance. Obvious but common
erTors can arise when attempting to extrapolate the resuit from phase modulation of a
single bunch. The derivation which follows is based in part on Ref. 9 and 17.

Consider a train of M bunches of N particles with an arbitrary charge density
distribution circulating in a ring and undergoing longitudinal coupled-bunch phase
oscillations. We will assume that a single coupled-bunch mode n (of possible range
0 < n< M-1) is present. The motion of each bunch may be described in normalized
phase space coordinates (7, 1/ @,). Again, r is the arrival time of a particle in the
bunch relative to the synchronous particle, while 7/ @, 1s related to the momenturn
spread. It is entirely equivalent to use the radial and azimuthal coordinates (7.6).

where the angle § is measured relative to the synchronous particle:
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f(60.7,1) .

l‘iz = 1‘2 + 122
NG (3.2.1)
r=%cosf, ~=7%siné
g

We observe the signal developed in a detector located in the machine at a phase chosen
(with no loss of generality) to be y=0. The signal {in volts} is proportional to the

perturbed current, and may be expressed as an infinite train of nearly periodic &
functions. To analyze M bunches each with identical distributions f(8y.%.¢) and N

particles per bunch, we write

w 2r=

S=Nea Y [ [£(60.56)5(e-1,~ vty) ey (3.2.2)

w-o 0 0

where a is the "impedance” of the detector, v refers to the wth bunch, & = 22/ Mw, is
the time between bunches, and ay is the revolution frequency.

We will use 6, to describe the phase relation among the bunches for a

coupled-bunch mode 5. The index m is interpreted as before as the synchrotron mode.
The phase modulation is at the synchrotron frequency ;. The arrival time of each
individual particle is therefore expressed as

1, = Tcos(wt + vl + 6) (3.2.3)

In writing eqn. (3.2.3), we have assumed that there is no coupling of synchrotron

modes; this is the zero current lirnit. The distribution has the usual normalization
2x| f(7,6p.£} Tdr = 1. We can expand this function in the azimuthal synchrotron modes

using

f(6o.7.8)= D [n(D)e ™o B!, where [, = fo(7) (3.2.4)
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Here 4 and £y, are the stationary and perturbed distributions, respectively, and 2, is
the complex, coherent frequency of the unstable mode. The detected signal (3.2.2) may
thus bhe written

2xw

S(t) = Nea I j ifm(‘f]e""’go eBut i.s(t-:,- vp)tdidl,  (3.2.5)

00 m=r= Vo —to

In the absence of coupled-bunch motion, the bunches are indistinguishable
and the periodicity in the signal is £, = T5/M, where T, =2s/wy is the revolution
period. In the presence of a coupled-bunch instability, however, the bunches are
displaced from the synchronous position at various phases. Since the synchrotron
frequency @, << wp, the oscillatory motion of the mode appears to be approximately
rigid in time over one turn. Therefore, the true perjodicity in the signal over one turn is
75 Also, the problem may be separated into fast (7) (in which wgf=constant) and slow
(T) time scales. We drop the subscript 75=7"in the discussion below.

Any function periodic in 7, such that Fl) = F{é+7), may be expressed as a
Fourier series. The coefficients ¢; are strictly constant in ttme and are given as an
integral over ane period

Fit) = ch ekl where g = 2z
T
kw—c
{3.2.6)
cx =-;: TF(t}e““" dt

-%

We proceed by first expressing a single coefficient s; of the periodic delta-function in
(3.2.5) using (3.2.6)

- M
Sx = lz 8t - 7, - vty ) e ot gy (3.2.7)
T v-l...{.
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Sy = —z ¢ dkwolry+vty) (3.2.8)

In our case, the coefficients are independent of time in the fast time scale. In limiting
the integration to cover only one period, the sum over bunches is truncated to total M.
Substituting 7, from (3.2.3) and 7, gives

I M . _IZxkv
5y = ?Ze‘”“"o“’“‘“’-‘* Wmnt0o) g M (3.2.9)

vx]

The first exponential may be expanded in cylindrical functions using the following well-
known relation18

hd
el = N 19, (r)e' (3.2.10)

g=-

where J, are the Bessel functions. Making this substitution, and collecting terms in
exp(i

o M m—z—xir
. =% " 79y (kagt)e 4o+ %) A{s0er 37 ) (3.2.11)

g=—w =]
The Fourier series as given in eqns. (3.2.6) may now be summed:

o)
s(t)-— Z er (kwg7) eX% "*”D*W')'Ze (3.2.12)

kn -0 g=— 80 vl

Substituting eqn. (3.2.12) into the signal (3.2.5) yields
u Homit)

(3.1.13)

S(t)= T 00 3 efhwotau,+0alt 1g j Fn (D (ko) 7 j '<9-m>°odaoze
mpg o

Note that the last integral, being of a periodic function, vanishes unless
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fella-mogg, = 228, (3.1.14)
o

Thus only terms with gm survive. The sum over v vanishes unless

k=( pPM +m ], where p is an integer. Although we have not written 6,

oy
(27/M)
explicitly, it is perlodic in 22/M and thus k is also an integer. Making this

substitution, we can use

M w [
> e PV=M  and P (3.2.15)
v=l k=—m p=—w

Let wpm, = (pM+m§’ﬁ-—i]wo. such that wpp ;.0 = pPMop. Using eqn. (3.2.14) and

(3.1.15), the time signal in eqn. (3.1.13) becomes

S.(t}=3__’”rw”‘” ¢! @pmnt M0+ Q) [ taDmlopmat)rd 3216
pm

We now Fourier transform using the definitions

= __l__ T - lot .
Flo)= 27r_J; Flf) et gt (3.2.19)

L -]
J' XXM gt = 20 5 x - x') (3.2.20)

We may consider the spectrum in (3.2.16) due to the stationary and perturbed beam
separately; i.e., S.(t):S'(o)(tHS.(m)(t}. For m=0, recall that wp, ;.0 = PMaogy and

substitute wg = 24/7. We obtain

5 @) = NMewga ¥ 8(w - pMa,) [ ol pMoo?) o112 3.2.21)
oo 0 .
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We similarly obtain for m#0,

S{"N0) = NMewga Y. (- 0y ~ g - Q) 1™ [Vl @pma?) (D 3k (3.2:22)

poarse-o ' 0

The expressions {3.2.21) and (3.2.22) together give the full signal for a given
coupled-bunch mode n in (volts/Hz) valid for all m. We have chosen the index m in
eqns. (3.2.3) and (3.2.4) to have the same interpretation; i.e. it refers tq the synchrotron
oscillation mode. These signals are discrete spectra at the frequencies @ given by the

8
f . = — ) — | gy, | the ph
SHfunctions. Recall that wpy, ( PM+m (2::/M)]w° where 6., is the phase relation
among the bunch oscillations for 'a given coupled-bunch mode 72 and synchrotron
mode m. The phase angle §,,, was defined previously in the discussion of the mode
structure as
2

Omn = (3.2.23)

Writing @pmp eXplicitly in eqn.(3.2.22), we obtain the perturbed beam spectrum

@ = kag +|m|ws + Q.  where k= (pM +n) (3.2.24)

For a stable beam, spectral lines appear only at harmonics of the RF frequency. In the
case of a perturbed beam, the spectrum is that of a signal phase-modulated at those
rotation harmonics kay corresponding to the specific coupled-bunch mode n which is
being driven. Spectral lines appear at the frequencies given by o: synchrotron
sidebands appear around the rotation lines kwp in each RF order p offset by the
coherent frequency Qg In the presence of multiple coupled-bunch modes, the
perturbed spectra are superimposed. The integrals over time are interpreted as form
factors, forcing an envelope over the spectral lines and determining their relative
amplitudes. The form factor is a convolution of the particle distribution with the
Bessel functions.

It is possible to extract from the spectra in egns. (3.2.21) and (3.2.22) both the
stationary (f{) and perturbed (/) phase space distributions for the particles. There is a
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different set of radial functions £, for each coupled-bunch mode. The first moment of
the distribution £ gives the dipole coupled-bunch mode amplitude r,, The bunch
length r; may be derived from the stationary distribution £. This will be shown
explicitly in Chapter 5. This analysis provides a technique to experimentally study the
radial time evolution of the motion in phase space. Instability theory always describes
the beam in this radial parameter. In reality, we are limited to direct measurements of
only the projections of these distributions. '

We will illustrate in Figure 3.9 a pure dipole Imli=1 coupled-bunch mode
spectrum with the same example of M=6 bunches. The schematic is based on
Sacherer.4 The arrows represent all possible frequencies @ and are directed down for
sidebands which are damping, up for anti-damping (i.e., unstable). The case shown
corresponds to above transition, where the upper sidebands are unstable. The reason
for this will be discussed in the next section in greater detail. The real spectrum is
depicted at the top of the figure. In a measurement, the negative frequencies will be
aliased as positive frequencies. This is equivalent to folding the chart over onto the
positive a¥axp axis, as seen at the bottom of the same figure. To describe the case of
higher-order synchrotron modes m, additional sidebands in @ must be included in the
figure.

I an instability at coupled-bunch mode n begins as a linear dipole oscillation, a
sideband at (w+(),) appears at a particular rotation harmonic XAna, The relative
amplitudes of the lines in each RF order p will be determined by the form factor with
Bessel function J). In the case of a quadrupole m=2 oscillation, a Qes+0,) line
appears at A{n)wy. The envelope of these lines is determined by <J,, and so on for
higher-order synchrotron modes. In the case of small amplitude oscillations,
azimuthal symmetry may be assumed and we may limit discussion to the dipole mode
[m]=1. If we consider dipole modes of Jarger amplitude, or if the distribution becomes
distorted in the nonlinear part of the RF potential, the second term (1 m!=2) cannot be
neglected. In the Booster spectra, we cannot resolve the synchrotron sidebands;
therefore all the signal power appears at the rotation harmonic k. We may estimate the
relative importance of the various synchrotron modes from either the time domain
{"mountain range”) or by the aid of simulation.
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In order for any coupled-bunch mode to appear, it must be driven by an
external impedance. If the impedance is narrow enough, such that the width is smaller
than a,, it may couple to a single beam mode. Higher-order resonant modes in RF
cavity structures typically have this characteristic. The arrangement of the stable and
unstable lines in Figure 3.9 shows that if a narrow resonance drives the M=6 beam ata
frequency corresponding to a coupled-bunch mode at a multiple of 3 {or generally,
M/2), sideband cancellation occurs and it will not grow. This is also true if two
resonances drive the beam simultaneously at » and at (M-n), even if in different RF
orders p. However, a resonance width need not be smaller than ay to drive an
instability. Especially with large M, a single impedance may drive several neighboring

bearn modes.

It should be noted that the analysis presented here 1s valid only for a full ring of
M=h bunches, where A is the harmonic number. For a non-uniformly filled ring, the
perturbed bunch distributions are no longer identical because bunches with only one
or no neighbors will experience a different wake field and hence potentially a different
amplitude of coherent motion. The analysis is complicated as the sum over bunches in
eqn. {3.2.15) can no longer be performed. The form factor also changes.

=1
n=3 4 5 o 1 2 3 4 5 0 1 2 3 4
k= -3 -2 -1 01 2 3 4 5 6 7 8 9 10 m,mo
p= 0 1
Nn=

(D/Ct)o

Figure 3.9 Frequency Spectrum Chart for Dipole Synchrotron Oscillation Mode. The
real spectrum is shown at top. while the measured is depicted below. Only those lines
which are excited or driven will actually appear. )
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3.3 Linear Coupled-Bunch Mode Instability Theory

In the previous section, we examined the mathematical and physical
manifestation of longitudinal coupled-bunch modes. We had used prior knowledge of
the nature of the instabflity to derive the expression for the perturbed current. Here,
we will describe by what means the unstable modes are driven and under what

conditions they grow.

There are two views which characterize the electromagnetic coupling between

the beamn and its environment, specifically, the RF cavities, In the frequency domain,
we may decompose the beam current into its Fourier components / (), each of which

gives rise to a voltage -V (o) as it traverses the cavity gaps. The impedance is defined
as the ratio of the output and the input; i.e. Z(w) = -V(w)/I{»). With sufficient beam

intensity and tmpedance, the resulting force may drive the beam fluctuations and
cause unstable motion. An equivalent view is in the time-domain: as the beam passes
through the RF cavity, it excites time-varying electromagnetic flelds known as wake
fields. The flelds which are supported as standing waves in the cavity are sustained,
and under the right conditions, these in turn act back on the beam and cause a
collective response. The transient response at the gap may be found by Laplace
transforming the impedance using an appropriate model. Hence, we focus on the
impedance as this is far more readily measured so that solutions are attainable.

The time evolution of this collective behavior of the beam is determined by
solving the Viasov equation. Included is a forcing term due to the response of the
beam to an external impedance. Before proceeding with the deﬂvaﬁon of the linear
instability theory, we will first characterize this coupling impedance,

Longitudinal Coupling Impedance

For a coupled-bunch instability to occur, the impedance must have very
specific characteristics. It must have a frequency equal to the beamn mode frequencies
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o of eqn. (3.2.24) and be of sufficient magnitude. In order to couple effectively with the
beam, the frequency must lie within the response envelope of the beam determined by
the form factor. The wake fleld which is excited by the beamn must be of sufficient
duration to affect neighboring bunches, providing a means by which the bunches are
coupled, or "communicate” with each other. These conditions favor the high-@ higher-
order parasitic resonant modes in the RF cavities. They are called parasitic because
they are only driven by the beam.

The series-parallel LRC lumped-element circuit model, represented in Figure
3.10 (a), can be applied in a imited way to the coaxial cavity to represent the frequency
response of a high-@ mode near resonance.9:19 In this physical analog, a gap
capacitance is resonating with an inductance with relatively small losses (R).
Obviously, a real cavity has many modes; the circuit has but one. The energy stored in
the circuit may be expressed, including the exponential decay due to the losses, by
U= -%I.f 2e~2a! We introduce the quality factor £, a convenient, dimensionless figure-

of-merit given by

_ (energy stored)
=r (average power loss)

o m,-‘% (3.3.1}

The negative rate of change of the stored energy over several cycles is equal to the
average power loss:

—% =2all =W, therefore a=2L . (3.3.2)

25

Instantaneously, neglecting the decay, for the case of resistance R; in series with L, the
energy is stored in the inductance and the power dissipated in the resistance,

U=1Li? and W=1R % thercfore @= 2’5"5 (3.3.3)
L

It s equivalent and perhaps more appropriate to use the conventional parallel LRC
circuit in Figure 3.10 {b), with a high shunt resistance R,, to characterize the beam
coupling impedance. The impedance may be expressed as
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1
m—z‘!--‘h—m*'fwc (33.4)

In this case the resonant frequency 18 @, =1}/JLC. It can be shownl? that the
resistances in circuits (a) and {b) are related by R, = 9?R;. Therefore, using also egn.
(3.3.3), we write @ = w,CR; = Ryf(w,L). With these substitutions, eqn. {3.3.4) becomes

Z(0) = Rs (3.3.5)
1- jg[i’L - _“.’.)
©0 o,

The quality factor is related to the resonator bandwidth 4w. For a narrow resonance, Q
is large and » is always close to resonance. Then @ may be approximated using

/4
e A (3.3.6)

where Aw is the distance between points on the curve for which the real amplitude
response is 1/2 of maximum (or the magnitude is l/w/‘;7 of maximum). The real and
imaginary response curve of the parallel resonance in eqn. (3.3.5) is depicted in Figure
3.11.

This impedance mode]l assumes a steady-state harmonic solution for a driven
oscillator and is implied in the usual analytic treatment given below of the linear
instability. In reality, the situation can be very dynamic as the Fourier components of
the beam cusmrent sweep rapidly across resonances over the duration of the
acceleration. The response in this case is reduced. The analysis is derived in a paper
by Hok.20 who treats the problem of the excitation of an LRC resonator by a linearly
swept frequency. The criterion he derives for the relative rate of change in the swept
frequency as compared with the resonant width without invalidating the impedance
model is given by

2
@p < 5(3’—0-] (3.3.7)

H we write approximately g = ﬁc/R. then in the Booster for t=17 to 35 msec in the
cycle, with R=75 m, we have for the left hand side of (3.3.7)
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(a3 ([

Figure 3.10 Model Resonant LRC Circuits. Shown in (a) is the series-parallel circuit of
two branches, the physical analog of a single RF cavity mode, and in (b} is the parallel
circuit, the model longitudinal coupling impedance.
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Figure 3.11 Resonant Response of Parallel LRC Circuit in Figure 3.10 (b). [n this
fllustration, f=150 MHz, R=5kQ and ©=200.
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Awg _ ¢ Af _ 3x10° (0.9945-0.9751)

= A 3x10% 3.3.
at RAL 75 0.018 4-3x (3.3.8)

The average angular revolution frequency over this range in the cycle is
@ = 27(616 +629)/2 = 22(622) krad/sec. We see in Table 3.1 that for the RF cavity

higher-order modes around 83, 169, 220 MHz, designated as 12, {4, 6, respectively, the
criterion in eqn. (3.3.7) is satisfied over the portion of the Booster cycle of interest.

Table 3.1 Criterion for Swept LRC Resonator in Booster

— 32

k= (ph+n) @ kiap

8\ g
2 132 170 8.7x10°
f4 268 170 1.8x101°0
f6 352 240 1.2x1010

In a longitudinal particle tracking code such as ESME, which treats the
instability in the time domain, the transient response may be modeled directly. To
derive an expression for the voltage produced in an LRC circuit by a single passage of a
discrete circulating charge g, we perform a Laplace transform on the current using the
impedance in egn. {3.3.4). Solving for the voltage, the current is replaced by
1{¢) = gd(t). This is just a Green's function, and is equivalent to ¢ muliiplying the wake

field, the Fourler transform of the fmpedance:9.19

¥#(t) = gZ(t) = glaR,)e™* [cosat —%sln?ﬁt]@(t)

1 if ¢20 (3.3.9)

28 Rop? =
where « 25 @ = a*, and ©(¢) {0 i £<0

The simulation results are deferred to Chaptier 7. We now proceed with the linear
instability theory.
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Dispersion Relation

The accelerator beam is an ensemble of a large number of particles. To study
coliective instability phenomena, “one may apply the techniques of statistical
mechanics as used in the study of gase‘s and fluids or plasmas. The evolution of a
distribution of particles is given by the Boltzmann equation which, in the absence of
collisions, may be writtenZ21 '

df(r,p.t) =..‘?.j_'+f-if. . ér

oo 3.3.10
dt a Ta Pap (3.3.10)

In this form, this equation is commonly known as the Vlasov equation. The function
f(r,p.t) represents the particle distribution function In six-dimensional phase space.
The motion of a relativistic beam in the longitudinal plane is approximately decoupled
from the transverse plane, so it is appropriate to study the 2-dimensional longitudinal
problem independently. An assumption is made that the external force F(r})=p is
independent of the velocity; i.e., that electric fields predominate. This condition is
satisfled in our case as the force is due to perturbing fields at the RF accelerating gaps.

The goal is to solve the Vlasov equation using an appropriate expression for the
force in order to determine the time evolution of the ensemble. In effect, this becomes
an eigenvalue problem in which we are solving for the normal modes of the system. A
number of authors have adapted Sacherer's original general formalism for beam
instabilities? to characterize the coupled-bunch instability. Here, we present a
derivation which combines the approaches of Pellegrini2! and Wang.22

Consider the rotating reference frame {4,£), which 1s related to the normalized
phase space coordinates (7, 7/w;) of sections 3.1 and 3.2 through

¢=-wT and e=£=ﬁ“—”=£’£——i (3.3.11)
E P n G

Note that the phase ¢ here is a global coordinate, unlike before in (3.1.30). The
equations of motion for M bunches, where the subscript refers to the v-th bunch, are
derived from the following Hamiltonian
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F=-S (120, 2,107 s2) 7.5 (3.3.12)
E{zﬂz v Ty .. v N
_dH _ gy
¢, oy —52'5"
(3.3.13)

where U is due to the wake field "potential” and gives the average energy loss per
bunch per tum. Upy is due to the nonlinear RF potential, averaged over azimuth. We

may transform to the action-angle coordinates (/)

3 {3
é =[ ’ﬂ;»on] cosy,  and ;yz_p?[.?"’_::.x} siny, (3.3.14)
&

The Hamiltonian may be separated into unperturbed and perturbed components,
becoming, in these new variables

H

"
=

}_I with ‘H]l <<lﬁ0|

x|
3

M ,
-~ ﬁz o+ Tn (3.3.15)

K,
"
|

The bunches are assumed identical but for the interbunch coupled-bunch mode
phase, which is accounted for in the term /. Acknowledging that the Hamniltonian

describes the average bunch., the subscript v may be dropped. For a particle
distribution function f(J, v, £), the Vlasov equation for may be written

o A(sH) of(aH
E"E[W)‘”%(Ef} =0 (3.3.16)

We may introduce a perturbation by expanding the distribution fin multipole modes,
as before,
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Here, Q1 are the normal modes of the instability. This quantity is complex, therefore a
positive Q; = Im(C)) will lead to growth of the perturbation and 2, = Re(Q) gives a
frequency shift. A negative ; will be stable. In this analysis, we consider a pure
dipole osclllation only, fe. m=1, and hence, no coupling of higher multipoles. We also
assume no time variation of the stationary distribution £. Using egns. (3.3.15) and
(3.3.17), we linearize the Vlasov eqn. (3.3.16) by dropping second order terms in £ H,.
We obtain

~0)fee Bt} - %9{%] +i{fetre Bt )[—ms L) ) =0  (3.3.18)

| ar
We call
0,(J) = (w,(o)ﬁ - %-’!L—] (3.3.19)

the same amplitude dependence of the synchrotron frequency as described in the

previous section.

The term u= (%j—] is the self-induced force on the beam due to its wake fields

in the beamline environment. This force may be written as the sum of products of the
Fourier components of the charge density and the impedance. Because the charge
density is a longitudinal parameter, the Fourler components A, are expanded in the
coordinate ¢. For one bunch,

@o Zi(w) (kp-0t) e« Zxlw) ther cos y - K3t
2oy G Zxl@), e IR -7 1 G (3.3.20)
H PE ; Kk Mam B % ik Mm© e

Z e} 1s the impedance evaluated at @ = kop + @, +£2 as in eqn. (3.2.24). Recall that
the index k = hp + 1, where A is the harmonic number, p the RF harmonic, and n the
coupled-bunch mode (wave} number. To simplify the notation, we have written
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1
r=agt= [ Zo J] (3.3.21)

@g

Here the coordinate 7 is the same as in egqn. {3.2.1) in the previous section. Then we
may write

p=-1 ;;o e Pty Zy(0)Agm 3 ¥ T (kr)e KV ' (3.3.22)
k K

where we have used the expansion in Bessel functions as in eqn. (3.2.10).

We obtained an expression earlier for the longitudinal perturbed current
Sy{)/a generalized to Mbunches (eqn. (3.2.22)). Substituting 7 = r/mg , we write

J .4
Ag = ﬂ;(fl = i—t—?Z!‘erdr L (P g (&r) {3.3.23)

Note that J|(x] = -J,(x]. Substituting eqn. (3.2.23) into eqn. {3.3.22},

eNt_ _-nrg Zxlo) K - 1k , ,
= . SN R (ke EY | pdr £f(P)(K0)  (3.3.24)
gy zk: k ; f frar &

We may now evaluate the Vlasov equation in eqn. {3.3.18), noting that the explicit time
dependence e”* now cancels. Also, transforming to (%.¢) coordinates, we use the

definition in eqn. {(3.2.21) to obtain

2 1l[mee 1 (3.2.25)

r o5 dr

Ldrd
aJ dr

a
as

#Q- wy(r))fie” = %%ﬁ[%%g z,,(m)% r"'.f,,.ua-)e"""'j fdr‘!i(f)Jl(h‘)]

(3.3.26)

Noting the y~dependence, this expression will be valid only for (k' = -1). therefore,
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ehlnN 1 070 (r)

£ Eows T

(Q-as()Afr)=-1

Z Zulo) () rar £ () (k) 8.3.27)

Dividing by (2 - w4(r)), multiplying by rJI(k’r) and integrating both sides over rleads
to the dispersion relation

%{rl

- _;.‘L’[N"h Extw)f dr Ul Uer) (3.3.28)
Eo&)s (Q - e (I' )) :
where
o,(r)= [w,(o)r— -11!|_m 120w ) (3.3.29)
5

The dispersion relation relates the unstable frequencies OQ with the corresponding
irnpedance. We are interested in solving (3.3.28) for each coupled-bunch mode
n=0,1,...,h, to find those eigenfrequencies  which are unstable. The calculation
Tesults are deferred to chapter 6. We proceed now to discuss the measurements and
the experiments.



4. MEASUREMENTS

Several quantities are measured under varying beam mtensify and RF
conflgurations in the Booster for use in the comparison with the theory. First, the
impedance due to the RF cavity higher-order modes (HOM) is measured using bench
techniques. Because the RF fundamental frequency is programmed to sweep from 30
to 53 MHz, many of the HOMs also tune, so data are recorded corresponding to several
times through the cycle. Cavity spectral measurements are also made with beam in
situ to isolate those parasitic modes excited most strongly by the beam. This helped to
determine the source of coupled-bunch oscillations which have long plagued the
Booster. Prior measurements of the impedance due to the magnets, which is the major
source of the broadband ring impedance, are described but not repeated in this work.
The properties of the beam are also examined in detail. The beam perturbations due to
the instablility are observed by sampling and recording the image currents driven by
the beam through a wideband resistive-wall pickup. The beam fluctuation spectra are
obtained by performing a fast Fourier transform on this signal using a Tektronix Digital
Signal Analyzer {DSA) 602. The spectra are recorded at several times through the cycle
and the unstable mode amplitudes extracted. Finally, the full (95%) bunch lengths are
measured through the cycle in order to calculate the lorigitudina] emittance and
synchrotron frequency spread. The techniques and hardware are described below.

4.1 RF Cavity Impedance

Central in the effort to characterize and quantify the coupling between the
HOMs and the beam is the need to accurately represent in the theory the total cavity
impedance. We undertook to construct this impedance experimentally. Bench
measurements using a variety of techniques were carried out on a fully-functional
Booster RF cavity in a test area. The results are extrapolated to form a net impedance
based on analysis of how the cavities are excited by the beam. This sum impedance
lumps the effect of ali the cavities around the ring into one as if it were a single
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localized impedance. This technique is justified because since the RF cavity parasitic
modes are excited by the beam, they are phase-locked with the beam in each cavity
and will add in phase, regardless of position in the machine.

Three methods commonly used to measure the impedance due to resonant
acccferator structures are (a) signa! response on a thin coaxial wire stretched along the
beam path, (b) perturbation techniques inserting small metallic beads into 'the cavity,
and {c) beam measurements using a coasting beam In si/tu. Of these, only the first two
bench methods are readily applicable to the Booster. The third method,25:26 often
called the beam transfer function measurement, is best applied in fixed-energy
machines, and was not attempted. A single-gap, stretched wire method combined with
a de-embedding process to extract the impedance proved to be the most general and
practical approach. In order to reconstruct the actual impedance presented to the
beam from up to 17 such dual gap cavities, an equivalent coupling matrix is developed
to account for the multiple gaps, and the spread in mode frequencies among the
cavities is incorporated in the analysis. For resonances with @ values above about
200, typical for the Booster HOMs, it was possible to verify the stretched-wire results
using the cavity perturbation technique. A third, independent bench measurement of
the gap impedance was made at the fundamental, using power dissipation arguments,
for further verification. An absolute impedance measurement accuracy of about 20%

was achieved.

We undertook a series of measurements on the test cavity while manually
varying in steps the bias current in the ferrite-loaded tuners. Normally, the bias is
programnmed such that the RF fundamental frequency sweeps from 30 to 53 MHz over
each 33 msec acceleration pulse. Since many HOMs also tune, in this way we could
produce a set of impedance data corresponding to several different times in the Booster
acceleration cycle. Data are recorded with and without the recently installed higher-
order mode dampers, with the cavity shorted, and with zero blas. The cavity dampers
themselves will be described in the next chapter. The measurements are performed on
a warm cavity, i.e. when the cavity reached a steady state temperature after the bias
current had been tumed on. A frequency shift in the resonant modes of about 1 MHz
is observed between the warm cavity and when it was cold. Although the cavities in
the tunnel are actually cycled, we estimate that the differences are small compared
with running the cavity continuous-wave on the test stand. The power amplifier (PA) is
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mounted but with no RF drive. There is no observable change in the resonant modes
when the PA was conducting.

Stretched-Wire Method

The basic stretched-wire method has been described in the literature.25:27 2
complication arises from the fact that the Booster RF cavity has two gaps. Spurious
modes exist on a wire spanning both gaps which coupie the gaps, unlike the beam;
these would need to be deconvolved. The single-gap wire was chosen to avoid this
issue. The experimental setup for the measurement is shown in Figure 4.1. A swept
signal from a Hewlett Packard 8753C Network Analyzer (NA) through the wire is used
to excite the cavity over a spectrur'n of frequencies. Commercial optoelectronic RF
devices made by Ortel are used to avoid coupling to the second gap. The swept,
frequency-modulated signal from the network analyzer is converted to amplitude
modulation by an RF transmitter and 1.3 ym laser diode (LW-620S). It is propagated
along an optical fiber and converted back by a PIN photo diode and recetver {(PLO50-
PMS). The laser systemn fnodulation bandwidth ts 6 GHz; this was measured and
verified. The signal suffers an attenuation of about .28 dB due primarily to the
conversion efficiency in the optoelectronic device. The network analyzer sensitivity is
sufficient despite this attenuation and no further amplification is required.

Depicted at the bottom in Figure 4.1 is a close-up of the single-gap stretched
wire assembly. A 10-mil copper wire, soldered to SMA connectors, is strung coaxially
across a single accelerating gap. The two copper endplates are edged with flexible
copper braid to allow a good electrical ground contact with the inner beam pipe wall.
Carbon resistors at one endplate match the output impedance of the laser receiver with
the characteristic impedance of the wire assembly. Not shown are two RG238 rods
used to keep the wire rigid between the two endplates. The characteristic impedance of
the assembly is measured to be Z =326 2. For proper gain in the laser system, a
resistance matching network is required on the input end of the wire assembly to
match to the 50 Q impedance looking into the recetver.

The function of a network analyzer is to characterize a two-port microwave
device in terms of S, or scattering, parameters.28.23 The impedance of the device
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Figure 4.1 Single-Gap Stretched Wire Measurement of RF Cavity Gap Impedance.
Experimental setup is shown in (a), the wire assembly close-up in (b}.
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under test may be extracted from the measured S-parameters through a de-embedding
procedure. Consider the generic 2-port network in Figure 4.2, representing in our case
the coaxial streiched-wire assembly inserted in the cavity gap. It is embedded in a
terminated transmission line, representing the network analyzer. A traveling wave
incident on the device causes a response wave reflected from or transmitted through
the device. In the figure, E;, and E, are the voltages reflecied from poris 1 and 2,
respectively, while E,, and E,, are those of the incident waves. These voltages are often
normalized by the characteristic fmpedance of the line Z; using a, = 7%’&- and

b, = % Then a,2 and b,2 have the units of power. The S-parameters are obtained
o

from the equations

B =983 +5,a
by = Sg,8 +Spoay

-h =
-Sll —;LQ-O Slz %{qso

B -
21 a L=o Sp2

(4.1.1)

In our measurements, we record $;1, which is the forward transmission coefficient with
the output matched. Referring to Figure 4.2, we sce it may also be expressed as the
voltage ratio between the output and input to the device.

DUT

Gen. e port 1 2-port port 2
network

Eli—>» /\_/ E21<—-/\/
Elr‘(—-—./\/ E2r—>» /\_/

Figure 4.2 Network Analyzer Measurement lllustrating S-Parameter Set. {(Ref. 29}
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All data are recorded through a GPIB interface on the Fermilab ACNET
computer system. Memory limitations in the system and a desire for fine resolution
lead to a scheme by which the desired frequency span is scanned in several segments.
The scans are automated. Each dataset consists of 31 flles x 401 points = 12431
points to cover a range of 45 to 355 MHz, giving a resclution of 0.025 MHz/point. The
31-file sets are concatenated for analysis on a VAX. The varlous conditions for each
dataset are listed in Appendix B, Table B.1. The archive numbers refer to the recording
scheme on the ACNET GPIB program. A sample S;; measurement in which the wire
assernbly is inserted into the gap, without HOM dampers corresponding to £&15 msec
in the cycle, is shown in Figure 4.3. Notches appear in the signal at the frequencies
corresponding to the resonant modes in the cavity. The phase appears as it does as we
have not compensated for the phase delays introduced by the cables leading from the
cavity to the NA. To analyze the data, two additional measurements are made. For
reference, the transmission S;;ger is measured with the assembly pushed completely
into the central beamn pipe. A calibration measurement S5;c4q; through the laser
system is also performed. These are shown in Figures 4.4 and 4.5, respectively.

The stretched wire s relatively low impedance, and when inserted into the gap
it effectively loads the cavity, lowering the @'s of the resonant parasitic modes. In order
to extract the true magnitude and recover the unloaded @ for impedance due to these
modes, a de-embedding procedure is devised using a circuit endcap model. Any
impedance may be represented by a generalized II-network, and it can be shown that
the parallel impedance can be neglected for a high-© mode on resonance.28:30 The
equivalent circuits for the measurements are given in Figure 4.6, where the gap is
represented as a series impedance. The gap impedance Z is de-embedded by
transforming along the circuit using voltage division and transmission line equations:

Vour =Va 4.1.2)

ZA --Ra R (4.1.3]

2 Z 4
VA' = Va(COSﬁfz + I-z-?!-sinﬁ]z] = VB' E—;dz—' (4.1.4)
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Figure 4.3 Transmission S3; Data Through Gap Using Single-Gap Siretched-Wire
Assembly. This example corresponds to t=21msec in the cycle, and no higher-order
mode dampers are installed in the cavity. An electrical delay of 18.9 pusec has been
added to the phase data.



75

Mg 521 SGSW Ref
3
o
16-Unr—61

o o
2 B

llrl'IT'_T"'Iilllrl'li"l'!lll'!!‘r

0.003

0.002

0.001

0 ltllltlililllll‘llll'll_ll"llll_l_llll‘ll!!ll

40 80 120 160 200 240 280 320 360
freq (MHz2)

75

S0

Pha 521 SGSW Ref

25

LELELALAY LR BRI LR LR A L B

[ =]
-

W

-75

ll!]llllllllllillllljlll!lJJl[llJlllllill

80 120 160 200 240 280 320 360
freq (MHz)

LALER LAY SLARJLEL BN LIt An e o NI A A
-~
Sk

Figure 4.4 Reference Transmission S21REr With Assembly Inside Beam Pipe. An
electrical delay of 18.9 usec has been added to the phase data. The signal level is about
-46 dB (0.005 V).



76

3 - S
= 005 |
7S L c
] - S
- . [
o s ©
m -
o 0.04 +
[~]
I
0.03
0.02 |
0.01
|- 1 |
o Ll 1 1 ‘_I__llJ_lll_lII_lll'J]IJ_!lI_IIIL_IIIJ__lJIl'l
40 BO 120 160 200 240 280 320 360
freq (NH2)
°
o L
5’ -
G 15 F
th 5
o -
[a] 50 =
2 X
& =3
N
25
0 f
-s0 |
-75 |
:‘Illl‘llll‘lll_l‘ll.lIlll.]ll]lll]J_lll_l_llJ;ll
40 80 120 160 200 240 280 320 360
freq (MHZ)

Figure 4.5 Calibration Transmission S3;car Through Optoelectronic System. An
electrical delay of 18.6 usec has been added to the phase data. The signal level is about
-28 dB (0.04 V).



(a)

g

8
K
Y

out

<
g
Pl I
<
5—
o
e §—>
A 4—;1—->
<—-—-_§—>

—— <P

ZA ZA
b)
Rz
AN
R |
A
Vin 5 Vout
E .
l R R1 R3 1

(©)

5
oo

R3

L
|

Figure 4.6 Equivalent Circuits for Single-Gap Stretched Wire RF Cavity Impedance
Measurement. The measurement inserted in the gap is shown in (a), the reference
measurenient in an empty beam pipe in (b), and the calibration through the laser in (c).



78

zZ
1+}—Qta.nﬁl)
oz Bs+1Zptanph [ R, 2

©Zo + IRy tan Al &(I“&
Zy

Z, (4.1.5)

tang, |

Z+ 24+ iZotanfh

33 = ZD 30 *‘f{%“f"z‘a-)tﬂnﬁj)

(4.1.6)

Z, z
= Ve o D 7 P - B 1.
Vs Vg(cosﬁﬁ-&iz‘_zd sinﬁl;} v R 4.1.7)

Combining equations (4.1.2), (4.1.4}, and (4.1.7)

zg 2, ZaZy Z
. = . SU oA ) Pt * 3 L v 1.
L (acsﬁé ”3+ZA' ainﬁlxﬁ Z, Icosﬁz ”Ra sinf 2] our (4.1.8)

:fm‘ ~ L4 = msﬁ.ﬁ{(&’ +Z 4 )+ 12 ta”ﬁ]l]["gz' “’"1) (4.1.9)
out (1 + f-}-ég ianﬁ]z]cosﬂiz 7
3

Dividing both sides by cos g/ and substituting Zg gives, after a few steps,

R.H.S.m(.Z+ZA')(I+i4gz~mnﬁll)+}?g + 1Zg tan B4 (4.1.10)
ﬂ .
L.H.S.= 2o = Za 4.1.11)
out (xuﬁsﬂ-tansfz)mﬁg cos 5,

Solving for the gap impedance 2
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L.H.S.—[Z,y + Rz +i[20 +ZAc %}tﬂnﬁh]
0

1+ 152 tan g
" Ze

Z=

(4.1.12)

Note that for the reference $;) ger measured with the stretched-wire assembly
pushed inside the beam pipe, Z= 0. The second term in the numerator in equation
(4.1.12) can therefore be assoclated by choice with I/Sglggp=(Vm/VouJRgp The
calibration measurement through the laser system is defined by S21car = (Vi / V).
The ratio Sy = Vo /Viy, by definition (equations 4.1.1}. Then, using

Yo o g, 0 Y -Suca) -Sncu (4.1.13)
Vout Vour 521 lzeo S21REF|ze0
and writing out Z,4-explicitly, after algebraic manipulation we have finally
1- -
RS[[ SZSZI]_( SZSZJ_R_E_E.] SZICAL
Z-= 1 1REF 4.1.14)

(cosﬂll + j—}—?z- sin 8} }(cosﬁ!z +1 Rs smﬂlzl
Zg Zy

The values for the resistances are R3=50Q, R;=3000, Z= 326 ). To solve for Zin
practice, we use the relation f/= wf, where ¢ is the delay. By trial-and-error, looking at
the phase of Z, we estimate the total delay through the fixture to be about 1 nsec. We
estimate from design draw.vmgs:i"1 the position of the gap along the stretched-wire
assembly (pushed in to a depth of one inch) to obtain ¢ = 0.6 nsec and # = 0.4 nsec.

A routine was written to read the data flles and calculate the gap impedance Z
according to egn. (4.1.14). A typlcal result for the nominal cavity (no HOM dampers),
corresponding to £&21 msec "in the cycle, is given in Figure 4.7, based on
measurements comparable to those shown previously. The data show a series of
narrow resonances that exist in the cavity above the fundamental. A tabulation of
frequencies for these data, including the mode designation used throughout this
thesis, is given in Table 4.1. The case for the damped cavity is also included. It is
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to be noted that the frequencies are significantly shifted when the dampers are
installed. More will be said about the dampers in the next chapter.

Table 4.1 Designations of Booster RF Cavity Resonant Modes
{example at £21 msec)

NOMINAL DAMPED
freq even ifreq even
{(MHz) fodd {(MHz) /odd

IR 52.39 E 52.34 E

fl 79.9 O 82.1 O

2 82.7 E 84.7 E

3 105.4 E 105.2 E

fa 168.1 E 164.9 E

5 196.0 o 196.8 O

f6 219.0 E -

9 -- 263.7 E
f10 -- 302.1 O
f11 - ' 305.4 E

f7 326.8 (o] -

8 344.3 E 340.9 E

A full tabulation of the single-gap data, both before and after installation of the HOM
dampers, is presented in Tables B.2 and B.3, respectively,



82

Bead-Pull Method

A number of references describe the theory of the perturbation technique for
measuring cavity impedances so the derivation will not be repeated here 32,33,34
Essentially, a small metallic or dielectric object s introduced into a resonant structure,
perturbing the electric and magnetic field. This causes the phase of a given mode to
shift in proportion to field displacement. In the case of a metallic sphere in a region
assumed to have negligible magnetic field A, we obtain

E2 S0 4

u @r 3806V

(4.1.15)

where E'is the electric field in the sphere, Uthe total energy stored in the resonator, o,
the resonant center frequency, dw/ e, the relative frequency shift, g the permittivity of
space, and év=4/3xr,® the volume of the sphere. The potential drop Vover the length
L across the gap may be written

1
Ve[Bodr — v=Jﬁj[-§9’- 4 } (4.1.16)
T Qf 36‘05‘!’
We may apply the definitions
V2 @
R_s =-—F and 9=—F'£ (4.1.17}

where R, is the effective shunt (paraliel) resistance, £ the quality factor, and P the
power dissipated in the resonator. Making the substitutions, we obtain the
relationship for the shunt resistance:

=T s
2 4 S
R W, 35061/{__];[ m,] dz} (4.1.18)
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For resonances which do not tune and with the cantenna loads disconnected as
a test, we easily obtain results using this method. Although the old cavity damping
loops {Figure 5.12) couple preferentially to the modes around 80 MHz, the cantennas
attenuate several other modes as well. In this configuration, one obtains the maximum
mode impedance and . For the tuning modes, drifting in the phase due to thermal
fluctuation in the bias current or mechanical vibration effects make accurate
measurements difficult, with or without the cantenna. We wish to compare the bead-
pull technique with the stretched-wire result; therefore, the cantenna is connected for
the data recorded below. In general, we are limited to resonant modes with @ greater
than about 200.

The experimental setup is depicted in Figure 4.8. A spherical brass bead with a
small hole (diameter=1 mm) bored through the center is strung upon and glued to a
cotton string and pulled on axis across the gap by a small motor. The bead is slightly
oblong (2%) with average diameter 6.199 mm measured with a micrometer. An HP
8753C network analyzer (NA) is used to excite the cavity through the gap monitors. A
40 dB HP461A amplifier is used on the input to the NA. With this arrangement, we are
measuring the same single-gap hnpedé.ncc as with the single-gap stretched wire. We
observe the phase between the NA input and output by displaying the transmission
coefficlent S;) on resonance using very high resolution {10 Hz). This allows a phase
scan at a virtually fixed frequency with the phase appearing virtually flat at zero. The
network analyzer is triggered to slowly scan the phase synchronized with the bead
passing over the gap (10 sec}. The bead is centered without mechanical guides on axis
in the beam pipe, and the phase shift seems not to depend strongly on small radial
shifts. The measurements are symmetric for scans in either direction. In order to
determine the ©, the linear phase slope 46 Is measured over a somewhat expanded
frequency range 4w (100 kHz). The bead-pull results are recorded for the nominal
cavity {cantenna connected) with the bias current off and equal to 1500, 1800, and
2125, corresponding to 15, 21, and beyond 35 msec (not used) in the cycle, respec-
tively. The frequency. phase shift, and phase slope data are presented in Table B.4.

The phase shift caused by the perturbing bead is clearly seen in two typical
phase scans in Figure 4.9. In this test, the center frequency is (a) 79.7 MHz and (b)
164 MHz, the tuner bias current is 1500 A, and the cantennas are disconnected. The
phase shift for virtually all modes is negative. Curiously, for two modes, at 532 MHz
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and 1.5 GHz, it is positive. The phase shifts seen for the cases of interest are generally
less than 1°, therefore well within the linear region of the phase slope for the modes of
interest.

For a resonant response function, the equation governing the relationship
between a frequency shift 4w and a phase shift 461s given by

@r 20 29 AbBc<Q

We may use the small angle approximation, as the phase shifts are small in our

measurements. Using eqn. (4.1.19), the quality factor © is determined using the linear

phase slope, and the maximum frequency shift is determined from the phase shift in

the mode due to the presence of the bead. If we assume a gaussian for the spatial
variation in z of the relative mode frequency shift across the gap, we may write

z 2

fﬂ:@c-(;) . where 6=-§fo- =

w, Or | ax 2

(4.1.20)

That the gap field is well approximated by a gaussian is verified by a simple calculation
of the normalized fleld profile using 2-dimensional solutions of Laplace’s equation
(PE2D).35 The gap is modeled as a flat-plate capacitor using the dimensions given in
Figure 4.1 with infinite extent in the plane of the paper. The result is shown in Figure

2
4.10 (a). The fit parameters shown correspond to G = P1 zx;{—-%[x;;z) ] Note

that o = 2 P3. Substitution of eqn. {4.1.20) into egn. (4.1.18) gives

40 T -(5) " s 1 T *
R =2 —7{ e \Parf =T~ _dasferax)  w@.121)
@p 36‘0 g"ﬂ"ﬂ fr 47[2801'3

-

We ignore the small hole bored through the bead as the field lines will not penetrate it
well. The value of the integral is unity. The full width at half maximum A for a
gaussian is related to the half width o through VIn2 = 2A The result becomes

o
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452 2
R; = Pinax ( _)3 == 3 Hmpax (4.1.22)
f_r 432801'_8 4"2501'3 In2 fr

A sample gaussian fit of the phase shift scan for 164 MHz is shown in plot (b)] in Figure
4.10. The average full width A measured for several scans is (3.310.15) ecm. We use
§=8.854x10"12 F/sec, 7y = 0.003099 m, and convert ¢ to radians to obtain

2
R = (0.033) A1 565, (deg) (k)

47%(8.854x10712)(0.003099)° In2 180 10° 7, (MHz)

(4.1.23)

= 3\ S6nax (deg)
R, =(2.6x10 )—m—ifr T (k)

The results for gap impedance are tabulated for &15 msec in Table B.5 and
compared with the stretched-wire technique. The single-gap R and @ are plotted in
Figure 4.11 to demonstrate the comparison between the wire and bead-pull result. The
slope is 0.92 in the comparison of impedance Rand it is 0.9 for Q. Note that the de-
embedding technique for the wire recovers the unloaded @.
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Power Dissipation Method

A third, independent bench method was employed as an order-of-magnitude
verification of the above results for the single-gap impedance at the fundamental
frequency. The gap impedance is deduced making use of a simple circuit model: one
measures the power delivered to the cavity, which is dissipated in the shunt resistance
of the resonator. In the measurement, the cavity is tuned to 45.25 MHz and excited
through one of the large loops by a power amplifier. The HOM damper is installed.
The experimental setup is depicted in Figure 4.12. The forward power into the cavity is
recorded by a network analyzer after directing a small portion (about 109%) of the signal
using a directional coupler into port B. The coupling factor, or ratio of input/B, is
measured to be (-44.677 - (—4.483)) = -40.194 dBm. The reflected power is recorded

by reversing the coupler. The gap monitor response is observed through port A.

The results are tabulated in Table 4.2. The measured signal power exciting the
cavity is increased by the coupling factor and, recalling the definition
dBm = 10log{P/(1mW)), converted to watts and subtracted. This appears as steps la-
1c in the table. In step 2, the gap monitor signal is scaled to give the resulting peak
gap voltage. The step-up voltage ratio between the gap monitor and the gap was
designed to be 104 = 80 dBm in the original cavity at the fundamental frequency;36 the
addition of the intermal HOM hardware shifts this somewhat. Measurement of the
step-up ratio by inserting the stretched-wire assembly (recalling Figure 4.1) into the
gap yields a result of ((-2.56 +18.06) - (-63.00)) = 78.5 dBm. The first number is the
signal on the stretched-wire, scaled by a factor of 8 due to the resistors in the assembly

g,p%: the second number is the signal on the gap monitor. The peak

voltage at the gap after scaling is determined using the relationship P= Jz-Vz/R » where

Vs

R=500) s the input impedance of the network analyzer.

The cffective shunt impedance of a single gap is calculated using half the power

_ (23.1) "
in le: Rgy =1 (0.072132 =7.4 k3. Comparison with the stretched-wire value of

9.0 kQ at 45.3 MHz with the HOM dampers installed (see Table B.3) gives a difference
of 20%. -This is within the accuracy of this power dissipation measurement result,
estimated alsc to be about 20%.
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Table 4.2 Measurement Results for Power Dissipation Method

msrd coupling scaled peak
(port) signal power or scaling power voltage
(dBm) factor w) {gap)
{dBm)

la 1 (B} forward power -16.062 40.194 0.25894

ib { (B) reflected power -17.48 40.194 0.18681

lc | power dissipated in 0.07213

load {2 gaps)
2 | (A) gap monitor -41.21 78.5 5.358 23.1




91

Net RF Cavity Impedance

In order to use the single-gap data to construct a net total impedance and
calculate the overall instability growth rates, two important corrections have to be
made. First, since there are two gaps per cavity, the phase of each mode must be taken
into account in addition to the intergap transit time factor. The latter is a function of
both beamn energy and mode frequency. The principle of superposition is applied in the
frequency domain to calculate the single cavity impedance, based on Ref. 37. The
result is a net partial addition oy canceliation. Second, the higher-order modes vary
about a nominal value due to slight differences in the cavity geometries, although the
fundamental frequency is by definition locked in all cavities to the same value. Among
the 17 Booster cavities, the higher-order mode frequency spread is on the order of 1%,
which is considerably larger than the natural widths due to the & values. Thus, the
net sum is not a simple factor of 17 times the individual cavity impedance.

To record the intergap phase angle ¢ for the higher-order modes, monopole
probes are inserted into the gaps and the transmission measured using the network
analyzer. The data giving the log magnitude and phase (Figure 4.12) show which
modes are even and which are odd. Because the probes face one another, ¢ is shifted
from the data by 7. For even modes, ¢=7, and for odd, ¢=0. The fundamental fg and
2, 13, 14, 16, 18, 9, f11 are even, while f1, f5, f7, f10 are odd. Note that in addition to
parallel rescnances (magnitude maxima), a few series resonances exist between even
modes. The monopole measurement is made at one bias current value (1500 A). For
analysis, then, the intergap phase is constructed at all times based on the probe
measurement, using the mode frequencies from the wire measurements (Tables B.2,
B.3). An example of the reconstructed, idealized intergap phase angle is shown in
Figure 4.13. The intergap phase delay a due to the transit time of the beam was
calculated using a = wdt, where o = 2xfyop, At =L/Be, and L=2.14 m, the distance
between gap centers.31

Let the indices 1 and 2 refer 1o the first and second gaps, respectively. Consider
a single Fourier component of the beam current ftraversing the cavity. Define Z;; as
the impedance due to the first gap when the current in the first gap 1, is finite while the
current in the second 4 = 0. Z;;is the mufual tmpedance, or the impedance due to
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the first gap when / =0 and % is finite. Z; and 2, are defined similarly for the
second gap. The single-gap measurement is by definition 2 =2, = 2,3, For strongly
coupled gaps, we assume 1221 = i1Z;;1= 1Z 1. To account for the mode phase
angle, we write 2y =Ze¥ and Z,, =Ze? . The sign difference in the phase factor
accounts for the fact that we assign as positive the forward propagation in time from
left to right. The beam current at the second gap has a phase shift relative to the
current at the first given by 4 =/ & The voltage at each gap may be expressed in
matrix formn as ‘

W) (2 22 B 1 ) 4
(Vz]"[zm Zas 12]'Z°[e—i(¢+a) 1 & (4.1.18)

The total impedance may be calculated from

W, v, H#+a) -1{¢+a)
Zp= 3 +12 -Zo(l+e )+Zo(l+e ) (4.1.19)
Zp =2Z(1+cos(¢+ ) (4.1.20)

One additional correction is made. The attenuation in each resonance @, between the

successive passage of each bunch is accounted for using

Zyr=aZp= [e'if"" ]zr (4.1.21)

where @ is for the single-gap and the time between bunches is #=1//z» Equation
(4.1.21) gives a maximum Zr = 4aZy at those frequencies for which (¢+a) = mz when m
is even. Complete cancellation occurs when m is odd. The result is shown graphically
in Figure 4.14 for the odd-even pair of the Booster RF cavity modes around 80 MHz (f1
and f2). Note the cancellation in the real part for the odd mode f1 on the left, and that
the imaginary part no longer resembles a classical LRC resonator. Twice the single-gap
impedance is shown superimposed using a dashed line for comparison.

Data on the relative variation in the HOMs among cavities are obtained from
transmission measurements through the gap monitors. A power amplifier is used in
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the input to the cavity in order to excite it to a sufficient level as the gap monitors are
not strongly coupled at all frequencies. The results are tabulated in Table B.6. The
cavity labeled no. 8 1s the one that was removed from the tunnel and measured on the
test stand. The data for cavity modes 4, 6, and in column (a} under f2 are supplied
courtesy of D. Wildman, while the others are obtained more recently with his
assistance. In fact, these latter data (f1, £2 column (b}, and {5) were made after HOM
damper hardware was installed in cavities 9, 10, 11, and 12. Note the frequency shiit
in fl and f2 for these cavities . For the {2 mode, the average of the two sets of
measurements is taken, with the exception of cavities 9-12. The cavity position data,
for reference, are supplied by J. Steimel. For the fixed modes f1 and 2, the bias
current is zero for the measurement. The data for f4 and f6 correspond to around
extraction, while f5 (also fixed} is measured around transition. In all cases the cavity
short is out.

The data in Table B.6 indicate an intercavity frequency spread of about 1%,
roughly proportional {o frequency. The distributions may be visualized by creating
histograms, depicted in Figure 4.15. This example shows 15 cavities, centered on the
average value among all cavities, with a bin width chosen to equal the rms value

2_ =2
x*-nx
c= L— As we have only pastial information for some of the modes, the data
Fri

points are scaled appropriately. The spread in modes {7-f11 is not measured and s
assumned to be that of 6.

The net sum impedance is constructed by shifting and superimposing the
single-cavity impedance data mode-by-mode according to the measured values in Table
B.6. For each mode, the intermediate result is scaled to the desired number of cavities
using (total no. cavities/total no. data points). The result is about 40% less than a
straight multiplication. The net sum for 15 cavitics is shown with the solid line in
Figure 4.16 again for the odd-even mode pair around 80 MHz. The two shorted cavities
are removed frorn the distribution. The dashed lines represent the result when
neglecting the intercavity spreaf!. For the even mode on the right, note that a simple
multiplication of 2 gaps x 15 cavities x single-gap impedance is similar to the
calculation of the net impedance, but is shifted and more narrow. The odd mode is
completely different.
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A set of plots showing an example in detail for the major modes, corresponding
to £=21 msec in the cycle, is presented in Appendix B. The single-gap impedance for
the nominal and damped cavities is shown in Figures B.1 and B.2, respectively. The
single cavity and net impedance are shown in Figures B.3, B.4 for the nominal cavity,
and B.5, B.6 for the damped case. The real part of the impedance is plotted with a
solid line, the imaginary part is superimposed with a dashed line.

A few observations may be made about this net impedance result. The modes
found to couple strongly to the beam are 2, f4, and 6, and possibly f8. The single
cavity impedance for these modes may be represented fairly well by equivalent LRC
resonators. This equivalence is not as straightforward for the net sum impedances,
especially for the nominal cavity (HOM dampers out). In general, mode {B is smooth.
Mode {2 is more square than a classical resonator. Modes f4 and 6, on the other hand,
are asymmetric and appear to have structure which may be artificial because of the
limited sample of data points. The single cavity representation of mode 5, which has
the largest single-gap impedance, shows cancellation, as expected for an odd mode,
but the shoulders are still large. However, the width is very narrow and the sample of
data points small, s0 most probably, this mode doesn't add from one cavity to the next
as assumed in Figure B.4. We know there is no coupled-bunch mode excited in the
bearn at this frequency. The net for f5 is probably a serles of closely spaced narrow
impedances at about the single-cavity magnitude, and thus not important to the beam.

In summary, the result of the above analysis is that the impedance due to all
the cavities may be replaced by a single source. This analysis offers what we expect to
be a realistic representation of the impedance presented to the beam due to the
parasitic modes in multiple cavities. Verification is made when implemented in both
the analytical calculations and in the longitudinal simulation of the Booster instability
properties. No impedance model 18 used in the analytic linear coupled-bunch
instability growth calculation (Chapter 6). For the simulation {Chapter 7), the net
impedance is represented by a set of model resonances with equivalent magnitude and
Q. The equivalent cavity and net surn impedances are tabulated for the fundamental
and higher-order modes of interest in Tables B.7 and B.8 for the nominal and damped
cavities, respectively. Further discussion regarding this analysis is deferred to the later
chapters, - ' '
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4.2 RF Cavity Spectra

Parasitic excitation by the beam of the RF cavity higher-order modes may be
observed directly through the callbrated, capacitively-coupled, gap voltage monitors
referred to in Chapter 2. Of the two gap monitors on each cavity, one (downstream to
the beam direction) is dedicated to the phase feedback loop, while the other (upstream)
is used for the read-back of the RF voltage sum signal. This second monitor may also
be used as a passive probe of the fields in the RF cavity. A complete set of
measurements were made of the beam excitation of the HOMs in each of the 17
Booster RF cavities. The cavity spectra were recorded for different beam intensities and
for 14- and 16-cavity configurations. Indeed, these measurements became the most
unequivocal indication of which cavity modes couple strongly to the beam. Although
these data alone cannot strictly establish that these cavity modes in fact cause the
observed coupled-bunch instability, supporting evidence from the beam studies led to
this conclusion. The analysis will be presented later in Chapter 5; here, we describe

the measurement.

A signal from one gap monitor from each cavity is fed to the input of an HP
8568B spectrum analyzer. The goal is to record the spectral peaks of the beam-
induced RF cavity modes. In the instrument, narrow bandpass filters are used to
record the frequency components of the input signal. The resolution bandwidth (RBW)
determines the frequency resolution width, while the video bandwidth (VBW) limits the
signal fluctuation due to noise. The spectrum analyzer is first used in the linear
sweeping mode, in which the signal is scanned across the chosen frequency range
using several filters end-to-end. The signal in the cavity has the characteristics of the
beam spectrum, which is discrete and is sweeping in frequency due to acceleration
{Chapter 3, section 2,3). Because the input signal 1s discrete and sweeping while the
instrument is also sweeping, the full cavity frequency response will not necessarily
coincide with the filters on a single sweep. For this reason, the spectrum analyzer is
swept continuously from 100 Hz to 400 MHz and, using the maximum-hold feature of
the instrument, the beam-induced spectrum is obtained over a period of several hours.
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After the spectral peaks are identified in a given cavity, the center frequency of
the spectrum analyzer is set in the zero-span mode to the peak of each resonance and
triggered at the start of each Booster cycle. This produces a time record of the HOM
excitation during the cycle. A typical exarhple of the zero-span output is shown in the
plots in Figure 4.18 for the odd 79.9 MHz mode using different RBWs, The frequency
of this cavity mode remains fixed over the acceleration cycle. The beam intensity is
1.9x1012 protons per pulse and 16 cavities are energized. The full scale sweep time of

the measurement is 50 msec.

In the low resolution measurement in Figure 4.18 {a), the RBW is chosen to be
1 MHz so as to assure that at least one rotation harmonic of the beam is inciuded.
Recall that the rotation frequency increases from 360 to 628 kHz over the 33 msec
acceleration cycle. The amplitude of the cavity mode begins to rise at about 25 msec in
the cycle and continues to grow until extraction. The beam signal is very noisy near
the beginning of the cycle and the rate at which the beam modes are sweeping is
maximum, which is why we see the cavity mode excited also during the first 10 msec

Qr so.

In the high resolution measurement in (b), the RBW is 100 kHz. Now we sec a
Hok-like (Chapter 3.3} excitation as the rotation harmonics of the beamn pass through
or come into resonance with the cavity mode. The VBW in these two measurements is
approximately the same. The amplitude of the cavity response depends on the crossing
time of the beamn coupled-bunch mede through the cavity resonance of width /@
In this case, the crossing time may be expressed as Al ., = _ﬁ’gs_ / %. where @ is the

beam mode frequency in eqn. (3.2.24). For longer dwe]l times as happens later in the
cycle, the amplitude of the cavity response increases. The concept of coupled-bunch
modes sweeping over cavity resonances will be {llustrated later in Chapter 5 in more
detail.
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4.3 Beam Spectra and Emittance

A number of parametric beam studies were performed to study the coupled-
bunch instability. Beam intensity, number of cavities energized, and tran:sitlon jump
timing were systematically varied and the beam response observed. The data run
designations (RO1, RO2, etc.) are given in the next chapter in Table 5.1. In order to
later analyze the time evolution of the beam during acceleration, a digital record was
made for each data run at two- or three- msec intervals in the cycle.

Beam measurements are all made using a non-intercepting beam monitor
known variably as a resistive wall, wall current, or gap monitor. It is a wideband device
(~ 6 GHz) which measures the return image current in the beam pipe wall as the beam
passes a small ceramic gap loaded with resistors. The design is described in detail in
Refs. 45, 46, 47. The image current is equal and opposite the beam current. The
signal developed in the detector is proportional to the instantaneous intensity 7 = Nefy
and is independent of the transverse beam position. In the case of a stable beam, this
signal is given by the expression derived in egn. {3.2.21), while for a coupled-bunch
instability, it is given by eqn. {3.2.22).

With such a monitor, we may observe the longitudinal charge density
distribution of the bunched beam in detail during the acceleration cycle. There are two
resistive wall monitors in the Booster, located one each in the long straight sections
L17 and L18. They are identical except that the detector in L17 has microwave
absorbers added. One of these is normally connected to the "mountain range” display.
The other {s available for studies. The signals are carried up from the tunnel to the
low-level RF room (LLRF) above. The minimum distance and 3/4" heliax cable assure
that the high frequency components of the beam are preserved. The time- and
frequency-domain data may be displayed and optionally recorded through a computer
interface using one of several available instrurnents, analog and digital.

The time development of the coupled-bunch instability is most striking with the
analog mountain range display. The signal from the resistive wall monitor is acquired
with a 1 GHz Tektronix (Tek) R7103 analog scope (with microchannel plate CRT)
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connected to a modified Tek C1001 video camera to display the traces on a TV screen.
The video image can be printed using a Tek HCO2 video copy processor. The scope is
triggered at the desired time in the cycle, and a chosen number of traces are displayed
simultaneocusly, offset in the vertical plane for clarity, so that a particular bunch may
be observed for a chosen number of turns around the ring. The mountain range has a
separate clock which counts RF cycles, and therefore remains synchronous with the
bunch centroid. The mountsin range parameters are controlled either locally or
through the Accelerator Network (ACNET). The time scale may be changed manually to
display up to 84 bunches. As presently configured, the system can display a maximum
of about 60 traces per 33-msec beamn pulse. This could be increased with multiple
triggers and other modifications.

To measure the bunch motion over the entire cycle with the mountain range
display, it is necessary to view successive beam pulses. This is the manner in which
the plots for Figure 1.1 were generated. On viewing the beam over many pulses,
however, it is obvious that the pulse-to-pulse variation in the coupled-bunch
instability amplitude is large. An example of this is given in two mountain range views
in Figure 4.19. On some pulses, a large-amplitude dipole oscillation of the order of the
bunch length is clearly observed to develop near the end of the cycle, as in (a). In other
pulses, as in (b), the beam is far more stable. Each plot shows a time span of one msec
at 33 msee in the cycle, and the oscillation frequency is equal to the synchrotron
frequency, about 2 kHz,

While the spatial resolution of this analog display is high, the average time
development over the entire cycle is of greater interest. Furthermore, we wish to record
and analyze the spectral content of the beam current. A Tek Digitizing Signal Analyzer
(DSA) 602 is preferred, therefore, to digitally record the beam signals. The DSA has a
maximum real-time digitizing rate of 2 Gsps, giving a 0.5-nsec time resolution. The
DSA has an B-bit ADC, with an effective 7-bit resolution. The record lcngf.h can be up
to 32k points. Data may be averaged, and when this feature is used, we trigger the
scope using the synchronous trigger of the mountain range. Several math functions
are available on the DSA for real-time analysis, for example the fast Fourfer transform
(FFT) with a choice of windowing functions. The data acquired by the scope was
recorded on disk by a PC using commercial software: ASYSTANT and DaDisp. The data
record can be plotted directly using a HP-GL color plotter.
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@ (b)

Figure 4.19 Pulse-to-Pulse Variation of Coupled-Bunch Instability Amplitude. In this
example, the bunch length is 2.6 nsec at 33 msec, and the dipole oscillation amplitude
varies from (a) 1.7 nsec to (b) 0.8 nsec (the scale is 2 nsec/div). The beam intensity is
1.3e12 ppp with 17 cavities, 4 of which have HOMs damped. (R16}
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Figure 4.20 Nominal Beam Momentum Spread. Assuming a gaussian profile, the
width o gives an rms Ap/p of 0,15% (the scale is given as o(lcm) = Ap/p (0.22%).
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For each data run, supporting data are recorded to later reconstruct the
characteristics of the beam instability. These include the injected beam momentum
spread, the beam current, and the sum RF voltage. The momentum spread of the
incoming Linac beam may be measured directly. Rather than being deflected into the
transfer line to the Booster, the beam may be directed through a spectrometer magnet.
The beam momentum profile is measured by a vertical wire which sweeps through the
beamn. For "nominal” conditions, the momentum spread is shown in Figure 4.20. Each
division horizontally is 1 cm in wire position, and the system is calibrated such that 1
em corresponds to a Ap/p of 0.22%. The rms momentum spread is given in the plot.
By the Fermilab convention, emittances are expressed in terms of the 95% area;
therefore, the corresponding full Ap/p is measured on the same plot to be 0.35%.

The average beam intensity is measured by detecting the secondary current
induced in a wound toroidal ferrite core transformer surrounding the beam pipe. The
Operations group periodically calibrates the output of the intensity monitors; however,
while the absolute accuracy is unknown, the relative measure is precise for a study
sequence of a short period of, e.g. one week duration. The intensity signal B:CHGO for
5 tumns injected beam is shown in Figure 4.21, recorded by the DSA. The scale,
comparing with the calibrated B:PBOOST output of 1.7¢12 protons per pulse (ppp), is
found to be 0.53 V/1012 ppp.

Finally, we record the RF cavity sum voltage, which is used to determine the
dimensions of the RF bucket. The signal from the upstream cavity gap monitor from
each cavity is summed using phase-matched cables and then peak-detected to produce
a curve such as that shown in Figure 4.21. The signal was calibrated43 and, assuming
a linear fit of the data with frequency, gives a scaling of

Vrr{EV) = Vg (V)(64971 + 22(341.26) /e (MHz)) (4.3.1)

The RF sum signal circuitry has recently been upgraded, and the scaled new RF sum
voltage is greater than the old by about 30%. All the data presented in this work uses
the old values. This difference introduces an uncertainty in the calculation of the RF
bucket.
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Figure 4.21 Booster RF Sum and Charge Signals. This example is for 17 cavities with a
beam intensity of 1.7e12 protons per pulse (ppp). The intensities cited always refer to
the injected beam intensity. Typically, for this nominal case, about 20% of the beam is
lost to space charge forces and aperture restrictions in the first few msec of the cycle.
The vertiical scale is identical for both signals: the scaling to real values is given in the
text.
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Beam Spectra

Two different FFT setups were used on the DSA to record the beam spectra. In
each case, a Hanning window is chosen somewhat arbitrarily to multiply the time
signal; this determines to spectral line shape. A 8192-pt FFT is performed on a time
base of 10 psec (or 5 psec), giving a maximum frequency of 500 MHz (or 1 GHz) and a
frequency resolution of 61 kHz/pt {or 122 kHz/pt). Individual coupled-bunch spectral
lines, spaced at the rotation frequency of about 625 kHz, are resolved in either case. In
general, 8 or 16 beam pulses are averaged to obtain the data. A -typical. averaged
Fourier transform of the beam signal measured near the end of the cycle (29 msec) is
shown with the 1 GHz setup in Figure 4.22, Dominant lines due to the periodic
passage of the bunches at harmonics of the RF drive can be seen, as well as a
ubiquitous pattern of four coupled-bunch mode lines repeated in each RF period. The
power spectrum envelope of the RF lines corresponds, as we will see later, to a
parabolic-like bunch charge distribution. The two unstable lines are centered at
rotation harmonics 16 and 48 (out of a possible 84); the other lines are allased. Due to
a problem in the DSA, aliased lines at subharmonics of 1 GHz (250, 500, 750 MHz)
were evident. Also, oversampled aliased RF harmonics from > 1 GHz produced spectral
lines appearing as if they were single-sided coupled-bunch sidebands. These lines are
disregarded in the analysis, although unfortunately, sometimes they obscure the real
coupled-bunch mode lines.

Longitudinal Emittance

The maximum digitizing rate of 2 Gsps (0.5 nsec/pt) was used with a 4096
record length on the DSA to measure the bunch length. This corresponds to a pulse
train of 2.5 psec, just over one turn of 84 bunches. As in the FFT, 4, 8, or 16 pulses
are first averaged. A sample ouiput is shown in Figure 4.23. The bunch length is
directly measured averaging three bunches using cursors on DSA screen. Given the
RF voltage and bunch length, the beam area (emittance) is calculated assuming it is
matched to the RF bucket using the formulae presented in Chapter 3. The error in the
emittance Ag; is assumed to be due only to the uncertainty in the bunch length Ar;:
4=0.7 nsec. Therefore, Agy = -E’—élA(rL) = ﬂArIL.

dry L
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Figure 4.22 Typical Frequency Spectrum Showing the Coupled-Bunch Mode Signal.
The conditions correspond to the case in Figure 4.19, but at 29 msec. The data are
averaged over 16 beam pulses. The RF harmonics, spaced at 52.76 MHz, are most
prominant. In each RF period up to about 500 MHz, four spectral lines appear,
indicative of two coupled-bunch modes. The L17 beam monitor is used. {R16)
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Figure 4.23 Typical Charge Distribution Signal in the Booster. These data are digitized
at 2 Gsps using the Tek DSA 602, In this example, the beam conditions are: intensity
1.8¢12 ppp. 16 cavities on, 4 cavities have HOMs dampers, 29 msec in the cycle, and
averaged over 8 pulses. The L18 beam monitor is used. (RO6)
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5. EXPERIMENTAL STUDIES

As mentioned in Chapter 1, several approaches had been taken' with little
success over the years 1975-1987 to eliminate or curtail the coupled-bunch instability
in the Booster. However, the problem was not understood in entirety. While the RF
cavities were suspected of contributing to, if not of being the prime source of the
instability, there was disagreement as to which of the higher-order modes (HOM) were
most damaging. 48 As a matter of fact, the precise connection between the instability
and emittance growth was not unequivocally established, although some linear
approximations were made. 49,50 4 preliminary, linear estimate of the emittance
growth for higher beam intensities suggested that if nothing were done, the instability
would limit the goals of the Linac upgrade (see Figure 1.4). It was decided to re-
address the coupled-bunch instability in the Booéter systematically.

Coupled bunch oscillations can be stabilized by eijther increasing the spread in
synchrotron frequencies, actively damping the longttudinal motion of each bunch, or
reducing the impedances of the resonators responsible for the bunch to bunch
coupling. In the case of the Fermilab Booster, the third method of reducing the
coupling impedances was chosen because of its simplicity, low cost, and reliability.
With this choice the problem could be simplified into three steps: 1) identifying the
unstable modes in the frequency domain in the beam current spectrum, 2) finding the
specific higher order RF cavity modes responsible for the coupling, and 3) building a
set of HOM dampers to remove energy from the RF cavity higher order modes, 51

Experimental beam studies were carried out in paralle] with extensive
measurements of the RF cavities. The parametric beam studies are described first, in
which the beam intensity, RF cavity configurations, and beam momentum spread are
varied. This is followed by the discussion of the RF cavity spectral measurements, in
which the amplitude and time dependence of the beam-induced parasitic modes is
observed. This collection of data, the equivalent characteristic time dependence
coupled with the agreement in the mode numbers between the perturbed beam spectra
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and bench measurements of the tmpedance, led us to ldentify three particular RF
cavity modes as being responsible for the coupled-bunch instabilities. Passive HOM
dampers were designed, and after tnstallation, the Jongitudinal beamn emittance was
reduced by a factor of three, never before achieved. The HOM damper design is
described, and the results shown after they are installed. Finally, some remarks are

made of the case when the beam momentum spread is varied.

5.1 Observations of the Coupled-Bunch Instability

The parametric, experimental beam studies were performed Iin four stages.
First, the dependence of the emittance growth, as measured by the bunch length, on
intensity and cavity configurations was studied. Spectral measurements established
the unstable coupled-bunched beam modes. Data of the standard 8 GeV extracted
beam were compared with acceleration to 4 GeV are reported in Ref. 56 but will not be
discussed here. After the bench measurements of the RF cavity impedance and the
HOM damper design and fabrication, but prior to installation, the beam measurements
were largely repeated. Next, four RF cavities were modlfied with the HOM dampers,
and beam measurements were made first with only the internal hardware, then with
the external circuits. Although no changes were observed in the beam, it was
determined that as the dampers caused no unexpected ill effects, all the cavities were
subsequently modifled. Finally, the beam measurements were made with all the
dampers. The data run designations are given in Table 5.1.

The results for the emittance growth in the first set of studies show a strong
dependence on both intensity and number of RF cavities energized. The intensity
dependence with a fixed 16 cavities §s shown in a family of curves in Figure 5.1 (a)
(dat16). At the maxmum intensity of 2.5¢12 ppp (3.0e10 ppb), the emittance at
extraction is 0.25 eV-sec. The emittance growth begins around transition energy (19
msec) and appears to be generally linear with time. The result with fixed intensity
(2.5e12 ppp). but with one, three, and five cavities off and shorted is shown in Figure
5.1 (b). The topmost curve is identical to that in {a). The signal was improperly
terminated for 12 cavities; the emittance does not actually decrease to zero at
transition. Again, the dependence of the emittance growth is significant. To eliminate
the possibility that the cavity shorts affect the HOMs and hence the beam in an
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Table 5.1 Data Run Designations of Parametric Beam Studies

intensity | #cav | FFT** | HOM date comments
(1012 ppp) dampers
datl6 (1-6tum)*| 16 0 out Aug 89 | cavities shorted
datl4 (1-6) * 14 (4] out Aug 89 | and/or removed
dat]2 (1-6) * 12 0 out | Augsg "
RO1 1.7 15 1 out Sep 91 L18 pickup
RO2 1.7 16 out Sep 91
RO3 1.4 16 out Sep 91
RO4 1.0 16 out Sep 91
RO5 0.6 16 out Sep 91
RO6 1.8 17 1 4cav | Sep9l HOM: int. H/W
RO7 1.8 15 1 4 cav Sep 91 HOM: int. H/W
RO8 1.8 15 1 4 cav Sep 91 HOM: fuli H/W
RO9 1.8 17 1 4cav | Sep9l HOM: full H/W
R10 1.9 17 2 4cav_| Sep9l large Ap/p
R12 1.3 16 3 4cav | Nov9l | L17 pickup, no 7,
R13 1.3 16 3 4 cav Nov 91 | large Ap/p, no 7
R15 1.3 16 3 4cav | Nov9l | ijumpon,no 7
R16 1.3 17 3 4 cav Nov 91
R30 1.8 16 3 in Apr 92
R35 1.9 15 3 in Apr 82 no 1
R36 1.9 16 3 in Apr 92
R37 1.9 16 3 in Apr 92 large Ap/p
R38 1.9 19 3 in Apr 92 small Ap/p
R39 1.9 16 3 in Apr 92 ¥ jump on
R47 0.45 16 3 in Apr 92
R48 13 | 16 3 in Apr 92
R49 1.6 16 3 - in Apr 92
R50 0.9 16 3 in Apr 92

* Beam intensities: (1) 0.6e12, (2) 1.1e12, (3) 1.5¢12, (4) 1.8el2, [5) 2.1¢12, (6} 2.5¢12 ppp
** FFTs: (0) varions setups; (1) 8192 pts, 1 Gsps, 500 MHz (10 ps), 1 ave;
{2} 8192 pts, 1 Gsps, 500 MHz (10 us), 16 ave; (3) 8192 pis, 2 Gsps, 1 GHz (5 ps), 16 ave
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Figure 5.1 Longitudinal Emittance Growth as a Function of Time in the Booster
Cycle. Shown in (a) is the emittance, as determnined from the measured bunch length,
for several beam intensities and fixed number of accelerating cavities (16). Emittance
growth occurs mainly after transition and is most pronounced at the highest
intensities. Shown in (b} is the emittance at fixed intensity, 3.0e12 ppb. but with one,
three and five cavities off and shorted.
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Figure 5.2 Effect on Emittance of Shorting vs. Removing RF Cavities. The results for
(a} 14 and (b) 12 cavities show that there is virtually no difference in the longitudinal
emittance growth between removing and simply turning off and shorting RF cavities.
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Figure 5.3 Repeat of Longitudinal Emittance Growth Studies vs Intensity. The
apparent emittance growth for low intensities was not seen previously (see Figure 5.1),
although the scaling at the highest intensity is comparable.
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unexpected way, the studies were repeated with the same cavities removed from the
ring. The results are virtually identical to the plots in Figure 5.1 (b), this is
demonstrated in Figure 5.2. The spectral data proved to be rich in detall. Coupied-
bunch mode lines appear at transition centered around n=16 and 48, shifting down
from around n=18 and 50 when they first appear. It was decided to repeat the studies
and more systematically measure and study the spectral data in conjunction with the
study of damping the RF cavity parasitic higher-order modes.

Prior to studies with installing the RF cavity HOM dampers, the beam intensity
studies were repeated. The results are shown in Figure 5.3 (16 cavities, R02-R05). The
maximum intensity available at the ﬁmc for study for which the Booster was well
tuned was only 1.7¢12 ppp (2.0e10 ppb), with a 0.15 eV-sec emittance at extraction.
The small emittance growth at low intensities was not seen previously. Obviously,
during the intervening two years, regular maintenance and repairs were performed in
the beam line. No changes known or expected to affect the longitizdinal instability
were made, although the injected Linac momentum spread had not been recorded for
comparison. Another consideration in comparing data from different time periods is
the fact that the beam intensity signal B:CHGO is periodically re-calibrated or
upgraded. Therefore, a variation in absolute intensity is possible. Before we discuss
the RF cavity HOM damper studies, we digress to describe the beam spectral analysis
and extraction of coupled-bunch mode amplitude from the data.

Extraction of Particle Distributions and Coupled-Bunch Amplitude

Study of only the longitudinal emittance growih to fully characterize the
coupled-bunch instabllity in the Booster is not possible. First, there is evidence that
the charge density develops higher-moment structure, indicating nonlinear processes.
Also, two coupled bunch modes are seen to grow in the beam, and it Is unknown
whether they are independent or affect each other. The coupled-bunch mode
amplitudes may be calculated from the first moment of the corresponding perturbed
bunch distributions introduced in Chapter 3. The distributions themselves may be
extracted from the spectra. The envelope of the peaks in the signals given in egns.
(3.2.21) and (3.2.22) is written as -
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om0} = rmpJ'Jm(m‘r)fm(-‘r) rdr (5.1.1)
0

where p= NMewga and m=0,1. We can perform an inverse Hankel transform to invert

this equation in order to extract the distributions f,, We multiply egn (5.1.1) from the
left by J{o7)wode and integrate, then use the following orthogonality condition on

Bessel functions37

tj Jfat) (af) ada = &t - ) (5.1.2)
0
. 1% .
£ (D= -—;—ij(m) o0 odo (5.1.3)
o]

A program was written to read the spectra and evaluate the integral in {5.1.3)
numerically and determine the functions f3, There is a different £, for each coupled-
bunch mode envelope. We use the normalization condition on 4 to determine the
scaling factor p, since we are actually measuring pfp

2;:_[ plolDtdr= 4 (5.1.4)
o

The charge density is just the projection of 4 on the raxis:

A1) = 2sz{0(%= ‘[12 +(i‘/w_,)2] it (5.1.5)
0

g

The coupled-bunch mode amplitude is given by the first moment of the perturbed

function

T, = 2::] tph(D1dr (5.1.6)
o

An example of the bunch distributions are plotted in Figure 5.4 for 29 and 35 msec in
the cycle. Because we truncate the frequency data at 500 MHz, there is an artificial
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Figure 5.4 Extraction of Bunch Charge Distributions from Spectrum. The example
gives the result for data run RO1 at two different times in the cycle. Shown are (a) the
stationary radial distribtion, (b) the charge density, and (c) the perturbed dipole
distribution for coupled-bunch mode 16. The first column corresponds to 29 msec and
the second column to 35 msec.
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Figure 5.5 Verification of Spectral Analysis of Charge Density. The (a) analyzed
result for RO1 at 29 msec is compared with the (b) digitized data. The 40 width is 4.3 nsec
for the calculation fitted with a gaussian, while the averaged measured bunch length is
4.7 nsec.



L]

~
w

tbm ampMuds (raec)

14

123

ors

(-5

Y -

LS B s B |

RO, 1.7¢12 ppp. 15 cov. no HOW

O =t

¢ n=18

L

M12, 13012 ppp, 16 cov, & HOW

O nnib
* a=il

L 2]

%ﬂtl

tem ampiiude
~»

]

15

118

ROL_ 18«12 pop. 17 cov, ne HOM

O a8

® w=dl

1 1% 0 25 % s

T T

36, 1.5¢12 pep. 18 cov. w/rOM
A medl

& w30

P Y
)
S (vamac)

Flgure 5.6 Coupled-Bunch Mode Amplitude as a Function of Time in the Booster
Cycle. Shown plotted are various data runs {see captions).



119

fluctuation of about 2 nsec superimposed on the plots due to Gibb's phenomenon.
Since we do not know the dc offset in the signal, the dc component of the spectrum is
chosen to force the distribution functions to zero at large values of the argument.
There is a distortion appearing in the radial stationary distribution 4, at 35 msec
indicated by the arrow in Figure 5.4 (a). This may simply be a numerical artifact;
otherwise, it may be indicative of a diffusion process leading to emittance growth
(turbulent bunch lengthening). Higher-frequency resolution is necessary for more
definitive analysis of this kind. A verification of this analysis may be seen in Figure 5.5
(a) in which the bunch length for the extracted charge distribution is found by fitting
with a gaussian. A corresponding digitized bunch charge signal is shown in (b).
Remember that several bunches are averaged to obtain the experimental bunch length.

The coupled-bunch amplitudes are calculated according to eqn. {5.1.6) and
plotted in Figure 5.6 for four different data runs for the most prominent coupled-bunch
modes. Mode n=16 is seen to saturate for high intensity and maximum RF cavities,
but grows linearly at low frequency. Only modes around p=50 remain after the HOM

are damped. This is discussed now below.

5.2 RF Cavity Higher-Order Mode Damping

Figure 5.7 shows an FFT of the beam current signal taken from a wideband
resistive wall monitor using the Tektronix DSA 602 digital signal analyzer. The beam
current is sampled at 35 msec Into the Booster cycle when the coupled bunch
oscillations are fully developed. The FFT shows the harmonics of th RF frequency
separated by the 84 coupled bunch lines. The dominant coupled bunch mode lines are
seen to occur at n=16 and n=36. The individual bunch motion is predominantly a
dipole oscillation. FFT beam spectra taken at 2 msec intervals throughout the
acceleration cycle show both the n=16 and n=36 mode structure appearing shortly
after transition. The n=16 mode reaches a maximum amplitude at apthely 10
msec before extraction and remains constant or decreases slightly. The amplitude of
the n=36 monotonically increases after transition reaching its maximum value at the
extraction time.
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Figure 5.7 Fregquency Spectra Showing the Coupled-Bunch Mode Signal Before and
After RF Cavity HOM Damping. In (a), the beam intensity is 1.3e12 protons per pulse
(HOM dampers out} and in (b}, it is 1.9¢12 ppp (HOM dampers in). In each case, 16 RF
stations are on and the data correspond to 35 msec in the cycle. Mode 16 has been
completely suppressed and mode 48 attenuated (recall, the intensity is greater in {b)).
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Identification of the Offensive RF Cavity HOMs

A number of measurements were performed which, when taken together, lead to
the decision to design and install passive dampers on three of the RF cavity HOMs: 83,
168, and 220 MHz (f2, 14, {6). The agrcerhent in the mode numbers between the FFT
beam current data and the cavity gap monitor data, along with the same characteristic
time dependence, led us to identify these three modes as being responsible for the
coupled bunch instabilities.

A set of bench measurements were made of the RF cavily impedance
corresponding to different times in the cycle, as reported in detail in Chapter 4. The
results were compared with beam spectral measurements to determine which parasitic
modes, if any, correspond to modes excited in the beam. Such a comparison is
depicted In Figure 5.8 (R12, 35 msec). We see that {2 (83 MHz, n=48), {4 {169 MHz,
n=18), f6 (220 MHz, n=16), and {8 (345 MHz, n=46) correlate closely with the Indicated
beam coupled-bunch modes. The mode at 345 MHz is rather high and should be
attenuated by the form factor according to the theory.

A complete set of measurements were aiso made of the beam excitation of the
HOMs in each of the 17 Booster RF cavities (Wildman). The measurement setup was
described in Chapter 4. The cavity spectra were recorded for different beam intensities
and for 14- and 16-cavity configurations. The result for 16 cavities is shown for cavity
modes 2, {4, and {6 in Figures 5.9, 5.10, and 5.11, respectively. The amplitude for 4
(169 MHz) and {6 (220 MHz2) is seen to reach a maximum shortly afler transition and
then decrease slightly. Alternately, the {2 mode (83 MHz} continually increases after
transition. The cavity ficlds increase with beam intensity. This time structure and
intensity dependence §s mirrored in the coupled-bunch amplitude growth as shown in
RO1 or RO12 in Figure 5.6, for example. Indeed, these measurements became the most
unequivocal indication of which cavity modes couple strongly to the beam, although
cause-and-effect had yet to be established.
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RF Cavity HOM Damper Design51

The frequency of the non-tunable mode at 83 MHz is determined by the
physical length of the cavity's drift tube. This mode along with another fixed frequency
mode at 79 MHz were already being damped by two coupling loops terminated into 50Q
loads. The nominal RF cavity prior to any modifications is shown in Figure 5.12 (a).
To increase the damping at 83 MHz, the loop area was increased with a 0.5" copper
spacer, and a notch filter was inserted between the loop and the 50 Q2 load to reduce
the additional power dissipated in the load at the fundamental frequency (see (b)). This
modification produced an additional 10 dB of damping at 83 MHz. A photograph of the
old loop and new spacer is shown in Figure 5.13, while an equivalent circuit ts shown
in Figure 5.14 (a). Also shown in Figure 5.13 is the 217 MHz damper.

The mode dampers for the 165 and 217 MHz modes are similar in design and
are installed on only one half of the cavity. The location is indicated in Figure 5.12 {b).
They both consist of capacitively-coupled 0.125" thick x 6" long x 2" (3.5") wide OFHC
copper flaps located at a voltage maximum for each mode. These locations were found
by probing the excited fields inside the cavity with a hand-held loop. The flaps are
turved to be concentric with the outer cavity wall and are supported by a 0.5" dia
copper rod which is soldered to the center conductor of an HN type connector. The
center pin of the HN connector unscrews from the connector body for easy installation
of the damping flaps through the side wall of the cavity. The center pin also acts as the
inductor L] shown in Figure 5.14 {(b). Outside of the cavity, the damping flaps arc
connected to three 10 0, 40 W low inductance resistors in parallel, R, and through a
short length of 0.080" dia. copper wire, L2, to two 100 pF transmitting capacitors, C2.
L2 and Cp are adjusted to be series resonant at 48 MHz with a @ of approximately 25.
The center value of 48 MHz was chosen to minimize the total integrated power, over the
entire acceleration cycle, dissipated in the resfstor R at the fundamental frequency.
The 165 and 217 MHz dampers have a bandwidth of 15 MHz and reduce the HOMs by
approximately 20 dB and 25 dB respectively. The entire external damping network is
enclosed in a 2" x 3" x §" shielded aluminum box with a 28 CFM all metal fan attached
to the box top to provide extra cooling. Under normal Booster operating conditions the
added cooling provided by the fan is not necessary; however, with the additional
cooling, the damperé have been tested at the maximum Booster cycle rate of 15 Hz.
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Figure 5.13 Photographs of RF Cavity HOM Dampers. Shown are the coupling Nap and
resonant circuit for the 217 MHz damper {above) and the old coupling loop with new
spacer for the 83 MHz damper (below). The hardware for the 167 MHz damper is very
similar to that for the 217 MHz one, only Lthe flap 1s about halfl as wide.
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Figure 5.14 HOM Dampers Represented as Circuits. Depicted in (a) is the equivalent
circuit for the 83 MHz mode, and in {b) is the circuit for the 165, 220 MHz modes. In
circuit (b), at the lower RF frequency, C; is nearly a short and the R load is bypassed; at
the higher HOM frequencies, the LRC branch is at resonance and now, power is

dissipated in R.
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A typical result for the single-gap impedance of the nominal cavity (no HOM
dampers), corresponding to &19 msec in the cycle, 1s given in Figure 5.15 (a) using the
technique described in Chapter 4. The data show a series of narrow resonances that
exist in the cavity above the fundamental. By comparison, the gap impedance for the
cavity in which selected higher-order modes are damped is shown beside it in (b). A
comparative tabulation of frequency, magnitude R and ratio R/Q for these data is
given in Table BY. 1t is to be noted that the frequencies are significantly shifted and
R/ 0, a quantity theoretically fixed in a resonant structure, varies by up to 50% after
damping. Addition of the dampers alters the cavity geometry and equivalent reactance.

The changes in the impedance at the gap due to the use of the cavity short is
depicted tn Figure 5.16. At the upper left is the nominal cavity with zero blas current,
while to its right the same is shown after the short has been inserted. There is only
one short on each cavity; in this measurement, the wire is inserted in the gap on the
far end, the "unshorted” gap. The impedance at the "shorted” gap (not shown) is
reduced again by about 20% but otherwise similar. There are similarities in the
higher-order mode structure between the damped cavity (Figure 5.15 {b)) and the
shorted cavity with zero bias (Figure 5.16 (b)). For completeness, the same
measurements were performed on the cavity after the dampers were installed. These
data are shown plotted in Figure 5.16 (¢} and (d) and tabulated in Table B.10. The
vertical scale on all the impedance plots is the same.

Results

For better contro! of the beam conditions and as a test of the HOM dampers,
four cavities were modified in two steps. First, the cavities were fitted with only the
internal hardware (R0O6, R07). Beam measurements were repeated after a short beamn
enclosure aceess to add the external tuned circuits (R0O8, R09). No changes were seen
in either the emittance or the beam spectrum with these changes. As the HOM
dampers presented no 11l effects, it was decided to install them on all the RF cavities.
The result now is dramatic. Figure 5.17 (b} is the beam current FFT spectrum taken
with dampers installed in all 17 Booster RF cavities. The coupled bunch mode 16 line
is no longer present and the amplitude of the n=36 line has been reduced by 5 dB. The
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reduction in the longitudinal emittance growth with the dampers in place is shown in
the lower trace of Figure 1.1 in Chapter 1. The correlation of the beam spectral lines
and the HOM-damped cavity impedance is also shown in Figure 5.17. The modes at
166 and 342 MHz do not correspond to observed, excited beam modes, but could
become important at higher beam intensities.

5.3 Anomalous Emittance Growth

As a final discussion, the ubiquitous coupled-bunch modes are absent under
special conditions. Actually, this was found unintentionally when the Linac
acceleration tanks were accidentally mistuned and the CBM mode lines in the Booster
were surprisingly found to be absent. Curiously, the longitudinal emittance growth
was still present in this case. Systematic studies later on showed that this result could
be reproduced for 17 cavities by deliberately increasing the longitudinal momentum
spread of the injected beam. The nominal and increased momenta are shown in Figure
5.18. The corresponding beam spectrum, showing only the RF harmonics and no
coupled-bunch mode structure, is given in Figure 5.19 {(data run R10). The emittance
growth and coupled-bunch mode amplitudes for the case with large momentum spread
{R10) are shown in Figure 5.20 compared with a nominal case (R09). While a larger
momentum spread may explain the absence of the coherent coupled-bunch mode
oscillations due to increased Landau damping, the continued presence of the emittance
growth is not so readily explained. Presumably, with the greater injected momentum
spread, we are filling the RF bucket and thus maximizing the emittance. This
observation needs further study to understand the rapid emittance growth at transition
with 17 cavities.
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Figure 5.17 Correspondence of RF Cavity HOM Impedance and Coupled-Bunch Mode
Spectrum After HOM Dampers. The RF harmonics are marked with a filled "0O" and

mode 50 with an open "0". (R36)
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6. CALCULATIONS

The linear coupled-bunch instability theory has been widely studied and s
generally accepted as being well understood. Of interest here is how well it applies in
the case of the Booster, which presents the added complexity of multiple unstable
modes and slewing frequencies. We seek also to verify the impedance model, as these
modes are driven off-resonance at times during the cycle. The formulae are derived
from the available literature, but the analysis involves rigorous testing and
modification of some of the assumptions for proper application to the Booster. The
effects of the beam momentum spread and non-linear accelerating RF potential leading
to Landau damping are included self-consistently. In all cases, measurements of the
beam momentum spread and the longitudinal coupling Impedance due to the RF
cavities are used. In a comparison between the observed final coupled-bunch
amplitude growth and predictions of the theory, we may draw conclusions as to the
applicability of this theory to extensions of the Booster beam operating parameters.
Finally, we are interested in whether we may specify a maximum emittance given
knowledge of the driving mechanism, such as the high-2 Impedance.

The quantitative analysis of the data was an iterative process. Observations of
the mountain range display verified the bunch length and dipole coupled-bunch mode
amplitudes extracted from the spectral data. Calculation of the linear instability
growth rates based on the RF cavity impedance measurements in part verifled the
identification of the offensive parasitic modes. Estimates of the growth rate from the
mountain range display guided the correct interpretation of the RF cavity bench
impedance data. The results from simulation (next chapter) using these impedance
data guided our understanding of the phase space time evolution and sensitivity of the
instability to the particle distribution.
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6.1. Calculation of Linear Instability Growth Rates

The details of the calculations are discussed below. Recalling the analysis of
the beam spectral data in Chapter 5, we extract the unstable coupled-bunch mede
amplitudes as a function of time in the Booster cycle. These data are compared
directly with a calculation of the time-integrated linear growth of each unstable
coupled-bunch mode. This calculation is done in two steps. First, the linear
instability growth rate is computed at several different times in the cycle. The resulis
are integrated over the cycle assuming slow time variation {WKB} in the impedance.

Recall the dispersion relation, eqn. {3.3.28) from Chapter 3, which governs the
relationship between the coherent unstable modes and the driving impedance:

= —MJ (), ()

1=_fﬂa'0
_, -! (n w5(r))

(6.1.1)

Normally, we are interested in solving eqn. (6.1.1) for each coupled-bunch mode
m=0,1,...h, to find those eigenfrequencies Q2 which are unstable. As this s an infinite
dimension matrix equation, a number of simplifications are generally made. In the
literature, the small-argument expansion is substituted for both J)(kr) terms. This is
the short bunch approximation: kr is the ratio of coupled-bunch mode amplitude 1o
perturbing wake field wavelength. Also, to allow analytical solutions, a; is often
assumed constant, so that Landau damping can be neglected. However, in the case of
the Booster, &r is not small. We studied both regimes, @5 constant and wg(r), to

examine the effect of Landau damping.

Before proceeding, we digress on the concept of form factors introduced in the
discussion of the coupled-bunch mode beam spectra in Chapter 3, eqns. (3.2.21) and
(3.2.22). The form factors are envelope functions corresponding to individual
perturbed modes (stationary, dipole, quadrupole, ete) and determine the frequency
response of the beamn to external driving impedances. The form factor essentially
modifies the effect of the impedance, and therefore the product (or convolution) is
referred to as the effective impedance., Sample parabolic and gaussian amplitude
particle distributions are written!?
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(6.1.2)

expl-27)

N,

1./2 and ‘rL /2

linear functions are shown in {(a} and (c), and the envelopes for the power spectra in (b)
and (d). From the sample beam spectrum in Figure 4.22, we may conclude that a
parabolic distribution with sharp cut-off best fits the data, corresponding the case

where z =

We {llustrate the form factors in Figure 6.1, where the

shown in Figure 6.1 {b}. However, towards the end of the cycle, the beam spectral lines
tends toward the view in Figure 6.1 (d). To be most general, we decided to study the
theory using a gaussian distribution.

For a constant synchrotron frequencyw, = wg . valid in the case of a small

bunch in a large RF bucket, the denominator in eqn. (6.1.1) may be pulled out of the
integral. Let AQ = (.Q— w,o). In the Booster, there are two unstable "modes" (actually

doublets), each driven by two RF cavity parasitic modes. The modes around =16 are
driven by 169 and 220 MHz (RF harmonics p=3,4). Modes around =48 are driven by
83 and possibly 345 MHz (p=1,6). For each n, egn. {6.1.1) becomes a 2x2 matrix
equation with solutions for AQ given by |1-My-| =0. For a gaussian particle

distribution, using relations in Ref. 58, the matrix elements may be written

.1l ag? lzk ~4{r 24k )L

i= kik 1.
M= Q2 mfE 0, L & k) (6.1.3)

¥

where L =1w,7r, 1s the bunch half length in radians and /; are modified Bessel
functions. The envelope of this effective impedance ts shown in Figure 6.2 for krkrk
compared with the result for the parabolic bunch. The matrix elements are evaluated
for 1=16,48 at different times ¢ through the cycle using the measured impedance Z,. In
each case, the larger Q(8 of the two solutions is taken to dominate. The result for the
instability growth rate is given as a function of coupled-bunch mode number by the
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solid curve in Figure 6.3 for the example of data run RO1 at 21 msec. Shown next to
each nontrivial mode is the dominant responsible impedance identified by its RF cavity
mode number (Table 4.1). Superimposed on the plot with the broken line is the result
if we naively take the single-gap cavity gap impedance and multiply simply by 2x15
cavities. Figure 6.4 shows the correspondence with the data (RO1, 29 msec}; we see
that modes =16 and 48 appear in the spectrum, while 7=46 and 60 do not.

In the case of Landau damping, the frequency spread must be included. We
use the approximation

2
wslr) = og +Awg = ws(,(l - lié—J r=nhlL (6.1.4)

We eliminate the sum by choosing the dominant Z, only and write

- nloe 0)02 16 ﬂdee-lez(kL\fz.X)
2aPE o oLt k : xX-y
8

AQ (6.1.5)

The integral in equation eqn. (6.1.5} is solved numerically, fixing ©; and varying ;.
The curves may be plotted in the complex Z-plane as shown in Figure 6.5 {a). This
example corresponds to Booster parameters in RO1 at 29 msec in the cycle: {ws, Awgd =
2n (2200, 78) Hz. The solution for ()(8 is found graphically by finding the intersection
of one of the curves with the measured —zki. The innermost curve, whose true asymp-

tote should be zero, delineates zero growth rate; the offset is a numerical artifice. If the
impedance falls inside this curve, the systemn is stable. For an effective impedance
(3.2+10.5) kQ as plotted with a large dot in Figure 6.5 (b), the growth rate predicted is
0.913 msec"! without Landau damping and 0.845 msec'! with Landau damping.

We may use a WKB approximation to get the integrated growth of the
instability, since the (4 are slow functions of time. The coupled-bunch mode
amnplitude w{f) normalized is calculated using
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t
wﬁz) - ""’['I e dt (6.1.6)
&

6.2 Comparison with Observations

The results, comparing the cases without and with Landau damping are shown
plotted in Figure 6.6 along with the data (RO1) for coupled-bunch modes n=16 and 48.
Results from the linear coupled-bunch instability theory show good quantitative
agreement with the measured growth, with the caveat that Landau damping must be
invoked to predict the observed saturation in mode 7=16. This is despite the fact that
the oscillation amplitude (~1 nsec) is a significant fraction of the bunch length (Figure
5.6). Mode 17=48 appears not to be Landau damped according to the linear theory;
however, note that even larger amplitudes of 2 nsec are reached. The growth times of
the instability may be compared with the decoherence time of an impulse perturbation
in a simplified yet instructive analysis. We may estimate the decoherence, or mixing,
time of the bunch in the RF bucket by = 1/Aay, the inverse of the spread in synchro-
tron frequencies among the particles in the beam. The results, plotted in Figure 6.7,
suggest that the beam may decohere up to about 22 msec, consistent with the satura-
tion of =16, whereupon the instability growth times exceed the decoherence time.

A number of corrections should be noted to the analysis described above. First,
the expression for the radial dependence of the synchrotron frequency in egn. (6.1.4)
(also egn. 3.1.31} §s strictly true only for a stationary bucket, i.e. when ¢, = 0. A more
general expression gives a moving bucket dependence of (1 + -g-tanz ¢s) (eqn. (3.1.32)).

This result, by the same analysts as eqn. (6.1.5), would predict growth rates reduced by
up to a factor of ten when, as near transition energy, ¢, = 65°. This seems, however,
inconsistent with observations. Second, the analytical results depend strongly on the
evolving particle distribution, as noted in the stmulations in the next chapter. This
dynamic picture is not taken into consideration in this analysis.

Finally, other sources of impedance, such as due to space charge and the
broadband components, have been neglected. In the Booster, the major contribution
to the broadband impedance s due to the magnets. There is no smooth beam pipe: the
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bending magnets are inside the vacuum chamber and thus the beam js exposed
directly to the laminations. The small spaces between the laminations create the effect
of tiny cavities, which allows for short-range wake fields to be generated by the beam at
high frequency. The impedance was studied extensively in the early days of the
Booster, with a resulting energy loss estimated to be between 50-100 keV per particle
per turn around transition.39:40 The tmpedance also has been measured In the past
using the stretched-wire technique, and the result is shown in Figure 6.8.3:43

Analysis of the instability propertiés of the beam due to the broadband
impedance proceeds similarly to that for narrowband resonances. One writes the
proper expression for the dispersion relation and solves for growth rate and frequency
shift for a particular mode. In the literature, the stability threshold is determined by
calculating the threshold Z/n using the Boussard criterion for bunched beams38

Lﬁ-ls 2::-?1?(%)2 - 6.2.1)
where 7 is the peak beam current and p=int(w/wg). Eqn. (6.2.1) is a special solution of
the dispersion relation egn. {6.1.1} applied to a single bunch33 and compares the
frequency shift due to the reactive impedance with the frequehcy spread in the beam
(Landau damping). Although the energy spread cannot readily be measured directly
through the cycie, it can be estimated from the bucket parameters and the bunch
length using egn. (3.1.34). For the typical case of 15 cavities and 1.7x1012 protons per
pulse (RO1, no HOM dampers), the Z/n threshold is calculated using the values in
Table 6.1 and plotted in Figure 6.9. Recall that X=E-E, is the kinetic energy.

One can, in principle, compare these results with the measured magnet 121/n.
There are different interpretations in the literature of the lowest unstable mode n to
use. Some use the lowest propagating mode, ie. the cutoff frequency, which
corresponds to the frequency at which the measured reactance becomes t:z;.]:ialciti‘l.w:.4"1r
This would give Z/n=(6.2kQ)/(100MHz/628kHz)=40Q). The result suggests that the
microwave instability threshold limit is exceeded through transition (see Figure 6.9).
However, this analysis is oversimplified, since other conditions such as Q; >> @, and
@ <<1/bunch length must be met. However, there in no evidence of a microwave
instability in the Booster, so we consider this analysis beyond the scope of this thesis.
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Table 6.1 Criterion for Microwave Instability Threshold in the Booster

time K n bktH | bnchL | bktL Ap/p I pk Z{n
(ms) | {GeV) (MeV) {ns) (ns) (%) {amp) (k)
3.0 | 0.2151 |-0.6281 | 1.0897 | 19.8 |24.3149 | 0.2578 | 1.7778 | 1.9460
6.0 | 0.3910 |-0.4645 | 1.6486 | 13.5 15.5857 | 0.2366 | 2.6074 | 2.0964
9.0 | 0.8451 |-0.2431 | 2.6027 9.2 10.4138 | 0.1952 | 3.8261 | 1.4184
12.0 | 1.5921 |-0.1038 | 4.0046 6.0 7.6740 | 0.1649 | 5.8667 { 0.5687
15.0 | 2.5653 [-0.0380 | 5.4278 4.2 5.5516 | 0.1466 | 8.3810 | 0.1848
17.0 | 3.2935 [-0.0154 | 5.6938 3.3 3.9074 | 0.1335 | 10.6667 | 0.0620
19.0 | 4.0508 }-0.0017 | 13.6224 2. 3.1666 | 0.2414 | 15.3043 | 0.0184
21.0 | 4.8079 | 0.0071 | 8.9888 3.2 3.6448 | 0.1549 | 11.0000 | 0.0526
23.0 | 55363 | 0.0127 | 8.6935 35 4.1926 { 0.1285 | 10.0571 | 0.0814
25.0 | 6.2090 | 0.0165 | 9.3316 | 4.5 4.7590 | 0.1325 | 7.8222 | 0.1606
27.0 | 6.8015 | 0.0190 | 12.0299 4.5 5.9809 | 0.1380 { 7.8222 | 0.2186
29.0 | 7.2921 | 0.0207 | 12.7078 4.7 6.6663 | 0.1304 | 7.4894 | 0.2371
31.0 { 7.6632 | 0.0218 | 13.8906 5.0 7.7587 | 0.1269 | 7.0400 | 0.2632
33.0 { 7.9014 | 0.0224 | 17.5090 5.3 10.2297 | 0.1287 | 6.6415 | 0.3038
35.0 | 7.9980 | 0.0227 [23.0118 5.8 15.5864 | 0.1226 | 6.0690 | 0.3084
%800 g- stobility limit
N} 700 F cale from Ap/p
600 E (Boussard criterion)
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200 ‘& threshold estimated
3 from mognet Im{Z/n)
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Figure 6.9 Microwave Instability Threshold for Booster. Shown is the calculated
value of Z/n (Boussard criterion) vs. that estimated from the magnets in Figure 6.8.
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7. SIMULATION

To study the detailed time evolution In phase space of a beam undergoing
instabilities and the connection with emittance growth, we turn to the longitudinal
particle tracking code ESME. This code was developed at Fermilab and has been
validated independently by a number of users over the years. In our case, with the
code we simulate the Booster beam under the influence of several RF cavity HOM
impedances modeled as LRC resonators. In addition, the broadband component
contributed by the magnets is included. All input parameters, e.g. initial emittance,
‘beam intensity, RF voltage, and HOM and magnet impedance, are taken from the
recent data described in earlier chapters. The goal is to reproduce, f possible, the
observed coupled-bunch mode amplitude growth as well as the emittance growth, both
before and after the RF cavity HOM dampers were installed. Once this is achieved, we
can, with some confidence, predict the behavior in the Booster with increased intensity
as envisioned for the Linac post-upgrade era. The present work is rather different from
a prior coupled-bunch instability simulation study of the Booster, which was more a
comparative study of conceptual stabilizing techniques using entirely different input
impedance data.55 we proceed now a description of the code followed by the results of
our comprehensive, quantitative simulation study.

7.1. ESME: Longitudinal Particle Tracking Code

ESME is a computer program which calculates in a proton synchrotron the
evolution of a distribution of particles in longitudinal phase space. It allows the user
to study the behavior of the beamn as it is acted upon by the RF system and, optionally,
by longitudinal forces due to collective effects such as image currents in the resistive
walls, excitation by the beam of RF parasitic modes, and space charge. The results
may be viewed graphically in various forms, including phase space plots and output
resembling the mountain-range display. ESME has been used at Fermilab as a tool in
a number of applications: the design of the Antiproton Source and study of the
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transition-jump system in the Booster, to name two. It has also been used at CERN to
study RF manipulations. The code is documented, and the description below is
summarized directly from References 52, 53, 54, 55.

At the heart of the program are a pair of single-particle difference equations
which are derived from the Hamiltonian equations of motion of Chapter 3, section 1.
These are used to calculate tumn-by-turn the change in azimuth 9;, and enérgy E; pfor
each +th particle during the n#-th tumn of the synchronous particle. The time evolution
of the particle distribution is produced by iterating a discrete map of the longitudinal
motion from the n-th to the (n+1)-th tumn, applied to each particle individually.

In the ESME mathematical framework, the RF force is applied impulsively at
Jocalized gaps at which the particle receives a finite energy increment followed by a
force-free drift. The ring may be azimuthally divided into equal periods, one RF gap per
period. Invoking perfodicity can save computation time in that only a fraction of the
total particles need be tracked. However, to study a coupled-bunch instability where
the mode number n divided by the machine hanﬁonlc number A is not an integer, such
periodicity cannot be imposed. The effect of all the RF cavities is instead lumped
together as if acting at a single gap. This assumption is not unrealistic, recalling the
argument presented in Chaptier 4 where we describe the calculation of the net sum
impedance. The parasitic modes are in phase with the beam because they are driven
by the beam. Thus the impedance due to these modes also add in phase from one
cavity to the next and can be lumped into a single net impedance.

The relation between the circulation periods of the synchronous and ith
particle is treated exactly. Therefore, the kinematic nonlinearities, such as within the
RF potential, are also treated exactly. This is important in our study of the coupled-
bunch instability because it is precisely this nonlinearity which gives rise to self-
stabilization of the beam, or Landau damping. The stabilization of large-amplitude
coherent oscillations in turn leads to a spreading or "filamentation” of the particles in
phase space and can thus help explain the observed emitiance growth. This is
demonstrated dramatically in the simulation results to be shown later.

The beam-induced voltage from space charge and the longitudinal coupling
impedance may be evaluated in ESME from data and specifications in the input file.
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The various contributions to the impedance in the ring are first summed. The energy
gain in the n#-th tum for the #th particle is then calculated by using the expression
derived in Chapter 3, eqn. (3.3.20). In the Booster simulation, two sources of
impedance are included: high- @ resonators and the broadband impedance.

The narrow resonant impedances due to the excitation by the beam of the RF
cavity parasitic modes are represented in the simulation by a table list of resonant
frequency, magnitude on resonance, and . To calculate the beam induced voltage
due to the narrow resonance, ESME convolves the longitudinal charge distribution
histogrammed as a function of time with the Green's function given earlier in eqn.
{3.3.9). The convolution integral is evaluated for all times corresponding to the bins
defining the current density A,(©) so that the voltage acting on the particle can be
found by determnining which bin the particle populates. The solution for v (4 for prior
turns is updated to the present turn by relabling bins to account for the phase change
and by reducing all values by exp(-(w,/2@)f). The voltage acting on a particular
particle is evaluated by summing the voltage corresponding to the azimuth bin over
how many voltage-azimuth tables are retained.

The broadband wall impedance is characterized in the code by a table of cubic
polynomial values representing the real and imaginary part as a function of frequency.
In the code, the impedance is evaluated at the frequencies mw; and added to the total
to find the contribution to the beamn induced voltage, This effect, in addition to the
self-force due to space charge, is potentially important around transition, when the
bunch length is minimum and the charge density maximum.

The self-impedarice due to space charge forces is pure imaginary and behaves
as a capacitive reactance. Assuming a uniform cylindrical beam of radius a in a beam

pipe of average radius b, this iImpedance is evaluated using a formula well known from

5C
the literature: —Zﬁ—- = -lz—zﬂ}qz-(l +2log(b/a)), where Zo = Jupfep = 377Q. Because of

known problems with the implementation oi: this space charge calculation in version
7.2 of the code, we eliminate its effect by specifying b such that 2log{b/a)=-1. In

order to justify this, we verifled that the tracking results with and without the space
charge calculation are identical with no other impedance present.
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7.2 Booster Simulation Results

Study of the Booster coupled-bunch instability via simulation spanned
approximately one year, during which about 140 runs were performed requiring over
1600 hours cpu time. For most of these , the UNIX version of the code was executed
on a SUN SPARC 10 or a Silicon Graphics IRIX computer. Various cases were studied
before the full simulation was attempted. Much effort was devoted to realistically
represent in the code the RF cavity parasitic modes due to all 17 cavities. In the final
analyses, conditions both before and after installation of the RF cavity HOM dampers
were studied. The full simulations required about 30 hours cpu time to track 67,200
particles. A notable disadvantage of this UNIX version are the huge PostScript
graphics files generated. This is alleviated somewhat by only plotting a fourth of the
particles, sacrificing the finer graphical detalls of the collective particle motion in the

phase space.

To simulate the baseline, undamped case with nominal RF cavities, the beam is
driven by four resonances with intensity to compare directly with experimental data set
RO], Table 5.1. For the case with the HOMs damped, and three resonances are input
to compare with data set R36. Tracking is begun just before transition, starting with
an initial elliptic charge distribution, and continued to extraction, totalling about
11,000 tums. Before presenting the final tracking results, the specifications and data
in the input files are described in some detail. Next, some of the interim conclusions
and difficulties which arose during the course of the parameteric studies are explained
and illustrated.

Input Data Sets

The required input data to ESME can be seen in a set of files reproduced in
Appendix C. This particular set describes the Booster running with 15 cavities and an
intensity of 1.7e12 protons per pulse (ppp) before installation of the RF cavity dampers.
Listed in the appendix are the main input flle HOMBB.DAT, the broadband impedance
file DMAGNET.DAT, and the high-2 resonance files RBffH0.DAT and RBr#1.DAT,
where £t is the time in the cycle.
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In the main file, the initlal conditions are entered and the particle distribution
is specfied. The initial conditions, which include injection and extraction energy,
transition gamma, ring dimensions, beam intensity, initial emittance, number of RF
cavities, and RF voltage, are chosen to match a particular Booster experimental data
set. All 84 RF buckets are populated to study the coupled-bunch instability, with
between 500 and 1500 macroparticles per bunch, representing the specifled total
number of protons (Iintensity). The statistics in the azimuthal binning improve with the
larger number of macroparticles, but it slows the calculation considerably. The RF
voltage s specified at half- or one-msec intervals, with a linear interpolation assurmned
between values. For the nominal case of HOM dampers out, the RF voltage data are
obtained from the earlier experimental data sets RO8 and RO6 for 15 and 17 cavities,
respectively. In the case of HOM dampers in, the data are obtained for 16 cavities from

a separate measurement recorded during the studies of set R36.

'The magnet impedance, shown in Figure 6. , is {itted to a cubic polynomial over
five frequency intervals using a standard minimization routine to obtain the required
table. The results are given in the data flle DMAGNET.DAT. In each of the five
intervals, the data, line-by-line, are: starting frequency, and real and imaginary

coefficients.

In the analytical calculations, we had used the net sum impedance derived from
the single-gap stretched wire measurement directly, with no need for a functional
mode]. Because the input for ESME requires that the HOMs be represented by a model
resonance, the sum impedance for each mode of interest is {itted to a classical paraliel
LRC response (see Figure 3.11). Care was taken to match to the extent possible the
area under the curves. The results for equivalent R and @ for the impedance
measurements are tabulated in Appendix B, Tables B.7 and B.8. Sample {it resulis at
one time in the cycle (t=21 msec) are shown In Figures 7.1 and 7.2. In the undamped
case, for some higher-order modes, like 6, the representation is good, for others, like {2
or {4, only fair. The resonant impedance input flles RBttHO.DAT and RBttH1.DAT are
constructed on this basis.

There ts some ambiguity in the determination of the equivalent £. Physically,
for the coupled-bunch instability, the @ determines the decay time between bunches
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Figure 7.3  Effect of Tracking Step Size on Slewing Resonance in ESME. The RF cavity
modes {2 and f4 tune with the fundamental frequency. As an example, (a) {6 is shown
relative to the beam coupled-bunch modes n=14-18. To better represent the tuning RF

cavity parasitic modes, (b} the frequency and jmpedance data are interpolated at 0.5- or
lI-msec intervals and tracking interval adjusted accordingly.
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for that particular parasitic mode in each cavity. For this reason, the @ of a single
cavity might best describe the mode response. However, the @ also determines how
many beam spectral lines are coupled to, and hence driven by, the parasitic mode.
This is precisely what is represented by the effective broadening, or lowered @, in the
sum impedance when including the spread in HOM frequencles. The effect which
dominates in the Booster determines which @ to specify in ESME. Using the example
of cavity mode 16 (220 MHz) at 29 msec, HOM out (Table B.7), and usiné the time
between bunches Af, =19 nsec, we see that for a single cavity Z, =550, so the
delay=0.98 and the width A&£400 kHz. For the net sum- Z, =260, so the delay=0.95
and AL850 kHz. Since the spacing of the beam spectral lines is the revolution
frequency ;=628 kHz, the lowered equivalent @ of the net sum Z means that two
spectral lines may be excited simultaneously. As a test, we varied the @ in ESME
keeping the magnitude constant. It was found that the beam becomes far more
unstable for a lower @ as expected comparing with observation. The difference in
decay time is insignificant; therefore, we choose the net sum equivalent ¢'s based on

physical arguments.

Another important consideration in representing the HOMs in ESME is the fact
that the frequencies of some of the modes sweep rapidly over a portion of the
simulation time period. The data are read into the code at specified time intervals. The
impedance data are recorded at £17, 18, 19, 20, 21, 23, 25, 29 msec. Over the period
between 17 and 25 msec, the step sizes are not fine enough. These data are therefore
interpolated to obtain values at t=17.5, 18.5, 19.5, 20.5, 22, 24, 26, 27. The effect of
the smaller step size is depicted in Figure 7.3, which shows the difference in smoothing
out the sweeping impedance at 6.

Parametric Studies

Several parameters were varied to study the effect on beam stability: single-
bunch vs. M~-bunch simulation, the initial matched particle distribution, track starting
time (in the cycle), RF voltage, one or multiple HOMs, space charge on/off, and
broadband magnet impedance on/off. An alternate goal of these studies was to test-
check the code.
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To simplify the problem, it may seem reasonable to reduce the simulation to a
single bunch, scaling the driving impedance by M and changing the harmonic number
to b=1. However, the interbunch phase specified by the coupled-bunch mode cannot
be accounted for by a single bunch, and hence the charge distribution which excites
the parasitic mode is not realistic. Tests were made using one bunch, and the results
indicate that the beam is wildly more unstable with this scaling analysis than as is
observed. The particle distribution experiences a complicated fine-structure time
development inconsistent with what the data indicate.

Two initial particle distributions were compared: the elliptic, with parabolic
projections on the phase space axes, and the bi-gaussian. Analytically, proton beams
are often described as elliptic, but a gaussian distribution adds the possibility of
damping due to the presence of tails in the distribution. No significant difference is
seen between these two distributions with respect to beam stability, whether tracked
from just after or just before transition. One case tracked from injection resulted in a

mostly elliptic beam near transition, so the elliptic was chosen.

A dramatic difference in the stability properties is seen if the beam is allowed to
evolve through transition around £=19 msec. Initially, all simulations were begun at 20
msec in the cycle because we wanted to avoid the complications concermed with
transition crossing. However, the time development of the unstable mode =16 in the
simulation did not correspond to the data. When tracking from 20 msec, it begins to
grow only in the final few msec before extraction, while in n;ality. it is seen to begin
around transition. For the case tracked from 17 msec in the cycle, the time
development more closely follows the data. Note the tails which develop in the
distribution in this case after transition, seen in Figure 7.5 in the fourth plot down
(t=20 msec). This distribution has enhanced harmonic content as compared with a
symmetric elliptic, and "seeds” the instability. Also, it is found that for approximately
the same final coupled-bunch oscillation amplitude, the driving resonant itmpedance
can be about a factor of two larger than the measurements when tracking only from
=20 msec. Because of these inconsistencies, the final simulations track the particles
from 17 msec in the cycle.

The effect of the RF bucket area on beam stability was studied inadvertently.
When the beamn was driven by the resonant impedance of 15-cavity HOMs but
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accelerated accidentally in a 17-cavity potential, the beam was more unstable than
when the bucket was reduced to the correct 15-cavity area. In the two cases, the
bucket fill ratio is similar in the last 10 msec in the cycle, but very different coming
into and through transition. With 15 cavities, the bucket is about 90% full between
t=17 and 24 msec. For 17 cavities, the ratio is closer to 50%. The synchrotron phase
angle is also reduced, so the synchrotron frequency is more constant with small
amplitude and thus, the beam Is in a far more linear regime through this period. A
comparison of the initial conditions is lllustrated by comparing Figure 7.5 and Figure
7.8. In the former case, a bunch of initial area 0.028 eV-sec populates a bucket
corresponding to a 15-cavity RF voltage. For the latter, the same beam populates a 16-
cavity RF bucket. It is probable that some of the variation in emittance seen in the
beam studies with varying the number of RF cavities has not only to do with the
scaling in HOM impedance but the stability produced by the nonlinearity of the RF

bucket as well.

A true advantage of simulation is that the effect of single resonant modes can
be studied individually. In the present version of the code, there is no provision for the
Fourier analysis of the bunch train, which would produce spectra such as shown in
the beam studies. Instead, the influence of individual HOMs, known to drive one or
two neighboring beam modes, is deduced by observing the time evolution of a bunch in
phase space. Most likely, it would not have been possible to resolve the difficulties in
reproducing the multiple-HOM Booster results had it not been for this simplifying step.
Before installation of the RF cavity HOM dampers, two dominant beam modes are
driven with different time structure. The simulation result indicates, as we will see
later, that the final emittance growth in the beam cannot be easily predicted for
excitations by multiple modes occuring at different times in the cycle.

Runs are compared with the nominal 1.7e12 proton intensity but with no
resonant driving impedance to study separately the effect of the space charge force and
the magnet broadband tmpedance. However, the space charge force calculation is
suspect in the version 7.2 of the code, as stated earlier. With space charge and HOM
impedance, bizarre particle losses of up to 40% are observed in the simulation on
development of striation and filaments in the particle distribution soon after transition.
This is a numerical artifact and not observed. No measurable differences are seen in
the simulation results for any combination without HOM impedance (see Figure 7.10
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(b)); therefore, we deduce that as far as ESME is concerned, the space charge effects
are not important in the Booster study. For these reasons, we are justified in
neglecting it. Although the Boussard criterion of eqn. (6. } would predict microwave
instabllity around transition, the null result could be explained perhaps by the same
dwell-time argument for the resonant mode response: the bearmn passes rapidly through
the unstable condition. Because the magnet impedance causes no surprising effects, it
is included in the final simulations for completeness.

Final Tracking Results

A summary of the final simulations are found in Table 7.1. The experimental
data set RO1 {15 cavities, 1.7¢12 ppp) is chosen as the baseline for comparison before
the HOM dampers were installed, and data set R36 (16 cavities, 1.9¢12 ppp) for
comparison after installation. The time development of each of the #=16 and n=48
coupled-bunch modes, the final mode amplilude, and the emittance growth are all
compared with the data. The coupled-bunch mode amplitude and time development is
estimated from the "mountain-range” graphical output. The program performs a
calculation of the rms emittance, but in order to best compare the results with the
observations, we measure the "bunch length” from the azimuth histogram in a way
comparable to the digital oscilloscope (without averaging, however}. Note that in the
simulations with a 15-cavity RF bucket, about 10% of the particles are lost from the
bucket during the first 10 msec (from t=17 to 27 msec in cycle], which is not generally
seen in the Booster. This may be attributed to numerical noise= /800 /bunch.
Although fast losses are sometimes observed at transition and slow losses late in the

cycle, the causes are most likely not related to the coupled-bunch instability.

In the first six runs listed in the table, the beam is driven by a single resonant
impedance. The starting time of the tracking is varied, as is the scaling of the
measured HOM impedance. The results for the cases tracked from 20 msec proved to
be very stable, even when the impedance is increased by 40%. For the remaining
cases, tracked from 17 msec, scaling the impedance by 40% compared somewhat better
with the expected coupled-bunch mode growth than no scaling. The results are shown
in mountain range plots in Figure 7.4. The vertical scale shows turn number; the
corresponding time in the cyele is shown in Figure 7.7 (b). In Figure 7.4 (b), excitation
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Table 7.1 Final ESME Simulations.

compara- inten- Z time
name tive VRF sity HOM high-Q scaling | start -
datarun®| (#cav} | (ppp) | in/out | modes ** it (msec)
homaa - 15 1.7¢12 out 2 1 © 17
homS6 - 15 1.7el2 out 2 1.40 17
hom94 - 15 1.7¢12 out 2 1.40 20
hom99 - 15 1.7el12 out f6 1 17
hom97 - 15 1.7¢12 out f6 1.40 17
hom95 - 15 1.7¢12 out {6 1.40 20
hombb RO1 15 1.7¢12 out 12,14.16.18 1 17
homce RO1 15 1.7e12 out 2,14 1618 1.25 17
homgg R36 16 1.9e12 in 12,1418 1 17
homhh R36 16 1.9e¢12 in 12,14 .18 1.25 17
homff }(400 MeV) 15 3.4el2 in f2{4 18 1.25 17
homii |{400 MeV])| 16 3.0el2 in 12,f4 18 1 17

*  Experimental data runs are defined in Chapter 5, Table 5.1
** Mode designations are defined in Table 4.]
*** Scaling of net sum impedance from Tables B.7 and B.8

by f6 only (220 MHz, 1=16) shows a blowup soon after transition and saturation until
the final msec. In {a), excitation by f2 only (83 MHz, 7=48) is fairly stable, even when
scaled by 40%.

In the full sirnulation (homec), both HOM impedances {2 and f6 from above, in
addition to f4 (169 MHz, =18} and B (345 MHz, »=46) are added, scaled now only to
25%. Now, the mountain range time development compares with observation (Figure
7.4 (c)). Although unfortunately, no mountain range plots were recorded in this data
run (RO1), we may refer to the coupled-bunch amplitude growth shown in Chapter 5
and comparable mountain range data (not shown). An initial instability (n=16) grows
rapidly and saturates without an obvious large dipole coherent ocillation soon after
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Figure 7.4 Mountain Range Plots in Simulation. HOM Dampers Out. Shown are the
results for (a) f2 RF cavity mode only, (b) f6 only, and (c) all 4 HOMs (f2,f4.16,{8). In all
cases, the impedance has been multiplied by 1.4. The case in (c] corresponds to the
simulation of RO1. (hom96, hom97, homcc)
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Figure 7.5 ESME Phase Space Plots: HOM Dampers Out. The time starts in the upper
left corner at 17 msec in the global cycle and progresses vertically down. The axis scales
extrema are AE =(E-E; )= £30 MeV and azimuth 6 = £1.3 deg. This case (15 cavities, 1.7¢12
PPp) is used to simulate RO1. (homcc)
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transition, and a new dipole oscillation (7=48} begins to grow around 29 msec. Clearly,
the influence of the =16 coupled-bunch mode earlier in the cycle cannot be neglected
in the development of the 7=48 mode.

The detalls of the time development in phase space may be seen in Figure 7.5.
The phase space plots are at one-msec intervals, starting at 17 msec. One can clearly
see the decoherence of n#=16 by 27 msec, and a more coherent mode growing
afterwards. Note that the particle distribution becomes quite distorted at the end. The
projected charge density is double-peaked, sometimes but not necessarily always
observed in the beam with these conditions (see example in Figure 1.1). Also, such
fine structure in the bunch profile would be smoothed in our averaging process.
However, such distortion is plausible, with the effect that the calculation of the
emittance overestimates the true beam area. Recall that the emittance calculation
using eqn. (3.1.33) assumes a matched beam in the RF bucket. If such a beam is
extracted, it will decohere and fill the area bounded by the largest amplitude particles.
One simply needs to take care when discussing or interpreting the data.

The emittance for the ESME results for HOM dampers out is plotted in Figure
7.6 compared with data run RO). Again, scaling the impedance by 25% compares more
closely with the data. The estimated coupled-bunc}; mode amplitudes in ESME (from
Figure 7.4 (c)) are comparable to RO1, but the emittance in somewhat smaller. Also,
the bunch length in ESME is seen to oscillate, hence the oscillation in the emittance,
which is not observed in reality. One possible explanation is the fact that we cannot
average over pulse-to-pulse variations in ESME unless perhaps the initial conditions
are varied. Another possibility is that RF phase noise tends to "smear” the fine
structure as the beam tnstabllity develops, leading to greater spreading.

In the case of HOM dampers in, the ESME result without scaling compares best
with the data in R36. Figure 7.7 shows the mountain range plots for the data
compared with the simulation. The final coupled-bunch mode amplitude compares
well. The phase space plots in Figure 7.8 show a single mode. The emittance is plotted
in Figure 7.9. Although three resonances are driving the beam in the sirnulation, only
2 (84 MHz, n=50) corresponds to a mode observed in the beam spectrum (see Chapter
5). The other cavity modes are include for completeness in the event that they become
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important with, for example, higher intensity. The simulation indicates essentially a
single mode developing in the beam.

As a final study, the parameters of the main ESME input data flles are scaled to
the goals of the Linac upgrade; namely, increase the injection energy to 400 MeV and
increase the intensity by about a factor of two. Two cases are compared, 16 cavities
and no scaling of the impedance and 15 cavities with scaling. The result for 16
cavities, with intensity scaled 40% to 3.0e12 ppp, is shown as a mountain range plot in
Figure 7.10 (a) and phase space plots in Figure 7.11. The results indicate a very
unstable beam with emittance growth, shown in Figure 7.12, comparable to the pre-
HOM dampers levels.
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Figure 7.8 ESME Phase Space Plots: HOM Dampers In. The time starts in the upper
left corner at 17 msec in the global cycle and progresses vertically down. The axis scales
extrema are AE =(E-E, )= 130 MeV and azimuwth € = +1.3 deg. This case (16 cavities,
1.9¢12 ppp) is used to simulate R36. thomgg) :
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Figure 7.10 Mountain Range Plots in Simulation for Both 400 MeV Upgrade and no
HOM Impedance. In (a), the beam intensity is 3.0e12 ppp with 16 cavities, HOM dampers
in. (bomii) As a baseline, (b) shows the result for 15 cavity RF voltage including the
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starts in the upper left corner at 17 msec in the global cycie and progresses vertically
down. The axis scales extrema are AE =(E-E; }= +30 MeV and azimuth ©=31.3 deg. This
case predicts the beam conditions after the Linac upgrade, simulating the nominal 16
cavities and 40% increased intensity: 3.0e¢12 ppp. (homii)
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8. CONCLUSIONS

In this thesis, we studied the long-observed longitudinal cou.pled-bunch
instability in the Fermilab Booster, a rapidly-cycling proton synchrotron. Following
careful measurements and analysis, several RF cavity parasitic higher-order modes
were found to drive the unstable modes. Installation of passive RF cavity HOM
dampers proved to strongly suppress the instability. The well-known longitudinal
coupled-bunch mode theory was reviewed and evaluated including finite bunch Jength
effects and Landau damping for the parameters of the Booster. Predictions of mode
growth rates were found to be in general good agreement with experimental
observations, both temporally and in frequency space. With the inclusion of Landau
damping, the stability analysis {s in overall agreement with the observed unstable
mode spectrum. Particle stmulation using the ESME code were carried out to describe
observations of large amplitude oscillations and saturation effects leading to emittance
growth in the latter part of the acceleration cycle. These efforts represent the most
comprehensive study to date of this instability in the Booster.

8.1 Conclusions

In hindsight, the identification of the offensive RF cavity parasitic higher-order
modes appears to be straightforward. The data presented actually follow a long series
of studies in which we systematically overcame the difficulties and limitations of such
measurements in a rapidly-cycling machine such as the Booster. In the flnal analysis,
a multiple-step approach combining experiment and theory was required to study the
problem from all angles: the beam, the RF cavities, and analysis. Even after installa-
tion of RF cavity mode dampers suppressed the long-observed longitudinal coupled-
bunch instability, questions remained as to whether the behavior scaled as predicted
by the theory. Also, the details of the longitudinal emittance growth were unclear.

First, we compared observations in the Booster data with the predictions of the
linear coupled-bunch mode theory. While there is strong evidence that nonlinear
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effects are important, we wished to study the unstable mode growth data quantitatively
at least to determine the regime for which the linear theory is valid. A rigorous test of
and modification of some of the assumptions used in the literature is required for
proper application to the Booster. Solutions were found numerlically using standard
algorithms. It was found that including self-consistently the effects of the beam
momentum spread in the nonlinear RF potential (Landau damping) is gssential to
accurately describe the unstable beam behavior.

The linear theory is completely inadequate in explaining the emittance growth
resulting from the instability. Instead, a fully nenlinear simulation was invoked using
the longitudinal particle tracking code ESME developed at Fermilab to study the
response of the beam in the presence of a high-@ driving impedance. Subsequent
analyses of the results indicate that the emittance growth may be explained by the
filamentation of the bunch in the nonlinear RF potential. There is a complex
interaction between the two unstable modes (before HOM damping} which is not
obvious when studying the effect of each driving coupling impedance individually. The
coupled-bunch instability cannot be studied adequately by simulating only a single
bunch; although the impedance may be scaled, the interbunch phase cannot be
properly modeled in a code such as ESME. While some details may not correspond
exactly to observations of the beam, the general characteristics of the results compare
well with the data and thus, we have some confidence in exploring the parameter
space. For example, parameters such as the RF voltage have not been optimized for
the simulation of the 400 MeV upgrade; however, the simulation results predict that
for increased intensities, the coupled-bunch instability continues to present the
problem of emittance growth. The simulation has led to a deepened understanding of
the subtleties and sensitivities of the instability on various parameters.

The main lesson learned from these efforts is that while analytical means can be
used to predict general instability characteristics for an accelerator, at best it can be
used as a tool to determine possible worst-case scenarios. Limits on the maximum
allowable coupling impedance given by these worst-case instability thresholds may
prove to be over-restrictive. The damping mechanism provided by the momentum
spread in the beam can significantly alter the threshold. While the importance of this
effect can perhaps be predicted qualitatively, the exact time development of the
instability behavior, including emittance growth, most probably cannot be
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predetermined without experiment or further study. The quantitative analysis of the
data was an iterative process, and supporting data from the beam and bench
measurements were essential in the success of the effort to suppress this particular
instability for this machine.

8.2 Recommendations

An analytical model of the emittance growth, which s valid for growth rates
slow with respect to mode frequencies, should be explored. In this model, the
stationary distribution in the Vlasov equation is allowed to evolve in time. This
corresponds to an emittance growth which may be described as a radial diffusion. This
can be expected to be valid in the case that the decoherence time is of the order of the
instability growth rate, The simulation results suggest that under certain conditions,
this quasilinear theory may be applicable. A natural extension may be made to use the
measured particle distribution rather than a gaussian tn the numerical analysis.

Further studies would be fruitful with a tracking code such as ESME. It would
be useful to modify the code to produce spectral output such as the FFTs measured for
the beam. Given a set of data flles which compare well with observations, a more
extensive study of the sensitivity and scaling of parameters such as intenstty and
impedarnce could be performed. A comparison of the scaling between the present case
after HOM dampers installed, with one coupled-bunch mode, could be made to that
previously, with two modes.

Finally, the details of the space charge and microwave instabilities should be
studied in a self-consistent matter in a way similar to the procedure for the coupled-
bunch instability. The propertics and conditions of thresholds need to be better
understood in the dynamic case of slewing frequencies in a rapidly-cycling synchrotron
such as the Booster. The specific influence of crossing transition energy as it relates to
altering the particle distribution should be explored to better characterize the eflect on
the coupled-bunch instability. It should be studied as to whether the higher charge
densities and peak current or the whether the presence of higher-order synchrotron
mode components is the dominant effect. A
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Appendix A: Booster Kinematic and Operational Tables and Curves

Tables and plots of important Booster parameters are assembled in this Appendix.
Included are kinematic parameters of the beam as well as operational pararneters of the
RF system.
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Table A.1 Standard Booster Kinematic Parameters: 200 MeV to 8 GeV. (17 cavities)

TIME BETA ETA CP K FREQRF VOLTA VOLTRF PHIS FREQS BKTA
(ms) (GoV) (GaV) (MHZ) (kV) (kV¥) (deg) (kHz) {aV-3)
. No beam
. No beam

9.67T09 -9.6404 9.8624 9.2045 39.3178 9.0009 16.6874 9.00020 8.98339 a.2119
e.6818 -8.8281 9.8727 8.21561 39.8826 57.7766 257.1310 12.9848 27.0025 9.0285
©.6116 -9.5922 8.7254 0.2477 32.4809 115.9382 438.1577 16.2929 33.5046 2,08369
9.6662 -9.53b67 0.8160 8.30562 34.8482 171.2798 536.4191 18.8207 34.2085 2.e381
9.7884 -9.464%6 2.9418 9.391¢ 37.6183 228.021¢ 588.35636 22.589%4 31.8454 ©.9383
8.7612 -8.3869 1.1213 8.6086 40.4239 278.7163 6£86.4484 23.9928 29,9131 G.0448
2.8096 -9.3111 1,2936 9.6597 42.9876 328.9677 792.8119 24.5410 27.3747 A.056563
9.85@4 -9.2431 1.5188 8.8461 46.1619 378.2792 783.7298 29.5173 22.0018 8.9531
9.8834 -8.1869 1.7688 1.9838 46.9129 420.2609 794.6964 31.9266 18.2948 8.0592
@.9991 - -9.1399 2.0472 1.3137 48.2772 460.5123 801,9977 3b.0441 14,7625 2.0833
Qa.9287 -8.1a38 2.3508 1.6921 49,3203 496.6761 798.9948 38.4366 11.7118 0.9684
9.9428 -0.0769 2.8743 1.8958 66.1114 628.4316 779.3379 42.68918 9.0634 9.9658
2.9649 -0.0646 3.9172 2.2214 66.7107 b666.4964 786.1483 45.0324 7.1490 9.8726
9.9636 -9.9369 3.3767 2.6663 61.18€4 §©77.6307 9803.5378 45,9694 5.090D 5.0878
09,9720 -9.6253 3,7485 2,9239 51.6162 694.6379 799.98086 49.91862 4.3283 3.1001
@.9751 -0.81564 4.1284 3.2936 61.7844 606.3671 795.65280 49.8682 3.1894 9.1211
@,9791 -9.0077 4,5121 3.6793 51,9939 612.7141 7T69.3602 52,7881 2.9428 3.1438
@.9822 -0.8017 4.9000 4,0508 62.1686 613.6226 763.8178 53.4526 8.8977 d.3078
0.9848 9.0032 6.2868 4.4311 62.2891 609.0846 779.1933 &1.4152 1.2401 8.2664
9.9868 8.2871 6.6694@ 4,8079 52.3935 ©99.14902 765.992% 51.4682 31.7692 $.1829
9.9882 0.0192 6.,0433 5.1774 62.4776 5£83.8778 768.771¢ 49.5946 2.10823 B.1768
$.9894 9.8127 8.4062 6.5383 62.6456 563.4329 746.0853 40.0418 2.26864 P.1661
9.9925 2.0148 8.7548 6.8812 £2.6012 637.9878 726.2646  47.8842 2.3738 2.1879
9.9913 9.0166 7.98656 6.2090 52,6487 607.76859 697.19564 46,7439 2.4264 2.1696
8.9920 8.2179 7.3967 6.6187 62.6840 473.0377 678.1688 44,3947 2.4880 ¢.1886
0.9928 9.9199 7.68827 8.8016 62.7148 434.1109 847.9269 42.0871 2.6132 3.2040
9.9931 #.0200 7.9438 7.0607 52,7398 2391.3298 612.5104 39.79098 2.5064 9.2216
9.9936 2.0207 8.1768 7.2921 62.7600 345.€772 b677.0410 38.7278 2.4943 G.2470
2.9938 9.0213 8.3796 1.4938 62,7764 295.7609 b634.4427 33.6036 2.4631 8.2733
0.9940 9.0218 8.5502 7.6632 52,7894 243.8192 477.4740 39.7087 2.3588 9.2926
2.9942 9.0222 8.8873 7.7998 62.7992 189.7134 429.6129 28.8174 2.2665 ?.3223
0.9944 8.0224 8.7897 7.9014 62.8282 133.9237 377.7801 20.7629 2.1898 a3,3866
8.9944 9.0226 8.8684 7.9877 52.8197 78.9463 23068.5173 14.63856 2.0066 2.4328
B.9945N b0.0227 8.8869 7.9980 52,8127 19.2838 258.6263 4.3096 1.8634 9.5608
Qo Deam

M

T T L T e L L e L T L o T T Y

N AWN=SROCI~NONAWNFEODOINONAWNRODONRNAWNN =D

.

G0 0 G0 a3 0D 0O 63 1D RO IO A AT N NI RS RS B bt b pd gk e gt ek et b et

€81



TIME

)
-
A

)
Saacoaaas

DAL= R

Table A.2 Varlalion on Boosier Kinematic Parameters: 200 MeV {0 4 GeV

BETA

sen

1)

0.5793
9.6768
2.6917
8.01688
d.8483
9.6642
@.7217
D.7584
8.7927
9.8235
9.8604
2.8733
©.8926
©.9084
@.9218
8.9326
@.9414
9.9487
0.9648
9.9888
9.9639
2.9874
¢.9723
2.9727
0.9747
2.9763
9.9777
@8.9788
8.9797
@.9806
d.901¢
2.9914
0.96817
?.9818
e

GAMMA

no beam
no beam

1.2174
1.2231
1.2404
1.2702
1.3133
1.3711
1.4448
1.5343
1.8406
1.7629
1.9006
2.0624
2.2189
2.3922
2.67685
2.7879
2.9641
3.1832
3.3832
3.661¢9
3.7673
3.9477
4.1310
4.3056
4.4898
4.8218
4.7802
4.8839
4.9917
6.08628
5.16568
5.2182
5.2467
5.2619

no beam

*he

e

ETA

-3.6410
-0.6347
-0.8182
-2.58681
-0,5480
-0,49982
-0,4466
-9.3811
-9.3379
-@.2881
~8.2431
-8.2037
-0.1698
-8.1410
-8.1189
-3.0968
~-8.0801
-0.0662
-0.0547
-g 50451
-2.0371
-9.0326
-3.0249
-0,0202
-3.0183
-2.0131
-02,.8104
-3.0082
-2,0084
-0,005¢
-3,0839
-9.0931
-9.0028
-8.0024

CP
(GeV)

02.6516
2.6608
2.8887
B8.7348
28,7989
©,.8802
9.9782

- 1.,9918

1,2202
1,36822
1.5166
1,8817
1,8666
2.0391
2.2281
2.4217
2.8182
2.8188
3.0129
3,.2077
3.3984
3.5833
33,7808
3.9294
4.0878
4,2337
4,.3068
4,4865
4,.5888
4,0758
4.,7458
4,7978
4,8318
4.8473

K
(GeV)

09,2049
99,2893
90,2268
@,2636
9.204¢
09,3482
0.4171
0.6¢13
8.6010
38,7168
8.8460
8.9876
1,1418
1,3063
1.4793
1,8568
1,8429
2.0297
2,2173
2.4038
2.6872
2,7858
2.9378
33,1018
3,2566
3,3982
3.s8281
3.6443
3,7464
3.8307
3.8992
3.9604
3.9838
3.9090

FREQA
(MHz)

39.2883
30,5784
31.4222
32,7434
34,4288
36.3337
38.3246
49,2708
42,0990
43,7358
46.1608
46,3763
47.3964
48,2437
48,9433
49.61981
49,9928
60,3827
50,7044
60,9703
51,1609
61,3742
651.5268
61,8649
61.7808
51,8482
B1.9212
51.9811
62.9297
62,0682
62,8977
62.1189
62,1324
62,1384

TREV
{us)

2.7733
2.7470
2.8733
2.6654
2.4400
2.3119
2.1918
2.0868
1.9963
1.9287
1.,8608
1.8113
1.7723
1,.7412
1,7183
1,8083
1,6802
1.8672
1.8567
1.6480
1,8499
.8351
.6382
.6282
.6229
.6201
8178
1.8188
1.8146
1.6133
1,8124
1.8117
1.6113
1.8111

-t b pb ik i

VOLTA
(kV)

2.000d
29.4392
58,8171
ar.2747
115.1678
142,0184
187.6188
191,7310
214,14148
234.6515
253.9786
269,2693
283,0691
294 .3286
392 .9945
308.9716
312.20860
312,.6688
310, 3558
305 .2888
297.5117
287.8941
274,1293
268,7293
241,5338
221.1988
199, 4004
176,8323
162.7033
124 ,2388
96,6674
88,2401
39,2073
9,926@

81



Table A.3 Booster Kinemalic Parameters after Linac Upgrade: 400 MeV Lo 8 GeV

TIME BETA GAMMA ETA cP K FREQA TREV VOLTA
(ms) (GeV) (GeV) {MHZ) (us) (kV)
6.0 11 no beam Y

1.9 e no beam e

2.0 2.7130 1.4283 -3,4670 ?.9643 9.4008  37.9674 2.2183 0.9009
3.0 9.7194 1,4397 -0,4487 9.9719 2.4126 38.2081 2.1986 £6.8683
4.9 92.7376 1.4808 ~-0.4224 1.8246 @.4610 39.1649 2.1448 110.8226
§.0 9.7842 1.5606 -9,3823 1.1118 9.51856 40,6848 2.8897 185.9031
8.9 9.7958 1.6612 -0.33231 1.2329 9.61180 42,2595 1.9877 217.,7191
7.0 9.8282 1.7844 -9.2803 1.3867 9.7380 43,9834 1.9098 288.5628
8.0 4.8687 1.9518 -9,2200 1.6719 2.9923 46,5909 1.8421 318.9929
9.0 2.8864 2.1609 -9.1824 1.7868 1.9799 47 .0177 1.7888 382.4903
12.8 2.60717 2.3030 -0.1424 2.9296 1.2978 48,2049 1.7428 494 .8803
11.9 6.9268 2.8454 =-9,1092 2.2960 1.5438 49.1858 1.7085 443.8368
12.9 3.9492 2.9356 «9.0823 2.5897 1.8181 49,9299 1.8824 478.47562
13.9 8.9615 3.2506 -0,0809 2.9021 2.1117 62.65307 1.8824 §59©9,0888
14.0 9.9604 3.6871 -3.0440 3.2324 2.4276 51.0010 1.8470 B©£35.1400

16.0 9.9873 3.9419 -9.8308 3.6777 2.7604 51.3699 1.6352 6566,46831
18.0 8.9727 4,3113 -0.0201 3.93568 3.1070 61.6680 1.8281 §£72.8471
17.9 e.9779 4.8918 -9.9117 4,3018 3.4838 61.8859 1.6189 E84,1484
18.@ 9.9804 5.8791 -9, 0060 4.8725 3.8276 62.0888 1.8133 ©6599.2808
19.8 9.9831 5.47082 2.0003 6.9482 44,1944 62.2114 1.8888 591,1369
20.9 @.9063 6.8611 0.0048 65.4188 4.6612 62,3278 1.606563 EB8.7642
21.0 9.9871 8.2481 9.0081 5.7870 4,9243 62.4217 1.80824 E77.1043
22.0 9.9888 6.8277 0.9110 8.1478 6.2806 62.4983 1.6001 ©662.4813
23.9 ?.9897 6.9983 9.2133 8.4972 6.8283 62,6610 1.6981 642.78686
24.9 9.,9%987 7.36056 2.9162 6.8329 5.9687 62.8126 1.5968 E18.2722
25.0 2.9915 7.8871 d.8168 7.1618 8,2746 62.8560 1.6963 489.1685
26.0 9.9922 8.2631 P.0181 7.4606 8.5710 62,8901 1.5942 455.7832
27.@ 9.9927 8.29656 2.9192 7.7269 8.8454 62.719@ 1.6934 418.2028
28.0 9.9932 8.6817 9.9201 7.9786 7.8962 62.7428 1.6928 378,9923
29.9 2.9935 8.7993 2.062e8 8.2029 7.3181 62.76822 1.6920 332.4318
38.2 2.9938 9.0081 9.0214 8.3982 7.5121 62.7779 1.6918 284.,9228
31.9 8.0940 9.1893 ?.2219 8.5828 7.87E68 652.7903 1.6912 234.8843
az2.o 9.9942 9.3263 0.08222 8.0047 7.8069 62.7997 1.6909 182.78613
33.e0 0.9944 9.4248 2.9226 8.7034 7.9050 62.8085 1.5987 129.0180
34 .9 0.99044 9.4929 29,0228 9.8678 7.9689 62.8108 1.6908 T74.1266
36.9 .9946 9.6240 2.0227 8.8870 T7.9981 62.8127 1.6906 18.65772
38.8 T no bheam T}

S8I1
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Figure A1 Moving RF Bucket Parameters. The RF bucket area, height. and length
may be determined from the plot given the shynchronous phase angle. (Ref. 14)
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Figure A.2 Amplitude Dependence of Synchrotron Frequency. The vertical scale is
ws(9)/ wg(0) and the horizontal is (¢;-9;). The synchrotron frequency is fairly constant

for small ¢, and bunch lengths small compared to the bucket length, and falls rapidly to
zero at the separatrix. (Ref. 11)



Figure A3  Beam Scaling Parameters. Curves give ratio of bunch to bucket
area (left) and height (right) for varying synchrotron phase angle ¢.. (Rel. 13)
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Figure A.4 Standard Booster Kinematic Parameters. Shown is the variation with
time in the acceleration cycle for (a) relativistic B. (b} slip factor 7, (¢) kinetic energy K,
and (d) RF frequency.
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Figure A5 Standard Booster Acceleration Parameters. Shown in (a) is the variation
with time in the acceleration cycle for the theoretical accelerating voltage (solid) and
measured RF voltage for 17 cavities (dashed). Corresponding to this example is the (b)
synchrotron frequency, (¢) synchronous phase angle , and (d) RF bucket area. The peak
in the bucket area at transition is empirically found to be important for a stable beam.
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Appendix B: RF Cavity Impedance Tables

Tables of Booster RF cavity impedance data and calculations are assembled in this
Appendix. Included are records of the single-gap stretched-wire, bead-pull and double-
gap streiched wire measurement results. The equivalent model resonator R and @Q are
calculated and tabulated for the single cavity and net sum impedance based on the
single-gap stretched-wire data.



Table B.1 Single-Gap Stretched Wire Datasets

191

toycle fgecalc {fgpmsrd | Q** Vpgm *** | archive date
SGSWnn no.
* (msec) | (MHz) | (MHz) V)

01 3 30.8822 | 30.87 191 0.277 1657 91/6/19

02 6 37.6181 | 37.715 324 0.968 1688 "

03 9 45.1619 | 45.28 602 2.621 1719 "

04 12 49.3203 | 49.16 804 4.48 1750 "

05 15 51.1665 | 51.025 829 6.04 1781 "

06 17 51.7844 | 51.70 896 6.83 1812 "

08 18 51.9940 { 52.00 799 7.22 1874 "

09 19 52.1586 | 52.122 898 7.41 1967 91/6/20

10 20 52.2891 | 52.251 902 7.61 1998 "

11 21 52.3935 | 52.378 898 7.81 2029 "

12 23 52.5457 | 52.543 881 8.10 2060 "

i3 25 52.6467 | 52.647 970 8.29 125 "

14 29 -1 52.7600 | 52.7575] 969 8.49 156 "

15 short out (HOM dampers OUT) o 1905 91/6/19

16 short in, unshorted gap 0 1936 "

17 short in, shorted gap 0 187 g1/6/21
reference pipe 1626 91/6/19
cable calibration 1595 "

28 3 30.8822 | 30.84 187 0.254 716 91/6/28

29 6 37.6181 { 37.65 327 0.897 842 "

30 9 45.1619 | 45.197 583 2.489 1030 "

21 12 49.3203 | 49.397 942 4.48 468 81/6/26

31 15 51.1665 | b5l.166 1100 5.90 999 91/6/28

32 17 51.7844 | 51.792 1112 6.57 968 "

23 18 51.9940 | 51.992 1156 6.83 530 81/6/26

33 19 52.1586 | 52.161 1140 7.04 906 91/6/28

24 20 52.2891 | 52.291 1129 7.22 561 91/6/26

34 21 52.3935 { 52.364 1160 7.30 875 91/6/28

26 23 52.5457 | 52.561 1148 7.61 654 91/6/27

35 25 52.6467 | 52.623 1175 7.72 811 81/6/28

36 29 52.7600 | 52.746 1190 7.90 780 "

37 35 52.8127 | 52.813 1355 8.02 749 "

38 short out (HOM dampers IN) 0 937 .

39 short in, unshorted gap 0 1063 "

40 short in, shorted gap 0 1162 "
reference pipe 344 91/6/26
cable calibration 592 91/6/27

* HOM dampers OUT for nn=1-17; HOM dampers IN for nn=21-40

Via transmission measurement through gap monitors

*** Bias current program voltage scaling: 250 A/V
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Table B.2 Single-Gap Impedance, Single-Gap Stretched Wire, HOM Dampers Out

t | fRF R 9 1l R Q 12 R Q
(ms) | MHz) (k9

3 - 191 | 7991 82 127 [8271 6.0 182
6 |3772 - 324 {7993 795 174 |82.08 3.9 342
9 |453 84 566 (799 79 182 |B26 575 217
12 |492 113 703 |799 79 182 [826 58 212
15 [51.04 133 850 |7993 795 170 |8265 59  .210
17 |51.7 147 862 7993 81 182 |[8265 6.05 202
18 |5201 150 867 |7993 81 182 |8267 615 223
19 |5214 147 669 |7993 7.8 174 |82.67 585 212
20 |5226 145 871 |79.93 7.85 174 8267 585 212
21 5239 148 873 !7993 795 182 |8265 5.9 212
23 |5256 148 876 {7993 7.75 174 |8267 59 212
25 |5266 147 752 (7991 79 182 |8265 6.0 212
29 [s5276  ° 969 [7993 7.7 174 |8265 585 212
t f3 R Q f4 R g (5 R Q
3 | 738 104 207 | 1089 167 156 | 1959 28.4 1120
6 | 840 351 247 | 1249 126 178 | 196 273 1120
9 | 938 425 335 1471 165 245 | 1959 330 1570
12 | 995 432 369 | 1588 271 318 | 196  80.8 1310
15 |1028 445 340 | 1642 32 330 | 196 319 1310
17 |1040 458 347 | 1662 3.3 416 | 196 362 1570
18 |1046 452 349 | 167 34 334 | 196 3658 1960
19 |1049 445 466 | 1674 316 419 | 196 31 1570
20 1051 446 350 | 167.8 3.24 336 | 196  32.3 1570
21 [105.4 445 420 | 1681 3.3 336 | 196 369 1960
23 |108.8 451 353 | 1686 3.27 422 | 196 316 1307
25 | 106 444 471 | 1689 328 338 | 196 34 1307
20 |1062 443 531 | 1692 32 423 | 196 279 1120
t f6 R g 7 R g B R o |
3 |160 0 o |[3265 35 933 [341.9 53 589
6 11703 032 681 (3263 3 58.3 |342.2 355 81.5
9 (1987 271 284 |3266 3.9 859 (3446 63 499
12 |209 512 523 [326.1 124 815 |3499 127 729
15 |2148 62 430 [3265 157 110 (3416 294 120
17 |217 6.15 434 [3266 15 102 |343 34 137
18 [2179 565 436 [3266 1.67 109 [3435 3.7 143
19 |2183 505 364 [3268 1.62 113 [343.8 3.53 149
20 |2187 505 365 [326.8 164 109 |344 3.54 150
21 |219 488 313 (32658 167 109 |3443 3.69 157
23 2195 471 314 |327 1.71 105 3447  3.69 157
25 |219.9 458 314 (3269 175 109 [3449 376 157
29 220.2 4.24 315 326.9 1.68 105 345.2 3.60 164
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Figure B.! Single-Gap Impedance (RE:Z. ImZ) Dc-en;lbedded. HOM Darmnpers Out,

Showing Detail (=21 msec).
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Table B.3 Single-Gap Impedance, Single-Gap Stretched Wire, HOM Dampers In
t.| fRp R Q i R 0 2 R 0 13
(ms) | MHz)  (kQ) -
3 30.87
6 37.72 {raw data recorded | but not analyzed)
9 [45.3 9.0 560
12 1492 11.5 700
18 151.18 16.1 850 |82.12 2.1 3] B84.7 2.51 55 . |103.1
17 51.78 18.2 1000 |82.15 2,12 31 84.71 2.53 56 104.1
18 |52.00 16.8 1300 |82.12 1.82 31 84.71 2,17 43 1045
19 52.16 17.6 870 |82.14 2.11 30 84.7 2.5 53 104.8
20 52.29 15.6 870 |82.09 1.88 31 84.69 2.21 56 105.1
21 52.34 183 870 |82.12 2,11 32 84.71 2.52 56 105.2
23 52.56 18.8 876 |82.15 2.22 30 84.71 2.66 54 105.6
25 52.63 18.2 1053 | B2.12 2.08 30 84.7 2.5 54 105.7
29 52.76 18.0 959 [ 82.1 2.08 30 84.7 25 56 106.0
35 52.8 20.1 1056 |82.1 2.08 32 84.7 2.5 56 106.1
t R 9 | R0 5 R Q 19 R
3 .
6
9
12
15 5.55 450 162.0 2.47 220 186.8 2.14 120 262.1 1.73
1 ¥4 5.75 450 163.6 2.13 220 196.8 2.15 120 262.7 2.12
18 5.13 450 164.1 1.81 220 196.8 1.99 120 263.0 2.10
19 5.93 450 164.5 1.89 206 196.8 2.15 109 263.4 2.2
20 542 460 164.8 1.75 180 196.7 2.15 120 263.5 2.44
21 595 470 164.9 1.72 165 196.8 2.13 123 263.7 2.2
23 6.35 459 165.4 1.63 165 196.8 2.26 123 264.1 2,32
25 6.0 470 165.6 1.5 153 196.8 2.12 123 264.2 22
29 6.0 461 165.8 1.37 144 196.8 2.09 116 264.4 2.18
35 6.0 530 166.0 1.27 138 196.8 2.10 116 264.6 2.17
t 9 110 R Q fil R g | s R 9
3
6
9
12
15 130 - - -- 302.8 0.96 63 338.2 2.9 210
17 220 - - -- 3029 1.05 63 339.5 3.17 230
18 240 - - - 302.9 1.1 89 340.0 3.2 240
19 220 -- - - 304.0 1.16 101 3404 3.18 243
20 240 301.7 0.9 140 304.8 1.25 140 340.7 3.85 240
21 240 302.1 0.77 82 305.4 1.11 133 340.9 3.25 244
23 240 302.3 0.85 70 306.9 1.15 162 341.5 3.37 244
25 240 3024 0.81 69 307.5 1,12 162 341.7 3.24 263
29 259 302.5 0.82 69 308.2 1.14 181 342.0 3.28 263
35 265 302.6 0.82 70 308.8 1.17 193 342.2 3.29 263
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Figure B.2 Single-Gap Impedance (ReZ, ImZ) De-embedded. HOM Dampers In.

Showing Detail {t=21 msec).



Table B.4 Phase Shift Resuits from Bead-Pull Method.

196

Vpgm=6.0 V * (t=15 msec} Vpgm=7.2 V (t=21 msec) Vpg,,,=8.5 V {t>35 msec)
freq  phase phase freq phase phase freq phase phase
shift slope shit  slope shilt  slope
deg/Hz deg/Hz . deg/Hz
(MHz) _ (deg) (x10% | (MHz) (deg) (x10% | (MHz) {deg) (x10)
frr| 51429 03 16 52.431 020 16 53.231 0.4 16
fl 79.821 0.3 2.3 79.853 0.28 0.6 79.856  0.26 2.4
f2 | 83.699 0.16 2.5 83.755 0.16 24 83.703 0.2 2.3
f3 |103.108 0.17 4.5 |104.950 0.2 3.5 |106.581 0.16 4
f4 1164404 0.2 2.5 ]167.312 0.2 2.0 (169.517 0.2 22
f5 |196.178 2.70 10 196.761 2.8 10 196.168 2.7 10
f6 |214.848 0.5 2.7 1219988 - 0.1 [220372 048 25
393.199 0.25 1.2 [392.988 0.2 1.0 |393.088 0.26 1.2
444,802 0.30 0.95 [444.909 0.32 1.0 |445.108 0.22 0.8

* Bias current program voltage scaling: 250 A/V

Table B.5 Comparison of Single-Gap Impedance Calculation Between Bead-Pull and
Stretched-Wire Methods. (HOM Damnpers Qut, t=15 msec)

Bead-Pull

f R Q

(MHz) | &)

fop | 51420 15 720
fl { 79.821| 9.8 | 160
2 | 83699| 50 | 180
f3 {103.109| 4.3 | 400
f4 |164.404| 32 | 360
5 |196.178 | 36 1710
16 |1214.848 6.0 510

AR/<R>
(%)

12
21
16

12

Stretched-Wire
f R Q
{(MHz) (k)
51.04 13.3 850
79.93 7.95 170
82.65 5.9 210
102.8 4.45 340
164.2 3.2 330
196.0 31.9 1310
214.8 6.2 430




Table B.6 Frequency Spread in HOMs Among- Booster RF Cavities.
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position in
cavity { ring rel. to f1 2 f4 {5 f6
no. | cav.no.l | (MHz) (MHz) (MHz) { (MHz) | (MHz)

(deg) (a) {b)  fave)
1 0.0 79.95 82.67 82.67
2 2.38 79.90 | 82.39 82.62 8251
3 19.77 79.85 | 82.80 82.79 82.80
4 22.15 79.91 | 82.72 8293 82.83
5 39.54 79.82 | 82.37 82.83 82.60
6 41.92 79.84 | 82.02 82.79 8240
7 59.31 79.86 | 82.66 82.89 82.78
8 61.69 79.93 82.656 8265 169.2 | 196.0 | 220.2
9 138.39 81.83 | 8240 83.56 8240 168.0 | 196.3 | 220.4
10 140.77 81.71 | 82.83 83.33 82.831! 169.6 | 1973 | 2208
11 158.16 81.56 | 82.40 83.86 82.40 198.4 | 221.2
12 160.54 82.40 82.40 196.1 | 220.4
13 177.93 80.12 | 8220 8272 8246 222.4
14 180.31 79.84 | 82,90 82.66 82.78
15 197.70 79.64 | 8240 8246 8243 | 1684 220.0
16 200.08 80.00 | 8240 82.66 8253 | 168.8 220.4
17 98.85 79.99 | 8253 82.90 B82.72
18 101.23 79.94 | 82.00 8294 8247 | 168.8 220.8

*  After HOM dampers installed, terminated in cantenna only {not included in average).



Table B.7 Equivalent R, Q for Single-Cavity and

Net Sum Impedance, HOM Dampers Cut.

i98

Single-Cavity Z Net Sum Z
(15 cavities)
frp R Q R/Q far R Q R/Q
{MHz) (kQ) ) (MHz) k) t9)]

17 51.71 50.5 1030 49 17 51.71 755 1030 730
19 52.14 41.8 870 48 19 52.14 630 870 720
21 52.40 43.4 870 50 21 52.40 650 870 750
23 52.57 43.1 750 57 23 52.57 645 750 860
25 52.66 44.0 880 50 25 52.66 660 880 750
29 - - - - 29 | -- - -- -

) R 9 R/Q 2 R g R/Q |
17 82.61 21.8 300 73 17 82.58 195 190 1000
19 82.61 21.6 280 77 19 82.59 192 190 1000
21 82.61 21.8 290 75 21 82.57 193 190 1000
23 82.61 22.2 290 76 23 B82.59 197 180 1100
25 82.61 21.6 280 77 25 82.58 195 180 1100
29 82.61 21.5 290 74 29 82.59 192 180 1100

4 R e R/Q 4 R Q R/Q |
17 166.3 7.2 420 17 17 166.4 51.5 200 260
19 167.5 7.35] 420 17 19 167.6 52 200 260
21 168.2 7.3 420 17 21 168.3 52 190 270
23 168.8 7.6 420 18 23 168.8 54 190 280
25 169.1 7.1 440 16 25 169.1 51 190 270
29 169.4 7.3 420 17 29 169.2 52 190 270

15 R 9 | R/Q 16 R ) R/Q |
17 | 216.9 23.3 540 43 17 | 217.0 169 300 560
19 218.2 18.7 550 34 19 218.4 146 280 520
21 219.0 17.5 440 40 21 219.1 144 280 510
23 | 2195 17.1 440 39 23 | 2196 142 260 550
25 | 219.8 171 440 39 25 | 2199 142 260 550
29 220.1 15.9 550 29 29 220.2 134 260 510

18 R o) R/Q | 8 R Q R/Q
17 | 343.0 11.7 180 65 17 | 343.2 147 190 770
19 343.8 12.2 200 61 19 344.0 151 190 790
21 3443 12.8 200 64 21 3446 157 190 830
23 } 344.7 12.8 220 58 23 | 345.0 157 190 830
25 345.0 13.0 200 65 25 345.2 159 190 840
29 345.2 12.6 220 57 29 | 345.5 154 120 810
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Table B.8 Equivalent R, Q for Single-Cavity and

Net Sum Impedance, HOM Damper In.

201

Single-Cavity Z - Net Sum Z
(15 cavities)
for R 0 R/G fop R e R/Q
(MHz) kQ) ) (MHz) k) ()
17 51.79 60 860 70 17 51.79( 900 860 1000
19 52.18 68 1300 52 19 52.18| 1020 1300 780
21 52.35 68 1300 52 21 52.35}1 1030 1300 790
23 52.57 65 1100 59 23 52.57] 975 1100 890
25 52.64 61 1100 55 25 52.64 915 1100 830
29 52.75 51 1100 46 29 52.75 765 1100 690
2 R Q ! rRig 2 R Q R/Q |
17 84.61 7.25 110 66 17 84.56 104 60 1700
19 84.63 7.25 68 110 19 84.56 103 60 1700
21 84.63 7.4 68 110 21 84.56 105 62 1700
23 84.63 .7.65 66 110 23 84.56 110 60 1800
25 84.63 7.15 68 100 25 84.56 100 62 1600
29 84.83 7.2 70 100 29 84.56 100 62 1600
4 R ) R/Q 4 R ) R/Q
17 163.9 4.09 200 20 17 164.1 39.9 120 330
19 164.8 3.8] 170 22 19 165.0 384 110 350
21 165.3 3.34 150 22 21 165.5 35.7 100 360
23 165.8 3.28 150 22 23 165.9 36.3 100 360
25 166.0 2.85 140 20 25 166.1 32.5 100 32¢
29 166.2 2.70 130 2] 29 166.3 31.4 100 310
B R o | rig | i R o | rig |
17 | 339.6 11.5 310 37 17 | 339.8 128 220 580
19 | 340.5 11.7 310 38 19 | 340.8 128 210 610
21 341.0 11.8 280 42 21 341.2 127 220 580
23 | 341.6 12.2 310 39 23 | 3419 132 230 570
25 | 341.7 11.9 340 35 25 | 342.1 126 220 570
29 | 342.1 12.0 310 39 29 | 3424 127 220 580
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Table B.9 Comparison of Single-Gap Impedance due to Resonant Modes
for Nominal and Damped RF Cavity at =21 msec.

frequency af R R ratio R R/Q R/Q
nominal damped | nominal damped damp/nom | nominal damped
(MHz} {MHz) (k) (k) () ()}
fre 52.4 -(0.1}* 14.8 18.3 1.2 17 21
f1 79.9 +2.2 7.95 2.11 0.3 44 66
f2 82.7 +2.0 5.9 2.52 0.4 27 45
f3 105.4 -0.2 4.45 5.95 1.3 10 13
f4 168.1 -3.2 3.3 1.72 0.5 10 10
5 196.0 +0.8 36.9 2.13 0.06 19 17
f6 218.0 +4.1 " 4.88 0.35 0.07 16 e
7 326.8 -- 1.67 -~ - 15 --
f8 344.3 -3.4 3.69 3.25 0.9 23 13
9 - (263.7) - 2.2 - -- 9.2
fi1o - (302.1) - 0.77 -~ -- 9.4
f11 - {305.4) -- 1.11 - -- 8.3

* Comparison between nominal and damped fundamental frequency inexact because bias
current chosen by hand. In operation, values are equal for a particular time in the cycle.
* Damped f6 no longer a real mode

Table B.10 Effect of Cavity Shorts on Impedance vs. HOM Dampers (bias I,,=0).

f R R/Q
{(MHz) {k02) [(9)]
no short 79.89 8.05 51
82.61 5.95 28
nominal 195.9 26.4 24
cavity unshorted gap 81.57 10.5 70
195.3 2.71 26
shorted gap 86.49 5.7 47
195.2 2.12 26
no short 82.06 2.11 68
84.57 2.45 45
damped 196.7 1.91 21
cavity unshorted gap 83.82 3.34 86
196.2 1.54 20
shorted gap 88.32 2.64 55
196.2 1.14 17
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Appendix C: ESME Input Data Files for Simulation of Booster

Sample input files used in the Booster ESME simulation of coupled-bunch instability
are reproduced here, corresponds to the nominal conditions: 1.7e12 ppp. nominal 15
cavities, no HOM dampers. The main input file HOMBE.DAT gives the tracking and RF
voltage data. The simulation is begun at 17 msec in the global cycle. Note that thereisa
2 msec lag between the time in the cycle and actual time on the sinusoidal acceleration
curve. The space charge calculation is turned off, but the effect of the broadband and
high-Q resonant impedances are included. The file DMAGNET.DAT (broadband) gives
the coefficients for the real and {maginary impedance over five {requency ranges. The
files RBttHO.DAT (HOM resonances, dampers out) give frequency, R, multiplier and Q.
These were created from the calculated net impedance of Table B.7, interpolating
between measured values for a smooth variation in frequency and R over the
simulation. Also given are the files RBLiH1.DAT (dampers in} from Table B.8, The
impedance files are called at appropriate times tt during tracking.



Main input file: HOMBB.DAT

HOMDBb Booster chm 4 HOM thru cyle. HOM OUT. 15 cav
mistake in homaa: forgot 1o set nr=4
Scale ZaZ*1 stretched wire: rhaoth0.dat
* Interpolate HOM Z ard VRE between msee data te17,18.19.20
Turn SCON on, set b=Q.GUGS3UGEY*a (probicins with space charge calk)
npoin=HX), HOM sumZ {15). npimp-4 emit=0.027
dmagiet Z/n. beampipe mdiusad cm, elliptic. track =17 to t=35
VRF fromn RO7 data (see | BBKTIVRF_RO7.DAT)
ESME v7.2. QREZON for HOM. magnet

R FERMILAB BOOSTER

SRING RE(=75.47. GAMMAT=5.446. ALPHA1»().0. EK(1I=203.. EKOF=8000..
Tle(.U. TF=0.033333333. TSTART=0, 015 KURVED=3, FRAC=] SEND

A 53 MHZ RF SYSTEM (t=17-17.5 i1 cycle)

$RF H=84. VI=.G78. VF=.667. KURVE=]. TVBEG=0.0150, TVEND=(0.0155.
ISYNC=] SEND

P PUT IN 84 BUNCHES (1)

SPOPLS KINI)w=14. SBNCH=.027. NPOINT=800). THOFF'=-180. 8END

P PUT IN 84 PBUNCHES (2}

SPOPLS TH'TIRAN=4,2857 14286. ETRAN=(. SEND

{... repeat for bunches (3) through (83) ...)

P PUT IN 84 BUNCHES (84])
$POPLS THTRAN=4.285714286G. ETRAN=(. SEND
W Force (142*%In{h/ajet by letting he0.606530G50%a. where a=0.002 default
B SETUP'IE SPACE C GE CALCULATION (note ENQ is ppp)
$SCHG NBRESa5((X). NZ=5. NRed, EN(}=1.7¢12. QREZON=T,
SCON=T. A=().002, B=).0012130613 SEND
dmagnet.dat
rb17h0.dat
O Graphic format.

ELELELLEEE

$GRAPH MPL{IT=625. I0PT=1. THPMIN=-1.35. THPMAX=1.35. DEPMIN=-30..

DEPMAX=3().. TITLE=T. IDEV=1. PLTSW[5)=F, PLTSW(3i=T. PLTSW(10}=T,
PLTSW{12)=F, PLTSW{1G}sT. RIIMIN=-1.35. RIMAX=].35, NPFJMP=4 SEND
HOMbLL 027 4110Mi#1 SCHG) Z/n ellip {1.7e12) (a7
D Display starting conditions.
M Save histagrams for mmountain range
SMRANGE MI{THIMIN=-1.35, MR’I'III]MAX-I .35. MRMPLOT=25 $END
W4 Calculaie moments for ns42 hunch
W STAKEMOM [BOUND=]. THRMIN=-3.0. THRMAX=3.0 SEND
T Now track [().5 mser)
$CYCLE TTRA(:K=.0005, HISTRY=.T.. MOMNTS=.T. SEND
B SET UP THE SPACE CHARGE CALCULATION {note ENGJ is pppl
$SCHG NBRES=5000, N7=5, NR=4, ENQ=1.7¢12. QREZON=T,
SCON=T. A=().002. BaU.001213(6613 SEND
dmagnet.dat
rb175h0.dat
A 53 MHZ RF SYSTEM (t=17.5-18 in cycle)
SRF H=84. V1=.G667. VF=.G55. KUKVE=], TVBEG=0.0155, TVEND=0.0160.
JSYNC=]1 SEND
T Now track {0.5 msec)
SCYCLE TTRACK=.0005, HISTRY=.T.. MOMNTS=.T, SEND
B SET UP THE SPACE CHARGE CALGULATION (note ENG is ppp)
$SCHC NBRES=50(0), NZa5. NIt=4. EN(}=1.7¢12. QREZON=T,
SCON=T. A={).01002, B=().0012]130613 $END
dmagnet.dat
rb18h0.dat
A 53 MHZ RF SYSTEM (t=18-18.5 in cycle)
SRF Ha84. V1=.G55. VF=.654. KURVE=], TVBEG=0.0160, TVEND=(.0165,
ISYNC=1 SEND
T Now track (0.5 msec]
SCYCLE TTRACK=.0005. HISTRYa.T.. MOMNTSs.T. SEND
B SET UP THE SPACE CHARGE CALCULATION (note ENQ is ppp)
SSCHG NBRES25000, NZa5. NRe4. ENQ=1.7¢12. QREZON=T,
SCON=T. A=l).(02. Ba(),0012130613 SEND
dmagnet.dat
rb185h0.dat
A 53 MHZ RF SYSTEM (t=18.5-19 in cycle)
SRF H=84. Vi=.G54. VF=.652. KURVE=|. TVBEG=0.0165. TVEND=0.0170.
ISYNC=1 SEND
T Now track
SCYCLE TTRACK=.0005, HISTRY=.T.. MOMNTS=.T. 8END -
B SET UP TIE SPACE CHARGE CALCULATION (note ENG is ppp)
SSCHG NDRES=5000, NZ=5, NH=4, EN(J=]1.7¢12. QREZON=T,
SCONST. A=l). 002, B={).000121300313 SEND
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dmagnet.dat

o 19h0.dat

A B3 MHZ RF SYSTEM (t=19-19.5 in cycle)

SRF Ha84. Vle.G52. VF=.G58, KURVE=!. TVBEG=0.0170. TVEND=0.0175,

ISYNC=1 SEND

T Now track (0.5 msec)

SCYCLE TTRACK=.0005, HISTRY=.T.. MOMNTS=.T. $END

B SET UP THE SPACE CHARGE CALCULATION {note ENQ is ppp}
$SCHG NBRESaS000. NZa5. NRed, ENQ=1.7¢12. QREZON»T, -
SCONsT. A=.002. B=0.0012130613 SEND

dmagnet.dat

rb195h0.dat

A 53 MHZ RF SYSTEM (ts19 5-20 in cycle)

$RF H=84. VI=.658. VF=.664. KURVE=]. TVBEG=0.0175. TVEND=0.0180.

ISYNC=1 SEND

T Now track (0.5 msec)

SCYCLE TTRACK=.000)5, HISTRY=.T.. MOMNTS=.T. $SEND

B SET UP THE SPACE CHARGE CALCULATION {note ENQ is ppp)
$SCHG NBRES=5(X)X), NZ=5. NRed, EN(}=].7¢12, QREZIN=T,
SCON=T, Asl}.(002. BaO.(X12130613 SEND

dmagnet.dat

rb20h0.dat

A B3 MHZ RF SYSTEM (1=20-20.5 in cycie)

$RF H=84, V]=.664. VF=.661. KURVE=], TVBEG»0.0180. TVENDw=0.0185,

ISYNC=1 SEND
T Now track (U.5 mseq)
SCYCLE TTRACK=.0005. HISTRY=.T., MOMNTSa.T. SEND
B SET UP THE SPACE CHARGE CALCULATION {(notc ENQ is ppp)
$SCHG NBRES=5000. NZ=5, Nite4, ENO=1.7¢12. GRIEZONST,
SCON=T. A=0.002. B=(10O0121H¥313 SEND
dmagnet.dat
rb205h0.dat
A 53 MHZ RF SYSTEM (1=20.5-21 in cycle)

$RF H=84, Vl=.661. VF».658. KURVE=]. TVBEG=(.0185, TVEND=0.0190,

ISYNC=] SEND
T Now track (().5 msec)
$CYCLE TTRACK=.0005, HISTRY=.T.. MOMNTS=.T. SEND
B SET UP THE SPACE CHARGE CALCULATION {note ENG is ppp)
SSCHG NBRES=S((K), NZa5, NR=d, ENQ=1.7¢12. QREZ(ON=T,
SCON=T. A=D.002. B=0.001213006G13 SiZND
dmagnet.dat
rb21h0.dat
A 53 MHZ RF SYSTEM {t=21-22 in c'ycle]
$RF H=84, Vl=.£i58. VF=.G55. KURVE=1. TVBEG=(.0190. TVEND=0.0200,
ISYNC=| SEND
T Nowtrack
$CYCLE TTRACK=.001, HISTRY=.T.. MOMNTSa.T. §END
W INTERPOLATED
B SET UP THE SPACE CHARGE CALCULATION (note ENQ is ppp)
$SCHG NBRES=5((X). NZa5, NR=d4. ENQ=l.7e12. QREZON=T,
SCONaT, Ast) 002, BaO.00 121300613 SEND
dmagnet.cdat
rb22h0.dat
A 53 MIIZ RF SYSTEM (t=22-23 in cycle)

$RF H=84, V1=.655. VF=.G38, KURVE=], TVBEG=(.0200, TVEND=0.0210,

ISYNC=! SEND
T Now track
S$CYCLE TTRACK=.001. HISTRY=.T.. MOMNTSa.T. 8END
B SET UP THE SPACE CHARGE CALCULATION (note ENQ is ppp)
$SCHG NBRIZS=5((N), NZe5, NRud. ENQ=1.7e12. QREZIN=T,
SCONsT. Awl(}.002. Ba().00121306G13 SEND
dmagnet.dat
rb23h0.dat
A 53 MHZ RF SYSTEM (1=23-24 in cycle)
$RF He84, Vi=.G38. VF».G20. KURVE-I TVBEG=(.0210. TVEND=0.0220,
ISYNC=]1 SEND
T Now track
$CYCLE TTRACK=.001. HISTRY«=.T.. MOMNTS=.T. REND.
W INTERPQLATED
B SET UP THE SPACE CHARGE CALCULATION (note ENQ is ppp)
$SCHG NBRESa5000. NZa5, NR=d, ENQ=1.7¢12. QREZON-T
SCONT, Aw0.002. B=D.0)12130613 SEND
dmagnet.dat
rb24h0.dat
A B3 MHZ RF SYSTEM (t=24-25 in cycle}

$RF H=84, VI=.620, VF=.509. KURVE=1. TVBEG=0.0220. TVEND-O 0230.

ISYNC=1 SEND
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T Now track
SCYCLE TTRACK».00], HISTRY=.T.. MOMNTS=.T. 8END
B SET UP THIE SPACE CHARGE CALCULATION {note ENQ is ppp}
$SCHG NBRES=5000. NZ=5,. NRad4, ENQ=1.7¢12. QREZN=T, -
SCON=T, A=0.002. B=(.00]12130613 SEND
dmagnet.dat
b25h0.dat
A 53 MHZ RF SYSTEM (1=25-26 in cycle)
$RF H=84. VI=.5939, VF=.575. KURVE=]. TVBEG=0.0230, TVEND=0.0240,
ISYNC=1 SEND
T Now track
SCYCLE TTRACK«.001, HISTRY=.T.. MOMNTS=.T. 8END
A 53 MHZ RF SYSTEM (1=26-27 In cycle)
$RF H=84. VI=.B75, VF=.554. KIIRVE=1. TVBEG=0.0240, TVEND=0.0250.
ISYNC=1 SEND
T Now track
$SCYCLE TTRACK=.001, HISTRY=.T.. MOMNTS=.T. 8END
W INTERPOLATED
B SET UP THE SPACE CHARGE CALCULATION [note ENQ is ppp)
$SCHG NBRES=5000. NZ=5. NRe4. ENU=1_7e12, QREZONST,
SCON=T, A=0).002. B«{).00121306G13 SEND
dmagnet.da?
rb27h0.dat
A 53 MHZ RF SYSTEM (t1=27-28 in cycle)
$RF H=84, VI=.554, VF=,532. KURVE=]. TVBEG=0.0250. TVEND=0.0260.
1SYNC=1 SEND
T Nowtrark
$SCYCLE TTRACKs=.001, HISTRY=.T., MOMNTS».T. 8END
A 53 MIHZ RF SYSTEM (1=28-24 in cycic}
$RF H=84. VI=.532. VF=.4X). KURVE=}. TVBEG=0.0260, TVEND=0.0270.
JSYNC.=] SEND
T Nowirwk
SCYCLE TIRACK=.0()01. HISTRY=.T.. MOMNTSa.T. SEND
B SET Uk TIE SPACE CHARGE CALCULATION (note ENQ is ppp)
$SCHG NBRES=5000, NZa5, NRed4, ENQI=1.7e12. QREZON=T,
SCONs=T, Am).002, BaQ,00121306G13 SEND
dmagnet.cat
rb2910.dat
A 53 MHZ RF SYSTEM (t=29-30 in rycle)
$RF H»84. VI=.490, VF=.45!. KURVEs=]. TVBEG=().0270. TVEND=0.0280.
ISYNC=] SEND
T Now track
SCYCLE TTRACK=.001, HISTRY=.T.. MOMNTS=T. SEND
A B3 MHZ RF SYSTEM (1=30-31 in cycle}
$RF He84, Vi=.45], VFa.4i}1, KURVE=}, TVBEG=().028(), TVEND=D.0290,
1ISYNC=1 SEND
T Now track
SCYCLE TTRACK=.00),. HISTRY=T.. MOMNTS».T. 8END
A 53 MHZ RF SYSTEM (1=31-32 in cycle)
SRF H=84, Via.401, VF=.35]1. KURVE=]. TVBEG=0.0290. TVEND=0.0300,
ISYNC=1 SEND
T Now track
SCYCLE TTRACK=.001. HISTRY=.T.. MOMNTS=.T. SEND
A 53 MHZ RF SYSTEM (1=32-33 in cycle}
SRF H=84, VI=.351. VF=.308. KURVE=]. TVBEG=0.0300. TVEND=(.03 10.
ISYN(:=) 8SEND
T Now track
SCYCLE TTRACK=.001, HISTRY=.T., MOMNTSa.T. SEND
A B3 MHZ RF SYSTEM (1=33-34 in cycle)
$RF H=84. Via.308, Vi'=,258, KURVE=}, TVBEG»(.0310, TVEND=0.Q320,
ISYNCs=] SERD
T Now track
SCYCLE TTRACK=.001, HISTRY=.T.. MOMNTS=.T. $SEND
A 53 MHZ RF SYSTEM (1=34-35 in cycle)
$RF H=84. VI=.258. VF=.212. KURVE=1, TVBEG#=0.0320. TVEND=0.0330.
ISYNC=] SEND
T Now track
SCYCLE TIRACK=.001, HISTRY=.T. MOMNTS=.T. SEND
H Plot parameter histories .
SHISTRY NI’L.T=1,13.1.4.1.6.1.5.1.7 SEND
N Now piot mountain ranges
S$MRP| SCALE=.25 SMOOTH=.T. 8END
3 Siop
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Broadband impedance file: DMAGNET.DAT

4]
0.9048¢-1.01.1918.0.2024¢-2,-0.25¢-4
&0171441'-2 .6524¢-1.0.45¢-2.-0.6607¢-4

19.21.-0.4743.0.8746¢-2.-0.4074¢-4
-l 11%9 1.0.8243.-0,1075¢c- | Q.41 T40-4

-3.057.0.8551,-0.4405¢-2.0.11 1 1e-4
?5737.-0.66 1.0.4036¢-2.-0.8333¢-5

3.561.0.1677.-0.62280.3.0.7275:-8
:39.5325.0. 124.-0.5578¢-3.4.7630c-6

-1.7.0,00
17.0.00.0

Resonance Data Files,

HOM damper IN:
tbi17h1.dat

8458 1040000 1 600
164.1  &XXKO 1 1200
3308 J2000M) ] 2200
16175h1.dat

"BA5G 104000 1 Q0O
1643 40Xy 1 1200
32008 120004 1 22040

..............

8456 lo«‘xno 1 ano
164.55 4XN.0 ] 1200
3403 1200000 ) 2150

rblBShl dat

84.56 10400010 1 @0
1648 3XkKi0 1 1150
34055 128000 1 2100
rb10h1.dat

BASG 1040000 1 GDO
1650 3ono 1 0o
340.8 IZ'I.UJ.D 1 2104

..............
..............

8456 1040000 1 600
1651 380000 1 1100
309 128000 1 2100

..............

h20h1.dat
8456 106(XX.0 1 600
16525 3R 1 1080
3410 12%xx:0 ) 2150
rb205hl dat

84.56 106000 1 600
1654 30 1 o0
3411 1280000 1 2200

84.56 10000
1657  3BOUOLY
34155 1300000

8456 10200
1662 3200
342.25 127000

3424 1270000

1 &0
1 1000
1 2250

1 800
1 1000
1 2300
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Resonance Data Files,

HOM damper OUT:

rbl?h dat

82-58 196000.0
1664 52000
217.1 180000
3432 1480000

--------------

rb l 75h0 dat

82.57 marmo
16675 SO0
217.8 1600000
34&5 la'nu.u

2180 162000.0
3438 18M4XN.0

--------------

82.57 196000.0
167.35 5XuXX).(}
2182 155000
343.9 15500040

rb191h0.dat

82350 192000.0
1676 S200.0
2184 137000.0
3440 152000

82.50 193000.0
167.75 SN0
2186 1400
344 15 1520000

rb20h0 dat

‘8258 IMXIJ()
1679 47D
2188 15100
3443 15200.0

ot

190.0
200.0

190.0

[y
=)

190.0

290.0
1890.0

__é_

190.0
200.0
200.0
1900

190.0

200.0
1900

et et ot et
<

190.0
200.0

190.0

c

1 1900
1 1950
1 280.0
1 1900

1900
1904
2800
190.0

Bt gt et

rb23h0.dat

82.59 197000.0
1688 5401xx0
2196 1420000
3450 1580

3451 1500000

--------------

..............

8258 1950(0.0
160.1 51UKL0
2199 1420000
3452 1500000

rb27h0 dat

82.50 1940(0.0
130.15 S2000.0
220.05 138000
34535 157000

82.50 192000.0
1602 S520000
2202 1340000
3455 1540004)
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