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Abstract

The idea that we live in a higher-dimensional space was first introduced almost
100 years ago. In the past two decades many extra-dimensional models have been
proposed in order to solve fundamental problems of nature such as the hierarchy
problem. Most of them need exploration via non-perturbative approaches and

Lattice Gauge Theory provides a tool for doing this.

In this thesis, we make attempts to find a non-perturbative way to localize gauge
fields that arise from five-dimensional SU(2) gauge theories on 3-branes. In 1984,
it was proposed that the phase diagram of anisotropic extra-dimensional lattice
gauge theories inherits a new phase, called the “layered” phase, where the gauge
fields behave as four-dimensional ones. This was shown for the abelian case,
but the existence of this new phase for the simplest non-abelian group, SU(2),
was still in doubt. We investigated this system in large volumes using Monte
Carlo simulations and we could not find a second order phase transition from a
five-dimensional to a continuous four-dimensional theory when all directions were
kept large. This made the model unattractive for further exploration as nothing

suggests that a non-trivial fixed point could exist.

The above investigation was done in a flat background metric. We extended the
previous work by putting our theory into a slice of AdSs5 space, usually called the
warped background. The motivation for this is that our SU(2) theory looks like
the gauge-sector of the Randall-Sundrum model, which does not have a concrete
solution to the problem of localization of the gauge fields on a 3-brane. We
carried out our investigation using the Mean-Field Approach and we present

novel results for the phase diagram and measurements of important observables.



In our implementation we have a finite extent of the extra dimension and one
layer (or 3-brane) on each extra-dimensional coordinate. At weak coupling, we
observed that each layer decouples one at a time in the transition to the fully
layered phase of the system, forming a mixed phase, whereas there is a strong and
sharp transition between the fully layered and the strong-coupling phase. Within
the mixed phase, close to the transition into the layered phase, we found evidence
that the system is four-dimensional acquiring a Yukawa mass and resembling a
Higgs-like phase. The mixed phase grows as the curvature increases suggesting

that for an infinite extra dimension the entire weak-coupling phase is mixed.

ii



Lay Summary

There are four known fundamental interactions of nature: the electromagnetic,
the nuclear weak, the nuclear strong and the gravitational interactions. The
Standard Model (SM) of particle physics is the theory that concerns the first
three and it includes all known elementary particles, that is the fermions (quarks
and leptons), the gauge bosons and the Higgs boson. Even though experiments at
the Large Hadron Collider (LHC) confirmed the existence of all the SM particles,
there are still some unanswered questions in nature, for example if there is a
Grand Unified Theory (GUT) and why gravity is much weaker than the other

forces.

Many solutions to these problems have been proposed over the years and a
noticeable class of solutions is the one that involves the introduction of extra
dimensions, i.e. the proposal that the universe consists of more than the usual
four dimensions (time and the three spatial ones), but the extra dimensions are
hidden from the observed world via different mechanisms, a procedure called

dimensional reduction.

A very powerful tool to explore models when the analytical methods fail, is called
the lattice, that is a space-time grid. In this thesis we explore two different five-
dimensional models on a lattice using computer simulations and semi-analytical
methods, one having the extra dimension in a flat space, as the one we live on,

and the other having the extra dimension in a curved space.

By simulating the first model on powerful computers, we look for a four-
dimensional theory arising from the five-dimensional one when the extra dimen-
sion is large, but we could not find evidence of it up to the point that the available

computer resources allowed us to look at.
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The previous studies of models with the extra dimension embedded in a curved
spacetime are limited to mostly analytical calculations. In this work, we provide
novel results of the model with semi-analytical methods, which open up the
possibility that the presence of the curved space breaks a symmetry associated
with the system and a mass is generated, a result which is unexpected and opens
up the possibility of further investigation of the model especially using computer

simulations.
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Chapter 1
Introduction

The observed world that we live in seems to be accurately described by the
Standard Model (SM). However, the aforementioned includes only the three out of
the four fundamental forces in nature, failing to include gravity in its prescription.
The ultimate goal in theoretical physics is to find a Grand Unified Theory (GUT)

that will unify gravity with the strong and electroweak forces.

The idea of unifying gravity with the electromagnetic force ages back to the 1920s,
when first Kaluza and Klein introduced a five-dimensional gauge theory out of
which they tried to decouple the four-dimensional gauge fields from the extra-
dimensional gauge field, that would give the electromagnetic potential [I} 2]. This
was the first attempt to unify the known forces of nature at that time, that is

electromagnetism and gravity.

Kaluza and Klein independently realized that the connection coefficient of
general relativity (GR) and the field strength tensor of electromagnetism had
a very similar form. As a consequence, Maxwell’s equations and Einstein’s field
equations for GR have similar features. Therefore, they imposed some changes to
the four-dimensional theory that was known in order to be able to have a theory
that contains both GR and the electromagnetic potential. They introduced an
extra dimension, changing the topology of the spacetime to M* x S', and they
extended the four-dimensional metric, g,,, to a five-dimensional tensor, gan. By
the specific choice of topology, the “cylinder condition” could be introduced,

i.e. the derivatives of the extra dimension can be neglected. With this, the



connection coefficient

1
Lun = guprﬁ,\ = 5(@\9#1/ + 0o gur — auguk) (1.1)

can be written as .
F/JJ/5 = §(al/gH5 - augV5) (12)

which gives the field strength tensor if we identify A, = %agug), where « is the

coupling constant between gravity and electromagnetism.

From a quantum mechanical point of view, the compactification of the extra
dimension, i.e. the periodicity, could associate its momentum with the de Broglie
wavelength. From the five-dimensional geodesic hypothesis we can identify the
velocity, and therefore the momentum along the extra dimension, with the electric
charge. For the latter, there is a maximum wavelength which was found to be
of order ~ 107%?m. This value enhanced their claim that the extra dimension is
hidden from the four-dimensional world as it is very small. Kaluza’s and Klein’s
idea is associated with what we call nowadays “compact extra dimensions” and we

will come back to this when we talk about dimensional reduction later on.

Since then, many theorists have proposed models in which our four-dimensional
world lives in a higher-dimensional spacetime. These models try to describe a
GUT or at least to attack some of the problems which appear in current models
that describe our world. One of these unsolved problems of nature is the gauge
coupling unification, that is the issue that the gauge couplings of strong and
electroweak forces do not have a single value at all scales in the current observed
theory. For a successful GUT we require these coupling to have the same value at
a large energy scale. Secondly, the fact that our observed subatomic physics are
seen at the electroweak scale, mpw ~ 10° GeV, whereas gravity is strong at the
Planck scale Mp; ~ 10 GeV is one of the biggest problems in theoretical physics.
This dispersion of the two scales, that are considered the two fundamental scales
in nature, is called the hierarchy problem and we will see later in this chapter
that many models were built with their main goal to give a solution to this.
Lastly, more problems that are unsolved by the SM are those of the cosmological

constant problem, dark matter and the strong CP (charge-parity) problem.



1.1. Dimensional Reduction

1.1 Dimensional Reduction

The elegancy with which extra-dimensional models can solve the above problems
contributed in their popularity. However, the observed world is four-dimensional
and therefore we need to find ways to dimensionally reduce the proposed models
to four-dimensional ones that describe accurately the physics that we measure at
current accelerators. This is achieved by mainly two scenarios: compactification
and localization. The former is related to the Kaluza-Klein idea and the latter is

based on the brane-world scenario that will be explained below.

1.1.1 Kaluza-Klein compactification

We have explained earlier the idea of Kaluza and Klein to introduce an extra
dimension to unify gravity with electromagnetism. The Kaluza-Klein picture has
been extended to any number of dimensions, with the extra ones envisioned as
being compact and small. As a toy model to illustrate dimensional reduction using
the Kaluza-Klein method, we consider the scalar field theory in five dimensions

with the usual Lagrangian

/d4 / y(Om® (2", y) oM @(a#, y) — m*@(z#, y)?). (1.3)

The scalar field can go through the standard Fourier decomposition to separate
the extra dimensions from the usual four-dimensional ones (as a tower of states)

and it is usually called Kaluza-Klein (KK) decomposition

O(zt,y) = an Y ("), (1.4)

After separating the variables, we know that for our theory to be dimensionally
reduced we require the four-dimensional fields ¢,, to satisfy the four-dimensional

Klein-Gordon equation

(00, +m2) ¢, = 0. (1.5)
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By requiring the extra dimension to live on a circle with a small radius, R, one
finds that the field ®(x*, y) can be written in the form

1 n

Ozt y) = \/ﬁgbo + i_o: \/% [qﬁn(x“) cos < ;;) + ¢, (z") sin <%>] (1.6)

Going back to the action, we can perform the extra dimensional integral and this

leaves us with

e 2
YT AU AR
n=1
) 2
Y (choral,— (e )an’)] (17)

Now, it is clear that we recover the standard four-dimensional Lagrangian from
the first two terms while the rest of them give a doubly degenerate spectrum, i.e.
a tower of excited states, the so-called Kaluza-Klein (KK) modes, which are

considered to be too heavy to be detected in experiments.

The same procedure as above can be applied to any extra dimensional theory
out of which the corresponding four-dimensional action is recovered from the
zero KK-mode, whereas the excited KK modes are decoupled from the theory by
having masses on the compactification scale. The aforementioned does not imply
necessarily that they live on a compact sphere. Other topologies are also allowed

and indeed investigated especially in string theory models.

1.1.2 Localization - Non-compact extra dimensions

Until the 1980s, extra dimensions were used purely as a tool. This, however,
changed in the early 1980s when people started building models where extra
dimensions were seen as constituents of the universe. Firstly, Akama [3] and
Rubakov and Shaposhnikov [4] independently, envisaged that the familiar four-
dimensional world is trapped inside a topological defect, that is the SM particles
can propagate freely along the three spatial directions but are confined in the

extra dimensions, inside which the topological defect lives.

In particular, Akama considered a six-dimensional spacetime with a charged Higgs



1.1. Dimensional Reduction

field coupled to a U(1) gauge field with these fields creating a vortex, outside
which fields are suppressed. He also showed that GR is valid in the dimensionally

reduced spacetime.

On the other hand, Rubakov and Shaposhnikov, in their famous paper “Do we live
inside a Domain Wall?”, considered a five-dimensional bulk with a real scalar field
that was responsible for creating a Domain Wall (DW). In their toy model, they
could show that ordinary four-dimensional scalar fields and fermions, could be
trapped inside the wall. The mechanism for showing this is called “localization”
and it is an alternative dimensional reduction process to compactification when

extra dimensions are considered large or even infinite.

In general, one can show that a field can be localized following a standard
procedure. First, we write the field that we want to localize as a product of
a field that depends only on the usual four dimensions and a field that depends
on the extra dimensions (separation of variables). Then, we look at the classical
equations of motion that arise from the action and, by requiring that the field
which depends on the ordinary four dimensions satisfies its Standard Model
properties (four dimensional equation of motion, chirality etc.), we try to find
a solution for the field that depends only on the extra dimensions. This will
give a non-trivial topology which might be possible to accommodate the four
dimensional fields. To elucidate this idea of localization, we present it for the
fermionic field as proposed in Rubakov’s and Shaposhnikov’s paper, where the
topological defect that traps the field is considered to be a Domain Wall [4]. The

fermionic action is given by

SBD,\I/ = /dBZL'\T/(ZFMaM — hngW)\I/ (18)
where M contains the usual four dimensions (u = 0,1,2,3) and the extra
dimension, denoted as M = 5 and the gamma matrices are the usual four-

dimensional Dirac matrices given by I'* = 4# and I'® = i7°. The 5D equation of

motion (Dirac equation) reads as

(iT™On — hdppw ) ¥ = 0. (1.9)
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By separation of variables the fermionic field can be written as

(", y) = (") x(y). (1.10)

We impose the conditions that arise from the Standard Model on 1 (z*), i.e. that

it satisfies the massless Dirac equation
iyt O =0 (1.11)
and it is a left-handed fermionic field
Py = . (1.12)
Solving the differential equation, one can show that the field x(y) has a solution

x(y) = [cosh <\/§vy>] e (1.13)

where the h is the strength of the coupling between the DW and the fermions

given by

and A and v are parameters of the potential of the scalar field that creates the
topological defect. This particular solution shows that the field x(y) has a peak

in the center where the four-dimensional field can be localized.

Notwithstanding the aforementioned it should be noted, without further details,
how these ideas of compactification and localization apply to superstring theory
and M-theory. The ten-dimensional superstring theory was first shown to be
a consistent theory by Green and Schwarz who realized that for the specific
choice of Yang-Mills gauge groups SO(32) or Eg x Eg and for ten-dimensional
supergravity, there is a full anomaly cancellation [5]. This theory has a
redundant six-dimensional space that has to be hidden from the observed world.
Kaluza-Klein idea is used to produce a lower-dimensional subspace and by
Antoniades’s work [0], the KK excited states from the extra dimensions gained
phenomenological interest as he proposed that the compact extra dimensions
could be of much larger size than that of the original KK proposal. This would
mean that in a collider of the order of a few TeVs we could be able to detect
them.

A breakthrough discovery for extra-dimensional models and string theory was
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made by Dai, Leigh and Polchinski [7]. This was the discovery of Dirichlet-
branes (D-branes), which can be visualized as a string in higher dimensions. The
idea behind them is that the strings that propagate in the bulk hit these D-branes
losing a number of degrees of freedom keeping only those that allow them to move
freely on the D-branes, i.e. they become localized on them. In their proposal, D2-
branes were used, where the number two corresponds to the degrees of freedom
that the brane has. For example, in this model the branes can be considered as
a two-dimensional surface and this is the reason that they are usually visualised

as walls, usually referred to as “fundamental” walls.

In the two aforementioned discoveries, compactification and localization are used
independently. In the M-theory, discovered by Witten and Horava [§] and
then investigated further by them and others [9, [10], which is a theory that
inherits eleven spacetime dimensions, dimensional reduction is achieved by both
compactification and localization. First, six out of the ten spatial dimensions are
hidden using KK compactification and then D3-branes are used in the remaining
five-dimensional spacetime to localize the familiar low-energy physics inside them,
while gravity is allowed to propagate in the extra dimensions. Therefore, we
recover the SM particles that live in a four-dimensional spacetime but also the

known four-dimensional GR laws that are satisfied on the brane.

1.2 Gauge Field Localization Problem

The theories mentioned above that use localization to dimensionally reduce the
system to the familiar low-energy regime are often called “brane-world scenarios”.
The Domain-Wall approach, mentioned at the beginning of the localization
section, provides a mechanism to localize scalar and fermionic fields and Witten’s
M-Theory localizes gravity on the D3-branes. However, the most challenging
problem is to find a mechanism to localize gauge fields, mostly inside a topological
defect.

To illustrate the problem that arises, let us think of a five-dimensional U(1) gauge
theory that couples to a scalar field that creates the topological defect (DW). The
presence of this scalar field breaks the gauge symmetry in the bulk and thus the

gauge field becomes massive outside the domain-wall. Moreover, the scalar field is
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zero in the middle, where the defect is located, which means that the gauge field
inside the DW is massless as the gauge symmetry is unbroken. The presence of the
Higgs phase in the bulk, that is the development of a vacuum expectation value,
creates a superconducting medium. For the U(1) gauge theory, we want to recover
electromagnetism, therefore we are seeking a massless gauge field localized on the
DW. However, this is not the case here as, due to Meissner effect, magnetic fields
are excluded from the bulk but instead are confined to the defect, forcing electric
fields to end in the bulk as the superconducting bulk attracts them. In other
words electric charge is screened. This is the “gauge field localization problem”
and, although there were a few proposals to resolve this issue, its solution is still

elusive.

The localization of non-abelian gauge fields is also not possible because of
violation of charge universality [I1]. The problem arises when one considers four-
dimensional effective interactions of the zero modes of charged particles with the
gauge fields which depend on their wave functions along the extra dimensions.
For example, the interactions with the fermionic zero modes will involve integrals
like

[ v awi) (1.14)

From Section [1.1.2, we know that these wave functions depend on different
parameters of the system which will result in different values of the above
integral and thus the gauge charges of the four-dimensional theory will not be

universal.

1.2.1 Dvali-Shifman mechanism

The most well-known solution to the gauge field localization problem that
preserved charge universality was given by Dvali and Shifman in [I2]. The
basic idea behind this mechanism is that the Higgs phase that creates the
superconductor in the bulk should be replaced by a confined phase, that creates
a dual-superconductor. This is achieved when one considers a Lagrangian with a
non-abelian gauge symmetry which inherits asymptotic freedom. Of course, other
modifications should be done in the Lagrangian to reach spontaneously symmetry

breaking in the desired regions.
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The Lagrangian that Dvali and Shifman considered has an SU(2) gauge field
coupled to fermions, the real scalar field, ¢, that is responsible for creating the
DW configuration discussed in [4] and, in addition to this, another scalar field,

X, in the adjoint representation of SU(2). The form of the Lagrangian is the

following
L=— 2ig2TrFMNFMN +UTM Dy — hp U
+ %(DMX)TDMX _ %X(X2 + K2 _ 2 + ¢2)2
+ %ansaM(p — %A(qﬁ? —v?)? (1.15)
where k,v,\ and A\ are real parameters and the condition x? — v? < 0 is
imposed.

Using exactly the same idea as Rubakov’s and Shaposhnikov’s, the real scalar
field acquires the values ¢ = +v when the Zs symmetry is spontaneously broken,
and the DW profile is created. In the presence of the DW, the potential of the
field y in the bulk is stable, that is the SU(2) symmetry is preserved and no SSB
takes place. However, looking at the position of the wall where the value of the
real scalar field, ¢, is close to zero, y becomes tachyonic leading to spontaneous
SU(2) symmetry breaking down to U(1).

This modification of the starting gauge group of the theory, to be a non-
abelian gauge group, solves the problem that was discussed before, that is the
massless photon cannot be localized inside the DW. Using the Dvali-Shifman (DS)
mechanism, this is no longer true as the bulk behaves as a dual superconductor
which attracts magnetic field lines, in contrast to a superconductor. This makes
possible long-range electric field lines to be present inside the DW and not be
screened to the bulk as shown in Figure Confinement in the bulk also ensures
charge universality. Even though this is a very powerful mechanism for gauge field
localization, since the bulk is in a confined phase, non-perturbative field theory

is required to explore the physics of the gauge sector outside the DW.
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Higgs phase Confined phase
e
/TN
Higgs phase Confined phase

Figure 1.1: A schematic illustration of the solution to the gauge field localization
problem of U(1) with the DS mechanism. In both figures the region in the
middle is the domain wall and the rest is the bulk. The black dot placed in
the middle of the DW in both figures is a test electric charge and the lines are
the associated electric field lines. In the left figure, the gauge field localization
problem is shown where, due to the breaking of the gauge symmetry, the bulk
behaves as a superconductor (Higgs phase) and due to Meissner effect the electric
field lines are screened to the bulk. In the right figure the solution to this problem
is shown when the DS mechanism is applied. The non-abelian nature of the
gauge group causes the appearance of a confined phase and not a Higgs phase
and consequently a dual-superconductor is created. Therefore, long-range electric
fields lines exist and they are not screened to the bulk.

1.3 Well-known extra-dimensional models

At the end of the 20th century there was a big boost in the formulation of
new models which use extra dimensions to solve one or more of the problems
that were stated above. After experimental results from the LHC and other
collider experiments, and especially after the discovery of a Higgs-like particle,
the number of extra-dimensional models that give possible candidates for a theory
that describes our universe, has been limited and the existing ones have gained
some bounds on their validity. The most important ones which are still under

investigation, either in their original form or with modifications, are the the
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Gauge-Higgs Unification (GHU) idea [13| [14], the Arkani-Hamed-Dimopoulos-
Dvali (ADD) model [I5] and the Randall-Sundrum models (RS1 and RS2) [16], [17].
Each of these will be addressed below, briefly.

1.3.1 Gauge-Higgs Unification

The Higgs mechanism, even if it successfully gives mass to all the SM fields, has
the disadvantage that its potential is put into the SM Lagrangian arbitrarily. The
idea of Gauge-Higgs Unification gives a possible solution to this, by considering
the SM Lagrangian embedded in an extended spacetime instead of the ordinary
four-dimensional one, without a scalar field to begin with. The gauge fields along
the extra dimensions can be seen as ordinary four-dimensional scalar fields. This

new idea was first proposed by [18] and [13].

Hosotani started with a theory with gauge fields and massless fermions on a
manifold with topology M¢ x S', i.e. with an extra dimension compactified
on a circle, with radius R. By making the analogy of the theory to finite
temperature theories, with 1" ~ }%, he was able to show that, due to the presence
of adjoint fermions, independently of the number of fermionic flavors, the gauge
symmetry is broken and the gauge field along the extra dimension is destabilized,
corresponding to a scalar field in the adjoint representation, giving dynamically
mass to the fermions. This mechanism is called the Hosotani Mechanism that

introduces the dynamical electroweak spontaneous symmetry breaking.

It is obvious though, that the model that Hosotani proposed cannot be a correct
extension of the SM, as the four-dimensional scalar field which is associated with
the extra-dimensional gauge field belongs to the adjoint representation and not
to the fundamental as the observed scalar field, the Higgs boson. What one has
to do to overcome this problem is to enlarge the group of the gauge symmetry,
G, and find a way to break it down to the desired SU(2), x U(1)y.

One way of achieving this, is to replace the topology of the system from M*x S* to
M*x S'/Z,, i.e. the extra dimension is an orbifold. The Hosotani Mechanism was
investigated on a Zs-orbifold by [14], providing a realistic GHU scenario out of it.
The details of the orbifold set-up are not given in this thesis, however we state the

main achievements from the above work. The models under consideration were

11
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five-dimensional SU(2) and SU(3) gauge theories coupled to fermions. As long as
the inverse of the radius of the circle was close to the energies of the electroweak
scale, they could show that, by assigning non-trivial Z,-parity matrices, they
could not only break the gauge symmetry spontaneously but also break the
chiral symmetry. This means that the zero-mode fermions could acquire mass

dynamically.

During the last decade, the GHU scenarios started being investigated using lattice
techniques after the orbifold geometry was formulated on the lattice in [19].
Using the aforementioned formulation, using both Monte Carlo and mean-field
calculations, SSB could be shown to occur in pure SU(2) Yang-Mills theories when
the symmetry was broken at the fixed points of the orbifold, giving rise to a mass
spectrum which is consistent with the SM [20H24]. From the same studies, there
is evidence of localization of gauge fields on the orbifold boundaries, as the phase
diagram shows a Higgs-layered phase. Non-perturbative studies for the Hosotani

Mechanism using the SU(3) Yang-Mills theory, were also performed [25, 26].

1.3.2 Arkani-Hamed-Dimopoulos-Dvali model

In 1998, Arkani-Hamed, Dimopoulos and Dvali, proposed a new model that would
solve the hierarchy problem [15]. The main idea of their model was based on the
idea that everyone until that year, had been making the wrong assumption that
there are two fundamental scales in nature, i.e. the electroweak scale m,,, and the
Planck scale M,,;. Instead, they proposed the existence of only one fundamental
scale, Mp, which is identified with the electroweak scale, m., ~ 1TeV, where
gauge interactions and gravity are unified. Therefore, they abandoned the idea
that gravity is unchanged from the scale that it is measured (lem) up to the
Planck Scale. To support this new idea, they extended the current manifold,
in which it is believed that we live, to a R"® x M"™ manifold, where R'? is
the usual pseudo-Riemannian manifold, i.e. our usual Minkowski spacetime and
M™ is a compact manifold of n extra spatial dimensions with radius, R. The
extra compact dimensions are responsible for weakening gravity as it propagates

through them.

The main achievement of these extra compact dimensions is that gravity gets

12
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weaker as it propagates through them. In order to find the relation between M,y
and the fundamental energy scale, Mg, we consider the gravitational potential
that two charges feel when they are at distances much larger that the radius of

the extra dimensions, r > R. By Gauss law, we get

1My 1

Vi(r) ~ A4§?+n)j§;;’

(1.16)
Now, comparing it with the standard 1/r potential, we can easily find the
relation

M? = Mz R" (1.17)

pl —
and considering, for example, only two extra dimensions, we can estimate the
radius of the latter to be R ~ 0.1 — Ilmm. The wide acceptance of this new
model and the eagerness of many theorists to work on modifications and further
phenomenological tests that come out of it, are mainly because of the fact that
the prediction of the size of the radius of the compact extra dimensions made the
latter detectable in future experiments. Even though there are still no indications
of extra-dimensions from the current collider experiments, the model has not been

excluded.

Even if an extra-dimensional graviton propagates in the bulk, the SM particles
should be localized on a four-dimensional submanifold, that would be our
observed world. In the original paper, they consider a six-dimensional SU(4) x
SU(2) x SU(2) model with a charged U(1) scalar field which is responsible for the
formation of the vortex inside which the observed low-energy physics is localized.
Fermions and scalars are localized in a straight-forward way using the standard
procedure described in Section [I.1.2] Localization of gauge fields, on the throat
of the vortex suffers for the problem discussed in Section and therefore they

use a mechanism analogous to the DS mechanism to overcome it.

The final remark for this model is that even if it solves the original hierarchy
problem, it introduces another hierarchy problem between the length scale of the
fundamental scale, i.e. the electroweak scale which is of order 107'mm and the

radius of the extra dimensions, R ~ 1mm.
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1.3.3 Randall-Sundrum models

In 1999, Randall and Sundrum provided an alternative solution to the Hierarchy
problem using only one extra dimension by deducing an exponential relation
between the weak and the Planck scales, as a consequence of a background metric
that depends on the extra dimension, usually referred to as the RS1 model [16].
Using the same set-up, in a more cosmologically motivated work, they introduced
the RS2 model where they could localize four-dimensional gravity to the observed

universe [17].

Let us first, introduce the set-up for RS models. We start with a five-dimensional
spacetime M* x S'/Z,, that is the extra dimension, ¥, is of a finite extent 2L,
periodic and obeys the orbifold condition (x*,—y) = (z*,y). Moreover, we
consider as fundamental constituents of the theory two 3-branes located at y = 0
and y = Ls. It is important to notice that these branes are not generated by the
topology of the system, as in models mentioned before, but instead they are put in
by hand as a starting ingredient of the model and thus it is favorable to be called
3-branes and not Domain Walls. The full action of the system will be given by
the sum of the gravitational action in the bulk and the four-dimensional actions
of the two branes and, following the discussion in [27], Randall and Sundrum

wrote down the following terms for the five-dimensional action

Ls
Sbulk = /d4x/ dy\/ —G(?M;}R — A) (1.18)
—Ls
Sy = /d4x\/—g(1) (L1 — W) (1.19)
Sy = /d4x\/—g(2) (Ly— Va) (1.20)

where R is the five-dimensional Ricci scalar, A a cosmological constant, Mp
the five-dimensional fundamental energy scale equivalent to the Planck scale
and the four-dimensional metric on the 3-branes is given by evaluating the five-
dimensional one at the position of the corresponding brane, i.e. gfi,) = Guyn(z*,0)
and g,(ﬁ,) = Gun(a*,Ls). To determine the exact form of the metric of the
spacetime we use concepts of GR. In the 3-brane actions we include separate
terms of the vacuum energy Vi, V5, where the Lagrangian is kept in a general form
as it contains the SM fields that should be localized on one of the 3-branes.

14
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By making an ansatz of the background metric to be
ds? = e %Wy, datdz” + dy? (1.21)

the five-dimensional Einstein’s equations can be solved to determine the function
of the fifth dimension, o(y), to be

—A

_— 1.22
GIRY] (122)

o=yl
This leads to the conclusion that the space along the fifth dimension should be
anti-de Sitter as for o to make sense, a negative cosmological constant is required.

More details about this are given in Appendix [A]

By defining k? = 55 the metric becomes

ds® = e~ Wy da"da” 4 dy? (1.23)

which is sometimes referred to as the warped metric since e 2 is called the

“warp” factor.

By considering four-dimensional fluctuations, h,,, (x), about the Minkowski metric
one can get an effective four-dimensional version of GR. By substituting the
warped metric of Eq. (1.23) with the above fluctuations into Eq. (1.18]), we
get

Ls
Seff 4D ~ /d4$/ dy\/—g(x)QMge—%\le(ZlD)
—Ls

3
= / d%%(l — ¢ 2kEs) RUP) (1.24)

where R*P) is the Ricci scalar in four dimensions and in the second line we
performed the integral over the fifth dimension. We can compare this effective

action with the Einstein-Hilbert action for four-dimensional GR

Sp_m ~ / d*r/—g2M3 R (1.25)
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to see the effect of the warp factor on the Planck scale. This is given by

M} _
M} = TF<1 — e ), (1.26)
It is obvious that in the limit in which kL5 is taken to be large, there is only a

negligible modification to the Planck scale.

In the RS1 model, the observed four-dimensional world is considered to be the
brane that is placed at y = Ls. To demonstrate how the hierarchy problem is
solved we consider the Lagrangian density in Eq. (1.20]) to be

Ly = g5 0,6'0,6 — \(olp — %) (1.27)

where v is the dimensionful parameter of the model, and here it is the Planck

scale. The action then becomes
Sy ~ / dtze s/ —g(x) (e%Lngayqﬁam — Moo — v2)2). (1.28)

In order to have a quantized theory with a spectrum, we need to have a canonical
kinetic term which is achieved by rescaling the scalar fields, ¢ = e¥*3¢’. Then we

get

So v [ dhoy/=g(@) (90,0 0,8 — Mo1¢/ — (ve )2)%). (1.29)

Now, we can see that the dimensionful parameter is exponentially suppressed
from v to ve "5, and thus it can get the natural value of the electroweak scale,

Mew ~ TeV, for values of kL5 ~ 35.

Even if RS2 focuses on the localization of gravity on a 3-brane which is not
so relevant to this thesis, we give the main idea of it just for completeness of
the discussion on the RS models. The whole set-up of the model is the same as
above with the only difference being that the brane that is considered as the four-
dimensional world is considered to be the one that is placed at y = 0. The main
focus of [16] was to show that by determining the behaviour of the five-dimensional
perturbations along the extra dimension in the presence of the warped metric, i.e.
harn(2#,y), one can identify them as the usual four-dimensional perturbations

of GR. The process of localizing gravity is similar to the one that we used
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for localizing the other fields, that is one performs a KK decomposition to the

perturbations, hy;y as
han (z Zh (") xn(y (1.30)

We require four-dimensional perturbations to satisfy the wave equation i.e.

(9”80112,/@ )= —mnhzy( ") (1.31)
and from this the extra-dimensional profile of the modes x,, can be determined.
After some redefinitions of the modes and defining the extra-dimensional

coordinate in terms of z using
klz| = MYl — 1 (1.32)

which is consistent with a conformally flat metric, one can show, with systematic
work, that the extra-dimensional perturbation modes obey a Schrodinger-like

equation with potential of the form

15 k2 3k(6(z) — 0(z — L))

V&) = T armee 1+ k2]

(1.33)

The shape of this potential, which looks like a volcano, enhances the trapping of
gravity at the position of the brane, z = 0. In other words, the wavefunction of
the graviton zero-mode has a peak around the position of the brane on which we

live on (visible brane) and therefore it is localized on it.

1.4 Present Work and Thesis Outline

In this thesis, we investigate five-dimensional gauge theories on the lattice,
focusing in particular on the SU(2) anisotropic lattice gauge theory. The main
motivation for this, is the need to find a non-perturbative way to localize gauge
fields on four-dimensional branes. As the gauge field localization problem appears
in both flat and warped spacetime, we implement studies for both spacetime

geometries. We are particularly interested in finding a non-trivial UV fixed
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point at which the five-dimensional theory can be dimensionally reduced to a
four-dimensional one, in the case where the extra dimension is not compactified.
Therefore, we investigate the phase structure of the five-dimensional anisotropic
SU(2) Yang-Mills theory to search for such a fixed point.

This thesis is structured as following: In Chapter 2 we give details of the non-
perturbative way we chose to investigate our systems, that is Lattice Gauge
Theories. At the end of the Chapter we describe the two specific methods
for Lattice Gauge Theories investigations that are used here. In Chapter 3
and Chapter 4 we present the details of the exploration of the phase diagram
of the five-dimensional anisotropic SU(2) model in flat and warped spacetime,
respectively. Finally, our conclusions and an outlook of our work are presented
in Chapter 5.
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Chapter 2
Lattice Gauge Theories

In particle physics, theories with strong dynamics, such as Quantum Chromody-
namics (QCD), cannot be investigated using perturbation theory at low energy
scales, as at these scales the coupling becomes strong and perturbative analysis
is not possible anymore. The need to investigate these theories with strong
coupling forced researchers to develop non-perturbative ways that would allow
their exploration. A very powerful tool that allows their investigation is the lattice

that is widely used for particle physics and condensed matter theories.

The idea behind Lattice Gauge Theories (LGTs) as a non-perturbative tool, is
the discretization of spacetime. The discretization of time in the path integral
formulation is well-known, in which one takes the limit of the discretization
parameter of time, usually referred to as €, to zero and recovers the continuum
spacetime. In contrast, in Lattice Theories, the whole spacetime is discretized
and the world can be seen as a hypercubic lattice, with a lattice spacing, a.
The advantage of using LGTs in the investigation of quantum field theories is
twofold. Not only can one investigate a theory in its strongly coupled region but
also, the Euclidean quantum field theory associated with it comes with a natural
cutoff /regulator which is related to the inverse of the lattice spacing. Even though
simulations of theories are allowed at strong coupling, the discretization does not
come without cost as one not only has to force the lattice spacing to go to zero
to recover the continuum, but also has to deal with the fact that the simulations
are done in a finite volume which might have an effect on the extracted physics

of the theories.
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2.1. QFT on the lattice - Lattice discretization

In the following chapter, we use a toy model of a scalar field theory to introduce
concepts that we use to construct the pure Yang-Mills (YM) theory on the lattice
and useful observables associated with it. Then we briefly present how fermions
can be formulated on the lattice followed by an introduction to the anisotropic
LGTs. Furthermore, we discuss the phase structure of LGTs and how one can go
from the discretized version to the continuum theory that describes the observed
world. Towards the end, methods of investigating these theories are discussed.
This Chapter is based on the material of [28-31].

It is also worth mentioning the convention that is used from now on in this thesis.
In all equations, the Greek letters run from 0 to 3 and they correspond to the
usual four-dimensional spacetime coordinates, with the Oth direction identified as
the temporal direction (sometimes denoted by 7" or 7 as well). Capital Roman
letters are used to include extra dimensions as well. To say, in the case of a
five-dimensional spacetime M, N = 0,1,2,3,5. Finally the small Roman letters,

usually 7, 7, are used only for the three spatial directions.

2.1 QFT on the lattice - Lattice discretiza-

tion

This thesis focuses on studies of gauge field theories. In order to see how gauge
fields, and consequently gauge theories, can be formulated on a lattice from their
Euclidean continuum formulation, we first consider a toy model of a theory with

N complex scalar fields. The Euclidean scalar action reads as

Sp= [ do[0,6' (2)0,6(0) + mlo(w)]. (21)

The integral on a lattice grid can be replaced by a sum over all lattice points

[deoaty (2:2)

as
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2.1. QFT on the lattice - Lattice discretization

and the partial derivatives by the discretized forward derivative, ALf ) (or any

other discretized form of a derivative)

A(f)gb(n) _ ¢(n + aﬂ) — ¢(n) (23)

a

Using the above, Eq. takes the following discretized form
St = 80> Y 01 (n)g(n) = 2a> Y ¢'(n + a)p(n) +a* Y- m?|o(n)]?
n win n
=8’ ¢l(n)o(n) —2a* Y ¢ (n)p(n) +a* Y m?|¢(n)|* (2.4)
n <n’n> n

where (n'n) denotes the sum of nearest-neighbouring sites.

It is known that the path integral in Euclidean quantum field theory can be seen
as a partition function with Boltzmann weight factor eS8 which relates the
quantum field theory to statistical systems. However, in the case of Euclidean
path integrals one deals with divergent integrals as they are integrals over an
infinite number of field configurations. The discretization of the spacetime
provides a regulator for free and thus the functional integral of the theory on
a four-dimensional lattice becomes a well-defined integral; a multiple integral
over all values of the field at all lattice points given by

Z = / - dReg(n)dIme(n)e S, (2.5)

where dRe¢(n)dIme¢(n) is the measure of the functional integral.

Before discussing further how one deals with a discretized action to compute
observables and relate them back to continuum physics, let us look at the
symmetries of the kinetic term of the latticized scalar action. If we consider global
gauge transformations, ¢ — ¢'(n) = Q¢(n), it is trivial to see that the action is
invariant as the transformation matrix €2 has no coordinate dependence. However,
it is easily seen that it loses its gauge symmetry under local transformations,

¢ — ¢'(n) = Q(n)o(n), as the second term transforms as

o' (n")p(n) — ¢ (n)Q'(n)Un)p(n). (2.6)
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2.1. QFT on the lattice - Lattice discretization

and Qf(n')Q(n) is not equal to 1 anymore.

Inspired by GR, we can introduce an analogue to the parallel transporter, i.e. a
matrix U € SU(N) that maps a field from a vector space V,, to a vector space
V, where x and y are two spacetime points connected by a continuous curve C,y,.
Under local gauge transformations, the parallel transporter satisfies the following

relation

U'(Cye) = Uy)U (Cya) ' (). (2.7)

Having Eq.(2.7) in mind, we can see that if we introduce a matrix U(n’,n) in our
discretized version of the scalar field action, with the curve being the smallest
possible distance between point n and n’ on the lattice, which is the lattice
spacing, a, we can recover local gauge invariance as the second part of the kinetic

term transforms as
o (n)U(n',n)p(n) — ¢ (YU (n)Q(n")U (n, 0" )2 (n)Q(n)¢(n). (2.8)

This parallel transporter on the lattice is called the link variable and satisfies all
the properties of the parallel transporter with U(n’,n) = Uf(n, n’), being the most
important. Also, it is useful to note that the link variable is usually called U, (n)
which corresponds to the oriented link that connects the site at position n to the

one at n + aft and thus U, g(n) will correspond to the opposite orientation.

Requiring the fields to have a local gauge symmetry, the newly introduced link
variables have to be included in the action. However, in the naive continuum
limit, the continuous action of Eq. is not recovered anymore, but instead an
action in which scalar fields are coupled to gauge fields can be obtained. In other
words, we promote the partial derivatives of the action to the covariant ones. We
define the lattice covariant derivative to be

o) — VIOt + 0f) — o) 29

a

so the action can be written as

S0 = a* > (Dud(m) (Dye(n)) +a* > m?|o(n) . (2.10)

n;p
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2.1. QFT on the lattice - Lattice discretization

The link variables are matrices of SU(V), therefore they can be related to the
gauge fields A, (z). From standard Group theory we know that an element of a

special unitary group can be written as
U = exp(iw*Ty) (2.11)

where w® are real variables and T, are the generators of the Lie algebra of the
group. We also know that a gauge field associated with an SU(N) group can be

written as

Au(r) = —igAl(2)T, (2.12)
therefore we can write the link variables in terms of the gauge fields, i.e.
Uu(n) = exp ( — igaAy,(n)Ty). (2.13)

With this connection between the link variables and the gauge fields, one can
easily check that the lattice covariant derivative becomes the usual covariant

derivative that we use in the continuum.

2.1.1 Pure lattice gauge theory - The Wilson action

Starting from a toy model of a scalar field theory, the link variables associated
with the gauge fields were introduced. Wilson in 1974 [32], formulated an SU(N)
lattice action which leads to the pure Yang-Mills action in the naive continuum
limit. He first introduced the smallest closed loop that one can define on a lattice

out of the link variables, that is the plaquette given by
Uw(n) = Uu(n)UV(n%—aﬂ)Ul(n—I—aﬁ)UJ(n) (2.14)

and then defined the pure lattice gauge action on the lattice, the so-called Wilson

action, to be

Z Z [ 2T 1 (TIU#V( ) + TTUL/(TL))} (2.15)

n 1<pu<vr<4
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2.1. QFT on the lattice - Lattice discretization

and specifically for SU(N) groups to be

=Y Y 8l GReum)] (2.16)

n 1<pu<v<4

Using Eq.(2.13) one can easily show that
U (n) = exp(—iga®F,(n) + O(a?)). (2.17)

Plugging it back into Eq.([2.16)) one shows that, due to asymmetry of F,,(n) and
since we cannot have gauge invariant operators of O(a’), the action up to order
O(a®) becomes

522[ (m)?) + 0(a) (2.18)

which is identified with the pure Yang-Mills action if one defines

2N

2.1.2 Observables

Out of the ingredients of a LGT, we can construct gauge invariant observables.

Here we present the most commonly used in the exploration of pure LGTs.

e The plaquette
It was mentioned above that the trace of the plaquette is gauge invariant.
Therefore, an observable that is measured is the internal energy of the
plaquette, given by the mean value of its trace. This is analogous to the
statistical systems, with 8 ~ 1/T.

d(In Z(B))
05

So, varying the lattice coupling, 3, is analogous to thermal changes of the

U ~ (2.20)

system and the behaviour of the internal energy close to phase transitions

give signals of either first-order transition, if there is a discontinuity, or a
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2.1. QFT on the lattice - Lattice discretization

continuous one.

Wilson loop - Static quark potential

The Wilson loop is a closed loop made out of link variables. It can be
formed along only two directions or along more than two and they are
distinguished into planar or non-planar, respectively. In the following
discussion we consider only planar-rectangular Wilson loops, along a spatial

and a temporal direction. We define the Wilson line along direction p to be

r—1
1 (n) = [JUn(n + kafr) (2.21)
k=0

where 7 is the length of the line and n is the starting point of the line. A
Wilson loop is then given by

We = Tr [ (no)I{ (no + rap) i (ng + ta0)ij® (no)] (2.22)

where, 7, denotes one of the spatial directions and 0 the temporal direction.
If we consider a two-dimensional lattice with ¢y and ry the temporal and

spatial starting positions respectively we can define the Wilson lines as

r—1
19 (to, 7o) = [ [ Uslto, 70 + ak) (2.23)
k=0
nt—l
1 (to, 7o) = H Ui(to + ak,ro) (2.24)
k=0

and the last equation is also called the temporal transporter. Then the

Wilson loop is given by
W, = Tr |15 (to, ro) 15 ( 10 1 (¢ 2.25
£ =Tr|lg (to, ro)ly " (to, 0 +7)ls  (to + ne, 70)lp " (fo, 7o) | (2.2D)

where ty + n; is less than the whole lattice extent along the temporal

direction, Nt and similar for rq + r.

The expectation value of the Wilson loop is related to the static potential
of a quark-antiquark pair, V' (r). To show exactly how this relation holds,
one has to go to the axial gauge, i.e. set Upr = 1. Then Eq.(2.25)), starting
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2.1. QFT on the lattice - Lattice discretization

from ¢y = 0 reads as
_ (r) T(r)
We="Tr [ls (0,70)lg (nt,ro)]. (2.26)

This expectation value is nothing else but the Euclidean correlator of two
Wilson lines located at different timeslices. From Euclidean field theory it

is well-known that

(O2(H)01(0))r = Y (O] (ro) ) (|17 (ro) 0)e ™. (2.27)

n

lim
T—o0

where FE, is the energy state relative to the ground state. The lowest energy
state, £, corresponds to the static quark-antiquark pair potential, V' (r) so

we conclude
(Wpg) ~ e V) = gmandV(r), (2.28)

At short distances (r — 0), the QCD quark-anti-quark potential is
analogous to the QED potential and using perturbative calculations one

can show that it appears to be Coulomb-like, proportional to ay, i.e. the
QCD running coupling as shown in Eq. (2.29)).

4 ag
V(r) = _g% te (2.29)

In the limit » — oo, QCD is considered to be a string model. Analogous
to the electric field lines between two electric charges, one can think that
the color field lines hold together a quark- anti-quark pair. The strong
self-interaction of the gluons pulls the line together to form a string. In
this limit the potential, due to confinement, must increase indefinitely and
thus it rises linearly with the distance. Liischer et al. in [33] showed
that quantum fluctuations of the string give rise to an attractive effective
Coulomb potential, which is a universal term in four dimensions. Thus, the

potential form at r — oo reads as
Vir)=0 + (2.30)
T T o c .

where o is the string tension and the second term is called the Liischer term.
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2.1. QFT on the lattice - Lattice discretization

e Polyakov Loop
Another gauge-invariant quantity of pure LGTs is the Polyakov loop which
is defined as a Wilson line covering all lattice points in that direction. In

the temporal direction one can define it as

Nr—1

Por(7f) = Tr[ I1 Uo(j,m] (2.31)

j=0

In spite of the fact that the expectation value of the Polyakov loop itself
is an important observable when exploring the phase diagram of a theory,
the expectation value of two Polyakov loops located at two different spatial
points of a distance, r = a|ni —7i|, can also give an estimate of the potential
as the Wilson loop

(P () Pl (7)) ~ =NV, (2.32)

2.1.3 Discrete symmetries of the Wilson action

After the discretization of spacetime, the known continuous spacetime symmetries
like translational and rotational symmetries are broken. However, one can define
discrete symmetries that are used in order to construct useful quantities for

investigations of systems on the lattice.

The first symmetry to discuss is the charge conjugation, usually denoted as C.
Charge conjugation, is responsible for changing the sign of the quantum properties
of a particle in order to transform it to its anti-particle. The charge conjugation

on the link variables acts as
« T
Uu(n)c = Uu(n) = (Uu(n)T) ) (2.33)

We can easily check that this means that a gauge field A,(n) will become
—A,(n)T, i.e. the gauge coupling changes sign, as one would expect for the

antiparticle.

The next symmetry to consider is parity, denoted by P. Parity transformation

is the one under which the sign of a spatial coordinate is flipped. On the gauge
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2.2. Fermions on the lattice

links this is given by

Ui(no, M) = Uj(ng, =i — j)T  forj=1,2,3 (2.34)
Uo(no, )" = Us(no, —1). (2.35)

In the usual Minkowski spacetime, we know that a fundamental symmetry in na-
ture is the so-called CPT-symmetry. 7 denotes the time-reversal transformation,
i.e. a reflection in the temporal coordinate. On the lattice this is realized as the

product of three Euclidean reflections, i.e. £,E,E3 where we define

Un(n)" = U, (R, (n)) (2.36)
Uy (n) = U, (Ry(n) — 0)! (2.37)

where R, (n) is the four-vector n with all components reflected except in the

direction .

2.2 Fermions on the lattice

Fermions are fundamental constituents of the SM and their investigation is of high
importance. The fact that QCD is a strongly coupled theory involving fermions
and gauge fields highlights the importance of finding methods to investigate
fermionic fields on the lattice. As a starting point we discretize the Euclidean

action of the aforementioned fields given by

SY = [ d'wi(@) (0, + m)i(a) (2.39)
Using the central discretized derivative the action for free fermions on the lattice
reads as
D _ AN~ Y(n+ ) —(n — p)
Shay = @@ ;wn) [ZM: o 5 + mi(n)|. (2.39)

If we want this fermionic action to be invariant under local gauge transformations,
similar arguments as in the scalar field theory in Section apply and we can

see that the fermionic action corresponding to the continuum action of QCD, in
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2.2. Fermions on the lattice

which the fermionic fields are coupled to gauge fields via the covariant derivative,

is given by
. . Y(n+ i) = Uln — p)(n — 1)
S, U) = Y b [Z o - +map(n)|.
(2.40)
The above action can be written as
S0, U] = a42w Yo (m) (2.41)
where the Dirac operator is given by
U 511 Am_UT _Aéanm
= 0 0nsim = Ul = oncm MGy - (2.42)

2a

The path integral of QCD, which is the desired calculable quantity to extract
physics, is given by

Zoon = / DU / DJDyeSacr
B / [T / [ ddidisie w1015
1 7
:/HdUleSW[U]det(—D[U]) (2.43)
l

where going from the second line to the third we have performed a Gaussian

integral over Grassmann variables.

An interesting quantity that we want to measure is the fermion propagator. This

is given by the inverse of the Dirac operator given in Eq. (2.42)). In order to invert
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2.2. Fermions on the lattice

it we go into momentum space as shown in Eq.(2.44)).

—_ Ut (n — {1)6n_;
—ip-naqyig-ma ”+Hm W n—f,m
D(p,q) =N Z prte (Zw 5 +m5n,m>
e ig-(n+p)a _ 7t (n _ )ez q-(n—p)a

zqu UT (n . )ef'iqﬂa

1 —i(p—q)-na U (
= iy (Z% - o +m1>. (2.44)
n u

Imposing the trivial gauge, i.e. setting all gauge fields to 1, the Dirac operator

in momentum space is

zqu _ o—iqpa
—i( ‘na
D(p,q) N4Ze P=9) (Z% —l—ml)
= Opg (ml + - Z T Sin(p,ﬂ))
-
= 6,,D(p). (2.45)

To get the fermion propagator, the only thing that is left is to invert it to get

Dpyt = M 4 2 e sin(pua) (2.46)
m2+2 smpua

In the naive continuum limit this recovers the free fermion propagator in

Euclidean spacetime which is given by

G =2

_ 2.47
p2 + m2 ( )

For simplicity we consider the free massless propagator which in the continuum
has a pole at p = 0. In Lattice Gauge theories, the momentum space is
restricted to the first Brillouin zone with periodic boundary conditions, i.e.
pu € (—m/a,m/a]. Therefore in addition to the physical p = (0,0,0,0) pole,
15 more values of p that involve zeroes and m/a give rise to unphysical poles
that need to be removed. This is known as the doubling problem. Of course one

can show the existence of the unphysical poles for the massive propagator using
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2.2. Fermions on the lattice

complex analysis by illustrating that the energy is equal to the mass not only at
the rest frame but at other points as well that can be visualized as corners of the

Brillouin zone in the four-dimensional plane.

A solution to this problem was proposed by Wilson, who introduced a new term

in the Dirac operator that could be considered as an effective mass that vanishes

in the naive continuum limit as in Eq. (2.48))

D(p) =ml+ 2 ny” sin(p,a) + 1é Z (1 — cos(pua)) (2.48)

I

so that the inverse reads as

- <m + % Zu (1 - cos(pua))>1 - é Zu Yy sin(pya)

D(p) : '
p (m +1y, (- COS(pMa))> 3, snloya

(2.49)

With this modification, the unwanted poles become heavy, as the extra term gives
an “effective” contribution to the mass proportional to 1/a. Lastly, one wants

to go back to the coordinate space, where the Wilson-Dirac operator is given

by
+4

4 1

Dy (n,m) = (m + 5)5% — 5 > A=) (M)t (2.50)
pu==1

where the definiton v_, = —v, is used.

In 1981, Nielsen and Ninomiya [34H36] proved a no-go theorem according to which
it is impossible to construct a lattice fermion action that inherits all the following

simultaneously:
e it is local
e it has the correct continuum limit
e it is free from doublers
e it implements chiral symmetry, i.e. {D,v5} =0

This is consistent with Wilson fermions, as in order to remove the doublers one

has to give up chirality.

This thesis mostly focuses on pure SU(2) gauge theory on the lattice. However,
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Wilson fermions appear in a formalism that we give at the end of Chapter 4.
Therefore, we do not mention other types of fermions that are formulated on the

lattice as they are irrelevant to this thesis.

2.3 Anisotropic Lattice Gauge Theories

The investigation of QCD at non-zero temperature was the major force driving
the development of anisotropic LGTs. The main reason is that the temperature,
T, is related to the lattice spacing and the extent of the temporal direction as
T =1/(N;a), which means that the maximum temperature that can be reached is
given by the inverse lattice spacing with only one lattice point along the temporal
direction. Introducing an asymmetry between the spatial and the temporal lattice

spacings, as and a, respectively given by the asymmetry parameter

=2 (2.51)

Qr
one can have a smaller a, or more lattice points giving a higher temperature.

For the formulation of the anisotropic action, we consider two lattice couplings,
one for the spatial and one for the temporal plaquettes, 5, and 3, respectively,

such that the anisotropic Wilson action is read as

UL =63 Y [1——ReTrUU}+BTZZ[1—NReTrUOZ} (2.52)

n 1<i<j<3

or by introducing the anisotropy parameter, v, we can write it as

SelU,,U,] = BZ 3 [1——ReTrUU}+ﬁsz[1——ReTrUOZ} (2.53)

n 1<i<j<3
with

= B8 4= br. (2.54)

In order to go back to the naive continuum action, one can use the connection
between the plaquettes and the field strength tensors as in Eq.(2.17)), which read
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2.4. Phase structure of LGTs

Uij(n) = exp(—igoa’Fy;(n))  Upi(n) = exp(—igoasa, Fpi(n)) (2.55)

where gq is the bare gauge coupling of the starting theory. Then the continuum

action can be related to the lattice version of it by identifying

_2N1

2N
Bs = o Br = g—gf- (2.56)

However, the dynamics of the system are expected to change the coupling along
the temporal and the spatial direction and thus the true definitions of the lattice

couplings are given by

2N

_ N 1 2N
N 9%(90,6) €

Pe = 0. 0°

Br (2.57)

where g2 = g% = g2 for £ = 1, as proposed in [37, B38]. In other words, the
lattice spacing in temporal and spatial directions changes dynamically. In [3§],
it was illustrated how one can relate 3, and 3, to the parameters 3(or g2) and

the asymmetry parameter £ as

2N

£6s = ? +2Neo(€) + O(gp)
0
1 2N

gﬁr = g_g +2Nec-(€) + 0(98)

where the functions ¢, and c¢; should be determined using non-perturbative
approaches. More about anisotropic lattice gauge theories will be discussed in

Chapter 3, in the context of extra-dimensional models.

2.4 Phase structure of LGTs

Putting QFT on a lattice can be seen as investigating the theory in an analogous
way to a statistical system. In particular, one expects to be able to investigate the
phase structure of a specific LGT. This investigation can be done by measuring
order parameters of the system at different values of the relevant couplings.
These are observables that show a different behaviour in different phases, so one

can determine the nature of the system in the various regions of the parameter
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space.

In the determination of phase transitions, a very important issue is the order
of the aforementioned. The discretization of spacetime sometimes shows a
phase transition which is not physically continuous but a lattice artefact instead,
forbidding us from taking the continuum limit. These phase transitions are called
bulk or first-order phase transitions. Higher-order phase transitions, usually of
second order, allow us to take the continuum limit since they are characterized

by a divergent correlation length and universal behaviour.

2.4.1 Phases of pure LGT's

The phase structure of Abelian and non-Abelian gauge theories have been
explored extensively over the past years. The usual phases that appear in the
phase diagrams are three. First, there is the confining phase, or strong-coupling
phase that appears at small values of (3, i.e. large values of the gauge coupling.
This is the phase that is blind to perturbation theory as it occurs at strong
coupling. For large values of 3, and consequently small values of the gauge
coupling, the deconfining phase exists. This phase is also called weak-coupling
phase or Coulombic, as one expects a Coulombic behaviour in the static quark-
antiquark potential. The last phase that exists in gauge theories is the Higgs
phase, which usually appears if there is spontaneous gauge symmetry breaking.
Most of the times this phase is implemented on the lattice by coupling the gauge
fields to scalars by hand.

When one deals with an anisotropic gauge theory in a higher-dimensional
spacetime, a new phase appears, which is called the layered phase, first proposed
by Fu and Nielsen [39]. In this phase, the usual four-dimensional spacetime
is in a deconfining phase, whereas the extra dimensions exhibit confinement.
This takes us to the idea of branes or layers, as in this phase the ordinary four-
dimensional world can be seen to exist on a layer embedded in extra dimensions
but being blind to it. Hunting this new phase in five-dimensional non-abelian
gauge theories is one of the main purposes of this thesis, and we leave the details
of it to Chapter 3.
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2.4.2 Order parameters and their behaviour

The order parameters of pure LGTs are given by the observables that were defined
in Sect. 2.1.21 Let us take a closer look at each of them and their behaviour in
different phases.

Firstly, we consider the plaquette. As it was already mentioned before, the
expectation value of it is related to the thermodynamic quantity of the specific
internal energy of a statistical system. If it inherits a discontinuity, then it signals
a first-order phase transition. On the other hand, if it is continuous but its
first derivative is discontinuous at the critical point, then it signals a second,
or a higher-order, phase transition and the lattice theory possesses a continuum
limit.

Furthermore, the Polyakov loop plays an important role in the investigation of
phase structures. We have mentioned above that the correlator of two temporal
Polyakov loops at spatial coordinates © and m is related to the static quark-
antiquark potential (Eq. ) Here, we define the correlator in terms of the
free energy and the lattice coupling 5.

(Pr(m)PL(7)) ~ ePFas, (2.58)

If the distance between the two point charges tends to infinity the correlator can

be considered as

(Pr(ii)P}(7)) = |(Pr) [, (2.59)

So, one can see that if (Pr) = 0, at very large spatial separation, the free energy
increases and therefore the system is in a confining phase. On the other hand if
(Pr) # 0, at large distances the free energy approaches a constant value which

signals deconfinement.

Lastly, the Wilson loop serves as a good order parameter as well. We have already
seen that it is related to the static quark-antiquark potential which gives a hint
that from it, and therefore from the potential, one can see if the system is in
a strong-coupling or a weak-coupling phase. In particular, if the potential rises
linearly with the distance, there is a strong indication of confinement, whereas

if it behaves as 1/r in four dimensions it gives a signal of Coulombic behaviour.

35



2.5. The Continuum Limit

Directly from the Wilson loop one can say that the system is in the confined
phase if it exhibits the area law, i.e.

lim (W;) ~ce BT (2.60)

L,R—oo

and in the deconfined phase if it exhibits the perimeter law, i.e.

lim (W;) ~ ¢ e PEFD), (2.61)

L,R—o0

2.5 The Continuum Limit

In everything that has been mentioned so far, we referred to the naive continuum
limit, that is by requiring a — 0 the discretized version of an action reveals
a corresponding classical action in the continuum. This is the equivalent of
removing the cut-off of a theory in standard QFT. However, taking the true

continuum limit is much more complicated than that.

The most crucial thing when taking the continuum limit is to be able to identify
a continuous phase transition in our system. For this, a divergent correlation
length at a critical point or region is essential. As in statistical systems, a critical
point, and thus a continuum field theory, can be found only when the correlation
length goes to infinity. The latter is defined as the inverse of a scalar mass. On
the lattice this mass is measured in lattice units, i.e. as am, so when taking a — 0
the mass is finite. Equivalently, the lattice correlation length is defined as a1

which diverges in the a — 0 limit.

The correlation length depends on the bare parameters of a statistical system.
Considering the pure lattice gauge action, the only bare parameter is the lattice
coupling, 8. Therefore, we can say that a critical point exists at . and for a

continuum limit to exist we require

Elat (Ber) — 00 (2.62)

So far the limit a — 0 was mentioned. However, before taking this limit, we

need to consider the infinite volume limit or the so-called thermodynamic limit.
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Everything is simulated in a finite box of volume V = L* = a*N* If one
attempts to take the lattice spacing to zero then the volume also goes to zero
unless N is taken to infinity. In actual calculations, one can overcome the issue
of infinite volume limit by requiring the physical system to remain constant over
measurements of an observable. That is if the number of sites, IV, is increased
then the lattice spacing should be decreased to ensure that V' remains constant
and large compared to the physical scale of interest. By taking measurements at
different values of N, one can extrapolate to N — oco to reach the thermodynamic
limit.

Changing N in numerical simulations is straightforward, however changing the
lattice spacing is more involved. One desires to take the continuum limit in the
context of measuring observables on the lattice that will be able to give the value
of a physical quantity. Observables on the lattice depend on the bare parameters
of the system, which for the pure Wilson action is only the lattice coupling 3 (or
go). Moreover, the bare parameters have an explicit dependence on the lattice
spacing. As soon as one determines the relation between the two, observables at
different bare parameter values can be measured on a lattice of a constant physical
volume, as now the lattice spacing can be determined from the parameters of the
system. Then scaling analysis can be performed, that is to extrapolate to a — 0

to determine the physical value of the desired quantity.

2.6 Methods for LGT exploration

As mentioned above, LGTs are Euclidean quantum field theories which have an
exact matching with statistical systems. This allows quantum field theories to
be investigated using methods that are used in statistical-spin systems. Some of
these methods are the strong-coupling expansion, the Mean-Field approach and
Monte Carlo numerical simulations. The latter two are the methods used in this

thesis so more details about them are given below.

37



2.6. Methods for LGT exploration

2.6.1 Monte Carlo simulations

With the development of new supercomputers and the increase in computing
resources in particle physics, Monte Carlo algorithms are the main way to generate
configurations that are used to measure useful quantities since they are more
trustworthy as they are mostly blind to the value of the coupling of a gauge
theory. This applies when the system has a well-defined path integral, which
is not hindered by the sign problem, analogous to the partition function of a

statistical system with a Boltzmann distribution function

P(s) = e A7), (2.63)

Different Monte Carlo algorithms have been developed for LGTs over the years
but they all inherit some fundamental properties that we describe briefly below.
The project presented in Chapter 3 has been implemented using a specific Monte
Carlo algorithm, called the Kennedy-Pendleton Heat-Bath algorithm [40].

The desired quantities that one wants to evaluate are usually expectation values
of observables that involve the path integral, which, for large lattices, corresponds
to a huge sum of configurations that is impossible to be performed analytically.
However, one can compute such an integral approximately with the average over
a finite number of points in a probability distribution function, which for LGTs
is the analogous Boltzmann distribution function. For example, the expectation

value of an observable O is evaluated using

(O) = lim e > o[, (2.64)

where the gauge field configurations are generated such that they have the largest
contribution to the path integral, i.e. with probability distribution density

[ dUe Sl
~ JTI, U501

p(U) (2.65)

This process is called importance sampling. One is restricted to the finite number
of configurations that the available computing resources can give and this leads

to statistical errors in the measurements.
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In order to sample these configurations, one starts either from a unit or a random
one, and then builds a Markov chain, that is a sequence of configurations that
each depends on the previous one. Each of these configurations occurs with a
probability weight of e=5IUl. The probability to go from a configuration U to a
configuration U’ is given by the transition probability w(U’|U) that satisfies

> wU'U) =1 (2.66)

U/

0 < w(l'U) <1 (2.67)

which ensures that all configurations can be reached and one can say that the
algorithm is ergodic. In order to have a system being in equilibrium, we desire a

fixed probability distribution, that is to satisfy

> w(U'|U)e 1 = =5, (2.68)
U

This arises from the idea that once equilibrium is reached, one expects that
probabilities of reaching to or leaving from one configuration must be the same,
that is

> wUU)e W = " w(U|U)e SV, (2.69)

U U
The above condition is necessary for our algorithm to obtain correct results. A

solution to the above is called the detailed balance condition and is given by
eSUlw(U'|U) = eV w(U|U). (2.70)

So, once this condition is satisfied it is ensured that the configurations are sampled

with the correct weight in the Markov chain.

2.6.2 Mean-Field approach

The Mean-Field approximation is well known in statistical-spin systems for
evaluating the partition function and it has been adapted such that it can be
used for LGTs. A very powerful way to investigate a system using the Mean

Field approach is the so-called saddle-point method, which can be thought of as
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an expansion of the integrand of the partition function around a point, which
corresponds to the mean field. The idea behind it is to add a random external
field, that can absorb constraints on the measure of the integrand such that
the final expression of the partition function will be a regular integral over
unconstrained variables. The approximation of the integral at the mean-field
values is seen as the classical solution and one can obtain corrections to it by
considering fluctuations of the mean field. Below, we show how this works for
LGTs based on a detailed analysis of this method in [41] and [42].

In a pure LGT, the path integral that one wants to evaluate is given by
7 = / DUe 5wl (2.71)

where the link-variables are SU(N) matrices, therefore the integral is constrained
on group elements. In order to go into a flat measure, we use an identity to replace
the constrained matrices U with the unconstrained N x N complex matrices V' by
inserting the integral of a delta function in Eq. (2.71]). Then, the delta function

is written in its exponential representation and we get
Z = / DUe Swll]
= / DUDVS(V —U)e WVl
_ /DU/DV/DHG}VReTr(H(UV))eSW[V]

= / DV / DHe SerlV:H] (2.72)

where the integral in the last line involves flat measures and regular integrand.

The effective action is given by
1
Sea[V, H] = Sw[V] + Zl: u(H,) + Zl: ~Re(HV)). (2.73)
where the function u(H) can be thought of as the test free energy per gauge field

given by
o~ u(H) _ /DUe]{,ReTT(UH) (2.74)
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and it is the only term in the effective action that has a dependence on the gauge

group of the theory.

The idea of the saddle-point method is to find the points where this effective action
has saddle points which behave as minima, and are called mean-field values or
background values. These are considered to be uniform in all directions and are

assumed to be proportional to the identity matrix, i.e:

V= Viy H — Hly. (2.75)

To find saddle-point equations we take derivatives of S and we evaluate them

at H1y and V1y. So at zero’'th order approximation we get

0S5, - oSw |V
and 98 du(H
8H \_/,P_I 3H ‘77}—]
Finally, the free energy at zero’th order can be written as
1 1 — . SV, H|
FO=_—1mz0=__mz[V, H =" 2.78
N w2l Al N (2.78)

where N denotes the total number of lattice points, i.e. Ly x L} for a four-

dimensional space.

This thesis focuses on investigations of the SU(2) gauge group so it is worth
showing the approximation of the path integral for the gauge action for this
specific group using the Mean-Field approach. First we parametrize the SU(2)
gauge links as

Uu(n) = ta,(n)o® = ug, (n)1 + iua, (n)o” (2.79)

where 04 (A = 1,2,3) are the Pauli matrices and Einstein summation is
assumed. The group properties imply that u,, are real numbers and they satisfy
Uq,Uq, = 1. Asin the general SU(N) case, the path integral is approximated

at tree level with integrals over unconstrained 2 X 2 complex matrices V and H
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that can be parametrized as
Vi(n) = vo, ()1 +1i vAu(n)aA, vy € C

A
H,(n) = ho,(n)1 =iy ha,(n)o?, he€C. (2.80)

With this parametrization we repeat the procedure of the general case SU(N) to
get the effective action. The identity inserted in the path integral in Eq. ([2.72))

is now equivalent to

1= H H H / dRev,dImv,0[(Revy) — ua]d(Imu,,)

B /*m dReh,dImh,

@mi) dRev,dImuv, exp[—(Rehy)(uq — Revy) — Imh,Imu,]
e

;¢

(2.81)

Thus, the effective action can be read as

St — —g SOS RV (0) + 35 (1) + 3 oy ()i, (1) (282)

n pu<v

where V),,(n) is the unconstrained equivalent to the plaquette and both h, and

v, are real.

The final step to determine the saddle-point equations and their solutions is to
evaluate the only group integral that appears in the second term of Eq. (2.82). To

do this we use character expansions as given in Appendix [Bland we find that

2
u(hg,) = —In [Eh(pu)} (2.83)
where
pu = v/ (Rehg)? + (Reha)?. (2.84)

and I; is the modified Bessel function of the first kind of order 1.

Considering again the matrices to be set to a constant value proportional to the
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identity, the field values that minimize the action are given by

aSe ﬁ = 7
(%if ) :-25224v3+z;h0=0

Vo,ho n  u<v n
d(d—1 .
= ho = 26(d —1)v; (2.85)
and
8Seff au(hal) _
aha . —ZZ ah,a . +ZZUOZO
0,10 n % 0 n 17
_ Iy(ho)
= Ty = =V 2.86

Generally, from these equations one can determine the phase diagram of the
SU(2) gauge theory. The separation of phases is given by determining whether
the above equations inherit a trivial solution (vg = hg = 0) or whether they have
a non-trivial solution. The trivial solution occurs in the strong-coupling phase in

contrast to the non-trivial one that occurs in the weak-coupling phase.

2.6.2.1 Gauge fixing

As this method gives an approximation to the path integral, by considering
corrections to the solutions of the saddle-point equations, one can estimate the
next-to-leading order action. Consequently, first-order corrections can be added
to the free energy and its investigation can give a more accurate idea of the
phase diagram and whether the mean values for the fields determined are the
true minima of the system or not. Before proceeding into the discussion of the

first-order corrections of the free energy we need to discuss gauge fixing.

When one uses numerical methods to estimate the path integral of a LGT, gauge
fixing is not necessary but it is not forbidden either and Creutz was the first one
to propose a choice of the gauge called the maximal tree [43]. Using this choice
one is able to set some of the link variables to the identity leaving them out of the

integration of the gauge fields, as long as they do not form a closed loop. This
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gauge choice has no equivalent in the continuum.

On the other hand, in the Mean-Field approach, which is an analytical method,
it is essential to fix the gauge otherwise we face infinities caused by the local
gauge transformations of the mean-field values obtained when trying to compute
corrections to the path integral. Over the years, higher-order corrections in the
Mean-Field approach were computed [44H46] and different choices of the gauge
were proposed depending on the model investigated. Here, we only mention two

cases that are more relevant to our work.

Very often, the gauge is fixed using the axial gauge in which one sets all the
links along the temporal direction to 1. This is analogous to the temporal gauge
in the continuum, where we set A4(z) = 0. Even though, usually, axial gauge
corresponds to fixing the temporal direction, there is also the possibility of setting
the link variables along any other direction to unity. This is the most well-known

way to fix the gauge in U(1) models.

Furthermore, any other choice of gauge that is used in the continuum can be used
on the lattice as long as one finds the corresponding discretized expressions. In
this thesis the gauge fixing procedure that is followed is based on the Faddeev-
Popov method used in the continuum [47], in which a generalized Lorenz gauge

condition is used

G(A) = 0,4, (7) — w' () (2.87)

where w® accounts for a Gaussian weight over which we perform the Gaussian
integral. Using this trick, we get an extra term in our Euclidean Lagrangian that

reads as )
(0uAy)

26

where £ is a real number that arises from the Gaussian integral. Usually it is set

Ly = (2.88)

to 1 and this is called the Feynman gauge. For the non-abelian gauge theories,
the Faddeev-Popov method gives rise to a determinant in the path integral that

can be written as an integral over ghosts, i.e.
det(9,D,,) = / DeDe ef 7e@uDu)e (2.89)

The Wilson action now will have an extra contribution from the gauge fixing term
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and it will be given by
Sg[U], = Sg[U] + ng[U] (290)

where
2

SylU] = 21—52 ST [U#(n) — U - . (2.91)

2.6.2.2 First-order corrections

First-order corrections to the approximation of the path integral, and conse-
quently to the Free Energy, can be found by evaluating second-order derivatives
of the action, that is its Gaussian fluctuations around the mean-field values. To
achieve this we add corrections to each mean-field value and, in particular, for
SU(2) we get

Van) =0+ uu(n) 5 vu(n) = v (n)1 + v, (n)o”
Hy(n)=h+h,n) ;  hu(n) = h(n)1+ihy,,(n, ns)o’
(2.92)
From the usual Taylor expansion we get
S . S(O) 1(823eﬁ '1)2 + 2 aZSeH h'U 4 32595 h2>
T Tetluh T \ovze |, OHOV | ; OH? | ;
= S5, k] + SP[v, ). (2.93)

The second derivatives can be seen as propagators between the corresponding

fields and we write them as

AR
OH? |, ;
OSett | _ qthw)
OHOV |, 5 —
0?Seqr
Sl =AW L Al 2.94
v, * (2.94)

where AW/ arises from the gauge fixing term which is taken into account in the

effective action as discussed in the previous section.
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To approximate the path integral to first order, we rewrite it as
20 = =52 ) / DuDhe™ 50! (2.95)

and performing the Gaussian integral one finds it to be
©) 7 (1) —1/2
70 _ =S [0.7] [Hdet ( INCONNCORNCE) SyNCOYNCD A(hv)))]
. ~1/2
o Sei (04 [ H det ( } . (2.96)

As a final remark we say that one has to include the Faddeev-Popov determinant,

Dpp, as well and thus the partition function defined above is modified to be

70 — o ot [97) [det (A(hh)/C)] _1/2DFP
= ¢ SO L (2.97)

Having all the above, it is trivial to show that the free energy to first order can

be expressed as

1
FO = FO 4 o [ ] det(A® k) D73 (299)

More on the determination of first-order corrections will be addressed in Chapter 4
and Appendix [C]
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Chapter 3

Anisotropic 5D Yang-Mills

theory in flat spacetime

Most of the LGTs studies are performed in the observed four dimensions as
the main motivation is a better understanding of the strong-coupling region of
the SM (QCD) or to look for signals for beyond the Standard Model physics.
However, extra-dimensional model building enhanced the application of LGTs to

explorations of models with more than four dimensions.

It is known that higher-dimensional non-abelian theories are perturbatively non-
renormalizable, therefore one has to impose a cutoff, A, to define an effective
theory out of which low-energy physics can be extracted. As mentioned in
Chapter 2, on the lattice this comes for free, as the inverse of the lattice spacing
serves as the cutoff, allowing extra-dimensional models to be investigated. In
this thesis the theory of interest is the one that involves the simplest non-abelian
gauge group with one extra dimension, i.e. the five-dimensional SU(2) gauge
theory. In this Chapter we will present a brief summary of what was the status
of the phase diagram of the aforementioned model before our study, the set-up
of the model with some details of the implementation and the results that lead
to the current phase diagram. The details of the study presented here have been

published in a refereed journal paper [48] and a conference proceeding [49].
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3.1. The phase structure of the model from the Literature

3.1 The phase structure of the model from the

Literature

3.1.1 Dimensional Reduction via compactification

The first study of the phase diagram of the five-dimensional SU(2) YM model
was done by Creutz in 1979, who found that there is a bulk phase transition
between the strong-coupling and the five-dimensional Coulombic phase, which
was not a very exciting result as the theory does not have a continuum limit and
the transition is just a lattice artefact [50]. In later years, the same model was
investigated with some modifications in the action that might have revealed the
existence of a non-trivial fixed point. In particular, in 1992 Kawai et al. explored
the phase diagram of the five-dimensional pure SU(2) gauge theory using a mixed
fundamental-adjoint action [51]. Unfortunately, they also showed no evidence of

the existence of a continuum limit.

In 2001, Ejiri et al. made a new modification in the model to look for the existence
of a continuum limit in the theory: they imposed an anisotropy between the lattice
couplings in the four dimensions and the fifth dimension [52]. Everything that
is discussed in Section 2.3 can be applied in this modified model by making the
appropriate changes such that the temporal direction is replaced by the fifth one.

More details on the set-up of the model will be given in Section 3.2.

The five-dimensional anisotropic SU(2) gauge theory when all directions are kept
large shows a bulk phase transition. However, the idea in [52] is to compactify the
extra dimension on a circle, which, by the arguments in [53] [54] one expects to see
a dimensionally reduced phase, which is always present at least in the region where
as < ay. The presence of a continuous transition in the aforementioned study was
the driving force for further studies on the phase structure of this model when the
extra dimension is compactified on S!, in the region where the lattice coupling
along the extra dimension is larger than that along the four dimensions, i.e.
~v > 1 [55, [56]. By further exploration at various anisotropy values and different
sizes of the extra dimension and by finite-size scaling studies, it became clear

that the five-dimensional YM theory can be reduced to a four-dimensional YM
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theory via compactification. According to the Svetitsky-Yaffe conjecture a (d+1)-
dimensional SU(N) gauge theory (with Zy the centre symmetry of the group) with
a continuous deconfinement transition and a d-dimensional spin model with a Zy
symmetry belong to the same universality class [57]. From the above statement
it is clear that by matching the critical exponents of the gauge theory in the
dimensionally reduced phase with those of a four-dimensional Ising model one can

conclude that the compact phase describes a four-dimensional YM theory.

Lastly, a study was presented in [58] in which a dimensionally reduced phase is
shown to exist in the region v < 1, i.e. for a5 > a4. In this region, the investigation
was performed when the temporal or the extra dimension was compactified and
scaling analysis showed a clear signal that the model becomes a four-dimensional
YM theory as in the case of v > 1. However, in this region there are some upper
and lower bounds on the size of each direction for each value of v in order for
this compact phase to appear. The first upper bound appears in the case where
the four-dimensional theory is present as the result of the compactification of the
temporal direction. In this case the extent of the latter should be less than an
extent in the other directions, L%™(y). The second bound is given for the case
where the dimensionally reduced phase is the result of the compactification of
the fifth direction. For this, it is essential to have Ls < LE"(v) but also all the
other directions should have an extent larger than L¥"(v). Finally, the signal of
the bulk phase transition, which is present when no “proper” compactification
is imposed in any of the directions, can only be clearly seen if the size of all

directions exceeds a minimum value which increases as v gets lower.

The phase diagram of the five-dimensional anisotropic SU(2) gauge theory when
dimensionally reduced phases are sought via a compactification mechanism is

shown in Figure [3.1] as taken from Ref. [56].

3.1.2 Layered phase idea

Dimensional reduction in the above discussion is achieved by compactification.
In Chapter 1 we have introduced another mechanism via which theories can
be dimensionally reduced: localization. However, the failure of having a viable

mechanism for the localization of gauge fields in extra-dimensional models
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Figure 3.1: The phase diagram of the five-dimensional anisotropic SU(2) YM
model when dimensional reduction is achieved via compactification of the extra
dimension. The red points show the bulk phase transition in the absence of
compactification and the rest are lines of second order transitions showing the
dimensionally reduced phase. The figure was taken from Ref. [56] which uses
results from [52] denoted as “Ejiri” and [58] denoted as “Knechtli”.

suggests the need of a non-perturbative way for accomplishing this. The first
study to attain this came from Fu and Nielsen [39]. They proposed that when
there is a D-dimensional lattice, a d-dimensional layered phase (D = n+d) can be
formed if the nearest-neighbour gauge couplings of the d-dimensional sublattice
are different from those in the other n dimensions. Then, particles and gauge
fields can travel within the d-dimensional layer phase, but they exhibit a kind
of confinement when they try to propagate in any of the n extra dimensions.
Their study was done using the Mean-Field approach for the abelian group U(1)
and they showed the existence of a layered phase in (4+1) dimensions. It is
important to notice that the new phase still holds even after computing first-
order corrections to the mean-field solutions. Fu and Nielsen calculated further
quantities to study the properties of this layered phase and it seems that it behaves

as a four-dimensional one [59].
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In 1992, Kaplan in [60] starting from a five-dimensional theory with a topological
defect serving as a domain wall, was able to construct fermions which live in
four dimensions that possess exact chiral symmetry, the so-called DW fermions.
This new formulation for lattice fermions was very promising as it would allow
us to escape from the notorious Nielsen-Ninomiya no-go theorem. Despite the
fact that the fifth dimension is just a mathematical trick in Kaplan’s formalism,
people started being suspicious for the connection between Kaplan’s localization
of fermions and the layered phase proposed by Fu and Nielsen: it might have
been possible that the extra dimension is not just a tool but instead it gains a

physical interpretation.

Studies were carried out to confirm the findings of [39] using both analytical
and numerical non-perturbative methods [61H63]. It was shown that the
five-dimensional U(1) theory undergoes dimensional reduction via localization
admitting a continuum limit. The pure gauge-theory was also coupled to Wilson
fermions and they could show that in the layered phase the usual four-dimensional
Wilson propagator is recovered and thus it loses its chirality. This is in contrast
to the result that in the weak-coupling phase a chiral zero-mode can be localized.
Another important outcome of these studies was that the presence of fermions
does not change the order of the transitions. All the above suggest that for a
chiral layer to exist, one should not just set the extra-dimensional coupling to
zero but instead choose it to be close to a transition point [64]. As in this thesis
all results are presented in the absence of fermions, we do not discuss these issues
further.

This new point of view for the significance of the existence of a layered phase
motivated further explorations of the phase diagram of the five-dimensional
compact U(1) model. Measurements of more observables and studies of the
scaling properties at larger volumes provide strong evidence that the transition
from the Coulombic phase to the layered phase is of second order allowing a
continuum limit to be taken [65HGT]. More specific, measurements of the potential
in the layered phase suggest that it behaves inversely proportional to the distance,

that is it has a four-dimensional Coulombic behaviour.

The success of defining a layered phase for U(1) intrigued people to investigate

whether this new phase appears for non-abelian gauge groups as well, and in
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particular for the simplest non-abelian group SU(2). The idea of a dimensionally
reduced phase for SU(2) was investigated using the Mean-Field approach [68]. In
this study, the claim is the existence of this new phase, at which the static-quark
potential has exactly a four-dimensional behaviour which means that the planes
transverse to the extra dimension are decoupled from each other. Studies of the
finite-size scaling properties of the system show that there is a second order phase
transition, however it is not clear if this is true as the Mean-Field approximation
can hide the correct order of the transition, so Monte Carlo simulations had to

be performed.

Actually, the first Monte Carlo study appeared soon after Fu and Nielsen’s
proposal, providing evidence of the existence of this phase in six dimensions but
not in five dimensions [69]. However, the lattice volumes used were too small.
More recent studies using Monte Carlo techniques suggest the existence of a non-
trivial fixed point at which one can define a four-dimensional gauge theory arising
from the dimensional reduction of a five-dimensional SU(2) YM theory [70} [71].
Specifically, in [71] they claim that there is an end point of the first-order phase
transition, which separates the confining from the weak-coupling phase and it
is shown in Figure with red points, at which the transition becomes second
order. The drawback of this study is the use of small lattices that might hide
true physics if finite-size effects are dominant. In this region of the weak-coupling
phase, one would expect to have a new phase, the layered phase, where the
five-dimensional theory can be visualized as four-dimensional layers embedded in
the extra dimension on which the ordinary SM matter is recovered. If a five-
dimensional SU(2) gauge theory reduces to four dimensions, it results to a four-
dimensional SU(2) gauge theory with a Higgs in the adjoint representation, that
is the Georgi-Glashow model. The phase diagram of this model consists of a
confined and a Higgs-Coulomb phase. One expects that the static potential will
show characteristics of these phases. In [68], in the deconfined phase approaching
the transition into the layered phase they observe a four-dimensional Coulombic
behaviour in the static quark-antiquark potential instead of a five-dimensional one
that is observed in the weak-coupling regime. In additon, as in this model a Higgs
mechanism is not in action, one expects that at large distances the potential will

rise linearly with distance, i.e. it will have a non-vanishing string tension.

In the study presented here, we extend the work of [71] to larger lattices to
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see if we can still find hints that the theory might possess a continuum limit.
The motivation for this came mostly from [58] in which they set some lower
bounds on the size of each direction in order for the bulk phase transition to
be seen, which indicates that the lattice volumes used in the previous Monte
Carlo simulations [71], were too small to show the correct order of the phase

transition.

3.2 The set-up of five-dimensional anisotropic
LGTs

3.2.1 Anisotropic Action

The theory of interest is the anisotropic SU(2) YM gauge theory in five

dimensions, whose action in the continuum is given by

1
SE:/d4x/dy—2TrFJ\2/[N (3.1)
295

where M,N =1...5 and FMN = (9MAN - 8NAM + Z[AM,AN] with AM =
95A%,T*. The discretized version of this action when one imposes an anisotropy
between the extra-dimensional plaquette and the ordinary four-dimensional

plaquettes becomes

S = 542 Z <1——TYUW >+55Z Z (1——TYUM5( )) pr=1..4

n 1<u<v<d n 1<pu<4
(3.2)

where U, (n) represents the oriented plaquette along spacetime directions given
by
Unw(n) = Uu(n)U, (n + fias) Ul (n + pag)UJ (n) (3.3)

and U,s(n) represents the plaquette formed when one of the directions is the

extra-dimensional one, given by

Uus(n) = Uy, (x)Us(n + /fLa4)UjL(n + 5as) Ul (2). (3.4)

23



3.2. The set-up of five-dimensional anisotropic LGTs

where U,(n) = exp (igsasA,(n)) and Us(n) = exp (igsasAs(n)) are the gauge
links, a4 is the lattice spacing in the usual spacetime directions and as is the
lattice spacing in the extra direction. The sums are performed over all the lattice
points, i.e. n = (ng,7,n5) and x = an. This is analogous to the anisotropic
action defined in Section 2.3 with the difference that now the temporal direction
is indistinguishable from the spatial directions and the extra dimension takes
the place of the temporal direction in the anisotropic action. The anisotropy

parameter on the lattice is characterized by v which is defined as
Bs
= —_— 3-5
=15, (3.5)

v = ot (3.6)

and at tree level this is given by

Another useful quantity that we define in terms of the two lattice couplings is

B =/ BPs. (3.7)

Recovering naively the continuum limit we get

given by

4CL5 4(1,121
By=—  and Bs5= . 3.8
! 93 ’ asg3 (38)

3.2.2 Observables

In order to investigate the phase diagram of the model we use the following

observables:

e Average Plaquette along the extra dimension, P

)= (373 2 L TolUis(m)) (39)

and its susceptibility
Yo, =V ((P2) = (75)?) (3.10)
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where V' is the lattice volume given by V' = Ly x L% x Ls, with Ly, Lg and

Ls the size of the temporal, spatial and extra dimension respectively.

e Temporal Polyakov Loop. This can be measured on the whole lattice given

by
(Lr-1)
Poly; = —— NV > Tr HO Ur(n (3.11)
,ns no

Since in the layered phase each layer is uncorrelated, the Polyakov loop may

be measured in one layer and so we also compute

(Lp—1)
Poly,(ns) = A L3 ZTr HO Ur(1) s - (3.12)
no
We define the Polyakov loop susceptibilities as
4 2
\Poly, = L—T<(PolyT ~ (Poly;)?)) (3.13)
YPoly, (n5) = LE{ (Polyz(ns)* = (Polyz(ns))?) ). (3.14)

The expected behaviour of the plaquette for a first-order phase transition is to
show hysteresis in the expectation value and a divergence in the susceptibility
at the critical point. The temporal Polyakov loop is expected to have a zero
expectation value in the strong-coupling phase, i.e. to fluctuate around zero and
a non-zero expectation value in the five-dimensional Coulombic phase, i.e. to

show a two-peak structure.

3.3 Results from Lattice Simulations

Our model was implemented on the lattice, using the Kennedy-Pendleton Heat-
Bath algorithm [40] combined with overrelaxation updates [72]. Specifically,
we took one heat-bath measurement every Lg/2 overrelaxation steps. The
autocorrelation that arises was taken into account in our analysis. The number
of measurements varied between 100,000 and 200,000 at each set of points in

our parameter space (fy,35) that were investigated. Measurements were taken
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3.3. Results from Lattice Simulations
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Figure 3.2: A sketch of the phase diagram of the anisotropic SU(2) YM model.
The dashed blue line denotes the isotropic case v = 1. The region above this line
was previously investigated in [52, 55 [56] and the region below in [58] [71]. The
dashed-dotted green line appears when the extra dimension is compactified [52,
506, 58]. When no compactification is involved, there is a bulk phase transition
which is shown in the figure as a red solid line. It was shown to exist up to
B4 = 2.50 in [58]. In this work we extend the range of this line up to 8, = 2.60
with no evidence that this line will not continue for larger values of ;. For
B4 > 2.60 the idea of the existence of the layered phase arises.

starting from either random SU(2) matrices (hot configurations) or by setting all
the SU(2) matrices to the identity matrix (cold configurations). Simulations were
carried out at the lattice volumes of 16, 20* x 8 and 24* x 8. The former was the
largest investigated by Farakos and Vrentzos [71] and was included in our study
to provide a check of our code. The bigger volumes were used to investigate the
order of the transition, since, as already mentioned, [58] showed that there is a
minimum size of the spatial/temporal and the extra direction in order to see a
clear first-order phase transition. We reduced the size of the extra dimension to
L5 = 8 to save compute time, but since the lattice spacing in the extra dimension

is much larger for high 4 values than the lattice spacing in the other directions

26



3.3. Results from Lattice Simulations

(as shown in [58]), the system remains five dimensional and no compactification

is imposed.

05 T T T T
0.4 | o -
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0.2 . |
’ .

0.1 r . * ° .
° [ ]
0 1 1 1 1
0.7 0.8 0.9 1 1.1

Bs

Figure 3.3: The susceptibility of the plaquette in the extra dimension, by for
V = 16° keeping 3, fixed at 2.60 and varying (5. The critical point is the point
at which the susceptibility gains its maximum value.

First, we did a scan in the parameter space (f34, 35) using small lattices to identify
the first-order phase transition that was shown in previous work up to 5 = 2.50.
The phase diagram of the model is shown schematically in Fig. [3.2] The layered
phase was previously claimed to exist at large 84 and small 5, as shown. Our
point of interest is 5, = 2.60 on the line of transition, which was claimed to be the
critical point at which the transition changes from first to second order in [71].
The critical point in 5 was found by implementing the model on a lattice of
volume 16°. At this volume we were able to do a wide scan by investigating a
sufficient number of different g5 to identify the critical point. Even though it does
not show any clear evidence of first-order phase transition in terms of a two-state
signal, by looking at the susceptibility it looks like it has a divergence at the
critical point (Fig. [B.3)). The critical 85 point was found to be S5 = 0.8437(5)

which agrees within error with the value found in [71].
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Figure 3.4: The histograms for the plaquette in the extra dimension for V =
20 x 8, fixed 4 = 2.60 and for two different values of B5: 85 = 0.843(top) and
fs = 0.8445(bottom) are shown on the left. We can see that the peak moves
towards the right as we go to higher values of 5. The corresponding histograms
for the temporal Polaykov loop are shown on the right. We can see that for
b5 = 0.843 it has a zero expectation value whereas for 85 = 0.8445 it shows a

two-peak structure.

For the investigation of the phase transition on the larger lattices we focused on
the critical region which was estimated to be between 85 = 0.843 and 5 = 0.8445,
based on the critical value found for the 16° lattice. As it can be seen from
Fig. 3.4, the plaquette moves to the right as we go to higher values of 85 and the
temporal Polyakov loop is zero for the point 5 = 0.843, which is in the confining
phase and has a two-peak structure for the point g5 = 0.8445, which is in the
deconfining phase, as expected. We also checked how the temporal Polyakov
loop is distributed when all the ns-slices are considered independently (Eq.
and we could see that each fluctuates around zero. Also, we confirmed that the
critical point was included in this region by observing that, for one point that
lies in between these values, either a clear two-state signal or large fluctuations

between two values in the average value of the plaquette were present, as can be
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3.3. Results from Lattice Simulations

seen in Fig. and
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Figure 3.5: Histograms of the average plaquette in the extra dimension, P
starting from both cold and hot configurations for V = 20* x 8, 3, = 2.60 and
b5 = 0.8435. We can see that since this point is very close to the critical one,
the plaquette fluctuates between the two vacua and thus the distribution is not
Gaussian anymore.

The points that were investigated are f5 = 0.843, 0.8435, 0.844, 0.8445. For the
lattice volume of 20* x 8, we cannot distinguish the two states, since by starting
either from hot or cold configurations, the expectation of the plaquette is the
same. However, as shown in Fig. [3.5] the distribution is not Gaussian. This is
the first hint of the existence of a first-order phase transition. The larger volume
of 24* x 8 shows an apparent two-state signal as can be seen from the histogram
in Fig. 3.6, The overlap that appears between the histograms starting from hot
or cold configurations is due to the fact that the two vacua of the potential energy
are not so deep and thus the system fluctuates between them. For a check, we
implemented one single point (85 = 0.844) on a 32* x 8 lattice and we can see
in Fig. that the two states are now separated by a wide gap, and there is

no evidence of tunnelling from one to the other, i.e. it stays in the phase in
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3.3. Results from Lattice Simulations

which it first equilibrated, depending on the initial configuration. This is also an
indication that the extrapolation to the thermodynamic limit must be based on

sufficiently large lattices.
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Figure 3.6: Histograms of the average plaquette in the extra dimension, P
starting from both cold and hot configurations for V = 24* x 8, 3, = 2.60 and
Bs = 0.8435. Here, we can see that the distributions, starting from either cold or
hot, build up as two Gaussian distributions, one for each vacuum that the system
equilibrates to.

We note that the pseudo-critical point was not estimated precisely, because
reweighting techniques were not trustworthy for the large volumes and ensemble

sizes that were used in this work due to limited statistics.

The code was written using QDP++ [73] and run on GPUs using QDP-JIT [74].
An estimate of the compute time required for the investigation of a single point
on an NVIDIA Tesla C2070 Computing Processor (GPU) for the volumes used
in this work for a set of 100,000 measurements with Lg/2 overrelaxation steps
and a heatbath update each time is shown in Table [3.1] The single point of

V = 32% x 8 would have taken two months on GPUs and so it was simulated
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Figure 3.7: Histograms of the average plaquette in the extra dimension, P
starting from both cold and hot configurations for V = 32% x 8, 8, = 2.60 and
Bs = 0.844. It is clear that a first-order phase transition is present since starting
from different configurations, the system equilibrates in different states with no
tunnelling between them.

using IBM BlueGene/Q in Edinburgh.

Lattice Volume Compute time (hours)
16 x 16 x 16 x 16 x 16 190
20 x 20 x 20 x 20 x 8 250
24 x 24 x24x24 %8 620

Table 3.1: Estimated compute time required on an NVIDIA Tesla C2070
Computing Processor for 100,000 measurements for a single point in the

parameter space (84, Os).
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3.4 Discussion and Outlook

In this work, we extended the Monte Carlo investigation of the phase diagram
of the anisotropic SU(2) Yang- Mills model in five dimensions when the lattice
spacing in the extra dimension is larger than that in the four other dimensions
(v < 1). We showed that, up to 84 = 2.60, there is no evidence of a second-
order phase transition, whereas a clear two-state signal in the average plaquette
favours a first-order phase transition. Based on this result, we can claim that
the bulk first-order phase transition between the confining and the deconfining
phase continues at least up to 5, = 2.60 and up to this point the continuum limit
cannot be taken. Therefore, the possibility of the existence of a UV fixed point
and a dimensionally reduced five-dimensional effective field theory remains open.
Even though, based on this work, we cannot exclude a second-order transition
at higher §,, nothing in our study suggests that continuing this investigation on

even bigger lattices would be worthwhile.

As a final remark for this project, it is worth mentioning that no measurements of
any other observables were performed in the region where the proposed layered
phase would exist. From the Mean-Field approximation results in [68], it was
suggested that the static quark potential in a region very close to the layered
phase becomes four-dimensional. Despite that we are not very optimistic for
the existence of a non-trivial fixed point that would define a continuum four-
dimensional field theory at the transition from the Coulombic to the layered
phase, nothing in our study excludes the existence of a dimensionally reduced

phase in the relevant region as an effective theory.
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Chapter 4

Anisotropic 5D Yang-Mills

theory in a warped background

As we have seen in Chapter 3, the phase diagram of non-abelian extra-dimensional
gauge theories has been extensively explored in a flat background. One, though,
can change the metric of the theory to be dependent on the extra dimensions. The
driving force that leads to this modification is that in five dimensions this is the
gauge-sector of the Randall-Sundrum model that has previously been introduced
in Section [1.3.3] the action of which is

Sadsy = /d4 /dy pFiy‘i‘—f( YF ] (4.1)

where the only difference from Eq. is the warp factor f(y) that appears in
front of the field strength tensor that involves the extra dimension. This warp
factor is given by f(y) = e~ as defined in the metric in Eq. . We call this
action Su4s, as the extra dimension is in a slice of the AdS5 spacetime and its

discretized version imposing an anisotropy is given by

Saass = Pa Z <1—%ReTrUW(n,n5))+55Z <1—1ReTrf(n5) Uus(n, n5)) (4.2)
4D 5D
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or

Sadss = gz (1 — %ReTrUm,(n, n5)> + 572 <1 - %ReTrf(n5)U#5(n, n5))
4D 5D

(4.3)
using the relations of 5, and f5 with 5 and ~ as defined in Chapter 3.

This idea is not new. A previous study attempted to investigate the abelian
gauge-sector of the RS model in connection with the layered phase that appears
in higher-dimensional anisotropic gauge theories with the anisotropy arising from
the warp factor [65]. As mentioned in the previous Chapter, the main idea behind
it is to find a way to localize gauge fields on 3-branes, which might arise non-
perturbatively by the presence of the layered phase in the phase diagram of the
anisotropic gauge theory. For the case of non-abelian gauge theories with extra-
dimensional dependent coupling, an effort to localize massless and massive modes
was made in [75] but only for (2+1)-dimensional systems and in the specific work

the idea of the layered phase has not been used at all.

Our work focuses on the investigation of the phase structure of the anisotropic
five-dimensional SU(2) theory with an extra-dimensional dependent lattice
coupling along the plaquettes that involve the extra dimensions. This warp
factor in our lattice action though, is anticipated to have an effect on the
lattice spacing leading to large finite-size effects. This suggests that the correct
investigation of the system using Monte Carlo simulations will be computationally
expensive, and as we have no previous studies to guide us to specific regions of
our parameter space, the first exploration was decided to be undertaken using
the Mean-Field approach. One of course might doubt the validity of the results
of this method as in four dimensions it does not produce the correct results
of the phase transition. The Mean-Field approximation produces a first order
phase transition [41] whereas Monte Carlo simulations show a crossover [50].
However, as the former can be seen as an 1/d expansion, it is expected to be more
accurate for higher-dimensional systems. The decision to approach our problem
using Mean-Field techniques was inspired by recent work of Irges, Knechtli and
collaborators [23], [68], who developed further this way of approximating path
integrals in LGTs which have been well established and discussed in [41] [42].

This opened up a new path in the investigation of non-abelian extra-dimensional
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4.1. Formalism using Mean-Field approach

models on the lattice, as their results show that for higher-dimensional systems

the method provides qualitatively correct results.

4.1 Formalism using Mean-Field approach

4.1.1 Saddle-point equations

To approximate the path integral of the current action we repeat the procedure
that we have followed in Section to find the saddle-point equations with
a few modifications. First, as we are looking for this new phase in the phase
diagram, the layered phase, we consider the link variables along the ordinary
four dimensions and along the extra dimension to have a different value that
minimizes the action (mean-field value). Furthermore, the lattice coupling along
the extra-dimensional plaquettes will need to be multiplied by the warp factor,

which we keep as a general function of ns called f(ns).

Following the lines of Fu and Nielsen [39], who derived the saddle-point equations
for a flat anisotropic U(1) theory, one can easily apply a similar method for the
flat anisotropic SU(2) theory in five dimensions, the effective action of which

reads as

St = SalV Vil + 3 {Zu[ﬂm] + [ Ho(n)

o

+ 3 P, (), (n) + Y h5(n)v5(n)] (4.4)

where n runs over all coordinates in five dimensions. Then the saddle point

equations are given by
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4.1. Formalism using Mean-Field approach

In the above we explicitly separated the coordinates in the usual four dimensions
from those in the extra dimension. The Mean-Field approach procedure for the
curved-space case is exactly the same as the one described above. So applying it

to this system we find the effective action to be

Sett = Saass Vi, Vs + Z [ZU[HM(W ns)| + us[Hs(n, ns)]

mns - p

+ Z ey, (1, 115)0q, (11, 105) + Z hos (1, n5) Vs (0, n5) |- (4.6)

In order to make this to look like S¢[V,, V5] we do a scale transformation of
the fields that involve the extra dimension, whereas the fields in the usual four

dimensions remain the same.

Uu(n,ns) = U, (n,n5) = Uy (n,ns) = U, (n,ns)

Uu(n,ns) =/ f(ns)U,,(n,n5) = Ups(n,ns) = f(ns)U,5(n,ns) (4.7)

such that
SAdS5 [Vy/,7 ‘/SI} = SG[V,LLJ ‘/75} (48)

where the four-dimensional plaquette and the plaquette extended in the extra

dimension are given by

V‘:V(n, ns) = V‘:(n, ns)V.!(n + i, n5)V‘:T(n + 0, n5)V. (0, ns) (4.9)
Vis(n,ns) = Vi(n,ns)Vy(n + f, n5)Vlf(n, ns + as) V' (n, ns). (4.10)

Looking at the effective action in Eq. (4.6) we see that we also need to rescale Hs

as

1
Hs(n,ns) = ——=H.(n,ns) (4.11)
f(ns)
so that we get
Pas (1, 15)Vas (1, 15) = R, (0, 15) U5 (12, 15). (4.12)

Rescaling the external field in the fifth dimension though, changes slightly the

term wuz[Hs(n,ns)] that becomes

e~ uslH5(nms)] DUe%ReT‘r(UHg)
SU(2)
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4.1. Formalism using Mean-Field approach

- DUez VI (ns)ReTr(UHs) (4.13)

Su(2)
The extra factor that involves the warp factor does not affect the nature of the
group integral so it can be evaluated as usual using character expansions with

the only difference that now the result will depend on the extra dimension.

2

mh (Ps(%) f(%))) (4-14)

%wgz—m<

where

2

ps(ns) = \/ Re(hsy (1)) + 3 [Re(hs, (15))]> (4.15)

A

Next the saddle-point solutions are determined by setting the fields to a
background value which, in contrast to the flat case, has an extra-dimensional

dependence, i.e.

V},(TL, TL5) = 175(715)1 H5(TL, TL5) = B5(TL5)1 (416)

o) it = P
- - , L(y/f(ns)hs(ns))
Us\Ny5) = Us h5 Ns),Ns) = =

( ) ( ( ) ) [1( f(n5)h5(n5))

Parns) = 6208(ns) + 5722 (ns) (s + as) + 59035 — (s — )

hs(ns) = 887U5(ns)v4(ns)vs(ns + as) (4.17)

and the free energy at zero’th order which can be written as

po) _2effl” > Z — 6?174(715)4 — 4By (ns) 0 (ns)Ua(ns + as)

ns

+ duy(ha(ns), ns) + us(hs(ns), ns) + 4hg(ns)va(ns) + hs(ns)vs(ns)

(4.18)
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4.1. Formalism using Mean-Field approach

where Ny is the volume in the four-dimensional space given by TL3, where T
and L are the lattice sizes along the temporal and spatial directions, respectively.
From now on, when 1 is added or subtracted from njs, it will mean that we
add/subtract one lattice unit in the extra dimension and we do not write as

explicitly.

4.1.2 First-order corrections

As already mentioned in Section [2.6.2] the solutions to the saddle-point equations
should be checked to see if the point is stable or not. This can only be achieved
by computing first-order corrections to the free energy following the method
described in Section [2.6.2.2] The necessary modifications in our case is to define

the fluctuations of the background values to be

Vi(n,ns) = va(ns) +vu(n,ns) 5 vu(n,ns) = v (n,ns) + v, (n,n5)0"
Vs(n,ns) = 0s(ns) +vs(n,ns) 5 vs(n,ns) = vs,(n, ns) + vs, (n, ns)o™
H,(n,ns) = hy(ns) + hu(n,ns) 5 hu(n,ns) = hyy(n,ns) —ih,, (n,ns)o?
Hs(n,ns) = hs(ns) + hs(n,ns) 5 hs(n,ns) = hs,(n,n5) — ihs, (n,ns)o"
(4.19)

and the effective action can now be written as

1 /0%S.q 0%S. 9%S. 0%S.
Ser = S5t | 1 ‘( - it o | s ol p2 4 22 p2
SIS v,ﬁv4 vy V,HU5+ OH} |y 5 o OHZ |y °
0% Se 0%S.g 0% S, 0% Set
—_— 22— h 22— h
+ VOV V,HU4U5+ VLoV, V,HU5U4+ DIV, . 4V4 + DOV . 5U5>
(4.20)

where by the subscript “4” and “5” we imply derivatives along only the
four-dimensional space and along the extra dimension respectively, by V, H
we mean that the partial derivatives are evaluated at the background values
(174(n5), s(ns), ha(ns), 7L5(n5)) and the missing terms in the expansion give zero
contribution, thus they were omitted. Also, we again denote the corrections to
the action as S®[v, h).
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4.1. Formalism using Mean-Field approach

In this case we define the propagators to be

8;—54? - AL + A a;i;ﬁ . AR + Al
;;4%% - Al + A ;;3@4 s ALY+ AYD
a;[i‘? . = AYY 882 15{6523 .y YN
2 2
ot = S| =M

where AU/) arises from the gauge fixing term. In the particular case we choose
to use the Lorenz gauge and taking into account the anisotropy we define the

discretized version of the gauge-fixing action to be

1
ng=gZZ

n ns; A

[Z fua(nyns) +7f5,(n, n5)] 2 (4.22)

where
qu (nv n5> = Upy (na n5) T Upy (n — i, n5) (4'23>

and
fsa(n,ns) =wvs,(n,ns) —vs, (n,n5 — 1). (4.24)

It is important to notice that gauge fixing is imposed only to the directions
a=A=1,2,3 as the local gauge transformations evaluated at the background
for a« = 0 result to zero, and therefore no zero modes arise in that direction
which means that no gauge fixing is required (see Eq. ) As discussed in
Section [2.6.2.2] a Faddeev-Popov determinant arises in our formulation when we
fix the gauge and the free energy at first order is given by Eq. where in
this case, the propagators are the ones defined above. It is also worth mentioning

that the propagators can be seen as two large matrices given by

20+ 0B ol 4 28

N )
PP ng,ny
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and

(i) AGY 0
P DD Dl
P ngﬂ.bg 55

Afﬁv) and Ag’gv) are found to be equal to the identity.

We derive the expressions for the above two matrices, following closely the
discussion in [23], as the rescaling of the fields done in Eq. (4.7) and Eq. (4.11])
allow us to match up to some factors our derivations with those presented in

the aforementioned work. The full derivations and final expressions are given in

Appendix [C]

Finally, even though we have fixed the gauge, there is an extra zero mode in the
propagators that arises from global gauge transformations when p = 0, called
the toron. This arises due to the toroidal geometry of the system and it causes
problems when trying to invert it. However, in the free energy, there is also
a zero mode that arises when all momenta are set to zero from the Faddeev-
Popov determinant. Therefore, one can regularize this term in the free energy, or
anywhere else that there is this zero over zero contribution due to torons, to get a
finite part. As the toron appears due to the geometry of the lattice, it is a finite-
size effect and thus the extracted finite part is negligible in the infinite-volume

limit. Hence, one can simply drop the p = 0 contribution [76), [77].

4.2 Observables

To investigate the physics of the system we define some observables on the layers.
We focus on a scalar mass and the static quark potential. These observables were
motivated by the studies presented in [68] and [23]. To derive the expressions we

follow closely the guidelines given in the aforementioned papers.

In standard QFT we know that the expectation value of an operator is given
by
1
)= / DUO[U] exp5elt] (4.25)
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In the Mean-Field approximation as discussed above we will get

(0) % / DV / DHO[V] exp=SerlV:] (4.26)

In this approximation any observable can be written as a Taylor expansion about

the mean-field value given by

_. 00 15°0]
Combining the above we get
1 620

50
DV | DH
=7 [ov [ou(om+5|
where e=5Ph inherits the first-order corrections to the action as described in
Section 4.1.2. Using the definition of z as in Eq. (2.97)) the correlation function

55—‘/2 vz)e GH[V’H]eis(Q)[v’h} (428)
\%

becomes
(0)y =0[V] L 00 /DV/DHUU ~5w.h]
251)](5111 7?2 ik
__ 1 620 -
=OlV]+3 2 5vjévz )
520
=O[V] + T (5‘/2 Al) (4.29)

where A = —1 + AP (AW 4 Al9D). So any observable can be measured by
adding its tree-level value (evaluated at the mean-field values) to corrections that

arise from the Gaussian fluctuations around this background.

4.2.1 Scalar mass

To extract masses the two-point function is used which is given by

C(t) = (O(to + 1)O(to)) — (O(to +1)){O(to))
=CO@) +OW) + ... (4.30)
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where C(©(¢) and CM(t) denotes the zeroth order and first order corrections to
the two point-function. It is known that the two-point function can be written

as a sum over the energy eigenvalues of the states i.e.

Ct)=> cre ™" (4.31)

A
This means that in the large ¢ behaviour the energy state that dominates is the
ground state which gives the mass (Ey = m). By this, it is easily seen that we

can measure the mass using

m = limln0<t_1).

Jim In =z (4.32)

The two-point function at first order, denoted by C(V)(¢), can be found by applying

Eq. (4.29) in Eq. (4.30) and it is given by
A1>
1%

*(Ofto +t)O(to))
ov?

CW(t) = O(ty + t)[V]O(te)[V] + Tr(

[O(to +1)] (520532“ . 1)] [O(t V1 + 2T (5250‘/(2 ! VAl)}
=0(to + t)[V]O(to)[V] + ;Tf Lgév (O(to ) 505$0) - O(t‘])%‘;w VA_l}
— O(tg + t)[V]O(te)[V] — %Tr (O(to + t)éisov(z()) VA‘I)
in(ou et o)
ln, Kw(;ov +090(t) V 30(i) $0(a + 1) V) Al} | (4.33)

The observable to extract a scalar mass on each layer will be the Polyakov loop
along one of the spatial directions and by taking its trace it becomes gauge
invariant as required. It should be noted that this mass is a torelon, i.e. a
topological excitation winding around the toroidal lattice in the spatial direction
and not the Higgs mass that appears in the Gauge-Higgs Unification models. The

latter is extracted using the Polyakov loop along the extra dimension and not a
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spatial one. For the torelon the observable is given by

O(t, 11, mz) = Te{ P, (¢, 11, ms5) }

1 T vt

m1=0

= Tr{ LH1 [04(m5)1 + vy, (¢, 173, ms) 0] } (4.34)

m1=0

The first order corrections to the correlation function as given in Eq. (4.33)) is
shown diagramatically in Figure[d.I]which is nothing else but a single gauge boson

exchange.

to+t

@ ®°

Figure 4.1: The schematic illustration of the first order mean-field corrections to
the correlation function out of which a scalar mass is extracted. This is just a
gauge boson exchange between two Polyakov loops at times ¢ty and ¢y + ¢.

To find CM () we use the averaged version of the observable in the two-point

function, i.e.

a(t;ms) Z = > Olto i ms)Ote + 1", ms) (4.35)

— /!
Titg, 173

where 193 = (mg, m3) and we get

(0)\2

1

C(l) (t; m5) :§TI‘{4U( (;n ))2 D(L) (nll) D(L) (nlll) §M':15M”,16a’,06a”705n’5,m5 5ng,m5
5

T Z LA Z ( nO’tOth(S"gvtO5”/23’m235ﬁ/2/3y7ﬁlzl3

T3, T3
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—1
+ 5na,to5nz;,to+t5ﬁ'mg35@37%3) A } (4.36)

where we have used the definitions

P =y (ms)* (4.37)
and
L-1
D (ny) =" by (4.38)
m1=0

This expression in momentum space is given by

m 4+ (P") / HE) (1) 2
C(t;ms) = mmzcos(pot) Z |D (p1)|
Ph P

APy, ), 023, m5), 1, 0; (pf, Y, Oaz, ms), 1, 0) (4.39)
where
3 L-1 .
DR(ph) = 37 erim. (440)
m1=0

and My is the volume of the four-dimensional subspace, i.e. TL?. The full
derivation of the expression for the correlation function from which the scalar
mass can be extracted is given in Appendix [D.I} From this correlation function

the scalar mass on each layer ns can be found.

4.2.2 Static quark-antiquark potential

The second quantity that we want to extract from our mean-field solutions is the
static potential on each four-dimensional layer, i.e. layers at a fixed ms. To get
this we will make use of the Wilson loop that extends only in the usual four-
dimensional space. For a planar Wilson loop along the temporal direction ny and

spatial direction n; we use the following definition

Ol(/f/_” (to,m,ms) = ng_r) (to, m1, Migg, ms)
ZTF{l(t)(toa 0, 17, ms )" (to + t, g, ms )T (tg, 7, 1723, ms )1 (2o, 17ag, m5)}
(4.41)
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where
to+t—1
l(t) (to, my, mgg, m5) = H [174(m5)l + Vo, (mo, mq, 77_’223, m5)0a} (442)
mo=to
and
r—1
Z(T) (mo, T?ng, m5) = H [@4(7715)1 + V1, (mo, mq, ng, m5)00‘} (443)
m1=0

with g3 = (mg, m3). As the spatial directions are indistinguishable one needs
to notice that the definition applies for all spatial directions by interchanging 7,

with ny or n3 and using n, here is just a choice.

As a matter of fact the observable that is used is the Wilson loop averaged over

spacetime directions which leads to the expression

<01(/€/_T) (to, My, Mo, m5))

(t=r) .
A0 11 Z Z Z 620y " (to, ma, Moz, mis) .
= OW m5 + L2 < 6UM”// (n//)(S/UMII (n/) A172 (4.44)

ma3  (n/,M’,a’)
(n// M// /I)

that needs to be evaluated.

The expectation value of this observable at zero’th order is

OW (ms) = 204 (ms)2¢+7), (4.45)
According to Eq.(4.29), we want to compute

520 (e T)(t07m1,ﬂ23,m5)
(5’UM// (TL")(SUM/ ( ,) v
l(t) (to,0, Moz, ms5)

6UM/ )

520

SO (g, v, 1Tigz, ms)
dvpr, (')

l(r)(to +t,r7123,m5) l(r)T(t0>m23am5>}

l(t) t ’O m ’m ' - 6l(t)-|- t 7T’m ’m T —
{ 62M~ 23) 5>l( )(to + t, g3, M) ((SZM/ (nQ’:; 5>l( )T(to,m23,m5>}
5210 (tg, 0,193, ms5) ., . B ) )
{50 0 57}23 : 5;;[( )(to + t,m237m5)l(t)T<t0’r7 m23,m5)l( )T(to,m23,m5)}
M// M,

5

Vv

Vv
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521D (Lo, 7, a3, ms) GL

dvp, (n")dvpe, ()

+T1"{l(t) (to, 0, 1oz, ms)1 ") (tg + t, 17ag, ms) (to, a3, m5)}

(4.46)

1%

Diagramatically, the first-order corrections are shown in Figure £.2 The first
two terms in Eq. (4.46]) correspond to the left diagram, i.e. to a gauge boson
exchange and the last two terms correspond to the centre and right diagrams, i.e.

the self-energy and tadpole contributions.

Figure 4.2: The schematic illustration of the contributions to the first-order mean-
field corrections to the static potential. These are associated with the terms in
Eq. that correspond to a gauge boson exchange(left), self-energy (centre)
and tadpole (right). This figure was taken from Ref. [6§].

After each term of Eq. (4.46]) is evaluated, the first-order corrections to the Wilson

loop in coordinate space read as

11 1
1 Z Z _ —
O‘(/V) :§T ﬁ Tr{2v4(m5)2(t+ ) 25M/705M//705ﬁ/2/3um236ﬁ/2’3)m235”’51m55n/5/7m5
to

M3
|:(5O/,0604”,0 + 50/,14504”,14) (5n’1,05n’1’,r + 571’1 ,7'577,/1/,0)
(Onp o + Ongtor - 4 On tort—1) (Onto + Ongrtosr + - - -+ Ot toe—1)
+ (50/,05(1“,0 - 5(1’,1450/’,14) (571’1,0571’1’,0 + 5n’1,7"5n’1’,r)
(5%,7:0 (5ng,to+1 + Onr otz + -+ 5ng,t0+t71)

+ Onjto+1 (5ng,to + Ot tg2 + -+ 5n6’,t0+t—1) +

+ (Sn’o,to+t—1 (5ng,t0 + (5n6’,t0+1 + ...+ 5ng,to+t—2)>:| A_l}. (4,47)
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In momentum space this is given by
2(t+r)—2

o _Dalms) T ( vulma) T 5,

pl p2 p3
[(2 COS(pll’I") + 2)A_ ((Oapllaﬁﬂia m5)7 07 Oa (O7p/17]723a m5)7 07 0>

+ 3<2 COS(pIIT) - Q)A_l <(07p/17523a m5)7 07 17 (Oapllaﬁ237 mS)a 07 1>:| :

(4.48)
The desired calculable quantity is the potential which is given by
(Ow) = lim e~V
t—o00
1
=V(r) = — lim - In(Ow). (4.49)
t—oo t

Using Eq. (4.44) to write the expectation of the Wilson loop as its value at
tree level plus first-order corrections, we can derive an expression for the static

potential at a specific layer located at mjs as following

1 _
V(r;ms) = — lim — ; [O‘(,g)(mg,) + Corrections}
t—o0
1 ~ corrections
Oy (ms)
1 1 ti
—  lim 2o (204(ms)27) — lim 1 (1 i T)
t—oo t t—oo t OW (m5)
1 ti
= ~2lna(m) - Jim 1 (), (150
oo t\ Oy (ms)

Using the expression for the corrections given in Eq. (4.48]) we can show that the

potential on four-dimensional layers can be expressed as

V(r;ms) = — 2Inog(ms) — L3 ol Z

PP P

[ (2cos(pir) + 2)A ({0, 4, Bas, m5), 0, 0: 0, 4, s, m5), 0,0)

+ 3(2 COS(pllT) - 2>A_1 ((OapllaﬁQi% m5)7 07 ]-a (07]7/17]723’ m5>7 07 1>:|
(4.51)
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where we have used the fact that ¢ must always be smaller than 7" in a finite

extent, thus as t — oo, T'— oo as well.

The details of the whole derivation are given in Appendix

4.3 Implementation details

4.3.1 Solutions to the saddle-point equations

As the saddle point equations are a set of non-linear coupled equations, the
solutions to them were found numerically using a multi-dimensional version of
the secant method, called the Broyden’s Method [78]. As this is a method that
depends highly on the initial guesses of the solution, we ran the method 5000-
10000 times for each set of parameter values to make sure that we were getting a
correct solution. Sometimes we faced more than one solution to our equations and
thus we had to choose the true minimum of the system. To do this we estimated
the first-order corrections to the free energy to choose the stable solution. The
free energy was also used in the case where only one solution was present to
check that it was indeed the minimum. This procedure was followed in [6§].
However, in our case we have a large number of coupled non-linear equations and
visualizing the free energy is hard. What we did was to investigate how it was
affected when one of the fields was changed when the rest were kept fixed at the
values of the minimum and repeat the process for all fields. Our strong evidence
that actually the values of the mean fields obtained are true minima was found
by indirect searches from measurements of the observables: when unstable points
are used, the observables do not have a consistent well-defined behaviour and this

was observed in two different cases.

4.3.2 Boundary Conditions

As in every finite system, one has to impose some boundary conditions on the
system. We choose to have periodic boundary conditions along the usual four
dimensions. For the fifth direction which has a limited finite extent, N5, we

implement the system using two different kinds of boundary conditions. First,
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4.3. Implementation details

we use Neumann Boundary Conditions, that we call NBC. By this, we mean that
we mirror all the fields from n5 = 0 to ns = N5 — 1 to the negative ns side and
we identify the fields v(—N5 + 1) = v(N5 — 1) and this is repeated periodically.
The schematic illustration of these boundary conditions is given in Figure [4.3
This way of setting the boundary conditions seems more natural if one wants to

identify the system to the RS model as the latter is embedded in an orbifold.

0k

e-Zk e-Zk

e3k o3k

e-4k e-4k

Figure 4.3: A schematic illustration of the Neumann Boundary Conditions along
the extra dimension for a system with N5 = 5. The green lines represent four-
dimensional layers embedded in the extra dimension. The extra-dimensional links
(red arrows) are multiplied by the warp factor (e *"sl) and thus the exponential
profile (AdSs-space) along the extra dimension is created which is shown by the
yellow dashed line. The system in the positive ns-direction is mirrored in the
negative direction and then the whole system is repeated periodically.

Another way of imposing boundary conditions in the extra direction is to have
some sort, of Dirichlet Boundary Conditions, i.e. fixed boundary conditions that
we call DBC. We set the links to a constant value at the boundaries and we
choose this to be 1. We expect the layers at the boundaries to lose their physical
validity, however the physics in the middle should be independent of the chosen

boundary conditions.

Neither choice of the boundary conditions suggests that we explicitly break the

symmetry of the SU(2) group, which was the case in previous studies for the
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orbifold case [23]. In [19] it was shown that one can have an orbifold projection
I' = 7,R which satisfies

LUy (n,ns) = Up(n,ns) (4.52)
with the reflection property on the extra-dimensional link variables given by
RUs5(n,ns) = Ul (n, —ns — 1) (4.53)
and the transformation property under group conjugation by
ToUni(n,m5) = gUnr(n,15)g™" (4.54)

By explicitly setting ¢ = —io® the gauge symmetry can be broken to a U(1)

symmetry at the boundaries.

4.4 The phase diagram

By finding the solutions to the saddle-point equations, a phase diagram of the
system could be obtained. As the parameter space of our system consists of four
parameters 3,7, k, N5, we decided to keep k fixed and get the (3, ) phase diagram
for each layer. In Fig. [4.4] we present the phase diagram for fixed k£ = 0.10 for 8

layers.

The phase diagram was obtained by finding the solutions to saddle point equations
given in Eq. (4.17) for different values of (3,7). The “critical” points were
determined by observing where there was a change in the behaviour of the

solutions. The phases were characterized as following:
e vy(ns) =0, vs(ns) = 0 Strong-coupling phase (S)
o vy(ns) # 0, vs(ns) # 0 Deconfining phase (D)
e vy(ns) # 0, vs(n;) = 0 Layered phase (L)

As we have already mentioned above, the free energy at first order was used to
check the stability of the critical points and, as far as we could check, we believe

that those presented in this phase diagram are stable.
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T ] T T T
07 ~ n5=1 + -
] n5=2
a A n5=4 [m]
L ° Ng= _
0.6 S . A e
= °
™ x O hd A n2=8 A
05 . . b A |
% . N
L] * o ° A
- * ° A
04 " + v . s .
O ° A
™ + ¥ o L4 o IN
+ * O °
0o3f ° + e ‘]
+ *
s + N g
L X i o4
@ + * oy
02} L M .
ot
0.1 I I I I I
0.5 1 1.5 2 2.5 3
p

Figure 4.4: The phase diagram obtained for each layer for fixed & = 0.10 using
Neumann boundary conditions (NBC). We observe three phases, the confining(S),
the deconfining(D) and the layered(L). However, there is a new phase that
appears, the mixed phase, in which some of the layers are in the layered phase
and some are in the deconfining phase. The width of the mixed phase increases
with increasing k.

It is clear that in our phase diagram the three phases described above are present
for all layers. Even though the transition to the confining phase seems to happen
at the same point for all layers, we observe that each layer goes from a weak-
coupling phase to the layered phase at different values of (3,v). Therefore, we
observe an extra phase, a mixed phase, where some layers are in the weak-coupling
phase and some in the layered one, and this can be seen in Fig. as the phase
between the orange and the red points. The last layer, n; = 8, is the first one to

decouple and the first layer, n5 = 1, the last one.

In the flat case, there were also three different phases in the phase diagram
which were characterized as confining, five-dimensional Coulombic and layered.

In order to determine if the same phases with same characteristics are those that
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appear in the phase diagram of Fig. [4.4] further investigation is required for each
phase.

As a final remark, it is annotated that even though we chose to keep the value of
k constant for all our results, we performed a few tests to see the effect of k on
the phase diagram. We noticed, as expected, that the width of this mixed phase
depends highly on the value of k: the larger the curvature, the wider the mixed
phase.

4.5 Various checks of our formalism

4.5.1 Boundary Conditions

The first check is done on the observables of the static potential and the scalar
mass on each layer given by Eq. (4.51)) and Eq. (4.32) respectively, for the two
different choices of the boundary conditions described in Section 4.3.2] We choose

three different points of the parameter space.

First we chose two points close to the phase transition, that is the transition
from the region where all layers are in the weak-coupling phase and the region
where one layer enters the layered phase. We first investigated the point § =
2.30, v = 0.505, k = 0.10 for N5 = 8 which means 8 layers using DBC and 14
layers in NBC, that actually means that we get 8 unique layers in this case. The
way our system is implemented matches the layers ns; = 0 with n; =1, ny = —1
with n5 = 2 and so on. We plotted the scalar mass and the static potential on
each layer to see the effect of the boundary conditions as shown in Fig. and
Fig. respectively. It is clear that the observables have the same behaviour
for the middle layers, that is the layers at ns = 3,4, 5,6, whereas the behaviour
is different close to the boundaries, as expected. The scalar mass was obtained
by fitting a horizontal line to a plateau obtained when plotting Eq. for

different values of ¢. The error is the one extracted from the fit.

The next point close to the transition was chosen to be g = 2.30,7 = 0.50,k =
0.10 with N5 = 7 unique layers (i.e. 12 layers using NBC). The measurements of

the scalar mass and the static potential at this point suggest that the agreement
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B =2.30, v = 0.505, k=0.10
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Figure 4.5: The lattice scalar mass on four-dimensional layers as measured using
8 layers with DBC and NBC. It is clear that there is good agreement between
the values for the middle layers, i.e. layers n5 = 3,4, 5,6.

holds when we discard two layers from the beginning and two from the end. This
is similar to the previous case. Unfortunately, we could not go to more layers to
do the matching using the NBC as our numerical recipe did not converge to a

solution.

Finally, we need to ensure that the same applies when we go to a point deep in the
deconfining phase. We chose the point § = 2.50,~v = 1.00, £k = 0.10 for N5 = 8 to
repeat the process and the scalar mass comparison is shown in Fig. For this
point, the results suggest that the matching holds for the layers at ns = 2, 3,4, 5,
i.e. the bulk is not affected from the boundary conditions which is the conclusion

obtained from the points discussed previously.

Neumann Boundary conditions (NBC) will be assumed to be used in the rest
of this Chapter unless otherwise stated. Also N5 will denote the number of the

unique layers only.
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B = 2.300, v = 0.505, k=0.10
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Figure 4.6: The static quark potential on four-dimensional layers as measured
using 8 layers with DBC and NBC. It is clear that there is good agreement
between the values for the middle layers, i.e. layers ns; = 3,4, 5, 6.

4.5.2 Gauge dependence on observables

Next, we checked the gauge fixing effect on the observables. For the Faddeev-
Popov gauge fixing that we have used in our calculations, we chose three different
values of the ¢ gauge fixing parameter, £ = 1, 10, 100, keeping the rest of the bare
parameters constant to § = 2.30,v = 0.505, k = 0.10, N5 = 8. We performed this
on both the static potential and the scalar mass and it turns out that they are
gauge independent as one can see from the results of the latter in Fig. [4.8] From

now on we stick to the Feynman gauge, £ = 1 for all calculations.

It is important to notice here that even though our results seem to be independent

of the choice of the gauge, the free energy is still highly dependent on &.
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B =2.500, y=1.00, k=0.10
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Figure 4.7: The lattice mass on four-dimensional layers for N5 = 8 as measured
using DBC and NBC. It is clear that there is good agreement between the values
of the middle layers, i.e. layers n; = 2, 3,4, 5.

4.5.3 Four-dimensional volume dependence

The ultimate goal is to achieve measurements of our observables in their infinite-
volume limit. However, as we deal with a finite lattice, we measured the
observables for different four-dimensional volumes to see the effect of the volume
on our measurements. This was performed on lattices of sizes T = L =
64,100,200 and as one can see from Fig. [4.9] it seems that the scalar mass is
unaffected by the lattice size so we can say that from the measurements we get
its infinite-volume mass and for the rest of the measurements we stick to a lattice
extent of T'= L = 64. The static potential shows a similar behaviour, however
as we can only match a certain amount of points for each volume, as shown in
Fig.[4.10] we need to be careful when considering it to be independent of the four-

dimensional volume. More on this issue will be discussed later in this Chapter.
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Figure 4.8: The lattice mass on four-dimensional layers for N5 = 8 as measured
imposing different choices of the gauge parameter, £. It is clear that observables
are independent of this choice.

4.6 Towards a physical interpretation

Having checked all the above, we focus on the physical interpretation of the
phase diagram obtained. To do this we make use of the scalar mass and the

static potential for each layer.

4.6.1 Scalar Mass

First, we chose a point close to the phase transition at which the last layer
ns = 8 goes from the deconfining to the layered phase. This point was chosen
to be 8 = 2.30,7 = 0.505,k = 0.10. The lattice scalar mass with its error was
estimated as described in the previous section. The values obtained are actually

shown in Fig. It seems that as we move towards larger values of n5 the lattice
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Figure 4.9: The lattice mass on four-dimensional layers for N5 = 8 as measured
imposing different volumes along the ordinary four-dimensional space. The
observables seem to be independent of the four-dimensional volume.

mass decreases. As this mass can be thought of as the inverse correlation length,
the fact that the mass remains large, even for the last layer, suggests there is a
first-order phase transition. However, this large mass might be a mean-field effect
that arises due to our formalism and the other layers contribute to the value of
the last layer that undergoes the phase transition. We cannot make a concrete
conclusion on this and further studies should be done. It is noted here that we
believe the point chosen is a stable point. Also, in the four-dimensional isotropic
case the transition point that the Mean-Field approach predicts is located at

B ~ 2.235 and thus we are beyond this point in our case.

The way to approach lines of constant physics is still unknown in the system
investigated here, so we tried “trivial” cases, at least to make sure that the
lattice mass is reduced as we approach the transition line. Indeed this is the

general case, within error, as it can be seen from Table [4.1]
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Figure 4.10: The static potential on four-dimensional layers for N; = 8 as

measured when imposing different lattice sizes in the ordinary four-dimensional
space. The volumes T' = L = 24,32,48 and 100 were used and we show here
the static potential for the layers at ns = 1,4, 8, i.e. the first layer, the last one
and one in the middle. It seems that it behaves the same independently of the
four-dimensional volume.

Furthermore, in order to estimate this scalar mass in physical units we followed a

procedure similar to the method defined in [79]. By taking the derivative of the

potential, we can obtain the physical dimensionless force which is given by
LV(r) = V(r—as) ay

P E(F) = P
TF(rF) =T o , F=r 5

(4.55)

Then we fix the value obtained to r2F(rq) = 0.025. This rq is taken to be our
physical length. As we do not have a physical system out of which we can get the
value of ry in any units of length, we keep calling it rg, i.e. a fixed scale. What

we did was to look at the plot of the force, extracted from the potential using
Eq. (4.55)) for each layer, and find the value of r/a at which r2F(r) = 0.025. This
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B p 1 2 3 1 5 6 7 8
240 | 0515 | —— | 3.39(4) | 3.27(4) | 3.11(9) | 2.92(6) | 2.75(9) | 2.62(5) | 2.59(3)
2.40 | 0.510 | 3.48(4) | 3.26(4) | 3.21(8) | 3.10(6) | 2.89(4) | 2.73(2) | 2.59(3) | 2.57(2)
2.40 | 0.505 | 3.35(8) | 3.21(5) | 3.19(8) | 3.04(2) | 2.85(8) | 2.70(1) | 2.57(2) | 2.55(9)
2.35 | 0.515 | 3.34(5) | 3.22(4) | 3.29(6) | 3.00(6) | 2.82(6) | 2.68(1) | 2.55(4) | 2.51(5)
2.35 | 0.510 | 3.36(9) | 3.34(3) | 3.22(7) | 2.95(4) | 2.80(7) | 2.65(4) | 2.51(3) | 2.49(2)
2.35 | 0.505 | 3.33(8) | 3.17(4) | 3.026(4) | 2.931(5) | 2.77(4) | 2.62(1) | 2.51(3) | 2.48(4)
2.30 | 0.515 | 3.30(4) | 3.15(4) | 3.08(7) | 2.90(5) | 2.74(7) | 2.60(2) | 2.49(3) | 2.46(3)
2.30 | 0.510 | 3.29(5) | 3.13(8) | 2.98(4) | 2.86(6) | 2.72(2) | 2.56(3) | 2.48(4) | 2.45(1)
2.30 | 0.505 | 3.32(6) | 3.10(5) | 2.96(9) | 2.84(3) | 2.69(3) | 2.55(3) | 2.47(4) | 2.39(3)

Table 4.1: The lattice mass aysmy4 as measured directly from the fit to a plateau.
The missing masses are at points where the excited state masses were contributing
and not an obvious plateau could be obtained. It seems that as we go towards
smaller § and v values, the mass is decreasing (within error) but not by a large
amount.

gives a determination of the lattice spacing along the ordinary four dimensions
in terms of a physical length, 7o for each layer as shown in Fig. [£.11] This is also
a check that the warped model works non-perturbatively as this is the behaviour
that was expected. As both the lattice scalar mass and the lattice spacing, ay,
decrease as we go to higher nj, if there is a continuum limit that can be taken in
the nj direction, the scalar mass in physical units should remain constant. This
is not the case though, as the physical mass increases as we go further into ns
as shown in Fig. [£.12] This behaviour of the physical mass was also observed for
all the points given in Table [{.I] Unfortunately, we cannot really conclude any

physical interpretation for the scalar mass as it stands.

4.6.2 Static Potential

In the previous section, we have used the static potential in order to find
the dimensionless force and set a scale for our system. This procedure was
independent of the form of the potential. As previous explorations using the
Mean-Field approach showed that the order of the transition predicted by it might
be wrong, even though the above results suggest a first-order phase transition, it
is worth taking a closer look at the static potential to see if there is a change in

the behaviour of it at different points of the phase diagram.

The confining phase is blind to the Mean-Field approach so we focus on the other

two phases. In the flat case, as already mentioned, there was a phase close to
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4.6. Towards a physical interpretation

B =2.30, y=0.505, k=0.10
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Figure 4.11: The lattice spacing along the four dimensions in physical units, r,
on each four-dimensional layer for 5 = 2.30,~v = 0.505, k = 0.10, N5 = 8.

the transition going from five-dimensional Coulombic to layered where the system
seemed to be dimensionally reduced to a four-dimensional one. The indication for
this was that the static potential measured fitted perfectly to a four-dimensional
Coulombic one. In the warped case, the goal is to see if this behaviour still holds

and if at least one of the layers behaves as a four-dimensional one.

Before proceeding to our results, we list in Table the expected behaviour of
the static potential in different phases. The derivation for the form of the Yukawa

potential in five dimensions can be found in [21].

We first looked at the point § = 2.50,7 = 1.00,k = 0.10 which, by looking
at the phase diagram in Fig. [4.4] it is believed that it is deep into the pure
deconfining phase. We measured and fitted the potential on each layer to four-
dimensional and five-dimensional potentials and we looked at the degrees-of-

freedom adjusted goodness of fit, R? for which values closer to 1 indicate a
better fit (Appendix [E.2]). The lattice sizes used were T = L = 32 and N5 = 8.
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B =2.30, v = 0.505, k=0.10
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Figure 4.12: The scalar mass in physical units, ry, on each four-dimensional layer
for B = 2.30,7 = 0.505,k = 0.10, Ny = 8. The errors were estimated using
standard error analysis techniques.

. Functional Phase
Type of potential Behavionr
4D Coulombic a— é 4D Coulombic
,
be” ™" 4D Higgs-lik
4D Yukawa a— ggs-like
r
b .
5D Coulombic a—— 5D Coulombic
r
5D Yikawa L bEi(myr) 5D Higgs-like
r
Confining Potential a+ br Strong-coupling

Table 4.2: The different functional behaviour of potentials in different phases.

91



4.6. Towards a physical interpretation

For all layers a four-dimensional Coulombic potential can be excluded, but we
could not really see a big difference between the other three forms of the potential.
The adjusted R? is most of the times a value very close to 1 for all three different
fits. We cannot really distinguish in which phase the system lives so we cannot
really conclude if it is in a five-dimensional phase or in a four-dimensional phase
where a Yukawa mass is observed, i.e. a four-dimensional Higgs-like phase. In
Fig. the measured potential on the first layer with the four different fits can
be seen. A similar behaviour is observed for all the other layers and a choice of
them is shown in Appendix [E] in Fig. [E.1

B = 2.50 y=1.00 k=0.10

0.5 T T T T T T T
| PN A N N
(= I 7N 1 I T T
0.49 -
0.48 -
< 047 -
<
0.46 - -
045 - ¥ MF points N
5D Coulomb
5D Yukawa
— — — 4D Coulomb
0.44 | 4D Yukawa _
1 1 1 1
8 10 12 14 16

Figure 4.13: Fits to the mean-field points of the static potential for 5 = 2.50,v =
1.00, k£ = 0.10, N5 = 8 using different five-dimensional and four-dimensional forms
of the potential.

It is worth mentioning that we have checked the behaviour of the potential for
the same values of 5 and v in the flat case and it is in a very good agreement

with a five-dimensional Coulombic potential.

Furthermore, we looked at the potential at a point close to the transition line.
This point was chosen to be g = 2.30,v = 0.505, k = 0.10 with an initial lattice
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4.6. Towards a physical interpretation

size of T' = L = 32, N5 = 8. It looks like the potential behaves as a four-
dimensional Yukawa one for all layers. Also, it can be noticed that starting from
the first layer, ns = 1 the five-dimensional Yukawa and Coulombic potentials
could also be fitted quite well. Going to larger values of ns the fits to the two
aforementioned forms loose their goodness so, at least for the last layers, we
tend to believe that the potential behaves as a four-dimensional Yukawa one.
The MF calculated points with the four different potential-form fits are shown
in Figures and for the first and last layer respectively. The fitting
parameters for all layers can be found in Table [E.1]

0.31 T
n5=1

0.3

0.29 _
<
>
<
©
0.28 _
0.27 >k MF points ]
5D Coulomb
— 5D Yukawa
0.26 — — — 4D Coulomb |
— 4D Yukawa
| |
2 4 6 8 10 12 14 16
Ny

Figure 4.14: Fits to the mean-field points of the static potential of the first layer
ns = 1 using various potential forms for a lattice size of T'= L = 32, N5 = 8 and
for g = 2.30, v = 0.505, k = 0.10.

All the above provide preliminary evidence that, as a Yukawa mass can be
obtained, the system close to the transition line is in a four-dimensional Higgs-like
phase and not in a Coulombic phase. We also observed that the extracted mass for
this point decreases for larger ns. Although this mass could, in principle, be found

by taking derivatives of the force, as done in [23], limitation of time restricted us
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Figure 4.15: Fits to the mean-field points of the static potential of the last layer
ns = 8 using various potential forms for a lattice size of T'= L = 32, N5 = 8 and
for g = 2.30, v = 0.505, k = 0.10.

to small volumes which did not allow us to get a good value out of it and thus the
mass was only recorded as the relevant fitting parameter of the four-dimensional
Yukawa potential. The same conclusions on the behaviour of the potential were
observed for other lattice sizes as well (T' = L = 24,48,100, N5 = 8). All fitting
parameters for all layers for T'= L = 32 and T' = L = 100 are given in Table
and Table respectively. As a remark we state that we fitted the MF points to
the four-dimensional Yukawa potential excluding the first and second points and
the Yukawa mass agreed within error with the value extracted when all points

were included in the fit.

To ensure that the Yukawa mass is not the result of the finite extent of our system
and it will remain non-zero in the infinite-volume limit, we performed finite-size

scaling on the Yukawa mass by fitting it to

my (L) = m{™ 4+ £ (4.56)
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B =2.30, 7= 0.505, k=0.10
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Figure 4.16: The infinite-volume Yukawa mass in lattice spacing units on each
four-dimensional layer for § = 2.30,~v = 0.505, k = 0.10, N5 = 8. First a mass was
extracted from the fits of the measured potential to a four-dimensional Yukawa
potential form for sizes T' = L = 24, 32, 48, 100 and then finite-size scaling analysis
was performed to get the infinite-volume mass. All error bars are tiny except for
the last layer.

Indeed we could get a finite value for the infinite-volume Yukawa mass, mginf) on
each layer as shown in Fig. [£.16, This suggests that the suspicion that we had
from the fits that the system is in a Higgs-like phase and not in a Coulombic phase
is valid and not just a finite-size effect. The value of the Yukawa mass on the last
layer seemed to remain roughly constant for all volumes and hence there is a large
error bar when trying to do finite-size scaling to it. This might be due to the
boundary conditions and therefore we do not reach any conclusions considering
the last layer. As a further check, we set the curvature to zero and we measured
the potential at a point close to the phase transition (8 = 2.30,v = 0.2298) for
lattice sizes of T' = L = 32,48, 100, 200. Then by extracting the mass and doing a
finite-size scaling as above, we got the infinite-volume Yukawa mass to be a very

small number that can be considered to be zero which is what was expected in
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4.6. Towards a physical interpretation

the flat case.

B =2.30, y = 0.505, k=0.10
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Figure 4.17: The infinite-volume Yukawa mass in physical units, rg, on each
four-dimensional layer for § = 2.30,v = 0.505,k = 0.10, N5 = 8 .

In lattice units the Yukawa mass seems to decrease with ns as can be seen from
Fig. £.16] To see its behaviour in physical units, we employ the unit of length
ro defined in the previous section as shown in Fig. [4.17] It seems that for the
first four layers it increases, very slowly though, but then it decreases for n5 = 7.
This might be just an artefact and it has no physical meaning, or it might be
the case that actually for larger ns the physical Yukawa mass will either decrease
or go to zero. Studies with more layers should be done in order to clarify the

situation.

In addition, the ratio of the infinite-volume Yukawa mass over the scalar mass
for each layer was taken as it can be seen in Fig. [4.18. It seems that the first four
layers might have a constant value, but then the ratio drops, suggesting that it

might go to zero for large ns.
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Figure 4.18: The infinite-volume Yukawa mass in physical units, rg, on each
four-dimensional layer for § = 2.30,v = 0.505,k = 0.10, N5 = 8 .

4.7 Discussion and Outlook

As already mentioned in the previous section, the existence of a Yukawa mass
suggests the presence of a four-dimensional Higgs-like phase close to the line
of transition in the phase diagram. This phase suggests that some symmetry
breaking may be happening. In our case (with NBC) we have not explicitly
broken the gauge symmetry by our boundary conditions, as done in previous
investigations where a Higgs-like phase is the result of imposing certain boundary
conditions [23, 24]. To ensure the validity of the argument that the boundary
conditions do not affect the gauge symmetry of the model (which we checked
for DBC), further studies should be done with different choices of boundary
conditions, with and without explicit breaking of the symmetry to compare the
two cases. The only modification that we have done here from the flat case, where

we do not observe a Yukawa potential, is the introduction of the curvature.
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4.7. Discussion and Outlook

In this case, we expect that the warping breaks the symmetry everywhere in the
“deconfining phase” on our phase diagram, therefore a Higgs-like phase should be
present there. This was not clear from the form of the potential away from the
transition line but was not excluded either. So further studies are necessary in
order to clarify the nature of the phase in the weak-coupling regime. A possibility
is to study the behaviour of the Yukawa mass for different volumes and see if a

value in the infinite-volume limit can be extracted or not.

It is noteworthy that along the extra dimension we have a small extent of lattice
points which restricts the region of the “mixed” phase to a small width. One
though, could think of the pure deconfining phase as a finite-size effect of the fifth
direction. This would suggest that the system is actually in a four-dimensional
Higgs-like phase everywhere in the weak-coupling regime and the pure deconfining
phase is just a result of truncating the extra dimension. This also relates to the

observation that the mixed phase grows with curvature, k.

Going back to the question that motivated this project, i.e. if we can see a
dimensionally reduced phase close to the “layered” phase, we can claim that the
existence of a Yukawa mass close to this transition suggests the presence of a
four-dimensional Higgs-like phase. Of course, if there is a five-dimensional Higgs-
like phase away from the transition line, then we see dimensional reduction. If
not, then the system, by its formalism, due to the warping behaves as a four-

dimensional one everywhere outside the strong-coupling phase.

The fact that the Yukawa mass decreases as we go to larger ns leaves open the
possibility that it can go to zero for very large ns. This would mean that the
system for large ns will have a four-dimensional Coulombic behaviour as in the
flat case, which is expected from our formalism. Looking though, at the behaviour
of the Yukawa mass in physical units using both rq and 1/my as the length scales,
it seems that the first four layers might be considered to have a constant value of
my but, beyond the fourth layer, the data is messier and not definite conclusions
can be reached. Further explorations with more layers should be performed in

order to be able to say something concrete about it.

Another big question is whether this Higgs-like phase is physical, a lattice artefact
or a fake result of the Mean-Field approximation. Limitation of time for this

project did not allow additional studies but there are many possibilities to explore
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this model further. Doubts about the physical existence of this phase arise as
a consequence of Elitzur’s theorem [80], which excludes spontaneous breaking of
local gauge symmetries. However, we have no evidence of spontaneous symmetry
breaking but only of the existence of a Yukawa potential and it is not clear

whether Elitzur’s theorem applies to the warped geometry.

Also, nothing can be said for the layered phase at the moment. Studies using
Monte Carlo simulations are expected to show the true behaviour of the system
in this phase which might be four-dimensional Higgs-like or Coulombic. All in
all, the unforeseen result of this study, that is the existence of a four-dimensional
Higgs-like phase, opens up a wide range of different tests and explorations that

can be done, especially with numerical simulations to clarify the picture.

4.8 Theoretical set-up for future work

The investigation of the warp model on the lattice is still at its beginning. From
everything that was discussed above, it seems that there is a variety of different
studies that can be done in the pure gauge model. However, we live in a world with
fermions and a more realistic picture can be drawn when fermions are coupled
to the gauge fields. In this section we give a preliminary construction of Wilson

fermions on the lattice in a warped background.

4.8.1 Fermions in a warped background in the contin-

uum

As we deal with a curved background, we need to find relations between the
gamma matrices in the coordinate basis and in a non-coordinate one, but also the
modified covariant derivative that includes the spin connection, V,,; that accounts
for the curvature of the system. To do this, we use the mathematical framework

given in Appendix [F| where vielbeins and spin connections are introduced.

In the RS models, presented in Section [1.3.3, we defined the warped metric as
in Eq. 1} In this section we use f(y) = e2°®). The fermionic sector of the
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action in warped models can be expressed as
Sp = /d4xdy\/—g\ll(iFMVM —m)W (4.57)

where I'M are the gamma matrices in the coordinate basis.

We first notice that the gamma matrices can be expressed in a non-coordinate

basis via
| (4.58)

a

Then the action in Eq. (4.57) can also be written as

Sp = /d4xdy\/—g\11(x,y) (T Var — m)¥(z,y)

= /d%dyv—g@(:x, y) (iT%" YV, +iT%° V5 —m)¥(z,y). (4.59)

Using Eq. (F.6)), we can express the vielbeins as

eMa = gMNnabeMb and e,/ = gMNnaber (4.60)

which lead to the following

es " =05 e’ =0 (4.61)

Using these, the gamma matrices in the coordinate space can be written in terms

of the local gamma matrices as

1 1
M =et T = ———0'T" = o

) f()
[P =6 I*=0T"=7" (4.62)

where v# and ~® are the usual local Dirac matrices satisfying the Clifford algebra,
Le.
{(yM "} = 2™ (4.63)

where we use the convention ¥ = diag(—1,1,1,1,1).
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Next, we derive the spin connection that contributes to the covariant derivative,

the two different components of which are given by
1 ab 1 ab
Vu = aﬂ + §QH Oab V5 = 65 + 595 Oab (464)

where o,, are the generators of the Lorentz transformations in the spinor
representation given by o4, = £[7a, 7). After they are evaluated (Appendix [F.2)
we find

L f(y) 5
O = -2
L /_f(y)%ﬁ
Qs = 0. (4.65)

If we want to couple fermions to gauge fields, we must replace the partial
derivatives, dy; with the standard covariant ones and in curved spacetime we
get

Dy = 0m +igAp + Qur (4.66)

so in the fermionic action (Eq. (4.59))) we replace Vy; with D).

4.8.2 Wilson fermions in a warped background

To construct this fermionic action on the lattice, we first need to go to Euclidean
spacetime and use the KEuclidean Dirac matrices as in the standard four-
dimensional flat fermionic case. Vielbeins are unchanged under Wick rotation,

hence the action reads as
S = / d*zdy\/g¥ (z,y) <F“e“aDu +I%° D5 + m)lll(x, Y). (4.67)

Examining further the kernel we can express it as

= 2( 0" i 1) s 5 ; .
= f(v) ( ) <5u+ gAu+4\/mm ) +7°(05 +1igAs) + ) (4.68)

The discretized version of this action, when a Wilson term is included as described
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in Section [2.2] can be expressed as

S =" W(n,n5) My (U) 8 (m, m5) (4.69)

n,ns
m,ms

where

_ 2 1 A I — 0 )
Mn,m(U) - f(nE)) [; f(n5) 2 (U,u(na n5)5n+u,m5n5,m5 UM(TL M, n5>6n7u,m§n5,m5>
Vs

- E <U5(TL, n5)5n,m5n5+1,m5 - Ug(ny ns — 1)5n,m5n5—1,m5)

f(ns)'
+(Fong

1 1
+ Z (Uu(ny n5)6n+ﬂ,m5n5,m5 - 25n,m5n5,m5
m

V f(ns) 2

5 + m> 5n,m5n5,m5

+ U;E(n - /17 n5)5n7ﬂ,m5n5,m5)
1
+ 5 (U5 (n7 n5>5n,m5n5+1,m5 - 25n,m5n5,m5 + UE:[ (n> Ny — 1>5n,m5n5—1,m5):| .

(4.70)

The partition function of fermions coupled to gauge fields, and consequently to
link variables on the lattice, can be expressed as Eq. (2.43) which can also be

expressed as

7 = /HDU, det (M (U))
!
- / [[ pue™ Mm@, (4.71)
!
In the full system the action is given by

S =Sy +SY = S — Trln My (U). (4.72)

Inspired by the work of [62] where fermions were coupled to the flat anisotropic
U(1) model and the investigation was carried out using the Mean-Field approach,
we try to demonstrate how this method works in our case in connection with the
formalism given in Section [4.1]
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Firstly, we realise that the procedure to find the saddle points is exactly the same

as before. The only modification is that we replace Saqs[U,, Us] with
S/ = SAdS[Uu, U5] — Trln Mmm(U) (473)

and the rest of Eq. (4.6) remains the same. The rescaling of the fields can

be done exactly in the same way as before and the new saddle-point equations

become

0a(n5) = ua(ha(ns),ns) = ﬁEZiEZS;

Os(ns) = us(hs(ns), n /:I2< f(n5)hs (1))
5(n5) = us(hs(ns), ns) Li(v/f(ns)hs(ns))

ha(ns) = 6%72(“5) + B2 (ns)0a(ns + as) + By03 (ns — as)v4(ns — as) + ju (U4, Us)

hs(ns) = 86v0s5(ns)v4(ns)vs(ns + as) + j5(Vs, Vs) (4.74)

where j, and js are the currents given by

ju<@4u 175) = iTr In Mn7m<U) (475)
vy 1%
0
j5(@4, @5) = —"Trln Mmm(U) (476)
81)5 v

To evaluate these, we need the modified Wilson-Dirac operator after the rescaling

of the fields which is given by

1 N
Mn,m(U> = _f(n5)2 {Z %5 (Uy(n, n5)5n+ﬂ7m5n5,m5 - Ug(n - K n5>5n—ﬂ,m6n57m5>
P 5

T _
_ E <lj5(n7 n5)5n,m ns+1,ms M n7m5n571,m5)
2 f(ns) flns = 1)
f(ns)'
)i
+ Z #1 (Uu(n, n5)5n+ﬂ m5n5 ms T 20n m5"5 ms
f(ns) 2 o o

+ Ul(” - Iaa n5)5n—ﬂ,m5n5,m5>
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T _
L () 5 s = 2y + M(gmm(gna_l,ms)} .

(4.77)

Let us first look at j,. We need to find the derivative of M with respect to v,.
This can be found to be

8Mn7n5;mam5

M — )21 = 20 s s
o )

+ f(n5)3/2 (1 + ")/H>5n’,n—ﬂ5n—ﬂ7m5ng,n5 5n5,m5 . (478)

N L NN e

Then using Eq. (4.75)) we get

Ju(V4(n5), V5(ns5)) = Tr[%f( )3/2( V)M, 115,n+u,n5:|

1
+ Tr |:§f<n5)3/2( )Mnj—u 55", n5i| (479>
Employing a similar method and using Eq. (4.76) we get
.o _ - T 1 3/2 ./\/l 1
J5(va(ns), vs5(ns)) = Tr 2f(”5) (1T =75) M s i1
1 fns)?
Tr| - ——— 4.
+ I'|:2 f(n5 — 1)( +75)Mnn5+1nn5] ( 80)

To evaluate these currents, we can find expressions for the Wilson-Dirac operators
in momentum space. For this we go into momentum space in the usual four
dimensions but we keep the extra dimension in coordinate space as we have done
when computing first order corrections to the path integral approximation earlier
in this Chapter. The derivations of these can be found in Appendix [F.3] Then
one has to invert them and evaluate the currents restricting the momenta to the

first Brillouin zone.

The effect of fermions on our mean-field values for the warped model investigated
in this Chapter is unknown. Here we have provided a starting point for their
implementation to see if and how the presence of fermions modifies the phase
diagram. We conclude with the remark that these calculations have not been
tested and thus numerical tests would be a potential direction for extending the

exploration of the phase structure of the SU(2) warped model.
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Chapter 5
Conclusions

The aim of this thesis has been to explore the phase structure of five-dimensional
anisotropic SU(2) Yang-Mills theory on the lattice in two different cases. Firstly,
the model was embedded in a flat background and Monte-Carlo numerical
simulations were carried out to extend the phase diagram in the case where all
directions were kept large in size. In this case, the main motivation was to find
if there is an end-point to the first-order phase transition that separates the five-
dimensional Coulombic phase from the confining phase, as previously claimed
by others. If this point exists then one can define a continuum four-dimensional
Yang-Mills theory at this point, an SU(2) gauge-Higgs model with the Higgs
being in the adjoint representation, and it can provide a way of localizing gauge
fields on four-dimensional layers. This would happen in the region where the
lattice coupling along the extra dimension is smaller than that in the usual four-
dimensional subspace. From our work, there is strong evidence that, up to the
point 4 = 2.60, a first-order transition exists between the strong-coupling and
the five-dimensional Coulombic phase and nothing suggests that an end-point
exists, giving rise to a four-dimensional continuum field theory. As finite-size
effects were proven to be dominant in the average plaquette, large volumes are
required to see a clear two-peak structure in it. So going to even larger values
of B4, to look for an end-point, would be computationally expensive and it was

decided not to explore the model further.

Next, the five-dimensional anisotropic SU(2) Yang-Mills theory was embedded in

a warped background, giving the gauge sector of the Randall-Sundrum models.
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The motivation for this was the need to find a way of localizing gauge fields in
these models and the so-called layered phase might provide a solution to this. In
this thesis, we presented a novel investigation of this model using the Mean-Field
approach. From the solutions to the saddle-point equations for a finite extra
dimension, a phase diagram could be obtained that has a strong-coupling phase,
a pure deconfining, a layered phase and a mixed phase where some layers are
in the deconfining phase and some in the layered one. From measurements of
the static potential on each layer, we have evidence that close to the transition
line between the deconfining and the mixed phase the system acquires a Yukawa
mass, signalling a four-dimensional Higgs-like phase. As we have not explicitly
broken the symmetry by any means, it seems that the appearance of this phase
arises from the warped geometry of our model. Away from the transition line and
deep into the weak-coupling phase, we could not reach definite conclusions on the

nature of the potential and further studies are needed to be performed.

In the region where a four-dimensional Yukawa potential was observed, the
extracted lattice Yukawa mass seems to be going to zero for larger ns. This
suggests that if a continuum limit can be taken in the extra-dimension, the
mass will go to zero, resulting to a four-dimensional Coulomb phase. The
static potential was measured only at relatively short distances and as discussed
in Chapter 3 further studies, especially at long distances, might show a non-
vanishing string tension as expected. The Yukawa mass in physical units, seems
to be almost constant for the first four layers, but for larger ns our results do not
show a clear behaviour. Further exploration should be done with a larger extent

of the lattice along the extra dimension to clarify the situation.

There is a number of open questions requiring additional investigation to allow
concrete conclusions, but also to open up the possibility of extracting physics
that matches the observed world. These questions suggest a variety of research

directions that need to be pursued.

One such direction is, as already mentioned, to investigate the system at larger
extent of the lattice in the extra dimension, but also for different points in the
parameter space to see if its behaviour remains the same and how it is affected
at larger ns. The observation that the width of the mixed phase grows with the

curvature k suggests that for infinite extra dimension, the pure deconfining phase
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is absent.

Another possibility would be to perform Monte Carlo numerical simulations so
that the nature of all phases will be clarified and the order of the transitions will be
shown clearly. The unexpected Higgs-like phase that appears in the Mean-Field
approximation, suggests that actually Monte Carlo studies will be worthwhile,
although large lattices will be needed to avoid finite-size effects when the extra

dimension is large.

Furthermore, we have provided a framework for constructing fermions on the
lattice in a warped background. A very interesting potential direction would be
to couple the gauge fields to fermions to investigate their effect on the phase
diagram. Also, the possibility to find chiral four-dimensional layers makes this

extension of the work attractive.

Finally, one can explicitly break the symmetry by formulating the theory
in an orbifold geometry and compare the two cases. As a matter of fact
this last extension of our work might be the most appealing as the original
Randall-Sundrum model was formulated in the S'/Z, space. Therefore, more

phenomenological implications might arise from the latter set-up.
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Appendix A

Further details for the

Randal-Sundrum model

In this appendix, we derive the Einstein tensor, G,y associated with the RS
metric given by
ds* = e Wy, datdz” + dy?. (A.1)

The first and second derivatives with respect to the extra dimension are denoted
by " and ” respectively. To find G,y we first derive the Christoffel symbols, the

Ricci tensor and the Ricci scalar

A.1 Christoffel symbols

The Christoffel symbols are given by

1
Ty = QQPR((?MQNR + OngrM — OrgMN) (A.2)

The only non-vanishing derivative terms are those that involve derivatives along
the extra dimension when acting on g,,, i.e. 95g,,. Therefore, the only non-

vanishing Christoffel symbols are the following:

1
L5 = 59" (959r.)
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A.2. Ricci tensor and Ricci scalar

120 vp

0N (—20e77,,)
= —0'dy (A.3)
and
FS _ 1 5R a
|72 59 ( - Rg,uu)
1
= 5955( - 359W)
1
= 520’e*2"77,w
=0'e . (A.4)

A.2 Ricci tensor and Ricci scalar

The Ricci tensor is given by
Run = 0pThy — ONThp + TholSn — Tho TS p- (A.5)
For the three different cases of M N we find

° R#V = 851—‘ZV + FU5F!5LV — FZE)FiU — F5 I

o vol s
= (0" - 20’2)e_2"77m, — 40”72, + 0, + o2e ¥,
= (¢o" — 40") g (A.6)
° Rss = =051, — T3 1'%,
= 40" — 40" (A.7)
° R;s=0 (A.8)
Then, the Ricci scalar is found to be
R = gMNRMN
=g" Ry + 9% Rss
= 4(0" — 40"*) + 40" — 40"
= 80" — 200" (A.9)



A.3. Einstein tensor

A.3 Einstein tensor

Combining all the above we find

1
G,ul/ = Rw/ - §g,uuR

_ (60’2 _ 30”)%1/

1
Gs5 = Rss — 59553
= 6o’
The equations of motion (Einstein Equations) of an action

Sp-n+ Su = / d*zdyv—G(2M}R — A)

are given by

1
G = —T
MN = o M MN
where one defines
-2 0SSy
Tun = —

/_G 5gMN
and thus

Tyn = _AgMN-

Then from the fifth component of the Einstein equation we get

—A
G55 = 60'/2 =
AN
—A
2
ROV

(A.10)

(A.11)

(A.12)

(A.13)

(A.14)

(A.15)

(A.16)

which implies that a negative cosmological constant is needed for ¢ to be real.

The argument in Section [1.3.3]is that as the cosmological constant, A, is negative

the space along the extra direction should be anti-de Sitter. This statement arises

from the case of a conformally flat metric in any dimensions (AdSp metric), where

one can show that the cosmological constant is necessarily negative.
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Appendix B

Character Expansions

By character expansion we can express u(H), given by Eq. (2.74), in terms of

Bessel functions. This is done as following

We define
uwﬂ:wm:/p%wwwww (B.1)

For SU(2), we can parametrize the matrices H and U using the standard way of

doing this for complex 2 x 2 matrices and we can write ReTr(HU) as

ReTr(HU) = 2[(Rehg)ug + (Reha)u ]
— ReTr(U[Rehg + i - (Reh)]. (B.2)

Now define a W € SU(2) as

W = [Rehg +id - (Reh)]/\/(Reho)? + (Reha)?
= [Rehg + i3 - (Reh)]/p. (B.3)

Then

ReTr(HU) = pReTr(UW)

= uy(H) = /DUe(l/Q)ReTr(HU) — DU eP/2ReT(UW)
SU(2)
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_ DU elP/2)ReTr(U) (B.4)
SU(2)
due to the invariance of the Haar measure. Then we use character expansion to

write

AT = 2 (00 + Dl (D) (B.5)

v

where I5,.1(p) is the modified Bessel function of the first kind of order 2v + 1

with argument p.

Knowing that
_sin((v +1)0)

. = B.6
Xvsue sin @ (B.6)
and using the orthonormality of characters we get
2
up(H) = ;h(p)- (B.7)
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Appendix C

First-order corrections to the

Mean-Field approach

In the following subsections, we derive the expressions for the propagators in
momentum space. In addition to these propagators, we also include a gauge fixing
term. To do this we use the following definition of the Fourier transformation for

the propagator A(n',nt, M’ o/;n” nZ, M" ")

1 " 2
e’p n _’p"”//eipAT/ﬂ(1_5M’,5)e_ip1¥” (1_5M”,5)(_Z‘)(SM/,sl'(sM”,s —a S
TL3 Z Oirr, M,
«@ [e%
(C.1)
where we make use of the four-vector notation n = (ng,7) and similarly for

p. We also use the standard notation p, = 2sin(p,/2). The extra factors of i
were added to the Fourier transformation for the direction that remains in the
coordinate space in order to ensure that the propagators remain real as proposed
in [81].

C.1 V field contribution

o2
Ovo (0!, k) Ovar (0, mY) [Z SwlVa, ‘/5]}

n,ns

Al —

U4,U5
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C.1. V field contribution

The partial differentiation is performed by replacing v,’s with v,, and vs, and
thus we get four terms. By replacing the links with their parametrization
according to Eq. (4.19) the plaquette along the four dimensions becomes

Vi (1, m5) :(174(715) +v,u(n, n5)) (@4(715) + v, (n + [, n5))
(0h(ns) + vl (n + v, m5)) (8} (ns) + v} (1, m5)) (C.3)

and the plaquette along the extra dimension

Vu5(n, 77,5) :(174(n5) + vu(n, 7’L5)) (@5(77/5) -+ 05(71 + ,a, 7’L5))
(ns) + vl(n, ng -+ 1)) (ﬁg(ng,) + v;(n, n5)) (C4)

1
-

As we stated in the introduction of first-order corrections, we are about to take
second derivatives of our action terms. The constant term of each link will
vanish when we differentiate it, so we are left with the second part. Also, in
the Mean-Field approach we decoupled the imaginary parts of v, and h,, so we
consider them here as real numbers, i.e. V,(n,ns) = v,o(n,ns)1 + iv,40? and
Vi(n,ns) = vu(n,ns)1 — iw,a0® where vyo(n,ns) and v,4(n,n5) are real and
similar arguments hold for the links along the fifth direction. The action that

contributes after taking the derivatives is given by

Sw = — % Z Tr((vuo (n,n5)1 + iv,, (n,n5)0?)

HVinins

(Vs (0 + f1,m5) L + 10, (n 4 f1,15)07 ) (V0 (0 4+ D, 15) 1 — iv,0 (4 D, 15)0C)
(vyy(n,115)1 — ivy,,, (n, n5)aD)> (1—10,)

_% Z Tr<(vuo(”a”5>1+iUuA(”’n5)UA)

1,55m5ms
(vse(n + f1,n5)1 +ivs5, (0 + fi,15)07 ) (V0 (n, 5 + 1)1 — v, (0,15 + 1)0©)
(vsy(n, n5)1 — ivs, (n, n5)aD)> +... (C.5)

Taking the trace of the above expression, there are only certain non-vanishing
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C.1. V field contribution

terms that contribute to the first order corrections which read as

Z U#O (n,m5) Vo (N + 0,15 ) Uy (0 [1, 125) Uy (1, 125)
T pvimins

— Vo (M, 15) Uy (N + f1,15)0,,, (N + D, 15) 0y, (1, 105)
+ Vo (10,125 ) Vg (0 4 0,15 )05 (R - 1, 15) Uy (0, 125)
+ vy (1, 15) 0y (0, M5) U, (N f1,105) v, (R + D, 15)
+ vy (N + D, m5) Uy, (n + 1, 15)V,,, (1, 15) vy, (2, 125)

( )

( )

(C.6)

|
1
=
bS
E
3
at
<
ot
hS
3
+
F
3
Z
>
5
E)
3
ot
_.I_
=
<
s
3
3
at
+
N—

Now, we use these terms of the action to find the V-field contribution to the
propagator. The derivations are shown for all Afﬁv), Ag’), A;f and Ay Uv) For
each of these we present final expressions for the cases of o/ = = 0 and

o = Ao = A" separately.

(vv)
B.1.1 Ay
We first consider the case o/ = 0,a” =0
0*Syy
Doy (1) D (1 1)

0 B (1—=96,.) X R
= ) 3, 2 (el s O

n,N5;5 4,V

+ Uy (n7 n5)UVo (n + /27 TL5)U,,O (na n5>6n”,n+06n’5’,n5 5;},“

115



C.1. V field contribution

+ vy (1, m5) 0, (N 4 D, 15) 0y (12, n5)§n,,7n+ﬂ5n/5/7n55p’y

+ Upo (TZ, n5)vuo (’I’L + ﬁ? n5)UV0 (n + ﬂ, n5)5n”,n§n’5’,n55p,y>

o ’87 Z Uso (n + '&’ n5)’u50 (n’ n5)5ﬁ7u <UM0 (n> ns + 1)5n”7"(5”'5'an5 + Upg (n> n5)5n"7n5ng7n5+1>}

n,ns;H

= 5 Z (1 - 5u,l/) [Uuo (n + ﬂu n5)vl/0 (TL, n5)5n”,n5ng,n55n’,n+ﬁ5n/5,n55p,u60,u

n,M5; 1,V
Vg (n n5> ndng’,ns 5n’,n+ﬂ5n’5,n5 5p,u50,u
Vo (n + ,LL, n5)5 n(sng,ng) 6n’,n5n’5,n5 5p,,u50,1/

Vyp (N n5) n’ n+u6n” n55n’ 5n5 n56p ,ufsou

v,n )v (12, 15)0nr i 0nt2 s Ot nOnt s OpaOor
) o(n n5) n' n+,u(5n’r’,n5(5n n+u5n5 no(sp yéo’u
) o (M U, 15) 0, nt710n2 5 O Ot s Op 0o
)U (n + /:Lv n5)5n”,n5n’5’,n5 6n’,n5n’5,n5 5p,1/50,,u
n+ ,ll, n5)5,,1//’”(5”%/7”5571/,”_;,_1;5”/57”5(5/,,1,(507#

3
3
N

+ Vo \T2s 7’L5)Uu0 (n + ﬁa n5)6n”,n5n’5’,n5 5n’,n+ﬂ5ng,n5 5p,1/507u]

— By Y vsg(n+ f1,15)05, (1, 115) 6,400 <5nn5n 50n/ mOnf ns+1 + O Oyt ,n5+15n’,n6n’5,n5)

n n5;M

Z |: )6[)0 (Uuo (n + ﬁa HB)UMO (TL, n5)5n”,n6n’5’,n55n’,n+ﬂ6n’5,n5

n,ns;u
+ Vo (n + :67 n5)v,u0 (n> n5)6n”,n+ﬂ5ng7n5 6”'7n5n’5,n5>
+(1—=96,0) (vpo(n + 6, 15) Vo (10, 15) 0 12 s Ot .t 5Ot s
+ Vo (N 4 G, 15) Vo (1 + P, 15) O 1Ot s Ot Ot s
+ Vo (12, 105) Vi (12, M5 ) O 46 Omt? s O nt-50mt
+ Upo (nv n5)UUo (n + ﬁu n5)5n”,n+66n’5’,n5 6n’,n5n’5,n5)i|

- 67 E Vs, (n + P, 7L5>U50 (TL, n5)5p,a <6n”,n5ng,n55n’,n6n’5,n5+1 + 5n”,n5ng,n5+15n’,n6n’5,n5) .

n,ns

(C.7)
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C.1. V field contribution

In momentum space we write this as

Aﬁv) = 7 TLS Z Z e e o2 Zp”/25n’5,n5 5n’5’,n5 (@4(715)) i

n’,n'’ n,ns

[Z |Gt + O i) G|

B#Ep

+ (1 - 5,0,0) (5n/’,n n! n+p + 5n’/,n6n’,n + 5n”+&,n6n’,n+ﬁ + 5n”+6',n5n’,n):|

_57 § E ezpn —ip''n"’ zpé,/?e—ip;,’/2
TL3

n'/.n' n,ns

|:(1_}5 (7’L5)) 25p,05n//,n (Sn’,n (5ng’,n5 5ng ns+1 + 6ng,n5+1 5ng ns )]

6 4 M 2 i’ —ip!
= — — 1(7/7)1)//611’5’,71’5 (U4(TL£—))) [Zémg(e Pu 4 e PH)
! K#Ep
+(1—=96,0) (ei”f’/zeii’Z/2 + (P /267iP0/2 | o= /26iPp/2 4 e—ipf,/2e—i1’2/2)}

= B0y 000 [( 5(15 —1))25ng',n’5—1+(@5(né))25ng,n’5+1]

=— é /,5ng,n” 4("15))2 [Z Opr (2c08(p),))

BEp
+Mrwww%%nwwmmﬂ
= B0 | (050 = 1)) B 1+ (55(18)) g 1| (C.8)

We then look at the case o/ = A’;a” = A”

5A”,A

0 Sy . 0 [ 5 Z (1—0u)

g, (0, n5)0v, ,, (0", n5) N Mg, (1, 05) ; 2

n,ns;p,v;A

( — Vpg (TL, TL5)'UV0 (n + /17 n5)UMA (’I’L + ﬁ) n5)5n”,n5ng,n55p,u

)

)
n+0,ns)v,, (n+ [, n5)5n~ n5ng,n55p Y

15 )y, (N

+ D, 105) St 4Ot s Op

_l_
<
5
£
N
<
S
3
3
ot

(1 11,1058 5500 s

_|_

<

5

3

+ 3
\-t>

3

<

<

vo (T i, 105 ) Uy, (10,105 ) Ot 0Ot s O
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C.1. V field contribution

+ Uy (N + U, 15) U (0 + 1, 105) 0y, (1, 105) O, n0n n50pp
A Uy (10, 105 ) g (10 2, 105 ) Uy, (75 105) O a4 5002 s O
+ vy (1, 5 ) Uy (0 4 f1, n5) vy, (N + D, 105) O néngm&p,“
— Uy (N + U, n5)0,, (0, 15)0,,, (0, 125) Ont" ntiOnt s Op,w
)

(
— Vo (n + v n5>vl/0 <n> N5 )Vpy (n + /17 n5)5n”,n5ng,n55p,p,>

— B Z 07,405, Vso (1 [, 115) V5, (0, 15)
n,ns; A

(”m(”, 15) 00 0Ot ms+1 + Vpy (0,115 + 1)6n’/,n5n'5',n5>:|

Z Opw)0ar,40 47 A

nn5,,u,,1/A
5) Vo (1,

ns) 15 ) O

)’U ( 5) n’! n+u5n’5’ ns(sn n(sn’ n56 ,u(scr,zz
ns)0
5)0n

n(sng,ns 6n’ ,n+f/5n"5 ns ép,y(sa',,u

3
7;>
01

0( N5 )0 n—l—,u(sn” n55n’ 671’5 n55 60,1/
Upo (10 +

0, 15) 6 Ot s O 10t s OO
(na ) n”,n+ﬂ5n’5’,n55n’,n+f/5ng,n55p,V50,u

O

S
S
\_/ \_/ 81_/ \_/

Uy (M, 05

S

n”,n—i—l?(sng N5 5n’,n+ﬂ5n’5 N5 5p,u5071/

C

, N5

+ )UVO (TL + I[:L7 n5)5 671’5’ n56n n5n5 nQ(S 5
n+v n5>/UV0 (n + ﬂ? n5)5n”,n5ng’,n56n’,n5n’5 6/) 5 oV
,n

+ UHO ns
+ Uy (12, 5 ) Uy (M i, 15) Ot 45002 0500 n0nt s Op 100 4
+ Uy (n n5)vuo (n + Na n5) n', 611“ n56n n+u5n n55 6
— Uy (n + ﬁ7 n5)UV0 (TL, n5) n’ n+u5n” n55n n5n n55 5
— Vo (M + 0, 105) U0y (10, 105) Ot 0 Ont? s O Ot s O pya O ]

- 57 Z 5A',A6AN,A'U5O (n + ﬂ? n5)v50 (TL, n5>6p,,u5cr,,u

n,ns; A
<5n”,n5n’5’,n5 5n’,n5n’5,n5+1 + 5n”,n5n’5’,n5+15n/,n5n’5,n5>
B ~ 2
= _;5A/,A” Z (U4(n5)) 5ng,n55ng’7n5 Z [(1 N 5p,u)5p,a (5n”,n+ﬂ5n/,n =+ 5n”,n5n/,n+ﬂ):|
n,ns m
+ (]- - 5p,0)( - 5n”,n+&6n’,n + 5n”,n+&6n’,n+/3 + 5n”,n5n’,n - 5n”,n5n’,n+[)):|
_ 2
- /876A’,A” Z 5/),0 (US (77,5)) 5n’,n5n”,n (5ng,n5 5n’5,n5+1 + 5n’5’,n5+15n’5,n5) (Cg)
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C.1. V field contribution

where in the last step we evaluated the expression at the mean-field values. In

momentum space it can be written as

~ o // ’ i _ 2
B = e 3 S 0 (000)
n/,n'’ n,ns
|:Z |:(5n”,n n' ;n+f + 6n”,n+ﬂ5n’,n)5p,a]
HFEp

+ (]— - 5;),0)( - 6n”+&,n5n’,n + 5n”+&,n5n’,n+ﬁ + 5n”,n6n’,n - 5n”,n n’,n+ﬁ):|

— By 1 Z Ze%’p’n/e—ip”n”eip;/%—ip’,!/?
TL3

n’,n' n,ns
_ 2
[(UE)(HS)) 5p,06n”7n5n’,n (671’5',77,5 5713,7154—1 + 5n’5’,n5+15ng,n5)}
- - _(5 //5n” KA U4 n5 |: E 5pa' lp“ +e Zp“)

HFP
b (1= ) (= e Ws/267 P02 4 =05 /26i00/2 4 iV /267102 _ eip;/2ez'p;,/2)}

_ 2 _ 2
_ 575&)19//5,),0 [(v5(n’5 — 1)) 0 -1 + (05(nf)) 5n/5/’n,5+1}

B
=— 0y p,,5n%,n5 [Z(Spa 2COS pu )
HFEPp
+4(1 = 8,,,) sin(p),/2) sin(p} /2)]
— 878 16,0 [(@5(ng — 1)) 0ngme 1+ (05(15)) G e +1] (C.10)

(vv)
B.1.2 A45
We first consider the contribution from o/ = 0,a” =0

0% Sw
aUPO (nlv n%)av% (n//’ ng)

0
/) [ - 57 Z 5!’,# (Uﬂo (na n5)vuo (na ns + 1)U50 (na n5)5n”,n+ﬂ5n’5',n5

— —,
gy (0,15 n,nsi

+ vy (1, 5) Uy (0, M5 + 1)vs, (0 + 2, n5)(5n//7n5n/5/7n5>}

= _67 Z 5p,,u |:U,LL0 (n7 ns + 1)U50 (n> n5)5n”,n+ﬂ6ng’,n56%’,71571’5,715

n,ms; L
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C.1. V field contribution

+ Vpg (n, n5)U50 (TL, n5)5n”,n+ﬂ5ng,n5 5n’,n6n’5,n5+1
+ Upo (n7 ns + 1)7}50 (n + [, n5)5n”,n6n’5’,n55n’,n6ng,n5

+ v (1, 105) s, (0 + i, ng,)an,,,nangm5,1,7,15”/57”5“] . (C.11)
In momentum space this is given by

A (vv)—=0 . 1 it =" _in'
S - iy S |
o

n,ns
Uy(ns + 1)175(n5)e_ip/*”5ng,n55ng,n5 + 174(n5)175(n5)e_i”@/6nf57n5+16ng7n5
415+ 1)05(15)0g s O ms + 04(15)T5(15) Gt 410 s |
= 390y, [9a(nh 4+ 1) (0)3ug 0™/ 4 0a(n — 15 (nf — 1)y 10”2
+ 1_)4(71{5 + 1)55(ng)6n’5’,ngeip;/2 + 774(”{5 - 1)175(71{5 — 1)571/5/7%_16@;’/2]
— —2B75£%)’p/ (1_)4(’@/5 -+ 1)@5(71,5)57%/,71/5 + 774(71,5 — ].)1_)5(72,:5 — 1)5n/5/’n371)
(ez‘p;m i e—ip'p/2>]
= —21’57(51(;,1,)71), cos(p,,/2) [(5,13/,”/5174(71@, + 1)05(n5) 4 Gpyr e —104(n5 — 1) 05 (ng — 1)]
(C.12)

For the case o/ = A’, o = A” we have
0 Sy
/ "

v, ,, (n/,n5)0vs ,, (0", ng)

9 X
= 9o, (D) [ — By Z ( — Vo (1, 15) U5y (10 + [, 15) Uy, (12, 5 + 1) Oyt s 0 am A
Pariteo n,ns; A

+ vy (1, 15) 050 (1, 105 )V, (M, 05 + 1)5n//7n+ﬂ5n/5/7n56m’14
+ Vo (1, 15 + 1)Us (10 + 1,15 ) 04 (10, 105 ) Ot 0Ot s O 47, 2
— Uy (1, 5 + 1)vs, (1, 15) vy, (1, n5)5n//,n+ﬂ5ng7n55A//,A>}
=By D> aradarabpp| = Vug(nn5)Use (0 4 1y 15) 0 0ty O Ot a1
n,n5;0;A
+ Vo (12, 15) Vs (12, 15) Ot 10nt? s O Ot ms 11
+ Uy (15 5 + 1)Uso (1 A+ iy 15) 6 0 0nt? s Ot Ot
(C.13)

— Yuo (nv ns + 1)U50 (n7 n5)5n”,n+/l5n’5’,n5 6n’m,5n/5,n5 .
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C.1. V field contribution

In momentum space this is written as

A (vv)—A . 1 (o —p"n, _in’
A = —ifyda a2 Y, |

n,ns I

= (15 + 1)5(5)e ™ P40t 115Gt s + 0a(115)T5 (n5)e ™ P00t s 100 g
+ 04(n5 + 1)05(75 )01y Ot s — ?74(715)175(n5)5ng,n5+15ng7n5}

= —if70%,) Oar.ar [ — Oy (nf + 1)05(n5 )8,y 70/

 Ba(ly — 1)05 (1 — 1)Bupmg 1€~/ + Ty(ny + 1)) By €2
— Ug(ns — 1)vs(ng — 1)5ng7ng_1eip’p/2}

= i3 B[ (e4 = )

(@4(71'5 + 1)0s(15)0nyr . — Va(ns — 1)05(n5 — 1)5ng,n%71>}

= 2575,(3%),73/5/1/,,4" sin(p),/2) [5ng,ng@4(”% + 1)05(n5) — Ony ny—10a (g — 1)05(n

(vv)
B.1.3 A54
As before we look first at o = o = 0 contribution
9% Sw
(31)50 (n/a n%)avpo (n”> nl5/)
0 .
= —) [ - 6’7 Z (?}50 (TL + H, n5)v5o (TL, HB)UMO (na ns + 1)5n”,n6n’5’,n55p,u

vy, (n', nk

n,n5; 4
+ Vo (1, 5 )Uso (N + [, s ) usy (n, n5>5n”,n5ng,n5+15p,,u>:|

= =7 3 Gy 1,15+ 1)y (1 1 1)60 100

n,N5; 1

*+ Vg (n7 ns + 1>U50 (na n5)5n”,n§ng’,n5 5n’,n+/l§ng7n5
+ Yo (n7 n5) (U50 (n + W, n5)5n”,n5n’5’,n5+15n’,n5n’5,n5

+ Vs, (TL, n5)5n”,n5n’5’,n5+15n’,n+ﬂ5n’5,n5>} . (015)
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C.1. V field contribution

In momentum space we get

A =By Zepp R

n,ns N5

174(”5 + 1)@5<n5)5n’5’,n55n’5,n5 + @4(77/5 + 1)@5 (n5)5n,5,7n55ng7n5eip2/2
+ 4(n5) Vs (n5)6n’5’7n5+16ng7n5 + 04(n5) 05 (n5)§ng7n5+1§ng7n5eipg/2}
= i385 (04005 + 1) 08 g+ 0205 (M) g 1) (€772 + )
—2iBry cos(p),/2) (@4(ng + 1) (1) B s + @4<ng)@5(ng)5ng,n,5+l>. (C.16)
For o/ = A’, " = A” we find

Sy

Qvs ,, () Ov (0, )

L IR

- dvs ,, (', ny)

nins; ;A

( — U5, (1 + f1, 15) v, (1, 15) 05, (12, n5)5n//7n(5n/5/7n5+1

+ Vo (1, 5) Vs, (12, 15) U5 4 (1 + 1y 105 ) Ot Ot s 11

+ Vs, (1 4 1, 105) Uy (12, 15 + 1)05 (12, 105) O 1 Ot s

— v, (N + f1,n5)v,, (0, N5 + 1)vs5, (1, n5)5n//’n(5n/5/7n5>i|

= —57 E 5p,u5A”,A5A’,A [ — Upo (’I’L, 7’L5)U50 (TL + H, n5)571”,n(sng,n5+15n’,n5ng,n5
nyns;u’ A

+ Vg (n, 775)’050 (n, n5)5n”,n5n’5’,n5+15n’,n+ﬂ5n’5,n5
+ Vo (n7 ns + 1)1)50 (n + /17 n5)5n”,n(5ng,n55n’,n6ng,n5
— Op (123 15+ 1) 50 (1115 ) 01 Ot Ot O n} . (C.17)

In momentum space this is given by

A(vv 257 Ze I3 P//)n —iply /2 S an A/Z(Sp“[

n,ns ns;ip
@4(715 + 1)775 (n5)6n’5’,n55n’5,n5 - 64(”5 + 1)@5(n5)5n’5’7n5(5n/57n5eip;‘/2
— 04(15)05(15) 02 s +10ns ms + 0a(15)05(125) Ot s 4162 g€ 1‘/2}

= i57(5 Y [U4(n5 + 1)05(15) 0z ! (e—il’p/? — eipp/2)
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C.1. V field contribution

+ 174(n/5)775(n’5)5n,5,7n,5+1 (ez’p’p/2 o efip;)/Q)i|

= 2370%) 6an 4 sin(p)/2) (@4(ng + 1)05 (1) Oyt — @4(ng)@5(n/5)5ng7ng+1>.
(C.18)

(vv)
B.1.4 A;;
For o/ =0,a” =0 we find

9%?Sw
vy, (n/, nk)Ovs, (n”, nk)

0 .
= Dvs, (', 10 [ — By Z (Uuo (12,105 )y (s 5 4+ 1)vsg (n + L, 125) 07 10O n
n;N5;H

+ Upg (n7 n5)vuo (n7 ns + 1)2}50 (n, n5)5n”,n+ﬂ5ng,n5>:|
= —pv Z [UNO (n7 n5)vuo (n’ ns + 1)571”7”5”8/7"55n/7n+ﬂ5névn5
n;ns;

+ 0y (11 15 )0, (0, 15 + 1)5,1,,7””5”,5,,”55,1,7”5%%] , (C.19)
In momentum space this becomes

A0 = —ya5) S [oa () oa(ng 4+ 1) (€78 + € gy )|

m

= —28704(n})04(nf + 1)6,0,00 Y _ cos(p)). (C.20)

I

Finally, the contribution when o/ = A", o’ = A” is found to be

9% Sw
8U5A, (n/, n'5)805A,, (n”,nl)
0

N 8U5A, (n',nf)

|: B /87 Z <UN0 (n’ n5)v,u0 (n7 ns + 1)U5A (n + /l, n5)67’b”,715n’5',n5514”714

n,ns; ;A

+ vy, (1, 15) 0, (1, 15 + 1)vs, (2, n5)5n//’n+ﬂ5ng’n55A//’A/)i|

= —57 § 5A”,A’ 6A’,A [U,uo (n7 nS)U,uo (n, ns + 1)5n”,n5n'5’,n56n’,n+ﬂ6n’5,n5

n,ns; A

+ v, (1, m5) U, (0, M5 + 1)5n”,n+ﬂ5n’5’,n55n’,n6n’5,n5:| . (C.21)
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C.2. Auxiliary field contribution (H field)

In momentum space this becomes

A%U) 4= 5’76}(7%)@/514”,14’ Z [274(71;)174(71; +1) <eip@ (5n/5/7n/5 + e‘ipﬂéng,n/sﬂ

I

= —2070 4 a4 (15)04(n5 + 1)0pp it Z cos(p),)- (C.22)
I

C.2 Auxiliary field contribution (H field)

Here we show the derivations of Afﬁh) and Ag}gh). As for the case of A") we derive
final expressions for the cases of @’ = o” =0 and o/ = A, o = A” separately for

each term.

B.2.1 AE[Z‘) considering M' = M" = p
The contribution to this kernel comes from equation

2

wHyn,ns) =~ (s

I(pu(n,ns))) (C.23)

where I; is the modified bessel function of the first kind and p,, is given by

pu(n,ns) = \/ [Re(hy(n,ns)]* + 3 [Re(hy,, (n,15))] " (C.24)

Then we evaluate the second derivative as following
028
oh, (0, ng)ﬁhun” (n”,nl)

0
= m[zénn”(sn n”éa 0//5 (u4(pu(n’n5))/+va)]

- Z 577‘/ n//(;n/ nu Z 6715 ny n5 n 5& ! |:5a’ 0 (U4(,0M(n n5))

s pu(n ns)

+ (1 —=duwp) [M + pu(n, ns) (M)/H (C.25)

pu<n7n5) p,u(n7n5)
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C.2. Auxiliary field contribution (H field)

and in momentum space we get

A (BR) _ c(4) (ua(pu(nf))’
Ay =0p Ot O g Vo [(1 a 50/’0)W
wilpu(mh)) . ualpa(nh)'y’

oo [talnl)) )y (alon(ns))f C.26

O[ Pu(ns) 2 5)< pu(n5) >H pa(n)=ha(n) ( )

Foro/ =0and o =0

_ - 2
- 2 1 Iy(hg(nk Io(ha(nt
RUW=0_ 50 5., [_ 2 o(_4(n5)) n ( o(_4(n5))> ] '

(ha(nf))” ha(nf) I (ha(ns)) L1 (ha(nf))
C.27)
For o/ = A" and o = A”
- _ I (54(71’ )
Ahh)—A :5(%) WO | — 2 - 1 RANEASE C.28
44 plp" s s (h4(n’5))2 h4(ng)]1(h4(n’5 ) ( )

B.2.2 Aggh) considering M' = M" =5

In this case we consider derivatives in the fifth direction. We recall that the
relevant part of the action contains the function us which is given in Eq. (4.14])
and we find Aggh) to be

0?8
Ohs,, (0, n5)0hs , (n", ng)
0 /
= W [; 571,71” nzs 5n5,n’5’5a,a// [U5(p5(n, 7’L5) f<n5)} + UE)a]

(us(ps(ns)/ f(ns))
ps(ns)v/ f(ns)

ps(ns)=hs(ns)

= > b D OOt Do | (1= Bo)
n ns

+ dar0 [ (C.29)

(us(ps(ns)))’ (us(ps(ns)))" \’
05(715) f(n5)+p5(05(n5) f<n5>> ]

ps(ns)=hs(ns)
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C.3. Gauge fixing contribution

In momentum space this is given by

AU = 89,8, bt [ (1= buv) (us(ps(n5) v/ f (n))
7 ps(n5)~/ f(ng)
us (o) T (s VTG
IO i el |

NP [

ps(nf)=hs(nf)

(C.30)

By explicitly evaluating the derivatives of us we find the following expressions

considering separately the cases of ' =’ =0 and o = A;a = A”.

For ¢/ = 0 and o = 0 we have

Awoozypﬂ”,[_ 2 I8 Lo(hsy () /7))
” PRSI (g () Pso (1) 1y (Bsy () /F (1))
e hM%@@Mﬂ@»)7 it

For o/ = A" and o = A” we get

5@ 2  VF(ng) Lo (hsy (n5)+/ f(n))

A(hh)_A , //577,” nl — 7 7
% PP (s (n))® Tsg(15) Iy (Bs, (n)\/F (ns))

] . (C.32)

C.3 Gauge fixing contribution
We recall that the gauge-fixing action is given by Eq. (4.22)). Depending on the

direction we have four different contributions in this kernel which are found to

be as following

B.3.1 Afﬁf) considering M' = o, M" = p

A(gf) _ a2S£If
4 o, ,, (', ng)0v, , (0, n)
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C.3. Gauge fixing contribution

Z 5pul Z 6A”,A (6n”,n5n’5’,n5 - 5n n— ,u(sn” n5>
A

32}0 o e

7

[Z fua(n,ns) + 715, (n, ns)H

1
— EéA/’AN E <6n’/,n5n/5’,n5 — (Sn n— p(sn” n5> <5n’,n5n/5,n5 — (Sn/m_a-(snng) .

n,ns
(C.33)
Thus,
1 - -, -, P
A(gf) 55 jl ”(SA, A”ezpa/2e—z’pp/2 [1 — e e _ P 4 e—zpaezpp] 5ng7ng
1 . ..
55 //5A/ AV [ — (2isin(p),/2)(2i sm(pf,/Q)} Ottt
1
— E A;) A;_(Sz(fp,,éA/ A”(Sn” - (034)

B.3.2 Afg) considering M' = p, M" =5

Al _ 0%Syy
45 v, (n/,n5)0vs ,, (0", ny)
9 gl
= - 5 " 5n// nén// n —_— n// nén// nes —
Gupg ) 2= [s 2 (B = i)

[Z Jua(n,ms) +fs5,(n, ”5)”

_7 2 :
514’ VA 5/);; n”,néng,ng, - §n”,n5n’5’,n571 5n’,n5ng,n5 - 5n’,n—ﬂ5ng,n5 .

n,ns
(C.35)
Therefore,
~ Z’Y 4 —Z /
Ai%f) — é’ 51(7, p”(SA’ A€ pp/Z <]_ — € pp) Z [6%7”/5/5”/57”5 - 5,,1{5’”5_15”/5/’”54_1]

ns

_ T s
= OBl D GOty = Ons 1O 1] (C.36)

ns
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C.3. Gauge fixing contribution

B.3.3 Aéif) considering M' =5, M" =

A = Bt na>§f o
(S soh wH
_ %M,AH ; (5M5nn —u(sn i n) (5n,,n5ng - ,n5_1).
(C.37)
Thus,

Aé.if) %5;?7)19//514’,14”67‘?;’/2 <1 _ eip;> Z <5ng,n/5/5ng7n5 — 5,”%7”5_15”%/7"5)

—
f 5p p//ppéA/ A Z (5ng,n’5’5ng,n5 - 6n’5,n5—16ng,n’5+1) . (C38>

ns

ns

B.3.4 Aé%f) considering M' = M" =5

DS,y
8U5A, (n 7’L5)8’U5A,, (TL” ng)

0U5A, n',ng [ Zén n'’ ZZ(M A"< sl — 5n5—1,ng>
[Zf/m(n,ns)) +7f5A(n,n5)H
1

= %2 Z Onnt On gt O A A7 Z (5n5,ng - 5n5—1,n’5') <5n5,ng - 5715—17”’5)' (C.39)

ns

A(gf)
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C.4. Faddeev-Popov Determinant

Thus,

x 4
Aé%f) = 5 51(, )p//(SA’,A” Z <5n5 ny 5n5,n5+5 nl 671,5 1,n{ 5ng+1 n? Ons—1,nf 5ng—1,n’5’5n5,n’5>-

ns

(C.40)

C.4 Faddeev-Popov Determinant

For the free energy it is necessary to find the Faddeev-Popov determinant. We

know that the ghost action is given by

/ 1
Srp = E E E e (nf s ) M, g;A//,n",ngCA (n",nz) (C.41)

A/ A// n/ nl/ nl n5

where the ghost kernel is obtained summing over all directions

§ : 5
MA/ n ,n5 A ’I’L” n// — .MA/ ,n n ;A//7n//7n/5/ + /}/M;/) / / A// // /5/ (C.42)

To determine this ghost kernel, and therefore the Faddeev-Popov determinant, we

need to find the infinitesimal gauge transformations on the gauge fixing functions

given in Eq. (4.23) and Eq. (4.24) since

0 far,, (n',m5) Z MA,,M A, ,,wA”(n”,ng). (C.43)

n// // A//

To find these we first need to extract the gauge transformation rules on the links

of our system. We recall that, generally, links transform as
Uu(n,ns) — Qn,ns)U,(n,n5)Q" (n + 1, n5) (C.44)

Us(n,ns) — Qn,ns)Us(n, ns)Q (n, ns + 1) (C.45)

where (n,ns) is a gauge transformation that can be parametrized as

Q(n, ng) = " 90" — 1 4 i (n, ng)o?. (C.46)
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C.4. Faddeev-Popov Determinant

Then we determine the rules as following

5, (0, 05) + 060, (0, 15)0"
= Q(n,n5) (v, (n,n5) + vy, (n, n5)0‘4)QT(n + f,m5) = (v (0, 15) + v, (0, n5)0A)
= (1 + iw®(n, n5)03) (v,m (n,ns) + v, (n, n5)crA) (1 —iw(n 4+ fi, n5)ac)

— (Vo (ny m5) + v, (0, m5)0 ™)
= iw?(n,n5)0Pv,, (0, n5) — WP (n,n5)0Pv,, (n,n5)0? — iv,, (0, n5)w? (0 + fi,n5)0”
5(

- A_B
+v,,w’ (n+ f,n5)o%c

= vy, (n,n5)0” (w?(n,n5) — WP (n+ )

A_B B(

(WP (n+ f,ns)ote” —w Ba)

n,ns)o- o

)

=~y (N, n5) (WA(n + i1, n5) — w(n, "5))0A
)
)

(wA(n + /l) o wA(na n5))UA + Vpa (na n5) (wA(n + :&) - wA(n7 nS))
) [WB(n + (1)eCBAGA _ B (n, n5)€BCAO_A}
=v,,(n, n5)<w’4(n + fi,n5) — w’(n, n5)) + @[ — Uy (1, n5)(wA(n + fi,n5) — w’(n, n5))
— Ve (n,15) e (WP (n + ) + wP(n, n5))] o', (C.47)

To sum up the gauge transformations of links along the usual four dimensions
read as

v, (1, M5) =0y, (N, 15) (wA(n + fi,n5) — w?(n, n5)>

dv, (N, m5) = — vy (n, n5) (wc(n + f1,ms5) — wC(n, n5)>

— B, (n,ns) (wA(n + f1,n5) +w(n, n5)> (C.48)
and along the extra dimension as

dvs, (n,ns) =vs, (N, n5) <wA(n, ns+ 1) — wA(n, n5)>
dVs. (N, n5) = — vsy(N, M5) (wc(n, ns+ 1) — wc(n, n5))

— B (n, ns) <wA(n, ns + 1) + w?(n, n5)> (C.49)
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C.4. Faddeev-Popov Determinant

Now we apply the above transformations to Eq. (C.43) for directions along the

four-dimensional space and the fifth direction. We omit the terms that vanish

when they are evaluated at the mean-field background.

We start with links along a p direction

Ofu, = Z Svy (n', ) — 0vy, (0" — i, )

n’/inf; A/

= > [ vl ) (@ 0+ ) — w0 ))

n/snf; A/
g (] = o) (w0 (0 ) — (0 — ) |

§ : AlLAY o
= 5 (Sn%mg |: — Uy (TL ,TLS) (5n’+ﬂ,n” — 571’7””)

n'/inf; A/

o 0 (0 = 1,725 (B = O r) [ ()

Al A" _ / A
= E ) 6n/5,n/5lv4 (n5) (26,”/7”// — 6n’+ﬂ,n” — 6n’—ﬂ,n”>w

n/ nf;A’

"

()

(C.50)

where in the last line we evaluated the expression in the mean-field background.

In momentum space this is given by

y — A’ AT = 7 5(4) A/2 A o
0fu, = E ) Oty Va(105)0p o, w™ (0", m5).

’.
ng; A’

Therefore,
2

(1) _ Z AlLAY — o ne(@) 2
MACp’mé;A“,p”,ng’ B 0 5”%7”’5'U4(n5)5p’,p”p/u'

I
ng; A’

The same is repeated for links along the extra dimension

0fs, = Z 5v5%(n’,n'5) — 5v5h(n’,n’5 —1)

n/inf; Al

— Z [ — 5, (0, M%) (wAl(n', nh+1) —w? (0, ny))

n'inf; A/

+ v, (0, ny — 1)(wA/(n', ng) — (,uA/(n',n'5 — 1))]

(C.51)

(C.52)
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C.4. Faddeev-Popov Determinant

_ AlLAY o
- E Y (Sn’,n” |: — Us, (n 7n5> ((Sn’5+l,ng - 5n’5,ng)

n'inf; A/

+ Vs (nlv n/5 - 1) (5n’5,n’5’ - 5ng—1,n/5')] w

"

)

= Z (5A A 5n’,n” |:(5n’5,n’5’ (775(7"6/5) + 65( 1)) (n5)6ng+1 ny
n/snf; A/

"

= 50— 1)1 | (0", ). (C.53)
As before, in the last line we evaluated the expression at the mean-field values.

In momentum space this is given by

SfE)A/ Z 6Al A" (4) P |:5n’5,n ('U5(n5) + U5( 1))

nf;A

17

)

(C.54)

— U5(15) 0t 41,0y — Vs(n5 — 1)5n371,ng]w

Therefore,

5 1AM (4
M’(Ll’),p’ TL/5 At // = Z 5-’4 VA 51(7 ),/ |:5n/5 n (U50 (n5) + ’U5O< {5 — 1))
np; A’
— 1750 (In’/5>5’n/5+1,n/5l - 550 (’n//g) - 1)(571%717”/5/] .

(C.55)

Finally, putting everything together, the Faddeev-Popov determinant that needs

to be included in the first-order corrections to the free energy is given by

-DFP = det |:MA’p ns A" p', //:| = det[ZM%’),p’,ng;A” " // +’YM 1y n5 A" p!, // .
I

(C.56)
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Appendix D

Derivations of expressions for
observables in the Mean-Field

Approach

Here, we fill in the gaps in the full derivation of the expressions stated in

Section 4.2.

Before looking at each observable in detail we use a common feature for all of

them which is the property that
Tr(OA) = Tr(OA) (D.1)

The argument goes as following: A can be taken to be A in Fourier space, by
applying Parseval’s theorem and using the property that the delta function is an
even function.

We start with an expression that looks like
> f@)g(x) (D.2)

and we go to momentum space

> f@)g(a ZZ e f(p)e ™ g (p")

z pp”
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D.1. Scalar Mass

=D /)" e
= Z f () G(P") 0y, —pr
=Y f@)a(-p) (D.3)

According to this if g(—p’) is an even function then we can say that g(—p’) = g(p’)

and equivalently for our functions we can say that
Tr(OA) = Tr(OA) (D.4)

as our observables O are delta functions that are even functions.

D.1 Scalar Mass

In order to get Eq. (4.36)) we first need to find the first derivative of the observable

with respect to one link which is found to be

(5TI'{P1 (mo mq Tﬁ23 m5)} i, _ L—-1
7 7 : = 2571 m, 57'1: m 5n m o 504 5n m
5UMa <n07n17ﬁ237n5) e e Pt ! 77;0 o (/UE)(mS))
Pl(O) (L)
= 2@4(m5) D (nl)(5n0’m06ﬁ23,m235n5’m56]\/[715a’0 (D5)

where Pl(o) and D™ (n,) are the quantities defined in Eq. (4.37) and Eq. (4.38)
respectively. The factor 2 comes from the trace of the identity matrix and the

last delta function comes from the fact that for « = A the trace vanishes.

From Eq. (4.33) it is clear that we need to evaluate the expression

_ STr{ Py (ty + t,m, mbs, ms)} OTr{ Py (to, my, mhs, ms)}

!/ ! 3 / " " = I
MM;, (ng, my, Ty, ns) MM;’,, (ng, n1, 133, ng)

A (D.6)

which can be easily determined using Eq. (D.5)) and it can be shown to be

p(o)
A= (2;

D( )(n')é / Ot s Ot O 104 )
— 1/)9n{,to+tY1s, ,mL.Ynl msVM’,1Va’,0
o (m ) 0 232123 7 T5
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D.1. Scalar Mass

P
<2 2_14<m5) D ( )5710 todﬁ”3 m”35n" ms 5M”,15a”,0>

P(U) 2
:4%19(11) (nll)D(L) (nlll)5M’,16M”,150/,0504”,06n’5,m5 5n’5’,m5 5n6,t0+t6n6’,t0 5n’23,m23 5n23,m23

(D.7)

Considering the full expression in Eq. (4.33)) and by taking the averaged version
of the observable as in Eq. (D.7)) we find the two-point function at first order to

be

(P0)?
(1) . —_—— ( ) ! (L) " !’ " / 1
C (t,m5 == TI‘{ Z L4 ZH 404 m5 |: (nl)D (n1)5M ,15M ’15,1 ,05,1 ,0
M33,Ma3

5 211 + D( )< )D(L) (nll)5M’,15M”,15a’,05a”,0
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This expression in momentum space is given by
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where D (p}) is defined in Eq. (4.40).

D.2 Static Potential

In order to find the first-order corrections to the Wilson loop as given in Eq.
and consequently to be able to measure the static quark-antiquark potential, we
first need to calculate the first and second derivative of the temporal line defined in
Eq. with respect to the matrix V. Before showing the resultant derivatives,
we define the functions G(t') and G'(¢;t") to be

to+t—1
_ S o (= S o —1
gt = H (v4(m5)1+voa(mo,ml,mgg,mg,)a )(v4(m5)1+vga(t',m1,mgg,mg,)a )

mo=to
(D.10)
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to+t—1
g/(t/; t//) = H (@4(m5)1 + Vo, (m(), my, T?ng, m5)aa)

mo=to

_ S oy —1/_ S oy —1
(v4(m5)l—|—v0a(t’,m1,m23,m5)a) (U4(m5)1+an(t",ml7m23>m5)0 )

(D.11)

When they are evaluated at the mean-field values we get
G(t"|, = ta(ms)" ™" (D.12)
Gt t")| = va(ms)" 2. (D.13)

The first derivative is calculated to be

55(0(75077“777723,7’15)_ v, (to, 7, Moz, ms5)1  idvg, (to, T, 123, ms) o
dvar, (1) a dvar, (1) dvar, (n)
Svo, (to + 1,7, 103, ms5)1  idvg, (to + 1,7, Ma3, ms)o?
0 (o 23,1Ms5) 04 (to 23,1M5) Glto+1) + ...
ovar, (n) dvn, (1)
(6voo(t0 + t— 1, T, Tﬁ23, m5)1 4 i(;UoA (to + t— 1, r, m23, m5>O'A

dva, (n) dva, (n)

)Q(to)

)Q(t0+t—1)

= 501,001 Orts aias Oms s [(5a705n0,t0 + 1§08, 460,10 ) G (t0)
+ (60,00m0,t0+1 + 1060, 4000 1041) G (to + 1) + ...
+ (60,00n0,t04+1—1 + 1080, A0ng to+1—1)G(to +t — 1)}
— 00100, s Ons s (30,0 + 100,40) [0 10 G (ko) + Gt Gk +1) + ..

+ O sori_1G(to + 1 — 1)] . (D.14)

Similarly, the first derivative IVt (ty, r, 1793, ms) is given by

6l(t)T(t07 T, 7”77,23, mS)
dvpr, (n)
5n0,t0g(t0) + 5n0,t0+1g<t0 -+ 1) 4+ ...+ 6n0,t0+tflg(t0 +t— 1)] )
(D.15)

. A
= 5M705n177’5ﬁ23,ﬁl2357l5,ms ((50570 - Z(Saw‘la )
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The second derivative of the temporal line is found to be

A (to, r, 1Moz, M)

dvupr, (n")dvp, ()

= 007,00n4 Oty i3 Ont, ms (6a/,01 + iéa/,AaA) [5%7,5051\4//’06”“
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Gt 1G'(tosto + £ = 1) G 110017000, 130 (B 01 + 86 50
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(D.16)
Using similar arguments we can say that

AW (Lo, 7, 1mag, ms)
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= 5M’,05M” ,Oén’l ,Tdn’l’,rdﬁ’% 23 56’2’3 ,Mo3 571’5 ms 5n’5’ ;M5

(0701 = i00r,40™) (901 — 100,50 ”) [5n6¢0 <5n6’¢o+1g,(to; to+1)

+ Ot 192G (tos to +2) 4 . . + Oy tg44—1G (to; to + 1 — 1))
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(D.17)

It is clear now that we have all the derivatives that appear in Eq.(4.46]) so we can
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evaluate the whole expression. In fact, for our convenience we evaluate lines one

by one calling them L; — Ly. So we have

Ly ZTY{5M’,05n/1,05ﬁ'23,m235n/5,m5 (5a',01 + i(;a/,AUA) <5n6,tog(t0) + O 10119 (to + 1)
+ e —I— 5n6,t0+t,1g(t0 + t— 1)>Z(T)<t0 + t, m237 m5)
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Similarly, the second line in Eq.(4.46) is given by

O 2(t+r)—2
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Using the second derivative in Eq. (D.16)) the third line reads as
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Putting everything together, according to Eq. (4.44)) with the observable under
consideration to be the averaged Wilson loop, the first-order corrections to the

latter in coordinate space are given by

Oy == % > Tr{21;4(m5)2<t+r>—25M,,05M~705ﬁg3,m23 Ot i Ot s Ot s
to 23
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In momentum space this is found to be
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[2 coS(p17) (Bar 000 0 + Oar 40am ) (1 + €70 4 400D oo 4 1 4
Fe Pl gy Pl ol )
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The above equation has two main products that are added together, one in lines
2-3 and the other in lines 4-5. To find a neat expression for the Wilson loop as
t — oo, we take a closer look at the temporal term of each product. By inspection,
it is clear that the first termporal term, f;(¢) and the second temporal term fo(t)

can be written as
t—1

filt) =t+2) (t —n)cos(np)) (D.24)
fa(t) =2 i(t —n) cos(npy). (D.25)

We recall two formulas from basic algebra as given below

N a(N+1)\ - (aN

Zcos(cm) i ( QSin)ﬁsm( ) (D.26)
n=1 2

N a _ 1

Z sin(an) = o8y COS_((iV +3)) (D.27)
o 2sin §

and taking the derivative of Eq. (D.27)) with respect to a we can find

incos(an) _ 1 (N + ) sin (alN + 3)) cos? (cos g—cos <(N+%)a)).

2 sin & 4sin”
(D.28)
Using the above expressions the temporal terms can be written as
1 — cos(tpy
fi(t) = (1. costtph) : 2(p, ) (D.29)
2sin” 3}
and /
1 — cos(t
fa(t) = (1= costizy)) (,p")) ~t. (D.30)
2sin? 2o

2
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D.2. Static Potential

In Chapter 4 we discussed that the static potential can be extracted from the
Wilson loop when the limit ¢ — oo is taken. Therefore, we are interested in the
values of the temporal terms in this specific limit. The function f;(¢) is a periodic
function with a period of 27 and it shows a peak at the origin which is given by
t? in the large ¢ limit. Hence, in this limit we can express both f(¢) and f5(t) as
20,01 0-

Putting everything together, we can say that the first-order corrections of the

Wilson loop in the limit ¢ — oo can be written as

—4(m5>2(t+r)—2
oY) = T Onrt 00007 00, s O s O 5, Ot 00 O
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|:2 COS(pl’T’) (5 ’ 0(5 no + . A(S 1 A) + 22 (50/,060//,0 — 6a/’A5a//’A)i| AI}
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:—@4( S 4y

pl 7p2 7p3

[(2cos(p’1r> +2)A7 ((0,p’1,ﬁ23, m), 0,05 (0, ), 2s, m5), 0,0)

+ 3(2cos(pyr) — 2)&‘1 ((O,p'l,ﬁgg, ms), 0, 1; (0, p, Paz, ms), 0, 1>} .
(D.31)
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Appendix E

Further results from the warped

model

E.1 Fits of the measured static potential to

different functional forms

In the figures below we show the fits of the static potential for different layers for
B =250, ~=1.00, k= 0.10 and N5 = 8.
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051 e e =S A :17*% Sk :K
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044 L : ‘
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Figure E.1: Fits to the static potential for § = 2.50,v = 1.00,k = 0.10 and
N5 = 8 using various potential forms for ng = 2.
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of the measured static potential to different functional forms
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Figure E.2: Fits to the static potential for g = 2.50, ~
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N5 = 8 using various potential forms for ns; = 4.
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Figure E.3: Fits to the static potential for § = 2.50, v = 1.00,k = 0.10 and
N5 = 8 using various potential forms for ns = 6.
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Figure E.4: Fits to the static potential for § = 2.50, v = 1.00,k = 0.10 and
N5 = 8 using various potential forms for n; = 8.

E.2 Fitting parameters of the potential

The values of the fitting parameters for different functional forms of the potential
as given in Table |4.2|are shown here. R?(adj) is the adjusted to degrees of freedom
determining the goodness of the fit. R? is found by

RSS

2
:1——
R SST

(E.1)

where RSS is called the residual sum of squares and it measures the deviation of

the response values from the fit to the response values, i.e.
RSS = Z(yﬁti —;)? (E.2)
and SST is the sum of squares of the response values about their mean, i.e.

SST = Z(yi -9 (E.3)

The adjusted R? takes into account the number of fitting parameters, d, and the

number of measurements, n, and gives a better estimation of the goodness of the
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fit. In particular it multiplies the ratio RSS/SST by the factor (n—1)/(n—d—1).

Layer | Type of potential a b my R*(adj)
ng =1 5D Coulombic 0.3041 | 0.04644 - 0.9902
5D Yukawa 0.304 | 0.002648 | 0.0568 | 0.9889
4D Coulombic 0.3094 | 0.04726 - 0.9622
4D Yukawa 0.3042 | 0.06752 | 0.3943 0.999
ng = 2 5D Coulombic 0.3067 | 0.04745 - 0.9894
5D Yukawa 0.3065 | 0.004111 | 0.0860 | 0.9874
4D Coulombic 0.3122 | 0.04833 - 0.9636
4D Yukawa, 0.3069 | 0.06837 | 0.3854 0.999
ns =3 5D Coulombic 0.3099 | 0.04879 - 0.9881
5D Yukawa 0.3097 | 0.00399 | 0.0811 | 0.9861
4D Coulombic 0.3156 | 0.04978 - 0.9658
4D Yukawa 0.3102 | 0.06931 | 0.3712 | 0.9999
ns = 4 5D Coulombic 0.314 | 0.05005 - 0.9861
5D Yukawa 0.3139 | 0.002075 | 0.04096 | 0.9847
4D Coulombic 0.3199 | 0.05171 - 0.9689
4D Yukawa 0.3143 | 0.07043 | 0.3516 | 0.9999
ns =95 5D Coulombic 0.3191 | 0.05299 - 0.9829
5D Yukawa 0.3191 | 0.002066 | 0.03898 | 0.9813
4D Coulombic 0.3254 | 0.05439 - 0.9732
4D Yukawa 0.3197 | 0.07182 | 0.3237 | 0.9999
ns =6 5D Coulombic 0.3261 | 0.05661 - 0.9771
5D Yukawa 0.3261 | 0.002005 | 0.03539 | 0.975
4D Coulombic 0.3329 | 0.05845 - 0.9796
4D Yukawa 0.327 | 0.07358 | 0.2806 | 0.9999
ng =17 5D Coulombic 0.3364 | 0.06296 - 0.9625
5D Yukawa 0.3364 | 0.001004 | 0.01594 | 0.9595
4D Coulombic 0.3441 | 0.06579 - 0.9903
4D Yukawa, 0.3383 | 0.07587 | 0.1991 | 0.9999
ns =8 5D Coulombic 0.3357 | 0.0621 - 0.9667
5D Yukawa 0.3357 | 0.00161 | 0.02591 | 0.964
4D Coulombic 0.3432 | 0.06467 - 0.9873
4D Yukawa 0.3372 | 0.07649 | 0.2231 | 0.9999

Table E.1: Fitting parameters for § = 2.30,y = 0.505,k = 0.10 for T = L = 32,

N5 = 8.
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Layer | Type of potential a b my R*(adj)
ng = 5D Coulombic 0.3045 | 0.04707 - 0.9903
5D Yukawa 0.3044 | 0.0041 | 0.08615 | 0.9884
4D Coulombic 0.3067 | 0.04188 - 0.9281
4D Yukawa 0.3045 | 0.06593 | 0.3648 | 0.9995
ng = 2 5D Coulombic 0.3071 | 0.04812 - 0.9895
5D Yukawa 0.3071 | 0.00192 | 0.03984 | 0.9888
4D Coulombic 0.3094 | 0.04287 - 0.9297
4D Yukawa 0.3072 | 0.06669 | 0.3553 | 0.9995
ns =3 5D Coulombic 0.3104 | 0.04954 - 0.9881
5D Yukawa 0.3104 | 0.001831 | 0.03691 | 0.9874
4D Coulombic 0.3128 | 0.04424 - 0.9327
4D Yukawa 0.3105 | 0.06777 | 0.3431 | 0.9996
ng =4 5D Coulombic 0.3146 | 0.05144 - 0.986
5D Yukawa 0.3145 | 0.002669 | 0.05164 | 0.9848
4D Coulombic 0.3171 | 0.04609 - 0.9371
4D Yukawa 0.3147 | 0.0689 0.3239 | 0.9996
ns =9 5D Coulombic 0.3199 | 0.03905 - 0.9815
5D Yukawa 0.3199 | 0.002177 | 0.03898 | 0.9813
4D Coulombic 0.3225 | 0.04871 - 0.9435
4D Yukawa 0.3201 | 0.0702 0.2955 | 0.9996
ns =6 5D Coulombic 0.3272 | 0.05811 - 0.9757
5D Yukawa 0.3271 | 0.001402 | 0.0241 | 0.9749
4D Coulombic 0.3306 | 0.05278 - 0.9535
4D Yukawa 0.3274 | 0.07211 | 0.2546 | 0.9997
ng =17 5D Coulombic 0.3382 | 0.06547 - 0.9581
5D Yukawa 0.3382 | 0.001068 | 0.0163 | 0.9595
4D Coulombic 0.3415 | 0.06056 - 0.9723
4D Yukawa 0.3388 | 0.0748 0.1789 | 0.9998
ns =8 5D Coulombic 0.3369 | 0.06379 - 0.9576
5D Yukawa 0.3369 | 0.001886 | 0.02953 | 0.9657
4D Coulombic 0.3401 | 0.05837 - 0.9793
4D Yukawa 0.3373 | 0.07642 | 0.2214 | 0.9999

Table E.2: Fitting parameters for § = 2.30,v = 0.505, k = 0.10 for T'= L = 100,
N5 — 8
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Appendix F

Mathematical Framework for
fermions in a warped

background

F.1 Vielbeins

This section is based on [82]. From standard Differential Geometry, we know that

a differential basis for a tangent space 7}, is spanned by
én = Oy (F.1)

and we can write any vector in this basis as V = V™¢,,. Similarly, for a cotangent

space, 1)y we have a differential basis that can be written as
eM = dz™ (F.2)

and they are usually referred to as the coordinate basis as they depend on the

position.

In a curved manifold, it is desired to define a basis which is independent of the
coordinates. This basis is usually called local or non-coordinate basis and is

spanned by basis vector €, such that they obey the signature of the manifold,
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F.2. Spin Connections

i.e.
éa . éb = Nab- (FS)

With same arguments a similar non-coordinate basis can be defined for the
cotangent space. Now, one can relate the coordinate and non-coordinate bases
using

énv(x) = eyf(x)é, (F.4)

where the matrix e,/*(z) is called the vielbein and it is an invertible matrix. We
use capital Roman letters, M, N, P..., to denote the components in the coordinate
space and small latin, a, b, c... for components in the local space. The vielbeins
have the following orthonormality conditions

eMa(m)eNa<x) = 5MN eMa@)eMb(f) = 0%, (F.5)

and satisfy

gun () = eyl en M- (F.6)

One uses vielbeins to transform components of vectors expressed in coordinate

basis to the non-coordinate basis and vice versa. For example,

VM = eMye and V*=e, VM, (F.7)

Finally, we can use the general coordinate-dependent metric, gp/n to raise or
lower coordinate space indices (M, N, P...) and the Minkowski metric, ny/x to do

this on non-coordinate space indices (a, b, c...).

F.2 Spin Connections

In standard GR, we know that affine connections are introduced to absorb the
effect of the curvature of a manifold when trying to look at a local point. The
aforementioned are objects that depend on the coordinates. The equivalent in
non-coordinate space is given by the spin connection, €2,,. In the case of fermions,

which are spinors of the Lorentz group, the spin connection can be found using
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F.2. Spin Connections

Q%004 with o, = 1[7a, 7] and it is defined as

Pa Qb

1 1 1
Q‘}\Zaab:(éeN“(GMe?V—aNeI}w)—§er(0Me‘}V—8Ne‘}W)—§e e (8pch—(9erc)e§w>0ab

(F.8)

F.2.1 Derivations of spin connections for the warped

case

The full derivations for fo’aab and Q‘gbaab are given here.

1 1
Qfab%% :<§€Na(8u€?v - 0NeZ) - §€Nb(3u€7v — Oney,)

1
= 3¢ e (Opeqe - 8erc)€;> YaVo

1 1 1 1 .
:( — 565“8562 + §e5b35ez — ée5ae”b(85eyc)ez +5e e (se,.)e #> YaVb
L fW) s 5a ¢b
Y 5% — ebag
(3577055 = )
1 1
= G ean’ el (Osmerel)ef, + zn“deanee5(8sncf€5)6Z>’mb
f(y>, ( be 5 sa ac b b
= <— n 605 -1 ecéu)
4 / H
1 f( ) ( ad55 be 55 f _c ad (55 b655

0l el —
V) Ty

%7055 5o 0% + Ner 0305 (1845707 — 7*657°6Y)

nerble ))%%

\/_

_ ) f)' s
*)%ﬂ/ + f(y)'VMV
. f(y)/ 5
= ) Yoy (F.9)

The same term arises from evaluating sz%fya with the opposite sign, therefore

we can conclude that

1 /
g, = L IY) Ty (F.10)
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F.3. Dirac operators in momentum space

where v, and 7° are the usual gamma matrices in Minkowski spacetime.
ab 1 Na b b 1 Nb a a
Qv = 3¢ (Osepy — Oner) — ¢ (Osely — Ones)
1
) <€5a€“b(a5€uc)€§ — e 5b(a5€uc)€5>)’7a%
1 5a ,ub c 1 Ha o 5b
;¢ € (856uc)€5 + 26 (8 6u0)65> Ya Vb

1
:<§ (e““&ei — e“bﬁg)efj) ~3

1 ca f<y>, b 1 be f(y)/ a
—(Zem DLl 5
( i 2 T

- ;n“deinbee“(awcfeﬁ)eé + ;nadeé‘nbeé(asncfei)%)%%
L 0taL )
;Qf\/()—( o’ \/M—wncf% E+n” %nbeé%ﬁf 65)%%
—I;?(J;) (Y — YY) — ZJE?;I) (= 57" + 15,7"7°)
=0 (F.11)

Therefore, ngaab =0.

F.3 Dirac operators in momentum space

Here, we show the procedure for going from coordinate space to Fourier
space for the four different Wilson-Dirac operators, evaluated at the mean-field
background, the inverse of which appears in the expressions of the currents in
Eq. and Eq. The Wilson-Dirac operator M,, n;.n1jns il momentum
space is given by

/

4(n5) (eipu - e*"p/“) (5”57”5

1
)2

pn5p ns_zezpn 7zpn Zp“f’n,g) |:
75( ( 5) Us(ns — 1) 1) )
nd—l—l ns na 7”5
\/ \/ 7’L5 — 1

(g
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F.3. Dirac operators in momentum space

1 .y ./
+ 30 s (e = 24 5u(ns)e )1, )

f(ns)
v v —1
B Y Mg)}
2N/ f(ns) f(ns —1)
= 5;%’)1),&_"7’@ [ — Z ivuf(n5)3/2174(n5) sin(p:L)éns’ns
n

v5(ns — 1) f(ns)* - n5)

_ _5 _ 3/2 —
(3na)15)* 83115 = = s

1/ v5(n5 — 1) f(ns)?
+ 5 <U5(n5)f(n5)3/25n5+1,n5 - 2f<n5)25n5,n5 + f(n5 — 1) ns—1 n5>:|
= 51(9/,)101167@1‘ {174(”5)]0(715)3/2 Z ( - Z.fyu SiH(p:L) + Cos<p;))5n5,n5

Us(n ns )32 Us(Nns — ns)?
+ 5 5)1;( ) (=75 + 1)0ngt1.ms — 52( Sf(;))f_( 1;> (s + 1)(5715—1,715)
(0 £+ 0 = 470 = 010 (F.12)

and similarly for M, nsm.n, We find

/\;ll(,%?n5;p,,,n5 = (5](3 )p, 6P {174(n5)f(n5)3/2 Z (= ivusin(p),) + cos(p),)) onsms
m
Us(ns) f(ns)*/? U5(ns — 1) f(n5)?
+ - + 1 6n5 ns -
9 ( Vs ) +1, 5 f(n5 = 1)

(PO S = 470 4 0= Df 0 Yo (13

(’75 + 1)5n571,n5)

We also find M, ;;:n.ns+1 i momentum space to be

i'ng —ip 2 ip! —ip!
My s p ns+1 = § o'’ [ § Youf (15) _U4 n )(ep“ —e p”)éns,%—&-l

Us(ns — 1)f(n5)2
f(ns —1)

Y5 [
-2 <"U5(n5)f(n5)3/25n5+1,n5+1 - n5—1,n5+1>

2
+ (13 (1) + mF (15)? )
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F.3. Dirac operators in momentum space

n 3/2 L it
3 2O et~ 2 4 e )

m

f(ns)? ( Us(n5)

vs(ns — 1
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Us(ns — 1) f(ns)?
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I
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+ 6n5 ns - 25715 ns + —6715— ns
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I
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and similarly,

4 _ . .
My nas1rns = 050y {u(ns)f(m)w > (= ivusin(®),) + cos(p),)) dnys1ns

w

Us(ns) f(ns)** ~ O5(ns — 1) f(ns)?
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- (F0a) Sy = 410+ = D] (19
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