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Introduction

There are specific problems to overcome in
decay data analysis; in particular, difficulties
can arise in accounting for internal conversion
when the internal conversion of a gamma ray
transition is significant. If there are no
experimental 1CCs available, theoretical ICCs
have to be adopted, and the evaluator is faced
with having to choose a value from a number
of comparable theoretical approaches. Hence
it is of paramount importance to have both
very precise experimental ICCs and also to
know the accuracy with which any theoretical
ICC can be accepted to use.

With the availability of BRICC
calculations involving a complete picture of
internal conversion process, there is a need to
evaluate critically the situation as to how good
are the calculations when tested on the
closeness to the experimental values. Gerl et
al [1], in an exhaustive compilation on ICCs
of high multipole transitions, have almost
confirmed and recommended the BRICC
theoretical ICCs when compared to Hager and
Seltzer [2] and Rosel et al [2] values showing
the agreement with experiment within almost
1%.

As E1 transitions are often hindered
strongly and M1 transitions often appear as
mixed MI1+E2 character with uncertain
mixing, pure E2 transitions would be the
testing ground for the goodness of the BRICC
values for the ICCs.

Experiment:

In a campaign of precision measurements of
internal conversion coefficients supported by
DAE-BRNS research project, efforts have
been made to measure internal conversion
coefficients of a number of transitions
experimentally in the following nuclei "As,

99TC, 125Te, 131CS, 131Xe, “7Pm, 153Eu, 169-|—m’
Y u, Y*Tm and Y"Hf. For this purpose
radioactive sources "°Se, ®Mo, **°Sh, **'Ba,
131|’ 147Nd, 153Sm, 169Yb’ 177Lu, vy and
Y™y which are relatively long lived have
been procured from BRIT, BARC, Mumbai
over a period of three years. Measurements
were performed using the well calibrated and
optimized gamma and electron spectroscopy
systems.

A large volume 60 cc HPGe detector
[FWHM=665 eV at 5.9 keV and 1.8 keV at
1.33 MeV] coupled to a PC based 8K
Multichannel analyser was used for gamma
energy and intensity measurements after
optimization of its relative photo peak
efficiency and linearity with IAEA standard
sources. Gamma singles spectra were acquired
at a source-detector distance of 25 cm for
counting periods lasting for 4.5x10° seconds
per spectrum on an average. The gamma
spectra were analysed using computer codes
FIT and GAMMA VISION.

Conversion electron measurements were
carried out using an indigenously developed
Mini-Orange spectrometer comprising of a
window-less liquid nitrogen cooled Si(Li)
detector (surface area=78 mm?®, sensitive
depth=5.3 mm, FWHM= 2.0 keV at 624 keV)
and a mini-orange filter of nine thin wedge
shaped permanent magnets in a circular array
in a brass frame of diameter 16.2 cm with a
central absorber made of lead that prevents the
direct exposure of the detector to the gamma
rays from the source. The entire non-magnetic
stainless steel (304L) casing to hold the filter
and the source and the detector was
maintained with a clean vacuum of about 10
torr using a turbo-molecular  pump.
Transmission curves for various source-
magnets-detector  distances obtained for
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different ranges of electron energies were used
for relative conversion electron intensity
measurements. We used the Normalised Peak
to Gamma (NPG) method for determining the
internal conversion coefficients.

For normalization, we have used the
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transitions for which the precision of the
measurement is about 5% for comparison with
the BRICC values. The relative percentage
deviations (%A) have been calculated using

the definition %A= —Xexp._TkBRICC ¢ 40
Qk BRICC
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Table shows the nuclei, the transitions,
a; experimental, experimental uncertainty,a;
BRICC and the percentage deviation, %A.
Figure shows the percentage deviations. The
global average of the %A is found to be
—0.7% showing a better agreement with the
BRICC values.

theoretical o,s of the most intense transitions
of the respective nuclei. The experimental
uncertainties include only the uncertainties in
the relative gamma and conversion intensities.

Out of the many transitions for which the
ICCs have been determined in the present
work we have selected only pure E2
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