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Introduction

This thesis is an account of the research that started with a simple observation.
In 2008 the investigations of W.T.M. Irvine and D. Bouwmeester with respect
to curious solutions to Maxwell’s equations culminated in an article in Nature
Physics [1]. These solutions, which had been described earlier but less complete
by A. Rafiada [2], were dubbed linked and knotted beams of light. Although they
are more general than the term ’light” suggests, ‘linked and knotted” describes
these solutions very well: a picture of all the electric field lines at a particular
instant of time would reveal that they consist of circles, any two of which are
linked in the manner of two neighboring Olympic rings. The complete collection
of circles fill all of space in a tangled manner. 'Knotted’ refers to this tangle, but
more aptly, also to the mathematical notion of knot of which a circle is a simple
example.

One of the investigators, D.B., had been a post-doc in the group of Roger
Penrose and knew therefore very well the similarity between the new solutions
and a picture representing a certain kind of twistor, drawn by its inventor in
the standard reference for twistor theory [3]. This intriguing configuration is
referred to in the twistor theory literature as the Robinson congruence.

Both pictures, of the electric field lines and the twistor, exhibit a geometry that is
far from commonplace and a naturally justified question was therefore born: is
there any deeper connection between these? It was my initial task, as a theorist
in a predominant experimental quantum optics group, to address this question.
Confronted with this task it is also natural to search for the differences. There
are many. A twistor is a mathematical object, whereas Maxwell equations
describe accurately an import part of nature. Apart from an overall translational
movement the twistor picture does not change in time. The circles of the electric
field deform in a complicated way that is very hard to describe. There are other
twistors, unrelated to the linked structure. Besides the electric field, the magnetic
field exhibits the same structure, only rotated with respect to the electric one.
Why then should there be a deeper correspondence?

Happily, as part of present research, it was found that a neat description
of the linked and knotted solutions was possible in terms of a complex com-
bination of the electric and magnetic field. From this it could be established
that there is another physical quantity of the knotted solutions, the Poynting
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0. INTRODUCTION

vector, also exhibiting the same structure as the electric or magnetic field,
again rotated, now with respect to both. The surprise was the observation
that the time development of the Poynting vector was simple and equal to the
time development in the twistor picture. This fact was an important contri-
bution to [4,5] and led to the conclusion that further investigation was warranted.

It was realized that the investigated structures related to Robinson congru-
ences could be of interest in other fields of physics too. Plasma physics,
hydrodynamics and general relativity were possible theories among others for
which the knotted solutions could be ‘generalized’. The connection to general
relativity very much appealed to me although it implied that I would venture
deeper into terra incognita for the research group that I was embedded in.
My research supervisor encouraged this branching out of the research and
arranged support from additional researchers. In the second half of my PhD
research I have therefore worked closely together with a bachelor, a Masters, and
another PhD student. Furthermore we had fruitful discussion with Prof. Iwo
Biatinicky-Birula (Warsaw), Prof. Roger Penrose (Oxford, and Lorentz professor
2011) and Prof. Alexander Burinskii (Moscow, and visiting professor summer
2012).

Whereas the additional students, with my support, focused on studies of twistors
and Robinson congruences in plasma physics and in the linearized version of
general relativity, I set myself the ambitious goal of searching for a solution
of the full non-linear Einstein equations with a source term based on the
electromagnetic knot. The approach that I took is based on the Newman-Penrose
tetrad formalism and by the time of writing of this thesis several insights have
been obtained that reduces the large number of coupled equations to a much
smaller and more manageable set of equations. However a conclusive result
has not yet been obtained. It might well be that the next step would require a
significant numerical effort. As this thesis will show, my interest is mainly in
analytic studies and future contributions from a researcher with better computer
skills might be needed to complete this ambitious project. Apart from presenting
my findings in a clear and precise way I have taken it therefore as my task to
present my understanding of knotted structures of light, of special topics in
twistor theory, and of the Newman-Penrose formalism in a form that will bring
new researchers quickly up to date in this specialized field of research.

In the following I will describe and comment on the content of my thesis
chapter by chapter.

Chapter 1 introduces the basic ingredients for this thesis: tetrads, spinors
and twistors. With the possible exception of twistors, every physicist is familiar
with these concepts. However, the way in which spinors are introduced here, as
general mathematical objects without the for physicists self-evident association

Xii



with spin—% particles, is not standard. Vectors and tensors can be built from
spinors, and therefore it is possible to rewrite’ many physical theories in
‘spinor-language’, and this will be done in later chapters.

The introduction of a null tetrad leads in a natural way to Infeld Van Der
Waerden symbols, hybrid quantities that figure as a dictionary between "tensor-
language’ and ’spinor-language”. In later chapters the null tetrad will turn up
again, but now as a field of basis vectors in the Newman-Penrose formalism.
Twistors are introduced in the most basic and succinct manner as a combination
of two spinors. Twistor theory is covering a broad and expanding range of topics
but for this thesis only one instance of the relationships between subspaces of
twistor space and subspaces of Minkowski space will be relevant: a null twistor
as a null geodesic.

The important Kerr theorem is given, including a sketchy proof, and will play
an essential role in later chapters.

Chapter 2 is about the geometry of the key structure in this thesis, the
Hopf fibration, which is intimately linked to the Robinson congruence. Modern
literature deals with the Hopf fibration with the help of mathematical tools from
algebraic topology and discusses the geometry in question in just a few lines.
Given the importance of a detailed understanding of all aspects of the Hopf
fibration, we prefer a more basic treatment, in which all features are explicitly
written out.

Chapter 3 recapitulates the basic equations of Maxwell theory in different
forms. The familiar vector notation is used to define the units that will be used
and to list the properties that will be of importance throughout this work. The
Riemann-Silberstein vector and the Faraday tensor are introduced to rewrite the
equations in 'RS-form” and in manifest covariant (relativistic) form. Finally, the
equations are rewritten in spinor-language. Since this will be the least familiar,
some basic examples are given.

All the presented forms will be used in later chapters.

Chapter 4 together with chapter 5 are two long chapters containing most
of the new results that are presented in this thesis. It starts with a summary
of what can be considered the germ of present research, Rafiada’s attempt at a
topological theory of electromagnetism. This summary contains elucidations,
partly in the form of an appendix, not present in the original work of Rafiada as
well as explicit expressions for the fields considered to make the connection with
chapter 2. Although these expressions have appeared in the literature before [6],
we show that in order to have a manageable expression for all times, they should
be combined in the form of the Riemann-Silberstein vector (4.1). In this form
these fields were found to be given in a different context and without further
ado in [7] as a specific example of Trautman-Robinson fields. The Poynting
vector, which has not been considered before, exhibits the structure of a Hopf
fibration for all times (4.2). Alternative forms of these fields are also presented.
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0. INTRODUCTION

Next, with the help of a theorem by Robinson we show that the ‘optical analogy’
for null twistors can be extended to non-null twistors. This establishes a mathe-
matical correspondence between a non-null twistor and an electromagnetic Hopf
knot. Included is a discussion of local duality transformations in electrodynamics,
for which literature is very scarce.

The method used for the optical analogy for a non-null twistor is also applied
to a null twistor, leading to what we call a degenerate Robinson congruence. We
note that this congruence can also be obtained by a sequence of operations on
a plane wave solution, including conformal inversion and shifts of parameters
into the complex plane. This sequence was brought to our attention by work of,
and discussions with, 1. Biatinicky-Birula [7, 8].

The main results of this chapter were published in [4].

We surmise that in the later part of chapter 4 there is a strong link with the
work of E. Newman [9] but acknowledge that more research has to be done in
this direction.

Chapter 5 was intended to study the said sequence of operations in more
detail, but grew into a more general study of conformal transformations and in
particular conformal inversion, after it was observed that not much was written
about this elusive symmetry of vacuum Maxwell equations.

In the literature one encounters confusion about the interpretation of conformal
transformations. Sometimes, without explicitly stating this, it is assumed that
the transformation is just a change of coordinates, and that tensors transform
accordingly, even when only Minkowski space is considered. This is incorrect,
although results derived in this manner have been found to be valid. To avoid
confusion we present a careful elementary exposition of the symmetry at hand,
resulting in a prescription for obtaining new solutions from old ones. To the
best of our knowledge this has not been done previously in this manner.

As a new result, a nice transformation formula for the Riemann-Silberstein
vector under conformal inversion is derived and applied to some familiar fields.
Among these examples is an electromagnetic Hopf knot, which, surprisingly, is
transformed into another Hopf knot.

Chapter 6 discusses the Penrose transform, a contour integral formula that
needs a twistor function as input and the evaluation of which gives a solution
to a particular zero rest mass free field equation. It is shown what twistor
function is needed in order to get an electromagnetic Hopf knot as a result
of the contour integral. This twistor function, which was found by my fellow
students J. Swearngin and A. Thompson, adapted slightly in order to meet the
requirements, is then used in the Penrose transform to arrive at a solution to
linearized Einstein equations. This solution, exhibiting the Hopf structure in
different ways, is discussed.

The results are also discussed in [10,11].
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Chapter 7 is a review of mathematical notions from differential geometry
that are needed in the general theory of relativity, with an emphasis on the
tetrad formalism. In the remaining chapters we lean strongly on this chapter.
The method of presentation is based on [12].

Chapter 8 presents two exact solutions to Einstein’s equations. One con-
tains a Robinson congruence, the other a degenerate Robinson congruence.
Again, but different as in chapter 4, there is a relationship between the two
via a complex shift. The solutions are arrived at via the method presented by
Debney, Kerr and Schild [13], the relevant content of which is summarized and
supplemented.

Although the solutions are not new, we do not known whether they have
been published in this form. It is pointed out that there seems to be no
physical interpretation attached to the curves of the congruence. Comparison
with chapter 6, where the Robinson congruence appears as a linearized solu-
tion with interpretation suggests itself, but has not been carried out to completion.

Chapter 9 treats the electromagnetic Hopf knot in the Newman-Penrose
formalism, neglecting the curvature of space-time due to the energy density of
the knot. It leads to a suitable choice of tetrad fields adapted to the structure
of the knot and an expression for the spin coefficients in terms of Minkowski
coordinates. The knowledge of this description of the Hopf knot is needed in
the next chapter, were we try to include gravity effects.

The chapter is based on many calculations that are presented in a much
condensed form.

Chapter 10 presents an ambitious attempt to redo the calculation of chap-
ter 9, but now taking into account the effect of the energy distribution on the
curvature of space-time. This leads to a problem for which there is no obvious
solution: in order to describe the source correctly we need the metric, but in
order to calculate the metric we need to know the source. Ultimately this is
related to the problem of interpretation of coordinates in general relativity. It is
therefore allowed to take some freedom in the definition of the source, and here
we show one attempt to do this in such a way that the relevant equations can
be solved. This is "work in progress" and the assumptions that were chosen in
simplifying the problem have not yet resulted in a solution although important
insights have been obtained in how to address this challenging problem.
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Tetrads, spinors and twistors

Here we introduce mathematical concepts that are needed throughout this work.
Some of them are very familiar. However, the form in which they are presented
is not standard.

1.1 tetrads

We consider Minkowski space (flat space-time) M? and orthonormal basis
vectors {egp, e, ez, e3}:

1 0 0 0
0 —1 0 0
g(ea7 eb) = Gab = MNab , (nab) = 0 0 1 0
0 0 0 -1

Here g is the metric tensor and indices a,b,... run from 0 to 3, whereas
k,l,...will run from 1 to 4. The collection [0,1,2,3] is used to stress the difference
of the first component from the others as a time component.
It is possible to change to a basis {E;, E2, E3, E4} such that:

0 1 0 0

{1 0 o 0
(g(EkaEl)) = 0 0 0 -1 (11)

0 0 -1 0



1. TETRADS, SPINORS AND TWISTORS

Since all E;, are null vectors, this basis is called a null tetrad. Two of
them need be complex in order to satisfy the definition (1.1). An example is
provided by:

E1=% ey +es)

(
E2 = %(eo — e3)
E3 = %(el + iGQ)
E4 = i(el — ieg)

If we define (eax/) = <2;i 2;2:) = (g; g;), we find from the
form of (g(Ex,E;)) that:

g(eAX’a eBY’) = €ABEX'Y/,

in which
(€ap) = (exryr) = (_01 (1)> . (1.2)

Indices A, B take the values 1 and 2, indices A’, B’ also take the values 1
and 2, but to avoid confusion this is sometimes written as 1’ and 2’. Both {ex/}
and {e,} form a basis and therefore coefficients exist that relate the two:

esx = 0% 1 x/€q.
These coefficients are called Infeld Van Der Waerden symbols and from

the definition and the form of the metric tensor in both bases it follows that they
satisfy:

a b
0 Ax'0 By'Gab =— €EABEX'Y’. (13)

Einstein summation convention is used throughout this thesis. In the ex-
ample given above they are given by:



1.2. SPINORS

(0%ax) = % (é (1))
(0 i) = = (0 1)
AXY v2 \1 0
, o <O —z’) (1.4)
(0 ax) = V2 \i 0
(0'3AX/):% <(1) _01>

1.2 spinors

For most physicists the first encounter with spinors is in a course on non-
relativistic quantum mechanics when considering particles with spin. Every
physicist is therefore familiar with (Schrodinger) two-spinors and possibly
(Dirac) four-spinors. Lesser known is the fact that all of physics can be rewritten,
sometimes to great advantage, in spinor form. In a sense a spinor can be
considered as the "square root of a vector”" (see for example (1.6)), and is thus
more basic than a vector. Although a solid introduction to spinors should
mention the group theoretical background [14], for our purposes it suffices to
introduce spinors in a more elementary and direct way.

The considerations in the previous paragraph show that, in a sense, Minkowski
space can be considered as a subspace of the tensor product of two complex
vector spaces of dimension two:

M*Cc Mi=S®s,

in which the tensor product is regarded as complexified Minkowski space.

1
S = spin-space = {1-index spinors} = {<:ﬁ2> lp4 € C},

basis vectors: eq, ¢

S’ = conjugate spin-space= {1-index conjugate spinors} =

{(w" ¥ ecy,
basis vectors: eq/, esr.

The column and row vector notation is arbitrary, but handy in a first en-

3



1. TETRADS, SPINORS AND TWISTORS

counter on spinors. Now we can make the following identification, relating the
basis in M¢ (and M*) with those in S and S:

eAax’ =eg ®exr. (1.5)

Corresponding to S and S’ we define the dual spaces S* and S’ in which the
vector components have subindices, and we can identify S with S* via:

Ya =1Pepa or p* = By in which (e*F) = (eap).

The same relations hold for primed spinor indices. This shows that (eap)
can be considered as the metric spinor and plays the same role in S as the
metric tensor in M*, including the raising and lowering of spinor indices. The
antisymmetry of the metric spinor has consequences unfamiliar in ordinary
vector language, such as (for arbitrary spinors (¥),(¢*) and 2-component
spinor (Yap) € S* ® S*):

Yt =1y and P? = —iy

PpApa =0

pApa = —had?

ey = —08 = —e5' (65 = 1if A= B, otherwise 0)

Yap = —pa < Yap = 3eap¥g" (and obvious generalization for many-index
spinors)

Yap = tpa < thap = oPp) for some (wy) and (Bp) (and obvious
generalization)

Round brackets ( ) around indices means symmetrization and square
brackets [ ] anti-symmetrization. In the last example («4) and (54) are called
the principal spinors of (¢ ap).

An arbitrary tensor T can be written T' = T e, ® €, @ ... ® €., but also
as TAX'BY' e, ¢, @ ... ® egy: and therefore:

TAX’...BY’ AX'

..o g — BY’
T¢ = OaAX/..~O(‘BYI or Ta“.c =0, O, TAX’...BY’

Tax:. gy’ is called the spinor equivalent of the tensor 7, . and is given
by:

TAX’..ABY' = O'aAX,...O'CBY/Ta“,C.

Note that ¢°,y, is a mixed quantity, since the tensor index a is raised



1.2. SPINORS

and lowered with the metric tensor, whereas the spinor indices A, X’ are
raised and lowered with the metric spinor. The general rule for going from
tensor indices to spinor indices or vice versa with the help of the Infeld Van Der
Waerden symbols can be read off from the foregoing three examples. We see that
the spinor equivalent of the metric tensor is given by (1.3). With the choice (1.4)
for the Infeld Van Der Waerden symbols, they satisfy 0% v, = (6% 4 x/)* = 0% a1/
and it can be shown that this relation holds for every possible choice in
agreement with the requirement (1.3). As a consequence, the spinor equivalent
of a real tensor T satisfies Ty, gy, = Txar.yp. The Hermitian conjugate
T of a spinor T is defined by Tax. gy = Tx 4 _yp and this spinor is called
Hermitian if T = T. Thus the spinor equivalent of a real tensor is Hermitian. It
follows that the spinor that corresponds to a real null vector, V¢ = g%, VAX',
can be written

VAX = gAgX (1.6)

so, in this sense, it is ¢4 that corresponds to V¢ Of course, there is free-
dom in the choice of ¢#. The spinor equivalent of a real anti-symmetric tensor,
Top = —Tpa, can be written

Tax'By' = TaBEx'Y' + TX'Y'€AB, (17)

’

with 7ap = 2T,p 5" = 7pa. In this sense, it is the symmetric T4p that
corresponds to the anti-symmetric T7,;. The principal spinors of 7 define two
principal null directions via (1.6) that correspond to the eigenvectors of (7).
For a totally anti-symmetric tensor with three indices, T, we have the spinor
equivalent

Tax'By'cz' =tBx/€Ac€y’ z7 — LAy €BCEX 7/
for some tpx:/, as can be seen by using previous result. This result in

turn can be used to derive the spinor corresponding to a totally anti-symmetric
four-index tensor, T .4, as

Taw'Bx'cy'Dz' = A(€BDEW’ 2/ €ACEX'Y' — EADEW/Y/€EBCEX'Z")
for some constant a. For the completely anti-symmetric Levi-Civita pseudo-
tensor, €4p0q, this leads to a = +i. We use the convention €pja3 = 1 = —e%'23. The

choice (1.4) for the Infeld Van Der Waerden symbols gives +i. Other choices
might give —i! With a = +i we have a spinor equivalent for the dual, T of

5



1. TETRADS, SPINORS AND TWISTORS

6adeT‘cd Aad *Tab = %eabchCd

an anti-symmetric tensor Ty, defined by x«Tob = %

*Tax By’ = (—TaBex'y' + TX'y/€AB) (1.8)

where Tyx/py’ is given by (1.7). Therefore, the first part in (1.7), Tapex'y- is
called the anti-self-dual part of T4 x/py, and the last part, Tx/y-€4p, its self-dual
part.

Since in differential geometry the basis vectors are associated with differ-
ential operators, it is natural to extend the equivalence between tensors and their
spinor form to differential operators:

vAX’ =0 AX’aa.
Using (1.4) (the speed of light will be put equal to 1 in this work) we
find

V2 \ 9% — oY ot — 07 V2 \ =0, + 10, O+ 0,

This enables us to rewrite differential equations in spinor form. As an ex-
ample, Maxwell’s equations in vacuum can be written as
’
VA  pap =0
and linearized Einstein’s equations in vacuum are

VA ¢ apep = 0.

In the sequel this will be shown in more detail and we will profit from
the resemblance of these two equations, which constitutes one of the advantages
of the spinor formalism.

1.2.1 geodesic shear-free null congruences

From equation (1.5) we infer that in spin-space there exist a normalized dyad,
(94), (t4)) with eqp¥4P = 1, from which we can construct a null tetrad
{l,n,m, m} in M* satisfying (1.1), as follows:

— ! ! — !
14 = 0%, 949X 0 = 0% 1 ATK m® = 04, 0K M = 09 AX .

6



1.2. SPINORS

In these formula there is still an unnecessary reference to the basis {eo,...,e3}.
This can be avoided by writing:

1= 99, ne i, mo 9, m .

It is clear that the spinors that form the normalized dyad could be spinor
fields on M*. The corresponding null tetrad now consists of four vector fields
that satisfy (1.1) everywhere. This tetrad is a basis that possibly changes from
point to point.

We now consider a congruence of null geodesics in M*, a space filling
family of curves with the property that all curves are geodesics and the tangent
vectors to the curves are null. The collection of tangent vectors, {1(z)|z € M1},
is a vector field that satisfies {*l, = 0 everywhere, and therefore there exists a
spinor field, ¥, such that 1 <> ¥J. We complement ¥ with a spinor field ¢ such
that (¥,¢) forms a normalized dyad. The condition that the integral curves of 1
are geodesics is [*V,l¢ = f(z#)l%, for some arbitrary function f (see also section
7.2.4). In terms of ¢ this becomes 949B9X Vg x/94 = 0.

The behaviour of neighbouring null geodesics can be expressed in terms
of the so called optical scalars, rotation, expansion and shear (see section 7.5).
Following the time development of the geodesics that make up a circle at one
instant of time, it is clear what rotation and expansion do to this circle. Shear
distorts the circle into an ellipse, without changing its area. The mathemat-
ical definition of (complex) shear is m*mbVl,, or, equivalently YAYBIX'y Bx'UA.

If the congruence of null geodesics is shear-free, a property of great im-
portance in this thesis as we will see, the two equations V49P0X Vx4 = 0
and 949PX' Vpx94 have to be fulfilled simultaneously. Since ¥ and 7 form a
basis we arrive at

1 = 90 geodesic and shear-free <= YA9BV px94 =0 (1.9)

1.2.2 Kerr's theorem

We can try to solve (1.9) by decomposing ¢ in the constant basis (e1,¢e2) as

¥ =A(=Ye; +e2). Fore = (é) and ¢x = (?) we have ¢ = \ <_1Y> With
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u= %(tJrz), v = i2(tfz)7 w= %(z+zy) and w = %(mfzy)
. o Ow .
we find (Vax/) = P 0. ) and equation (1.9) therefore becomes

Y0,Y — 03Y = 0 and Y0,Y — 9,Y = 0. Note that A\ plays no role, since
94 (=Ye1 + ¢2)a = 0. The solution to these two equations can be given implicitly
by an arbitrary analytic function F' in the following way:

V! -
FY,w+Yv,u+Yw)=0, ¥ =—— <= 1< 99 geodesic and shear-free

192
(1.10)

This is known as Kerr’s theorem and is of importance in chapter 4 and 8.
In words: the general (analytic) geodesic shear-free null congruence in flat
space-time is related to the zero set of an arbitrary analytic function. Although
this theorem has been shown to work in Minkowski space, its action can be
extended to the curved Kerr-Schild spaces of chapter 8.

1.3 twistors

Twistors were invented almost half a century ago by Roger Penrose [15] and,
though not widely used by physicists, have proven very useful in solving some
nonlinear equations. There has been a renewed interest in twistors within
the physical community since E. Witten combined string theory with twistor
theory [16], but it is only very recently that twistor theory is used by high energy
physicists for calculational purposes in scattering processes [17]. Although
twistors do appear in books for undergraduate students [18], it is considered as
an advanced subject. The full body of twistor theory, with all its mathematical
intricacies, its beautiful geometrical structure and its relations with group theory,
certainly needs some time to digest. However, in this thesis we would like to
add only one very tiny thing to that body (see chapter 4), and we do not need
the full theory for that. We therefore present here only the barest essentials of
twistor theory, just enough for the aforementioned purpose.

We now combine two spinors to form a twistor: twistor space consists of

pairs of spinors (04, 1lx/) = (2%) = Z (a = 1,2,3,4) with corresponding
conjugate (Z,,) = (I14,2X) and inner product:

ZoZ, = Oy + QX Ty = 2123 4 2224 4+ 2123 4 2224, (1.11)
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A twistor for which the inner product is 0 is called null, otherwise it is
non-null. Twistor space is related to Minkowski space by the incidence relation:

04 = iXx" X'y (1.12)

in which X4X" is the spinor equivalent of the space-time point z*:

/ 1 t+z T+ iy
AX
(X244 = 7\/5 (az—iy t—z) (1.13)

It is not difficult to proof that if and only if the (fixed) twistor (Q4, TIx)
in eq. (1.12) is null does there exist a real solution for z*: in that case the
solution space is a null geodesic. (The incidence relation shows that it is really
projective twistor space that should concern us, since any non zero complex
multiple of a twistor gives rise to the same solution space. For reasons of
succinctness, here, as elsewhere in this thesis, we will not be too concerned
about technical subtleties (like analyticity, compactification, points at infinity .
. . ) that are needed for a complete treatment, whenever these subtleties do
not influence the result that concerns us.) For future reference we give here the
spinorial form of the null geodesic:

x4 = x4’ (1.14)

in which (XgY") corresponds to an arbitrary point on the geodesic, and A
is a real parameter. A null twistor thus corresponds to a null geodesic in M*.
For a non-null twistor the solution space is a subspace of M¢ that does not
intersect the real part M*. There is therefore no direct correspondence between
a non-null twistor and a subspace of M* defined via (1.12). The most natural
we can do is to consider the collection of null twistors that are orthogonal to
the non-null twistor A% {Z%A4,Z% = 0}. This zero set of an analytic function
defines a collection of disjoint null geodesics that fill Minkowski space and is
known as a Robinson congruence. Now, for A* = (0, %, 0,1) and constant t, the
structure of the projection of the corresponding Robinson congruence onto this
time slice is a Hopf fibration. As a function of time, this fibration moves with
the speed of light along the z-axis.

The details of these statements will be presented in chapter 2 and chapter 4.
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It is one of the goals of this work to show that the "optical analogy" between
null twistors and null geodesics (light rays), can be extended or generalized to
non-null twistors.

Finally, we rewrite Kerr’s theorem (1.10) in terms of twistors. Kerr’s theo-
rem states that for any spinor field ¥ that defines a geodesic shear-free null
congruence via (1.6), there exist a function of three variables, F, such that 9
is given implicitly by F (—g—;,w - g—lvm - g—;w) = 0. We can rewrite this as a
function of four variables, g, that is homogeneous to some degree, say n:

1 1 _

1
F(-%,w—%v,u— 5w) =

53

g(—i(u — L), —i(w — Lv),1,— L) (this defines g) =
= (g2)"g(i(ud? — W), i(wi? — vI!), =92, 9') =

— (%)”g(—z(uﬂl + @192), —i(w191 + ’U’L92), Y1, 192)

53

So there exists a function, f (homogeneous with the same degree) such
that:

f(i(u1§1/ + ’U)’L?Q/),Z'(’Lfﬂgl/ + ’U’L§2/),’L§1/,’L§2/) =0.

But the argument (i(udy + wly),i(wdy + vy ),91/,92) defines a null
twistor:

Z=(iXY 0y, 0x). (1.15)

Therefore the Kerr theorem can be stated as follows. The zero set of a
homogeneous analytic twistor function f(Z) defines a geodesic shear-free null
congruence in M4, or, with Z as in (1.15):

{ZY] f(2*) =0 A 2“2, =0} <= 1< 9J geodesic shear-free. (1.16)

10



The Hopf fibration

Next we present a detailed and elementary study of the leading part in this
thesis, the Hopf fibration. Amazingly, this somewhat contrived structure is
relevant in various situations in physics.

2.1 stereographic projection

Let S? be the two-sphere in R3: S? = {z € R3| ||z|| = 1}, N = (0,0,1) the
north-pole of S? and S = (0,0, —1) its south-pole. ||z|| denotes the Euclidian
norm of z. Define S% to be the two-sphere without its north-pole: S% = 52\ N,
and similarly S% = 5%\ S.

The stereographic projection from the north-pole, 7%, maps points from S% to
R?, seen as the plane through the equator of S?, in the following way.

Let (z!,22,2%) be a point in S2. The line through N and this point is

0 z!
0] +x| =22
1 3 —1
This line intersects the equator-plane in the point where A = 15

Now, 7% is defined as 7% (', 22, 2%) = (%5, 1%5). Projection from N projects
points from the northern hemisphere outside the equator in the equator-plane
and points from the southern-hemisphere inside the equator. On the equator
7% is the identity mapping. (Strictly speaking this is incorrect, since 73 maps
points from one space into another.)

11



2. THE HOPF FIBRATION

Stereographic projection from the south-pole can be done in a similar way:
7% . S%, — R? given by 73 (z!, 22, 23) = (11%, 477)- The image of the northern-

hemisphere is now inside the equator and the image of the southern-hemisphere
is outside the equator. On the equator 7% is the identity.

In physics one often encounters continuous functions f : R?> — R that ap-
proach the same value, ¢, in whatever direction, once the distance from the
origin in R? is large enough. In this case it is possible to add to R? one point,
oo, and define f(cc) = ¢. Thus f can be extended to a function f : S? — R in
a natural way. The same is true for a function g : R* — R that under similar
conditions can be extended to a function g : S* — R. The domain of the function
f and g has been compactified by one point: S? is the one point compactification
of R?, S the one point compactification of R3.

When we consider the inverse of the projection 7%, we see that here we do
have a mapping from R? that, although its values are not in R, approach the
same point in S? (when S% is considered as part of S?) whenever we proceed
away from the origin. It is then natural to add to the above definition of 7%,
the rule 7%(0,0,1) = co. We then have 7% : 5 — R? U {oc} = RZ. Similar
considerations hold for 7%.

An equivalent definition of the projection follows from the identification
of R? with C via (z',2%) < a' + iz?. This gives 7% : S?* — C¢ as

1 .2
(et a?2?) = HEE and we can add 73(0,0,1) = oco. Furthermore
1 .2
7% : 8% = Cc as mg(a!, 2%, 2%) = %4, and 73,(0,0, —1) = oo.

The inverse of the projection is easily obtained by noting that the line
through N and (z!,2?%,0) is given by

0 xt
0] +A[ 22
1 -1
This line intersects the sphere when (Az')? + (Az?)2 + (1 — X\)? = 1. The
solution for )\ is W, so:
_ 1 2 ZL‘l 2 $2 2_1
(71—]2V) 1(1'1, x2) = (1+(112)g+(x2)2’ 1+(m12):2t+(1‘2)27 (1+()I1—Sg+()l’2)2 )'

We can take (7%)7'(c0) = (0,0,1) to be included in this formula. With

the identification (z!,2?) < 2! +i2? = z and z = 2! — iz? we have:

(7}) M (z) = (124:;257 i(f;zzz)v ﬁ;é)

Similarly:

12



2.2. THE HOPF MAP

— 21 22 1—((z1)2+(22)?
(ﬂ%) 1($ 7372) = (1+(z12)2+(:r2)2’ 1+(w12)2+(zz)27 1+(Ei1§2+g2§2))/ or

z+z z—Zz 1—z2Zz

(78)"1(2) = (1+z£7 i(1tz3)" 1+22)'

W=

The "z-form" makes calculations very simple, for example 7%((7%) ! (z)) =

Very little changes in the calculations and definitions above when we con-
sider the stereographic projection in one dimension higher. Let S be the three
sphere in R*: $3 = {z € RY| ||z|| =1}, N = (0,0,0,1) and S = (0,0,0,—1). The
projection from N is:

1 2 3
W?V(xlvx27x3a$4) = (157) 1677 #)

The stereographic projection from S is:

1 582 323

1,2 .3 )
T+2®) T4a?’ T+at

r3 (o, 0%, 2%, 1) = (12
Extension of the definition and compactification of spaces work as before,
for example 73(0,0,0,1) = co and 7% : S® — R},. There is however a difference
when we would like to consider C instead of R2. This cannot be done for the
target-space, but for the domain it can: S3 = {(2%,22) € C?| ||2}]|? + |2%||? = 1}.
We identify 2! with 2! + iz? and 2% with 2® + iz* and define 73 : C* — R, as

(21, 2?%) = w3 (2, 22, 23, 2h).

2.2 the Hopf map

We are now in a position to define a very special mapping, discovered by Heinz
Hopf in 1931 [19,20], from S to S?. This map, the Hopf map, has played an
important role in physics in seemingly unrelated situations ranging from qubits
to Taub-NUT spaces in general relativity [21] and it will figure prominently in
this thesis:

H:5%— 2 H(z',2%) = (7% (5). 2.1)

Since for an arbitrary point p € S? it is always possible to find (21, 2%) € 5% such
that 7%, (p) = % and the definition of H involves the ratio %5 only, the pre-image
of (the arbltrary point) p is given by {(e!?z!,¢e'?2%) € C? | ¢ € [0,27]}. See figure
2.1 for this and the following discussion. We now investigate the stereographic
projection of this pre-image.

13
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S3 S?
H p=(Z122 + 2122, 1(Z122 — 2122), 2121 — 22%2)
eid)(Zl’ZZ)
2

™~

3

T
N 2
RC
© (Re(%), Im(%1))
RS z E
C

(X,Y,2) I
O'%y,zw) Ce

iy

Figure 2.1: Hopf mapping and stereographic projection

We split e??2! into its real and imaginary parts: e?2! = (zlcos¢ — z%sing) +
i(z2cosg + xlsing). Also: e?2? = (z3cos¢ — x*sing) + i(z*cos¢ + x3sing). Thus:
7 (€21, e1922) = 13, (zvlcosg — x2sing, r2cosg + x'sing, x3cosp — xtsing, v*cosd +
r3sing).

The result for ¢ = 0 is w3 (2! 2?23 2Y) = (%,%,%) and
we write this as (X,Y,Z). A short calculation shows that the result
for general ¢ can be expressed in terms of X, Y and Z as follows:
(2t e'?2?) = L(Xcosp — Ysing,Ycosg + Xsing, Zcosp — %Singb),

where N = = — %cosqﬁ — Zsing. We write this as (x(¢),y(¢),z(¢)) or
(2,9,2)(9):

(z,y,2)(¢) = % (Xcosp — Ysing, Ycosg + Xsing, Zcosp — lisimﬁ).

i
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2.2. THE HOPF MAP

This is a closed parametrized curve, say C, through the point (X,Y,Z) € R}
and every such point will be reached by some p € S2. This implies that all these
curves fill R}, or: any point in R}, is on at least one such curve. In fact there
can only be one curve through every point, as is clear from the form of the
pre-image of p in S3. The tangent vector to the curve at (z,y, 2)(¢) is:

—Xsing—Ycosp Xcosd)stin(b( m44sin¢ _ ZCOS¢)
1—x

T N N2
—Y'sing+ X cosg Ycosp+Xsing 1 z* .
o6 |y | (0) = N, — N (557sing — Zcosg)
z —Zsing— —*—cos¢p Zcosp— ——3sing 4
N — N (155asing — Zcoso)

It is easy to see that the first two components, when written in terms of

z, y and z are —y + xz and x + yz respectively. The second term in the third

component is also straightforward, it equals z?. The first term in the third
N— 1

component is more difficult: it equals —F~. The third component can thus

be written as 1 + 22 — % 1—13:4' We proceed to show that it can also be written as
11

+ =1 — 22 — %, and therefore + = = $(1 + 22 + y* + 2?):

1—z4
4 4
—Zsing— —E— cos¢p Zcosp— —E—sing 4
: _ 1—=x 1—=x T : _
Third component = N — N2 (15asing — Zcosp) =

4
—Zsinqb—lz#(cosgb 2

. 4 4 .
- 4+ 22 = #[7$sm¢ — TnrCos) + 2Z1T cosp.sing +

4 . . 4 4
(751)%cos?p + Z231?2¢] + 2% = jz[—1Easing + 2% — Tz Cose + (41fx4)2] =
w2 [ 1 5asing — a7 oSO+ (rmpayr — X7~ Y7 = [ 7 4asing — g5z cosg +

1 2 2 __ 1 1 2 2
(1_14)2]_1' —Y = N1z T Y

Combining these results we have the tangent vector at (z,y, z) given by

-y + Tz
T+ yz . (2.2)
%(1 — 22 —y?+2?)

The integral curves of this vector field are the curves (z,y, z)(¢) we started with.
A similar calculation shows that if instead of using stereographic projection from
the north-pole we would have used projection from the south-pole, the tangent
~(y+a2)
vector at (x,y, z) would have been: T —yz
L(-1+a2%+y?—2?)
In the definition of H we used stereographic projection from the north-

pole. It would have been possible to use projection from the south-pole.

But since 7%((n%)7'(z)) = 1, it follows that (77%)*1(;) = (w]?v)*l(j—;) and

therefore, except for a different relation between the z’ and the 27, everything
in the discussion of integral curves and tangent vector fields would stay the same.

15
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We now investigate in closer detail the tangent vector field, or, what amounts to
the same, the integral curves (z,y,2)(¢). It will be helpful to have a different
view of S? and with it of R3, which will be developed first.

2.2.1 R3 as a collection of nested tori

There is an obvious reparametrization for S3 = {(z!,22) € C? | ||2}|2+]|22|]* = 1},
namely if we write r1e® for 2! and rpe’®? for 22. Of course, r? +r3 = 1, and
this implies that there is a § € [0, 5] such that r; = cosd and r; = sind.

The topology of the set T C S3, for which ry = ry = 2v2 (0 = Z) is
that of a torus: 7 = {(3Vv2e'™,1v2e"2) | ay,a0 € [0,27]}. According to
general theorems, the topology of the stereographic projection of T on R}
is a torus too. This will also become clear by performing the calculation:
Tr = 73(T) = 73 (3v2ei1, $/2e702) = ( o ;ij‘;‘;az, s=22—). For any
fixed ao, varying o, through its range makes circles around and perpendicular
to the z-axis. It suffices therefore to have a closer look at one particular section

with «; fixed, for example oy = 0. Now varying a, gives a closed loop in the

x > 0 part of the x-z plane: ( ﬁ_lsm%, , os2—). For ap € [0,7], change to
B=ar—Z (€[-%,%]) and for ay € [m,27] change to v = ap — 3 (€ [-3, Z]).

For 8 = 0 and for v = 0 we have two different points on the x-axis. Furthermore,
the x-component of T); is symmetric and the z-component of T, anti-symmetric
for 5 — —f and for v — —v. This completes the picture of the loop in the x-z
plane. With suitable choices for a symmetric function r(v), it can be summarized
as (1 + r(¢)cosyp, 0,r(¢)siny) in which 1) is the polar angle as seen from (1,0,0).
For T, we now have ((1 + r(¢)cos¢)cosay, (1 + r(1p)cos¢)sinay, r(¢)siny), which
is the parametrization of a (when r is different from 1, deformed) torus.

For ry = 0 and r, = 1 (6 = 5) we have a circle: {(0,e"*)} C S Stereo-
graphic projection gives 73,(0,e’®) = 73,(0,0, cose, sina) = (0,0, 1222-), and this
is the z-axis in R?, or a circle with infinite radius in R?, when the point o is
included (and identified, as before, with -00).

For ry = 1 and 7 = 0 (§ = 0) we have a circle {(e?”,0)} C S3. Stereo-
graphic projection now gives mi (e"?,0) = 73 (cos3,sin3,0,0) = (cosp,sins,0),
the unit circle in the x-y plane. Note that this circle lies within the aforemen-
tioned torus and is identical with the degenerate torus, for which the function
r(v) is zero.

For any fixed ri,7o with r; > ro (0 € (0,%)), continuity demands that,
after stereographic projection, we have a torus (in R3) contained within 7}

16
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(0 = %) and containing the unit circle in the x-y plane (6 = 0). A similar
calculation as before (§ = 7) confirms this picture: for the closed loop in the

_ cosd cosan : 1 cosap
x-z plane we now have (—{¥55a: 0, T P eira;) instead of (\/57Simz 0, sinas )-
; : ; cosd cosd s
The x-coordinate of this loop varies between %55 and %%15. For ¢ € (0, %)

this interval encloses 1 and is enclosed by the previous interval for the x-

coordinate, [ﬁ, ﬁ] For every z in the new interval [1C+0ss]fl 5, 7201 we want

to check whether the new loop is closer to the x-axis than the corresponding

loop for 6 = 7%. This is done as follows. A particular =z € [1iossii57 cosd ]

corresponds to (possibly two) particular value(s) of s, say a5*”, for the new

loop: =z = %. The same z for the (§ = 7)-loop corresponds to,
1d. o 1 . . d 1—sind.sinah “*

Say, Oég LT = m Thus Slnag = \/§ — TISQ We Should

now check |27V (a5*?)| < |2°(ag!d)|, where z"¢*/°!? is on the new/old loop:

sind.cosac “* cosagt? o cosag'?.cosd . new old
1—sind.sinag < < ‘\/ifsinagld| - |1—sin5.sina§”” A |sm§.cosa2 ‘ < |COS(5'COSO‘2 |
Squaring, using sin’ap + cos’ay = 1 and cosd > 1V2 leads ultimately to

|sind.sina5¢”| < 1, which is indeed satisfied.

This shows that it is possible to rewrite the new loop as (1 +
r™e% (yh)costp, 0, "% (¢)siny) in which the function r"¢*“takes values be-
tween 0 and 7°!¢ for every .

Note that for § € (0,%) we have = > V2 and [2"““(as)| < [2°/(a2)]| for
every as. But this is not enough to conclude that the new loop is inside the old
loop everywhere, since the same value for ay in both cases do correspond to
different x values and also to different 1) values.

The remaining case where r > 71, or § € (%,g), is now easy to guess.
For any fixed 0 the projection will be a (deformed) torus that contains torus 7,
and for § | 7 the projection will approach 7. For ¢ T 7 it will approach the
z-axis (or circle in R},). With very minor changes (interchange of < and >) the

previous calculation can be repeated in order to confirm this guess.

In summary, we have seen that S® consists of a set of tori that after stere-
ographic projection lead to a set of nested tori that fill all of R3. Starting with a
degenerate torus for § = 0, the unit circle in the x-y plane, for increasing J we get
bigger and bigger tori, each containing the previous one. When § approaches 3
the tori approach the z-axis, that can be seen as a degenerate torus. This infinite

or degenerate torus itself is reached for § = 7.
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2.2.2 Hopf fibration

From the foregoing it now follows that the curve C, the pre-image of the point
p in S? for which 7% (p) = z—; after stereographic projection, is fully contained

within the torus that corresponds to § = tan_l\z—ﬂ. The collection of all the
curves that stem from ¢ € S? with |7%(q)| = \z—;| fill up this torus completely,

since every point will at least be reached once. (ITwo such curves will either
coincide completely or have no point in common, as we have seen before).
It is obvious that these ¢ form a circle in S? that is parallel to the equator.
Thus the equator-parallel circles in S? correspond to the tori in R? (or RY). It
is readily verified that the degenerate circle (0,0,-1) corresponds to the z-axis,
the equator to 7T); and the degenerate circle (0,0,1) to the unit circle in the x-y
plane. Furthermore, the (non-degenerate) equator-parallel circles in the southern
hemisphere correspond to tori that contain T, those of the northern hemisphere
to tori contained by 7.

The curve C' that contains the point (X,Y, Z) for ¢ = 0 lies in the plane
x X Y

yl=x{Y ]| +u —5( , as can be seen by taking A = <% and y = — %2,
z Z T
C is therefore the intersection of this plane with the torus that corresponds
to § = tan"!|%|. Since C also contains the point }Iii(—X,—K—Z) for
¢ = 7 (note: ijrii > 0), C must be a Villarceau circle: depending on the

orientation of the plane, the intersection of a plane through the origin with
a torus with centre the origin consists of two circles that are both on oppo-
site sides of the torus-symmetry axes, two concentric circles with the origin
as centre, or two Villarceau circles [22-24]. The fact that (X,Y,Z) together
with L’Liz(—X, —Y,—Z) are on C excludes the first two possibilities, and C
must be one of the Villarceau circles. The case z* = 1 corresponds to the
curve through oo (the z-axis) and the case z* = 0 corresponds to the curve
(x,y,2)(¢) = %(Xcow — Ysing, Ycos¢ + Xsing, Zcos¢). For |Z] = 1 this
again is the z-axis and for |Z| < 1, although (X, Y, Z) and also (—X,-Y, —Z) are
on the curve, the circle is not centred around the origin, since for ¢ = 7 we have
=7 (=Y, X,0) whereas for ¢ = 3% we have 75 (Y,-X,0) (Z = 0 gives the unit
circle in the x-y plane).

Often one speaks of the Hopf fibration, and we can now understand where
this comes from. S3 can be thought of as base space S? with fibers S?, since
every point in S? is specified by one particular p € S? and a ¢ € [0, 27) and this
interval can be identified with S*. Locally we can write S = S? x S'. Globally
this is not correct.
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2.2.3 linking

There is one more important property of the curves (z,y, z)(¢) that concerns the
interconnection between any two of them. The analogues in S? (via (73)7') of
the unit circle in the x-y plane and the z-axis are two circles that are linked once.
The concept of linking is clear intuitively [25]. Stereographic projection does
not change this linking property. Via the Hopf map and 7% these two circles
correspond to two specific points in Cc (or RZ), say p and q. Two arbitrary
points, not being p or g, can with the help of a suitably defined mapping be
mapped to p and q respectively. This mapping induces a mapping in S® by
which the curves (circles) that correspond to the two arbitrary points are being
mapped into the analogues of the x-axis and unit circle in the x-y plane. It
is intuitively clear that this mapping does not change the linking between the
curves. Thus the two circles in S* (or R?) that are the pre-images of two arbitrary
points in S? are also linked once. (These statements can be made mathematically
precise with the help of algebraic topology [26].)

2.2.4 conclusion

We end this chapter by stating that a study of the Hopf map leads naturally to a
picture of R? as a collection of disjoined and singly linked circles, organised on
nested tori, a truly remarkable and beautiful picture!
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Electrodynamics

Among all the great theories of physics, the one completed by Maxwell about
a century and a half ago takes a very special place. Maxwell’s equations show
that the speed of light is the same in all inertial reference frames. Whereas
many tried to resolve this "problem" Einstein derived special relativity from it.
It serves as a paradigm in gauge field theory and it is here that almost everyone
starts learning about that. Besides being aesthetically very appealing, it is very
hard to overrate its technological significance or its value for society in general
(try to imagine a world without knowledge of electricity). Accordingly, the
effort by engineers and scientists to solve the central equations of this theory, to
understand and make use of these solutions has been huge. The more surprising
it is that even now amazing new solutions are being found. [1,2]. In the next
chapter we will have a closer look at one such solution in which the Hopf
fibration plays an important role.

In this chapter we want to rewrite Maxwell’s equations in the language of
spinors that was introduced in chapter 1.

3.1 Maxwell equations

In nondimensionalized (Heaviside-Lorentz, c=1) units Maxwell’s equations are:
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3. ELECTRODYNAMICS

V-E=p (3.1)
OE .
V-B=0 (3.3)
OB
VXE+5;—0 (3.4)

The electromagnetic field (E,B) can be characterized in terms of potentials ¢
and A as follows:

B=VxA
oA
E=-V¢- 5.

Associated with (E,B) are the energy density w, energy flux (Poynting
vector) S, momentum density p and stress tensor o/ given by:

_E5? @9
S=ExB (3.6)
p=ExB (3.7)

&j:—ETﬂ—BUW+ﬂ“EitEj (3.8)

2

Here, as elsewhere, i,j5,k € [1,2,3] and Greek indices will indicate an ele-
ment from [0, 1, 2, 3], except when it is used for a twistor (see section 1.3).
An electromagnetic field that satisfies |[E| = |B| and E - B = 0 is called null.
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3.2. RIEMANN-SILBERSTEIN VECTOR

3.2 Riemann-Silberstein vector
A convenient way to rewrite Maxwell’s equations is with the help of the

Riemann-Silberstein vector F** = E+iB. It's complex conjugate will be denoted
by F#*. Maxwell’s equations become

V-FES =)  9FFS = iV x FFS —j. (3.9)

The Poynting vector and energy density of the electromagnetic field can
be written as

S=iF* xF% and w=iF% . F¥

A null electromagnetic field satisfies F** . FI*S = .

3.3 Faraday tensor

Maxwell’s equations can be written in manifest Lorentz covariant form with the
help of the electromagnetic field tensor (or Faraday tensor):

o -BE. -E, -E.
E 0 —-B B
AN T z Yy
F")=1E, B 0 B (3.10)
E. -B, B, 0
and the (four-)current density (p, j) as follows:
8, FH = _jn (3.11)
and
ONFHY L QHFVA 4 9V FAM = Q. (3.12)
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3. ELECTRODYNAMICS

In terms of the (four-)potential (¢, A) we can write F* = gHAY — 9¥ A¥.

Other forms of the electromagnetic field tensor are:

0 E, E, E.
E 0 —-B
By — 7] — x # Y
(F I/) (F 77[31/) Ey *Bz 0 Bm 7
E. B, -B, 0
0 E, E, E.
—F 0 -B B
= ap = x z Y
(FAW) (WaF 77[31/) _Ey B. 0 -B, |’
-E. -B, B, 0
0 B, B, B.
-B 0 -F E
wvy — (1 _pvapB _ x z y
((*F) )_(26 Faﬁ)_ —By Ez 0 _E:z:
-B. -E, E, 0
It follows that F,,F* = 2(E* — B?) and (xF)"F,, = —E - B and there-

fore we have for a null electromagnetic field: Fj,, F'*" =0 = F},, (xF)*".
The energy density, energy flux, momentum density and stress tensor ((3.5)

- (3.8)) are combined in the symmetrical energy-momentum tensor of the
electromagnetic field

1 w S
TH = —FHrOFY 4 1nm/FaﬁF@ﬂ = (3.13)
S o

Note that (3.12) does not contain 4% independent equations, but only 4 as
becomes clear by rewriting this equation in the form e,3,60°F?° = 0. This in
turn can be written in terms of the dual of F*: 8ﬁ(*F)aﬂ =0, or

Oy (+F) =0

and this is like the source-free form of (3.11). Therefore, with the defini-
tion

Fm = 1 g j(x )

all of Maxwell’s equations (3.1) - (3.4) can be written succinctly as

24



3.4. MAXWELL SPINOR

Oy FH = —ji. (3.14)

In terms of the Riemann-Silberstein vector we have

0 _FfS* —FyRS* _FZRS*

FRS* 0 —iFRS* iFRS*
(N T z Yy
FZRS* _Z'FyRS* ZFIRS* 0

3.4 Maxwell spinor

Since the electromagnetic field tensor is anti-symmetric, we know from (1.7) that
its spinor equivalent can be written as

_ - _1 R _
Faxipyr = ¢papexryr + ¢xryvieap, ¢ap=5F,pp" = ¢Ba.

This ¢4p is called Maxwell spinor. From the formula for the dual of an
anti-symmetric tensor (1.8) we find for the spinor equivalent of F,,:

1
5FAX'BY’ = QABEX'Y"

and for Maxwell’s equations (3.14) without source term (after some index
manipulation):

VAY g5 = 0. (3.16)

We see that when ¢ p is a solution, f¢oap is also a solution whenever
oV a4 x/ f = 0. It is a simple exercise to show that for a null electromagnetic
field the principal spinors and thus the principal null directions of ¢ 45 coincide:
¢ap = asap and therefore papd?B = 0. In this case equation (3.16) implies
a?aPBV sxrap = 0, as can be seen by substitution and contraction with a®. Thus
the congruence defined by « is geodesic and shear free (see (1.9)).
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3. ELECTRODYNAMICS

In anticipation of the Petrov classification in general relativity (section 7.6)
it may be remarked here that the Maxwell spinor gives rise to a simple classifi-
cation of electromagnetic fields. For this we use the two principal null directions
(PND) of the symmetric Maxwell spinor:

regular electromagnetic field: the PND are different,
null electromagnetic field: the PND coincide.

From section 1.2 we know that the principal null directions of the Maxwell
spinor correspond to the eigenvectors of the Faraday tensor. The two eigenvalues

turn out to be Ay = j:\/—i(|B|2 — |E|?) — £E. B. As can be seen using equation

(4.8) from chapter 4, this is also the solution for to the following equation:
) AB B = A+fB4. Combining previous results, we see that:

field isnull « |B|=|E|, E.B=0 < A =0 < ¢ap = aasap.

The first arrow is the definition of section 3.1, the second arrow is a re-
sult from this section, and the last arrow follows from section 1.2.

3.5 simple examples of Maxwell spinors
We now give some simple examples in which the dependence on the space-time

coordinates only appears in a common factor. Except in the last example, all
fields are circularly polarized.

plane wave in -z direction

@an) =1 (5 );

This is a solution of (3.16) if f(z*) satisfies 0,f = 9,f and (9, + i9,)f = 0. For
continuous f the last equation implies that it is holomorphic in = 4 iy. The
first equation is satisfied whenever f is a function of the combination ¢ + z.
For f(z#) = e*w*" and (k,) = (k,0,0,k) with k > 0 the electromagnetic field
is a right circularly polarized plane wave travelling in the -z direction. Using
f(z") = e""%u=" with the same (k,) leads to a left circularly polarized plane
wave propagating in the same direction.
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3.5. SIMPLE EXAMPLES OF MAXWELL SPINORS

plane wave in +z direction

When instead of (1) 8 we use (8 ?
anti-holomorphic (a function of the combination = — iy and not = + iy) and with
respect to ¢ and z it can only depend on the combination ¢ — z. Using the same
f(x*) as before, but now with (k,) = (k,0,0, —k), leads to plane waves travelling

in the +z direction. The polarization interpretation is the same as before.

) the function f(z*) must be

plane wave in -x direction

@an) =) (1)

Now f(z") has to satisfy (0; — 0, — 0, +10,)f =0 and (-9, —i0y, + 0, +0,)f =0,
which is equivalent to 0,f = 9,f and (9, — id,)f = 0. So f(z*) is a function
of z —iy and t + z. Again, we can use the same f(z*) as before, now with
(ku) = (k,k,0,0) and we have a plane wave travelling in the -x direction with
amplitude twice as big as before. The interpretation of polarization is the same
as in the previous cases.

plane wave in +x direction

When instead of using G 1) we use _11 11> the function f(a*)
depends on z — iy and t — . Again using the same f(z#) leads to propagation

in the x direction and polarizations as before.

plane wave in + y direction

—1

@ane) =) (1 1):

Now f is a function of x + iz and ¢ + y. The same f as before with
(ku) = (k,0,k,0) leads to plane waves propagating in the -y direction and
polarizations as before. Complex conjugation of the matrix entries leads to
propagation in the y direction.
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3. ELECTRODYNAMICS

constant fields

Note that (¢ap(z")) = f(a*) <(1) (1)> and (dap(at)) = f(zM) <—01 (1)>

are only possible for constant f and leads to a constant electric field with-
out magnetic field and a constant magnetic field without an electric field
respectively.
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Twistors and electromagnetic
knots

4.1 electromagnetic field with Hopf-structure

In 1989 AF. Rafiada published an article [2] in which he showed that solutions
to source free Maxwell’s equations can be obtained from functions ¢,6 : 53 — 2
that satisfy a duality relation. By considering the Hopf map, he arrived at an
electromagnetic field where the magnetic field lines are the closed curves C
from chapter 2. The electric field is everywhere perpendicular to the magnetic
field and the electric field lines also form a Hopf fibration. We will refer to such
a configuration as an electromagnetic knot [1,4].

Here we will shortly summarize that part of Rafiada’s paper that will be of
importance to us in the sequel, supplemented with explicit calculations for the
electromagnetic field.

Start with two complex functions, ¢(¢,r) and 60(¢,r), defined on the three-
sphere. Let

— Va 9ux"0ux—0uXx"9ux
fiw(X) = 5 e

Define F,,, = fu(¢) and G, = fu(0) and suppose that F' is the dual of
G:

F,, = xGQ)u = %ewagGo‘ﬁ.

When we apply 03 to F,s we get sums of terms symmetrical in § and v
or 6. Thus €*7°93F,5 = 0. For the same reason we have ¢*#7°93G.s = 0.
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4. TWISTORS AND ELECTROMAGNETIC KNOTS

Therefore, F' and G satisfy the homogeneous Maxwell equations, equation (3.12).
But 0 = 1€03,60°G? = 0°(+G)ap = 0°Fop. Thus F also satisfies the source-free
inhomogeneous Maxwell equation, equation (3.11). Interchange of the role of
F and G in this argument shows that G also satisfies all of the (source-free)
Maxwell equations.

Rewriting Maxwell’s equations in the Lagrange formalism, using the dual-
ity condition as a constraint, shows that it is only necessary to have the functions
¢ and 0 for ¢ = 0, because the duality relation, which takes the form (or better:
that implies) (V¢* x V¢) - (VO* x V6) = 0 now, remains valid once it is for ¢ = 0.
See the appendix to this chapter for more details.

So all we need to make this prescription work are two functions,
¢,0 : S3 — S? that satisfy (Vo* x Vo) - (VO* x VO) = 0. The first

function that comes to mind is the Hopf map H(z',2?) = (w?v)_l(j—;)
(2.1). If we stereographically project (from N) S® onto R?® and S? onto
R?, this function becomes ¢y(r) = ¢u(x,y,2) = % This follows
from w3 (21, 2%) = w3 (at 2?23, 2t) = (%,%,%) = (z,y,2) and
5 = i;iziz = f“ﬂl . With 72 = 22 + ¢% + 22 we have 12 — 1 = 2
ZHiTE g
since [[(z!,22,2%,2%)]] = 1. A straightforward calculation shows that
2(xz —y)
B(t = 0,r) o V¢i, x Vopyg « 2(x + yz) . As expected the mag-

1— a2 —y? 4 22
netic field lines coincide with the integral curves C (2.2) from chapter 2. We still
need a function 6(0, r) that solves the duality relation. It is natural to try another
Hopf structure, rotated with respect to the previous one. The level curves of the
function 0y (z,y, 2) = ¢35 (y, z,x) certainly exhibit a Hopf structure (level curves
of ¢* coincide with those of ¢ , but different numbers are attached to the same
—1—a2% 4y + 22
curves). This 0y gives E(t = 0,r) o« VO}; x VO o 2(z — xy) and
—2(y + z2)
it follows that it solves the duality relation (V¢ x Voy,) - (VO3 x VOg) = 0.
Therefore we finally have a solution to Maxwell’s equations in vacuum in which
at ¢ = 0 the electric and magnetic field lines are perpendicular Hopf fibrations.
In particular, any two electric (or magnetic) field lines are (possibly degenerate)
circles that are linked once. Although the smooth time development according to
Maxwell’s equations deforms the circles into intricate closed curves, the linking
property is not broken.
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4.2. RELATION BETWEEN NON-NULL TWISTORS AND ELECTROMAGNETIC KNOTS

4.2 relation between non-null twistors and electromagnetic knots

A detailed calculation shows that the electric and magnetic field at ¢ = 0 are
given by the following expressions:

—1—a2? 4+ y? + 22

E(0,r) = W 2(z — xy) ,
—2(y + z2)
2(xz —y)

1— a2 — g2 4 22
As can be expected, the expression for both fields for arbitrary ¢ are rather

intricate, but if we combine these to form the Riemann-Silberstein vector we
have a simple expression:

(x —i2)? = (t—i+y)?
F(tr) = (e | 200 —i2)(t =i +y)

i(x —iz)? +i(t —i+y)?
(again, the speed of light has been be put equal to 1). It is easy to check
that the field is null.
However, in the sequel we will often use a rotated version of this field configu-
ration, a(n active) rotation around the x-axis, such that the direction of the z-axis
goes over into the direction of the y-axis:

(x—iy)? — (t—i—2)?
i(r —iy)? +i(t —i—2)? 4.1)
—2(x —iy)(t—i—2)

1

R (O R

From this it is immediately clear that the separate expressions for the fields
become simple only for ¢ = 0, the instant of time when the electric-, magnetic-
and also the Poynting vector field all have the structure of a Hopf fibration. The
general formula for the Poynting vector in terms of the Riemann-Silberstein vector

—i@RS* ., @RS
gives a tractable expression for all times:
2(z(t - 2) +y)

2y(t —2) - ) (42)
2+ —(t—-2)%2-1

1+ 22 +y?+ (t—2)?)

ST@ 2@ )
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4. TWISTORS AND ELECTROMAGNETIC KNOTS

This shows that the structure (i.e. a picture of the field lines) of this vec-
tor field moves undistorted along the z-axis with the speed of light (see figure
4.1). This closely resembles the geometrical picture of a non-null twistor
described at the end of chapter 1. We now present a deeper correspondence
between a non-null twistor and the knotted electromagnetic field, in which the
Poynting vector plays a central role. But first we note that equation (4.1) implies
that the electric field can be written as a combination of two vector fields that
both have the structure of a Hopf fibration that moves undistorted along the
z-axis. A different combination of these two fields yield the magnetic field (with

f=71@h)):

=2 g (2 2y — (t - 2))
E((t,r) = Re(f) —2((t — 2) + zy) —Im(f) (1 —2*+y* = (t — 2)?
2(—y +x(t — 2)) —2(x +y(t —2)) 3

2(2y — (t = 2)) 1=y + (t—2)?
B((t,r) = Re(f) [ 1- a2+ 9% — (t— 27 | +Tm(f) | —2t—2)+2p) |
—2(xz+y(t — 2)) 2(—y +x(t — 2)) oy

We therefore have three orthogonal Hopf fibrations moving with the speed of
light along the z-axis, one of which corresponds with the Poynting vector, and
different space and time dependent combinations of the other two make up the
electric and magnetic field.

The Riemann-Silberstein vector (4.1) can also be written as a combination of five
time independent vector fields with time dependent coefficients:

—(1+1r2)3 _ 4t .4t t?
531 E By — A
(=i - Bt B G A G Ot

F®(t,r) = W}.

(4.5)

In this expression A is the vector potential, B = V x A, and C is the
vector potential for the electric field (since V.E =0), E=V x C:
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Figure 4.1: Some electric, magnetic and Poynting vector field lines of an electromagnetic knot
for t=0 and t=1. At t=0 the (electric, magnetic or Poynting) field lines are singly linked circles
on nested tori that fill all of space. At t=0 the structure of all three fields is identical up to
rotation. Linking is conserved, but the overall structure of the electric and magnetic field lines
gets strongly distorted, whereas the structure of the Poynting vector is independent of time:
it moves along the central axis with the speed of light. (picture produced by A. Wickes)

z -1 -1
A():At:():m 1 /CO:Ct:OZW z and W = 7
— —y
— ',‘2 3 .
Alternatively, FRS(t, r)= %{Ffﬁo + Z(lj_itrz)Dt:O + ﬁW},

in which D = C + iA is the vector potential for F*%. Note that W corre-
sponds to a constant electromagnetic field, on which we have to say more in
chapter 5.

One of the first things one learns when studying twistor theory [3,27] is
that there exists an optical analogy for a null twistor. A null twistor corresponds
to a null geodesic in Minkowski space, hence to a light ray. No such direct
analogy is given for a non-null twistor, although we have seen that its geometrical
picture resembles the Poynting vector of an electromagnetic knot. We proceed
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4. TWISTORS AND ELECTROMAGNETIC KNOTS

to show that this analogy is not merely a pictorial one.

As was shown in chapter 1, the geometrical picture corresponding to the
non-null twistor (A*) = (0,%,0,1) is defined to be the congruence in
M* build from all null geodesics (straight lines) that correspond to null
twistors Z orthogonal to A: {Z%|A,Z* = 0}. Since Z must be null, it

can be written as (2%) = (iX4Y Iy, [Ix/) with (X*Y') given by equation

(1.8) and (t,z,y,2) € M* c M. From (A%) = (0,%,0,1) it follows that

A,) = (0,1,0,-X). The orthogonality condition can now be written as
Vol g y

(x —iy)Ily + (=i +t — 2)[Iy = 0 and is solved by

(I11,II5) = f(z")(—t + z — i,z + 1y), (4.6)

in which f(z#) is an arbitrary scalar function that does not affect the inte-
gral curves of the corresponding vector field, known as a Robinson congruence,
k* = o, TIATTX'. Note the change from (ITy/,Tly) to (II;,IIy). According to
Kerr’s theorem (1.10) this vector field is geodesic and shear-free (in the notation
of chapter 1: w + Yv + ¢Y = 0 here). These two properties also follow directly
from A2V 4 x/ 115 = 0 (1.9), which is easy to check for considered spinor field,
or from (1.16) with f(Z2%) = A,Z“. According to a theorem by Robinson [28] it
is possible to construct a null electromagnetic field from any geodesic shear free
null congruence: a scalar field v (¢, z,y, z) exists such that the spinor equivalent
of the anti-self-dual part of the electromagnetic field tensor is given by

(I)AB = €wHAHB. (47)

(On hindsight, looking back at the discussion following (3.16) in combination
with (1.9), we could ourselves have come up with Robinson’s theorem, or at
least (and somewhat less presumptuous), this theorem should come as no
surprise. However, Robinson wrote [28] in 1961. Not much of what is needed
for the theorem was known then, and besides, spinors were not used. Even just
checking [28] is not so easy a task.)

We now show that an explicit solution can be obtained in the form of
an electromagnetic knot. From FFS* = Fo = 0,20, Faxipy =
200" 0, P $apexys and using (0p*Y) = (0%, (™)

(0! ax:); (U2AX/) = —( 3AX/) =

0?,x) and (o = (03 ,x/) together with equa-
tion (1.4), we find
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Qoo — P11
FA5% = [ i(®go + ®11) | - (4.8)
—2®¢;

This leads to the following relation between the Poynting vector corresponding
to ® 45 and the vector field (k°, k) that is related to the Robinson congruence:

S = 2¢¥e? K%k (4.9)

kY = 0%y ITATTY . (4.10)

Here we already see that the structure of an electromagnetic knot emerges, since
k is a Hopf fibration that moves with the speed of light along the z-axis. For
null electromagnetic fields and given Poynting vector, the only freedom left for
the electric and magnetic field is a local duality transformation:

FRY = glephS (4.11)
in which «(2*) stisfies
Va = g(z")S (4.12)
and
dra = —B(z")||S]] (4.13)

for G(z*) an arbitrary function. This follows from writing out Maxwell’s
equations for F¥" and for F*® (3.9). For 3 = 0, a is constant and the duality
transformation is global. For 3 constant, « satisfies the homogeneous wave
equation as follows from the for null fields valid equation V - S = —d,||S]|.

The general formula for the energy density, ¢, in terms of the Riemann-Silberstein
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4. TWISTORS AND ELECTROMAGNETIC KNOTS

vector

e=1 RS+ pRS

when combined with equation (4.7) leads to
€= 2e¥e?" (k)2

Together with equation (4.9), this gives
(Efictd, P picta) = 2 [ dre¥e? kO(k°, k)

which for source-free fields is an (energy-momentum) four-vector [29].
Combining equations (4.6), (4.7) and (4.8) leads directly to the electromagnetic
field that corresponds to the twistor (A%):

(x —iy)? — (t—i—2)?
F = g(am) [ i(z —iy)? +i(t — i — 2)?
=2z —iy)(t—i—2)
in which g¢(z#) is a function built from f(2*) and . When compared
with equation (4.1), we see that with the choice

g(at) = m,

we indeed do get a solution to Maxwell’s equations. The mathematical
relation between a non-null twistor and an electromagnetic knot is hereby
established. However, we still do need to investigate the freedom left in the
choice of g(z*).

4.2.1 relation is not unique

Any solution of Maxwell’s equations with the property of having a Poynting
vector that has the structure of a Hopf fibration that moves undistorted with the
speed of light along the central axis will be referred to as an electromagnetic
Hopf knot. From equations (4.6), (4.9) and (4.10), it is clear that any choice of
g(x*) that is allowed by Maxwell’s equations corresponds to such a knot. We
have seen that among the solutions is the particular knot given by equation (4.1),
say F**"" and corresponding S**"* (4.2). From equations (4.6)-(4.10) we see that
for any other solution there exist functions ¢ and f such that

FRS = h(2)FP, S = h(a)h*(z#)SP*" and h(zt) = e?(f)2.
Again, we see explicitly that all solutions are electromagnetic Hopf knots.
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Those that have S = SP*" can be obtained from the particular knot by a
local duality transformation, see equations (4.11), (4.12) and (4.13). The case
|h(z*)] # 1 might lead to different solutions, but not to different structures,
since at every point the Poynting vector is multiplied by a positive number and
(because E - B = 0 and ||E|| = ||B||) the only new consequence is that at each
point ||E|| gets multiplied by the square root of this number.

Write i = |h|e’® and consider Maxwell’s equations for F*5 = p(zr)Frert:

V- F7 =0 gives

V|h|-EFY" — |h|Va - BP" =0 (4.14)

V|h| - BP* 4 |h|Va - EP =0 (4.15)

V x F¥ = i9,F7 gives

V|h| x EPY — |h|Va x BPE = BP9, k| — [h[EPT 9 (4.16)

V|h| x BP*"" 4 |h|Va x EP* = BP9, |h| — |h|BP*"" d;0. (4.17)

Now suppose « satisfies equations (4.12) and (4.13) for some  and S = SP*"*",

The equations (4.14) - (4.17) then become

V|| - EFE = 0, VIh|-BFE =0, VIh| x EPS = —BP"9,[h|  and
V|h| x BP" = BP9,

The first two equations imply V|h| = ~(z*)S*** for some function ~y(z"),
and this combined with the last two equations give 9;|h| = —y(z")||SP*"*||. The
norm function |h| thus satisfies the same equations as the phase function «,
except for a (possibly) different function multiplying the Poynting vector.

We proceed to show that this exhausts the possibilities for solving Maxwell’s
equations with given Poynting vector S = h(z*)h*(z*)SP*".  Suppose
a(z*) = ag(z") + ap(z”) + ag(z”) with Vag = s(x#)SP*"", Vag = e(z*)EPY",
Vap = b(z*)BP*" and e, b not both equal to 0. From equation (4.16) it follows
that (Va x BP*") . EP*" = ||SP*"||0,a and, given the assumption for «, this
leads to 9, = —s(z#)||SP*""||. This equation is used in that part of equation
(4.16) that is perpendicular to BP*"" to obtain e(z") = 0 and in that part
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4. TWISTORS AND ELECTROMAGNETIC KNOTS

of equation (4.17) that is perpendicular to EP*"™* to obtain b(z*) = 0. This
contradicts the assumption.

The requirements on |h| and « define an equivalence relation and partitions the
electromagnetic Hopf knots into equivalence classes. A class is defined by the
structure (i.e. integral curves) of the Poynting vector and again within this class
an equivalence relation is defined by the condition on a(z#). This subclass is
defined by the Poynting vector, not only its structure but also its norm. This
result is obtained as follows. For F' ~ F < F’ = ge'’F, reflexivity is achieved by
g =1 and § =0, symmetry by g — é and § — —f, and multiplication of norm
functions and addition of phases supplies transitivity.

The question arises whether there exist a local duality transformation sat-
isfying (4.12) and (4.13) such that the electric and magnetic field lines also
move undistorted in time, like the structure of the Poynting vector. This will
be the case if there exists a function h(x*) such that wfzg% = G(zM) is a
real function (see (4.3) and (4.4)), and |h(z")| and o = Arg(h(z")) both satisfy
equations (4.12) and (4.13) with a function 8 = ; and § = [, respectively. This
leads to:

from the condition on |h(z")]:

(4 1= 122 + 400G + 6IGI (12 +1 = 1)t =~ o8
and
(2 +1-12)24+4r?)V|G| - 6|G|(t> =1 —r?)r b

- \/((t2+17r2)2+4r2)s
from the condition on ¢, split into real and imaginary parts:
2 —1—12)0,G + 6tG = —(2t LGRS RS
(= 1-1)0G + (2t + —LC s

92 —(($2 1 — 2 _ 2t
t9,G + 6G = ((t L e A 1Ll

and

2 _ 1— 2 _ = (2 51(t2_1_rz)
(t r)VG — 6Gr = (2 + )G,

2AVG = —((t2 —1—12)B — 2 GS.

(( r)se \G\((t2+17r2)2+4r2)%)
These are six real equations for three real functions, (1,02 and G. From
the structure of the Poynting vector we can conclude that G = 0 does not appear,
so either |G| = G or |G| = —G everywhere. From the three equations containing
time derivatives or the three vector equations, it is easy to show by elimination
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4.2. RELATION BETWEEN NON-NULL TWISTORS AND ELECTROMAGNETIC KNOTS

of By that the only possibility is |G| = G. Elimination of §; from the vector
equations now leads to a contradiction. So the "best" we can achieve in this
respect is the decomposition of (4.3) and (4.4).

4.2.2 changing the twistor

A different choice for the non-null twistor A* will lead to a different class of
electromagnetic Hopf knots. It is instructive to calculate the electromagnetic
field that corresponds to the arbitrary non-null twistor A% = (%, %, ¢,d). The

analogue of (4.6) is
(T1y,115) = f(x*)(c(x — iy) + d(t — 2) + ib, —c(t + 2) — d(x + 1y) — ia)

which leads to

Boo = eV f2[c(x —iy) + d(t — z) + ib]? (4.18)
1y = eV f2e(t + 2) + d(x + iy) + ia)? (4.19)
oy = —eV f2c(x —iy) + d(t — 2) + ib][c(t + 2) + d(x + iy) + ia). (4.20)

From these, remembering (4.8), interesting properties can be read off.
For example, (A%) = (07%,0,1) and b € R\{0} leads to the same solution

space as before, but with z* replaced by (2/)* = fz#. For b > 0 this amounts

to an expansion (b > 1) or contraction (b € (0,1)) of previous solutions. For
b < 0 there is an additional parity change and time reversal. All of these will
be referred to as dilations. This interpretation of b remains valid for ¢ # 0, but
not when a # 0 unless a and b change both with the same factor. In general,
for a non-null (Re(b) # 0) twistor A% = (a,b,0,1), we find that Re(b) is related
to dilations whenever ¢ is constant, I'm(b) to time translations or, equivalently,
z-translations and that Re(a) is related to y-translations and Im(a) to translations
in x direction.

When we interchange the components of the spinors that constitute the twistor
and negate ¢, (a,b,0,1) — (b,—a,1,0), we find that the new solutions will be
obtained from the old ones by a conformal inversion, z#* — -2 (the general

T,
rule is F* — —F5(+ — —¢), which for Hopf knots amounts to a conformal
inversion, see chapter 5). The interpretation of a and b is exactly as before.

The class of solutions of Maxwell's equations that is obtained for
a=b=c=d=1Iis:
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4. TWISTORS AND ELECTROMAGNETIC KNOTS

2y — z(t + x)) 2(z+y(t + x))
E = Re(g(z*)) —2(yz+ (t+x)) —Im(g(z) [ 1+ — 22— (t+2)?* |,
1

(t+ )2 +9y% — 22— 2(yz — (t+x))

2(z +y(t+x)) 2(y — 2(t + 1))
B = Re(g(z")) | 1+9% - 22— (t+2)? | +Im(g(z")) ( —2(yz + (t+x)) ,
1

2(yz — (t +2)) t+a)?+y? -2~

1+ (t+x)? —y?— 22
S =1+ (t+2)?+y*+2°)(g(="))(g(2"))* 2(y(t + ) — 2)
2y + z(t + x))
It can be seen that a representative of this class is given by a rotated ver-
sion of (4.1), the axis of rotation is the y-axis and it is such that the +z-axis
rotates to the +x-axis.

4.3 the method applied to a null twistor

We have seen two routes to visualize a twistor. The first is valid for a null twistor
and gives a ray of light, the second for a non-null twistor and gives a class of
electromagnetic Hopf knots. What happens if we use the second method for a
null twistor? Applying this method to (A®) = (0,0,0, 1) leads to the class of

1 (z —iy)* — (t = 2)°
FRS = _— — ___|i(z—iy)?+i(t—2)%], (4.21)
—2(x —iy)(t — 2)

2x(t — 2)
S x ( 2y(t —2) ) ) (4.22)

Changing this null twistor into the non-null (4%) = (0, %, 0,1) amounts
to applying an imaginary time translation ¢ — ¢ — ib to the field (4.21), as can be
seen from (4.18)-(4.20). Since for b = 1, (A%) = (0, %, 0,1) corresponds to (4.1)
this implies that an electromagnetic Hopf knot is obtained from (4.21) by the
transformation ¢ — ¢ — 4, as can be verified by direct comparison. For this reason
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4.4. SHIFT IN THE COMPLEX DOMAIN

we shall refer to the null congruence corresponding to (4.21) as a degenerate
Robinson congruence in the sequel.

The null twistor (A%) = (0, 1,0, 0) leads to (the class of) plane waves travelling in
the -z direction (see the examples at the end of chapter 3), and (A%) = (1,0,0,0)
to plane waves propagating in the z direction. As will be shown in chapter
5, a conformal inversion of this last field in the limit & = 0 (thus a constant
electromagnetic field) leads to (4.21). Therefore we have the surprising sequence:

E=4B=g— @421) — 4.1), (4.23)

where the first arrow indicates a conformal inversion and the second an
imaginary time translation. (A%) = (1,1,0,0) leads to a plane wave propagating
in the x direction.

As a final example, the null twistor (A%*) = (0,0,1, 1) gives the class of solutions
for which the 7 rotated version (with y-axis as rotation axis) of (4.21) is a
representative.

The light rays that correspond to these null twistors via the first method coincide
with the unique direction defined by the Poynting vector of the electromagnetic
fields that correspond to these twistors via the second method. From equations
(4.9), (4.10) and (1.14) it follows that this is true in general, and the second
method can therefore be considered as a generalization of the first.

4.4 shift in the complex domain

By considering Maxwell’s equations for the Riemann-Silberstein vector (3.9),
complex numbers have been introduced in electrodynamics. On various occa-
sions we have seen that it is a convenient way to combine electric and magnetic
fields into one vector. The complex structure here acts as a bookkeeping device,
to distinguish between electric and magnetic parts. The complex time shift in the
previous paragraph hints at another possible role for a complex structure. The
source-free Maxwell’s equations for the Riemann-Silberstein vector are invariant
under all the transformations that have been obtained in the last two paragraphs
(dilation, (complex) translation, rotation, conformal inversion). Let us consider
these equations as being defined not only in M?, but in M. It is tempting
to assume that all the aforementioned electromagnetic fields that correspond
to different kinds of twistors are part of one (super)solution to these Maxwell
equations in M. Depending on where we agree to locate the real slice M* in
M¢ (and this really is a matter of choice) we do get one of the aforementioned
solutions on this slice. For example, for a particular choice of real space-time we
have solution (4.21). If now we shift the choice of real slice to a different part of
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4. TWISTORS AND ELECTROMAGNETIC KNOTS

M¢ related to the previous choice by ¢ — ¢ — i, we get the solution (4.1) on this
space-time. Pushing the real slice still further into the imaginary time direction,
t —t—1ib (b > 1) we get the expanded version of (4.1).

A careful analysis is needed to show whether this assumption can stand the test
of mathematical scrutiny, and to disclose the possible relationship with work of
E. Newman [9,30-34] and of A. Burinskii [35,36].

A somewhat related question is the following. Dilations are part of the
conformal group C(1,3). The transformations in twistor space that leave
invariant the inner product belong to SU(2,2) which is a fourfold cover of the
conformal group. Does a SU(2,2) transformation of a twistor always correspond
to a particular conformal transformation of the corresponding electromagnetic
field? Of course, the norm of (A%*) = (0, %,0, 1) is in general not the same
as that of (A*) = (0, %,O, 1), but this last twistor leads to the same class of
solutions as some constant times this twistor. The constant can be adjusted so
that the two twistors are related by a SU(2,2) transformation.

4.5 conclusion and final remarks

In this chapter several forms to represent an electromagnetic Hopf knot have
been discussed. Using a theorem by Robinson, we presented a correspondence
between a non-null twistor and a class of solutions of the source-free Maxwell
equations. Based on the relation (4.9) the class is characterized by the structure
of the Poynting vector. All solutions within this class are electromagnetic Hopf
knots. All knots that constitute one class can be parametrized by a complex
function h(z*) = |hle’™ in which both a(z#) and |h(z*)| satisfy equations (4.12)
and (4.13): a restricted local duality transformation. A different twistor will
correspond to a different class of knots only when the twistor is non-null. The
method can be applied to a null twistor, but will lead to a class of solutions
different from electromagnetic Hopf knots.

The main results of this chapter were published in [4]. Later, in [37], B.H.
Trishin discussed part of present calculations from a different perspective. He
used the Newman-Penrose formalism, the Kerr theorem and null coordinates as
will be discussed in chapter 8, to arrive at the general solution to our equation
(4.7), translated into the Riemann-Silberstein vector as:

1-Y?

FE = (1 4+ w0,Y +v8,Y)f(u+wY,w+vY) | i(1+Y?)],
-2y
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in which f is an arbitrary holomorphic function. The notation is that of
chapter 8. It is interesting to note that when we use the congruence that
corresponds to the Schwarzschild solution of Einsteins equations (according to
chapter 8 we then have Y = —2tL) we do get the following expressions for the
electric, magnetic and Poynting vector field:

—(y? + 2%+ 2r) —xy T
E xy , Bx |22 +22+2r| and Sx [y
x(z+7) —y(z+71) z

The electromagnetic torus knots described in [38] (published october 2013)
all have the same Poynting vector as the electromagnetic Hopf knot presented in
this chapter. These torus knots thus belong to the same equivalence class as the
Hopf knot. For every torus knot, there exist therefore a local duality transforma-
tion (4.11), (4.12) and (4.13) relating it to the Hopf knot. This argument might be
used to show that in the case of torus knots all the field lines are closed. In [38]
this is shown only for the "core field lines" that correspond to degenerate tori.
It is also of some interest to note that the 3 appearing in [38] and describing
part of the Bateman construction for generating null electromagnetic fields,
corresponds to Y in the method of Debney, Kerr and Schild as presented here
in chapter 8. Does this give a clue of how to arrive at exact solutions of Einstein
equations that can be described as gravitational torus knots?

Appendix

From F,, = E; and Fij = _GijkBk & B, = _%Giijjk we have
E-B = E;B; = —3€¢,FoiFji. For Fu, = fu(¢) we see that Fy;Fj, con-
tains only factors symmetrical in i and j or k:

E-B=0

Since P10 = —€apys We have G, = —(+F),, and so Go; = —B; and
Gij = _eijk:Ek s FE = _%eijk’ij-

Using F; = Fy; we get
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4. TWISTORS AND ELECTROMAGNETIC KNOTS

E(O, r) _ ﬁ 80¢* (O.,I‘)V(b(o,!‘)faoqﬁ(o,l‘)V(ﬁ* (O,I‘)

= 2m T+67 (0,0)6(0,1))2
and from E; = —Je;;,G, i, we get

1 @ 9;6"(0,r)9:0(0,r)—8;6(0,r)9, 6" (0,r)
E(0,r) = —5€ijk3m; (1k+9*(07r)9(0,r))2 * .

Combining these expressions makes it possible to calculate dy¢ and a sim-
ilar argument shows the possibility of calculating 9y from ¢(0,r) and 6(0,r).

The points in R?® for which ¢ takes a constant value consists of the inter-
section between two surfaces, one for which the real part of ¢ is constant and
the other for which the imaginary part of ¢ is constant. Very special cases aside,
this intersection is a one dimensional curve. The magnetic field lines coincide
with these level curves as follows from the following consideration. We have
V¢ -B = (0;¢)B; = —%eijk(aid))ij = 0, since (9;¢)F;, contains only terms that
are symmetrical in i and j or k. For the same reasons we also have V¢* - B =0,
and thus B o V¢* x V¢. A similar argument shows that the electric field lines
coincide with the level curves of §. We now see that the duality condition
implies (V¢* x V¢) - (VO* x V) = 0.
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Conformal inversion

5.1 introduction

It is well known that Maxwell’s equations are invariant under Poincare transfor-
mations P(1,3). Less familiar is the fact that P(1,3) is part of a larger group,
the conformal group C(1, 3), under which the source free Maxwell equations are
also invariant, as was discovered by Bateman and Cunningham in 1909 [39-42].
This extra symmetry does not lead to new (unknown) conservation laws, since
in the case of vacuum Maxwell equations the generators of the conformal group
can be expressed analytically in terms of the elements of the Poincare algebra,
all of whose conserved quantities are already known [43,44].

Apart from electrodynamics, conformal transformations play an important role
in general relativity. They are also used in a reformulation of Brans-Dicke theory
as an alternative to general relativity, in which the mass acquires a space-time
dependent variation [45,46]. This variation depends on the conformal factor Q2
from the definition of conformally related metrics: ¢’ = Q2g.

It is noteworthy to remark that in contrast with Poincare symmetry P(1,3),
requiring conformal symmetry C(1,3) for a (spin 1) vector field uniquely leads
to Maxwells equations [44].

Besides the Poincare transformations, the conformal group consists of dilations
and special conformal transformations. Here we investigate what can be learned
from this lesser known symmetry.
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5. CONFORMAL INVERSION

5.2 special conformal transformations and conformal inversion

When applying Lie’s approach to symmetries of differential equations (see
appendix A) to source free electrodynamics, you will arrive at the maximal
invariance group of Maxwell equations in vacuum [44]. The elements that
make up this group are duality transformations, dilations, Poincare transfor-
mations and special conformal transformations. The first three of these are
very familiar, therefore we concentrate on the special conformal group. We
would like to warn the reader with more than average knowledge about the
conformal group that it is a mistake to interpret a special conformal trans-
formation as a change from an inertial system to an uniformly accelerating
coordinate system [43,47-49], as used to be done early in the history of conformal
transformations and is still being done every now and then (see for example [50]).

A special conformal transformation (SC7 (b)) is given by

! +b" (zy ")
14+2(byzv)+(xpzv) (b, bY)

ot — oMt =

zH
x, v

and can be build from a conformal inversion (CZ(a)) z* — &* = a
and a translation (7 (¢)) a* — " = a# + ¢ as follows:

SCT(b) = CZ(1) o T(b) o CZ(1).

In deriving this result, use has been made of lowering indices on trans-
formed coordinates. This is done with the original flat space-time metric tensor,
n: the transformation is thus not to be regarded as a coordinate transformation!
(See the sequel for more on this.) Note that SC7 (b) o SCT (a) = SCT (a + b).

Dilations D(a) : z# — ax* can be obtained in the same way, but with dif-
ferent parameters: D(a) = CZ(a)o7 (0)oCZ(1) = CZ(a)oCZ(1). We conclude that
any conformal transformation can be built from Poincare transformations and
conformal inversions, therefore we limit our discussion to CZ = CZ(1), which
can be regarded as a length inversion operator [43] and is in itself a conformal
transformation: Maxwell’s equations in vacuum are invariant under CZ.

Note that conformal inversion is ill-defined for points on the light-cone. A
general discussion of the conformal group should therefore include M}, the
compactification of Minkowski space. However, for our discussion it will suffice
to consider M*.
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5.3 prescription for obtaining new fields from old ones

It is of no use to consider a SCT or a CZ as a coordinate transformation (as is
often done in a different context), since Maxwell equations would not be valid
in the new system. According to the approach of Lie, the physical content of
the conformal symmetry of vacuum electrodynamics is that every solution can
be transformed into another different solution. In order to arrive at the new
transformed solution from a given one, we proceed as follows.

We start with Minkowski space M*, coordinates (z) and metric tensor
1 0 0 0
10 -1 ©
1o 0o -1 o0
0 0 0 -1
7 = n and a mapping between these manifolds f : (z) — (&) given by #* = (;;)
We use the notation z - = for z,2”. Because 77 = 1 we have for the inverse

1 (%) — (x) with a# = %
We use f to pull back tensor fields to M*. In this way the metric tensor 7 is

, a copy hereof M 4, coordinates (%) and metric tensor

i_gww#

mapped to g, (2) = (Fl),u () = 255 (2) 220 (2)ila. Using 22r = 2 — 922
we get g (x) = ez m)Q N and this shows that, by definition, f is a conformal
map.

We will regard tensor fields in M* and therefore use 7 to raise and lower indices,
not g. We proceed with pulling back a Faraday tensor (3.10) (satisfying Maxwell
equations) (F),,) from M?*.

Fou(x) = (f*F)u(x) = 920 () 227 (2) Fop(#(x)) and

PR (@) = 1 Py = 10 3 B e P (0(0)) = | 31325 32 P (3 (a).

See appendix B for details of the calculation. These are tensor fields on
M*. Since F is a Faraday tensor on M*, the question arises wether F is a
Faraday tensor on M%:

OF(x) + 0, Fyu(z) + 0uFux(xz) = 0 (3.12) follows easily by reshuffling of
indices, systematic cancellation of terms and using the fact that F' is a Faraday
tensor on M*. The other pair of equations (3.11) is more intricate, but the result
is 0, F*(x) = 0 (see appendix C). So indeed, the pull back of a Faraday tensor
is again a Faraday tensor when the mapping is a conformal inversion. With
this result we end up with a prescription for constructing new Maxwell fields
(vacuum solutions to Maxwell equations) from known ones:
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1 0 0 0
In Minkowski space M 4, coordinates () and metric tensor n = 8 _01 _01 8 ,
0 0 0 -1

.’IJ“

we define functions f#(z) = Ok

If F' is a Faraday tensor, so:
ONFuy + 0, Fy, + 0,F,\ =0 and 0,F* =0 (F* = nton’PF,p)
then F” is also a Faraday tensor, in which:

Fp (@) = (0uf*) (00 f7) Fap (%) and F'™ () = pie P Fy o ().

A similar strategy to obtain new solutions from old with the help of conformal
transformations exists in general relativity, see for a general discussion [51] and
more specifically the references therein, such as [52].

5.4 transformation of Riemann-Silberstein vector

In electromagnetic calculations it can be advantageous to work with the
Riemann-Silberstein vector F** = E + iB. Instead of the Faraday tensor, F, we
should then use the anti-self- or self-dual form, F(@9 or F(9) of it:

FxSCVLSd) = (Fuw + %EW/\/JF/\’)) and FL(Lid) = (Fu — %EW/\/JFAP)

Note that F(@59) coincides with F from chapter 3 (3.15).

z< z° z v 9(&) | dz* oz T\ i
Because F), () = 95 (2) 55 (2) Fop(7%) and F/M(z) = |agmg|g:z; G () it

is not immediately clear how to calculate F(¢*9) from F(@3®. But with help from
appendix B(4) and B(5) it can be shown that in the case of conformal inversions
(but not in generall)

(& n v ~U sV
F (o) = | 53155 S Y (25) = S S P ().

Now we have: F,/“f“d) = (F}, + Leunp ) = s (x)a;zﬁ () Fop(35) +

3 s ‘ Oxh oxv z.x
e (1) 35 (0) a0 (35,

and this leads to (see appendix D):
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2 (2) FS (55),

oxv T-x

asd T
Fi*? () = 92 (2) &2

T Oa#

so the self-dual is transformed into an anti-self-dual form.

And thus: F(/st:d)( r) = nP#nUVF’(an) _ npunau%(x) gif (I)Ftisﬁd)
Ota (1) 9% of _ 0z of _ | 0(F)) 02” 0a% g ( a
oz () Oxi (m)F(Sd) CES (33) daﬁ ( )F(sd) | o(x) | 0z 93P F(sd)(ﬂ)

From this the transformation of the Riemann-Silberstein vector follows:

F () = ooy [ (02 = r?)F () + 20 x (o x FI(22)) = 2itr x P (22)]

where we have used z = (z#) = (t,r). From this it can be shown that
applying the transformation twice leads back to the original input field:
CI(CZ(E,B))= (CI)*(E,B) = (E,B). This, of course, also follows immediately
from z''* = ;ff;, = (z - x)a™ = z*. In looking for eigenstates of this conformal

inversion operation, the only possible eigenvalues are +1 and -1. More generally
we have: CZ(b) o CZ(a) =D(%) =CI(L)oCI(}).

From the transformation formula it follows that the Poynting vector trans-
forms in a complicated way, but it can be expressed as:

8" = f1(@")S(35) + fa(ah)r.
The precise form of the functions f; and f> is not very illuminating.

The nice formula for the transformation of the Riemann-Silberstein vector
under conformal inversion is to be contrasted with the complicated transforma-
tion of this vector under a special conformal transformation. In [44] it is given
as (adapted to our notation and combined to form the RS-vector):

() = (1 = 2015, + bb 5, { (b, — 1)?F5 (@) + 205, —1)(=ibof x
F (&) +itb x F* () —b(F-F (&) +F(b FRS( )))+bxT(—i (b (3 ))+zbo(
FR9 (%) +b-F x F9(2)) + (bt —tb) (—ib- & x F*° (&) — ib - F5 (&) + byt - F79(2))}

Note that in this formula, & still has to be expressed as function of z. For
(b*) = (b,0,0,0) this becomes the relatively simple

FRSI (37) —

x xr-x

ey L 02 F (25) — (e - FR¥(5)) + 2ib(1 4 bt)r x F9 (22}

Since SC7T(b,0) = CZ(1) o T(b,0) o CZ(1) and the conformal inversion of
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an electromagnetic Hopf knot is again a Hopf knot (see example (5.5.2)
below), the sequence (4.23) from chapter 4 implies that a special conformal
transformation with (b*) = (b,0) applied to the field {E = &, B = §} gives an
electromagnetic Hopf knot when b is imaginary.

Substitution of F*¥ = # + iy and b = i leads to

(x(x+iy)—(t—i)2—2z(t—i))

FRS/ o 7‘1

(x+iy)(z+2(t —1))

whereas CZ(1) o T(i,0) o CZ(1) applied to F* = & 4 ij gives (see exam-
ples (5.5.1) and (5.5.2) below)

(x+iy)? — (t —i+ 2)?
FES — W —i(x + 'L'y)‘2 —a(t - i+2)?%|.
2@ +iy)(t —i+ 2)
The difference between these is
iy(z + iy) — 22
—iz(z +iy) —iz? |, which can be written as
z(x + iy)

—1

—b* RS
Tt X (T x F).
We conclude that this last term, the general form of which will be
(1 — 20"&,, + b,b"F,@") (b — Fby) x (boF x FA(-L.)),

is missing from the expression given in [44].

With the missing term included, the transformation formula for SC7(b,0)
becomes:

RS 1
F I(I) = renigeze@—ro)) X

{(14+0t)?FR () — 02 (r(r- FP(2)) +1 x (r x F)) +2ib(1 + bt)r x FF5(2)},
the correctness of which can be checked with application of SC7(b,0) =
CZ(1) 0T (b,0)0CI(1) to other examples and various b.

An interesting application is the use of this formula to a constant electric
field E = &:

OO

SCT (i,0) ( ) =—3{Fu+Fut——t)},
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in which Fp is the Riemann-Silberstein vector of the Hopf knot (4.1). Us-
ing example (5.5.2) below we infer that the special conformal transformation
with parameter (i,0) of a constant electric field gives an eigenstate of the
conformal inversion operation with eigenvalue —1. It also implies that ap-
plying an imaginary time translation ¢ — ¢ — i to the conformal inversion of
a constant electric field in the x-direction gives a superposition of two Hopf
knots that, except for a minus sign, are conformal inverted states of each other,
H{Fu + Fy(t — —t)}. At t =0 this field is given by:

—1—a?+y?+2?
E(0,r) = ﬁ 2(z — xy) , B(0,r)=0.
—2(y + z2)

The electric field is a Hopf fibration, identical to the one in Fgy(t = 0).
For arbitrary ¢, the field can be expressed with the same definitions as in (4.5) as

— r2)3 . 2
FRS(t, r) = ((t_(;)t_r)z)s {Eo +1 1_4&2 Co + (1_,’fr2)3 Re(W)}.

The same exercise with a constant magnetic field B = § gives an eigen-
state of conformal inversion with eigenvalue +1, ${Fy — Fj;(t — —t)} . Att =0
this field is:

2(zy + 2)
E(0,r) =0, BO,r)= [1—a22+y>— 22|,

—2(z — yz)
so the magnetic field is the same as that of Fy(t = 0). For arbitrary ¢ we
now have

_ 7’2 3 . . 2
F(t,1) = by i{Bo + itis Ao + g Im(W)}.
In (4.5) we defined five vector fields of which only four had a clear phys-
ical interpretation. It is only now that we can say something about the
interpretation of the other, W:
SCT (i,0)(W) =Fyg,

the electromagnetic Hopf knot that was used to define W.
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5. CONFORMAL INVERSION

5.5 examples of conformal inversion

The transformation formula for the Riemann-Silberstein vector will be used to
investigate the conformal inversion of some specific electromagnetic fields.

5.5.1 constant electric and magnetic field

1
F — (& 4i9) = (i

0
This leads to

(2 — iy)* — (¢ - 2)°

FES — ﬁ i(r —iy)? +i(t—2)% |, or
—2(z —iy)(t — 2)
22 —y? — (2 —t)? —2xy
E/:m le' ’ B/:m $2—y2+(t—z)2
—2z(t — z) 2y(t — z)

This field has been considered in chapter 4, equation (4.21) (degenerate
Robinson congruence). Applying the imaginary time translation ¢ — ¢ — 4 to
this Riemann-Silberstein vector gives the electromagnetic Hopf knot of the next
example.

5.5.2 electromagnetic Hopf knot

(x—iy)? — (t —i—2)?
= ==y | il —iy)? +it— i — 2)?
—2(x —ay)(t—i—z)

FRS

A lengthy calculation (see appendix E) results in: 7% = —F®5*(t — —¢).
Notice that this can also be seen as a rotation of 180° around the x-axis:
F" = —Rotg (m){F5Y.

Thus the conformal inversion of an electromagnetic Hopf knot is a different
electromagnetic Hopf knot. The sum and difference of these two knots is
obviously an eigenstate of conformal inversion.
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5.5. EXAMPLES OF CONFORMAL INVERSION

5.5.3 plane wave

Example (5.5.1) is the k£ | 0 limit of the plane wave:

1
FS = eibz [ 4], (k*) = (k,0,0,k), k > 0.
0

The transformed field is a local duality transformation of the field obtained in
(5.5.1):

v (x —iy)* — (t —2)*
F = ooy | il —iy)? +i(t = 2)7 |,
—2(z —ay)(t — 2)
in which o = k-i=2%; satisfies a "generalization” of the homogeneous wave

te—r
(t2—r2)4

equation, (4.12) and (4.13), with §(z#) = km.

Of course, the field we started with in (5.5.3) is itself a local duality transfor-
mation of the field we started with in (5.5.1) and in this case « satisfies the
homogeneous wave equation (see the discussion of equations (4.12) and (4.13)).

The field of a charge distribution satisfies vacuum Maxwell’s equations
except on the distribution’s world tube. In this case we can still use the transfor-
mation formula, the resulting field of which will be the field due to a different
charge distribution. Clearly, the transformation of the charge distribution is
defined such that Maxwell’s equations including sources are invariant under
present transformation. For a conformal inversion this does not necessarily lead
to a physical acceptable charge distribution. Here are a few examples.

5.5.4 Coulomb field

T

F¥@) =% [y

V4
RSx( x [t2—r?|3 . q(t? —r?)?sgn(t* —r?) v
F (02 =t |V ] = 3 y
z z
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5. CONFORMAL INVERSION

x
This gives the dichotomic E'(z) = —qwu:‘is_rz) (y) and B’ = 0.

z
This amounts to changing the sign of the charge of the particle within the
particle’s light cone (¢ > r2), or, disregarding the solution for ¢ < 0, it is the field
of a point particle that turns into its anti-particle at ¢ = 0, the effect of which
spreads out with the speed of light.
But a better way to cope with the twofold character of the transformed solution
might be the following. Since the only purpose of the transformation is to
find new solutions to Maxwell’s equations and the transformation at hand is
ill-defined on the light cone, it is allowed to change the sign of the result in any of
the three parts in which the light-cone splits space-time. The resulting field will
still be a solution, with the possible exception of the light-cone, where it might
be ill-defined. If we apply this strategy we end up with the following physically
acceptable possibilities, of which the first two can be extended smoothly across
the light-cone.

- the transformed field is the same as the input field
- the transformation has the effect of charge conjugation ¢ — —¢
- at t = 0 the charge of the particle changes sign, which has a spreading effect.

5.5.5 uniformly moving charged particle

(through origin, velocity v, direction %)

T — vt
RS .
F (.f):m Yy — 1wz ’

z + vy

in which A = 7%(1 — #2sin*))? and ¢ = cos '(n.¥) and n a unit vector

from the charge to fieldpoint (r) [29].

This gives F™'(z) = —sgn(t> — 72)F™% (),

and again, this amounts to trading the particle for its antiparticle within
the light cone (centered at the coordinate origin) and no change outside it.

Exactly the same considerations concerning sign changes in part of the solution
apply as in (5.5.4).
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5.5. EXAMPLES OF CONFORMAL INVERSION

5.5.6 charged particle with uniform acceleration

(acceleration g, direction %)

The case for uniform acceleration is much more difficult to handle, especially due
to retardation effects. This touches the very interesting and conceptually difficult
subject of radiation reaction for charges in uniform acceleration. A lot has been
written about it for over a century, also in the context of general relativity.
Some of the frequently cited authors are Bondi and Gold (1955) [53], Fulton
and Rohrlich (1960) [54], DeWitt and Brehme (1960) [55], Boulware (1980) [56]
and Parrott (2001) [57]. Any two authors agree on some points and disagree on
others. Part of the problem is the interpretation of coordinates and related with
this the correct definition of physical measurable quantities like energy.

Here we follow Lyle (Uniformly Accelerating Charged Particles: A Threat to the
Equivalence Principle [58]), and take his solution (eq. (15.178)-(15.182)) adapted
to our notations and conventions as our input field:

(=) et O

RS _q 99(z+t _ s q 29°6(z+t .

FRP@ =25 | |, ¥t |t ameemy | Ve
—g(E -ttt -yt -

with ¢ the Heaviside step function, ¢ Dirac’s function, g the (con-
stant) acceleration of the particle (taken to be in the +z direction), and
Ri=§[(F+a22+12+22 —13)? —4(z% — *) ]2,

The charge moves along the hyperbola (écosh(gr), 0,0, %sinh(gT)), in which the
parameter 7 is eigen time. It is important to note that the step function has
been "put in by hand" in order not to violate causality principles. The Dirac
function is needed for the field to be a solution of Maxwell’s equations on all of

Minkowski space.

For the calculation of the output field we need F5*(-Z.):

We first calculate the transformed prefactor (skipping all the details) of
the 0 part

R3 (%) = %W[(% +1)? = (2% - t?)]% and note that this equals

T-x
1

the original prefactor with g~ substituted for g and an additional prefactor
1

223

R(3) = e {Rlg — g7 D).

sgn(t?—r?) g_le(tézjiz) zj
4r (R(g~1))®
%(22 —t2 _xz _y2 _92)

This is used to show that Ej(z) = ¢

and thus:
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5. CONFORMAL INVERSION

for t2 > r?2 : Ep(z) = —Eg(z;9 — g7 1).

Note that in the region 2 +¢ > 0 and > — r*> > 0 (future pointing light
cone) this amounts to changing the direction of the z-axis (besides the change in
acceleration):

Ey(z) =Ep(2 — —29 — g7 1)

For t* < r? we get a + sign instead of a - sign, but now the field is nonzero only
for z 4+t < 0. It can be written as:

Elg(x) =-Ey(t - —t,r —> —T;9 — gil)

A similar calculation leads to the transformed B-fields:

—yt
2,2y g7 0(5E) Y
Bj (x) = ¢ S o

and thus:

for t2 > r?: By(z) = —Bg(z;9 — g71)

for t* < r* we get a + sign instead of a - sign and it is nonzero only for
z+t<0.

The transformation of the J-part:

As before, first the prefactor:

We need the following:

5(t§j:2) = 5((t—z)(zft;ri(w2+y2)) - (332 t y2)5(z +1)
and frequently use the fact that f(t> — r2)d(z +t) = f(—(2% + 4?))d(z + 1)
in order to arrive at:

2 22m2 242
Tt (e +0) = S0 + 1)

and:

—T
2
Eg(.’ﬁ) = ﬁ‘s(z + t) ($2+y2)(2:2+r2+y2) -y,
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5.6. CONCLUSION

-y
Bj(z) = ﬁé(z—kt)( 29° x
0

©?+y?) (g% +a+y?)
This expression is unlike the # part: it is not a simple replacement g — ¢~ .
But these ¢ fields are defined only on a hypersurface of measure zero. They
were in the first place defined in such a way that the combined ¢ and ¢ fields
are a solution of Maxwell equations on the hypersurface where the § field is
nonzero, because the 6 field alone is only a solution in Minkowski space with
this hypersurface left out.

Note: if we really would like an expression for the ¢ field like that of the
0 field, it would be:

2 2
Ej(x) = 2% »Es(r59 — 97'),  Bj(x) = 2%»Bs(z9 — g7 ).

Even if we disregard the ¢ part of the field, the resulting field is physi-
cally unacceptable. It would be due to an unrealistic charge distribution, with
charges running backwards in time. Of course, this is due to the fact that
conformal inversion can not be considered a valid coordinate transformation.
Like before, artificial changes in the transformed field will result in acceptable
solutions.

5.6 conclusion

We started this chapter in order to find out what can be learned from a symmetry
in the equations of source free electrodynamics that is rarely mentioned and
seems not to be investigated on a large scale: invariance under conformal
transformations. We picked out an ingredient, conformal inversion, of this
symmetry that together with well known Poincare transformations can be used
to build all conformal transformations.

After studying some examples of conformal inversion we are left with the
somewhat surprising result that a Hopf knot turns into a different, but simply
related Hopf knot under this transformation. However, it remains difficult
to attach meaning to the transformed fields in general. For the time being,
perhaps the best we can do is to subscribe the conclusion of Parrott [59], "This
[conformal invariance] rather remarkable mathematical fact seems to have no
obvious physical interpretation.”, and consider the nice transformation formula
for the Riemann-Silberstein vector only as a way to generate new solutions from
old ones.
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5. CONFORMAL INVERSION

Appendix A method of Lie

Starting point is the linear differential equation L(z*,d,,)¥(z*) = 0, in which L is
a linear operator and ¢ stands for (¢4, ...,%,). First order differential operators,
Qa = 4(x,9)0, + 1k (z, w)%, are sought that satisfy the invariance condition

ﬁQAw(x) = 0 and form a Lie algebra [QA, QB] = CapcQc. The solution leads
to the invariance algebra for the differential equation, with help of which the
symmetry group can be constructed [44].

This construction clearly shows that related to a symmetry, new solutions can be
obtained from old ones. It is also clear that there exists many more symmetries
not obtainable by this method.

Appendix B frequently used equalities

6] of 0xP o) 0
() 5L = 350 = (o) 5k =55

This relation would not be valid if raising and lowering is done by g.

This is a long but straightforward calculation

The Jacobian of the transformation equals =57
absolute value of the Jacobian.

o 9% o(&) (L 9z 0 o(z) 3
3) g;u a;u Nap = |%‘277/w and azu a;u Nap = ‘%an/

The second follows from the first by noting the functional similarity be-
tween f and f~1.

oz (%) L 9z ” (%) |1 9z°
4) 625 = 77#/\ D7 npy = ‘ng |2 gg gzk naﬁ w7 np = |8E:‘§ |2 555 6577 N’ =
8(z)|1 oz® 5 = ‘3(r)|1 oz”
a( a7+ Ca a(x) | 9zn
Use has been made of (1) and (3).
; ; . 0%, 9z
(5) For conformal inversions: a:;‘: = a;u
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5.6. CONCLUSION

Appendix C is F a Faraday tensor?

We need

() 985 = Ou(Py — 25 8) = OulPy — 20"Mma®) = Oagly — Bmaat® —

oz M (z. i:) (z.2)2 Z.T

22M N 0) = Ox(7.2) — 10N\ = 225 — 10N\ 2" = —8nra 2

(@) 55 (0,55 P = 5 B2 = 0

(3) 9259, F* = 03 F» =0

Thus:
o g(i 2ur 02" Ao (7(1))) - (aﬂ|§§§;§ )22 02 fAr(3(2))
201 2 FP(30) 4040

The first part of the first term is:

Y

12} zH _ M -8 ot FH
Oul 3D 3 = (Bulw) ™355 = e B = ~8(00) Pias” (P~ 25) =
—8(2.2) " (Mrax® — 221 T AT N0)
The last term in brackets is —2z/Z 2N, = —2Me2®, and this makes the

first term (in the complete expression) cancel the second in the complete
expression.

Appendix D transformation of self-dual form

d _ i}
We have: F;'L(VS) = (flu — squnf™) = gi“( )azu( z) fap(Z) —
~ ~8 . -
gzh (I) gia (x)%euuaﬁf'w (x)
o ~B 9
Now 522 (2) 5% (¢)€apus = —xoas| 591 555 557 = —noap T (2) 525 ().

The second equality follows from appendix B(4)-(5) and the first comes
from the following property of the e symbol:

M2MP MY MSensys = €apea(det(M))
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5. CONFORMAL INVERSION

and thus MM eqpr, = Gabcd(Mfl)f\(Mﬁl)z(det(M))-

The required equality follows from taking Mg = Mﬂ (so det(M) = GaF =

8(%)
—12@)).

Appendix E conformal inversion of electromagnetic Hopf knot

Here we will use the transformation formula for the (anti-) self-dual form of the
electromagnetic field tensor.

We have:
0 E,+iB, E,+iB, E.+iB.
(asd) o —FE, —1iB, 0 —B, +1F, By — ZEy
(Fu @)=\ _g _iB, B.-iE. 0 —B, +iE,
~E.—iB. —By+iE, B,—iE, 0
0 a2 —d?  —ia?—id? —2ad
—a?+d? 0 2iad a® + d?
1
((t+02=r2)% | g2 + id> —2iad 0 —ia? + id?
2ad —a?—d?>  ia® —id? 0

inwhicha=z+iyandd=t— 2z +1.

0 a2 —b>  —ia® —ib? —2ab
Co(asd); w @22 | —a?+ b 0 2iab a? + b?
Thus: (Fu ™ (#%52)) = @om—7 | a2 4 b2 —2iab 0 —ia? + ib?
2ab —a? —b%  ja? —ib? 0

inwhicha=x+iyand b=t — 2z +i(t? — r?).

Using the transformation formula, we now find:

sd F(?Sd)(t fr ) ziad asd T & asd T
F(;E )(-'17) = 0@2,5)22 +2(t27rj2)3F0(j )<t2,7n2) _Q(tQt,Tz)sF( )(t2 r2)

= el - ) - IR (i) + 2t Py (phe) -
9 _tw! F(GSd)( z_)

(t27r2)3 22

= ol + 2 - 2VE Y (mEe) - 2 Fy Y (i) -
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z7 d T
2ty i (252) i

Substituting from above we find for the x component of the RS vector:

Foi (@) = - r2)3(t —z+y? +Z2)%{(9ﬁ+iy)2—(t—z+i(t2—r2))2}_
z 2_,2
2(2 y) ((t— 2)2 r2) 3{ (x—i—zy) —i(t— Z"H’(t? )) } 2 t2— T2)3 (G tl)z 23{ 2(z+
2 2
Zy)(t —z+ Z(t2 -r ))} + 2(t2 T2)3 (2 ,tl 57— T2)3{ 22(x + zy)(t —z+ Z(t2 -7 ))} +
2

2 .
2 (tzfzﬂ)s ((tji);irz)S {=(z+iy)* — (t — 2z +i(t* — %))}

A
=P (=7 =)

in which:

A= -2+ 9+ 2){(x+ay)? - (- z+ it - r?)?} + 2ay{(z +
)2 4+ (t — 2z +i(t2 —12)) 2} +dxz{(z +iy)(t — 2z +i(t? — r2))} — dity{(z + iy)(t —
24 i(t? =)} = 2tz{(z +iy)* + (t — z +i(t? — %))}

= (—(t+ 2?2+ (@+iH{t —z+i({t? = )P + ((t — 2)? — (v — i) (x +
iy)? + 4(wz —ity)(x +iy)(t — 2z +i(t2 — r?))

(Now use (zz —ity) = 3{(z —iy)(t + 2) — (z + iy)(t — 2)})

= (—(t+ 2?2+ (@+iH{t —z+i({t? = )P + ((t — 2)® — (v — iy)?)(x +
iy)? +2{(z —iy)(t+2) — (x +iy)(t — 2)}(x +iy)(t — 2z +i(t? —r?))

= {=(t+ 2?2+ (z+ay)*HEt —2) +i(t* =)} + {(t = 2)* = (= —iy)*}(z +
iy)2+2(z—iy)(t+2)(z+iy) {(t—2) +i(t2 =12} = 2(z+iy) 2 (t—2){(t—2) +i(t2—7r?)}

— {~(t+ 2% + (@ + iy H(t — 2) i~ 1)+ (= 2)° = (@~ i9)* Yo+ iy)? +
2o —iy) (@ + i) (¢ + 2H{(t = 2) + (2 =)} = 2o+ iy)2(t - i ~ 1)

= —(t+ 2 {(t —2) +i(t* =)} + (z +aiy)* {(t — 2)> = (= 1?)*} + {~(t — 2)* -
x —iy) 2}z +iy)? + 2(x — iy)(z + iy) (t + 2){(t — 2) +i(t2 —r?)}

= —(t+ 2t - 2) +it? — )} — (@ + iy)2(t? — )% — (v — y)*(z +
iy)? + 2(z —iy) (@ + iy) (¢t + 2){(t — 2) +i(t?> — r?)}

—(t 4+ 2)*{(t = 2)* = (# = )? + 2i(t — 2)(t* - 1)} = (¢ + ) -
22 4 (2 —iy)?} +2(x —iy) (x +iy) (t+ 2)(t — 2) + 2i(z — iy) (x +iy) (t + 2) (t2 —r?)

—(t+ 2t — 2)? — (2 = )2 — (z + W)2{(2 = r2)? + (z — iy)?} +
v —iy)(x +iy)(t + 2)(t — 2) = 2i(t + 2)(t* — r?)?

<

2
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=2 —r)H(t+2)? - (x+iy)? —2i(t+2)} — (t—2)%(t+2)* = (x +iy)*(z —iy)* +
222 + (8 - )

= (2 —r2)2{(t+2)2— (v +iy)? = 2i(t+2)} — (2 —22)? — (22 +9?) 2+ 2(2? +y?) (2 — 2?)
= (@ =) {(t+2)* — (@ +iy)? = 2i(t +2)} = {(? = 2°) — (2® +*)}?

= (=) {=1+ (t+2)* = (z +1iy)* — 2i(t + 2)}

And thus:

(PR, () = rmbmpaya =1+ (E+2)2 — 2% + 42 — 2i(t + 2 + 2y)}

= e L@+ i)’ — (t—i+2)°)

= ~(F™(t — —);

The y component is rather simple now:

sd —r . .
Foy (@) = gty (B =y 4+ 22) iy {—i(aiy)? —i(t—=+i(2—1%)) 2} -
z 2_,2 . 2_,2
2 (tz_l,{z)s ((t_ti)z_,a)s {(-T +Zy)2 - (t —z+ Z(tz - )) } -2 (tz—r2)3 ((t_ti)z_,a)s. {*2(17 +
. . €T 277‘2 . . .
iy)(t — 2z +i(t? — r?)} + 2(t2ir2)3 ((tfi)2_r2)3 {2i(x + iy)(t — z +i(t? — r?))} +

2

2 - . . .
2 (tzii&)s ((t_tq;);iﬂ)?, {Z(I + Zy)z - Z(t —z+ Z(t2 - TQ))Q}

Notice: Fi5P(z) = iF\*"(x — —y,y — ) as can be seen from the ex-
pression for Fé(fd) above.

So: Fog(2) = e {(-y + i2)? = (t =i+ 2} = il +
iy)? —i(t —i+2)%}

= —(F5(@t— —1):.
What remains is the z component (in less detail than before):

With the details of F(/)(fd) fresh in mind it is not difficult to see the first
step:

sd
N O e (=

in which:
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B = (2 + 22 + 9% — 2 {2 +iy)t — z + i(t? — r?)} — 22z{(z + iy)? —
(t—2z+i(t? —1?)2} + 2iyz{(z +iy)® + (t — 2 +i(t? — 12))?} + 2tx{(z +iy)* + (t —
z4i(t? — )%} + 2ity{ —(x + iy)* + (t — 2 + i(t* — r?))?}

= {t — 2+ it — r)}22x + iy)(t + 2) + (v + iy)?2(z — iy)(t — 2) — 2(x +
wy)(t =z +i(t? —r?) (¢ + 2% +y* - 2?)

={(t—2)2 = (12 = r2)2 +2i(t — 2)(t? = r®)}2(z +iy) (t + 2) + (x +iy)?2(z — iy) (t —
2) = 2(x +iy)(t — 2)(t2 — 22 + 2% + y?) — 2(z +iy)i(t? — r?)(#? — 2% + 2% + y?)

=2(z+iy){—(t2—r2)2(t+2)+2i(t—2)(t+2)(t> —r?) —i(t2 —r?) (12 — 22+ 22 +9?)}
=2(x +iy){—(2 —r®)2(t + 2) +i(t? — r?){t? — 2% — 2% — y?}}
=2z +iy)(t2 —r?)2(t —i+2)

Thus: Féfnfd)(x) = WQ(:C + iy)(t — i + z) and this agrees with the

previous results. Combining the components:
FRS/(x) — —{FRS(t N —t)}*

QE.D.
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Linked field configurations
and the Penrose transform

This chapter marks the transition from electrodynamics to general relativity.
Here we ’transform’ an electromagnetic Hopf knot into a gravitational Hopf
knot. For this we need the twistor functions leading via the Penrose transform
to respective knots. In a sense these functions are to be considered the same and
were, in present context, first considered in [11]. An article on the main results
of this chapter, J. Swearngin, A. Thompson, A.Wickes, ].W. Dalhuisen, and D.
Bouwmeester, Linked Gravitational Radiation, arXiv preprint arXiv:1302.1431
(2013) has been submitted for publication.

6.1 introduction

In chapter 4 we used Robinson’s theorem to show that there is a correspondence
between a non-null twistor and an electromagnetic Hopf knot. Robinson’s
theorem associates a null electromagnetic field to every geodesic shear free null
congruence. Here we will consider the Penrose transform, a contour integral
formula that associates solutions to the zero rest mass free field equations
with twistor functions that satisfy certain conditions. Since vacuum Maxwell’s
equations form a particular instance of a zero rest mass equation, it must
be possible to arrive at an electromagnetic Hopf knot from a specific twistor
function. Having found this twistor function, it can be used in a modified form
to generate solutions to linearized Einstein’s equations, which forms another
example of a zero rest mass equation. Although this strategy could have been
used with respect to a generalized Robinson’s theorem [60], its solutions depend
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6. LINKED FIELD CONFIGURATIONS AND THE PENROSE TRANSFORM

on solving a set of difficult partial differential equations. When using the contour
integral formula the solution comes "automatically’.

From the discussion of the Kerr theorem in chapter 1 we know that every
analytic geodesic shear-free null congruence is related to a holomorphic twistor
function that is homogeneous of some degree (1.16). Combined with Robinson’s
theorem we thus have a relation between homogeneous holomorphic twistor
functions and solutions to the zero rest mass equation. The precise relation is
encoded in the following contour integral, known as the Penrose transform [27]:

_ 1 ,
QSX/”_Y/(,I'N) = 2772 f’frx/...’fry/pr(za)’frz/d’ﬁ'z (6.1)

or
1 0 0 ,
HYy — Nz, —7Z )
Ya. plah) 57 ?{px &u“‘m&,uBf(Z Vg dw (6.2)

where the symbol p, means that the twistors are restricted to correspond
to the line through z = (2*):

(Z2%) = (W, 7x/), w?=iX*Y'7x, and XX’ corresponds to z (1.13).

The integrals in equations (6.1) and (6.2) make sense only when the twistor
function has the correct degree of homogeneity (see also the remark concerning
projective twistor space in chapter 1). In equation (6.1) this means -n-2, with n
the number of indices in X’...Y’ and in (6.2) this means n-2, now with n the
number of indices in A...B.

That the fields ¢x/. y/ and 4. p satisfy the zero rest mass free field equation
follows by noting that V , X' = XY’ o and =G, f(29) = ity pele: the
resulting expression is a product of an anti-symmetric quantity in two indices
and a symmetric quantity with respect to the same indices. The n=0 case leads
to the wave equation [¢ = 0.

From equations (6.1) and (6.2) it follows that there is not a single twistor function
that corresponds to a particular solution to the zero rest mass equation, but
a whole class of twistor functions. This touches upon the subject of sheaf
cohomology [61], that will not be needed for our purposes.
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6.2 examples

Fields( %hzgcagg(sglg [%‘qom the Penrose transform of twistor functions that have the
form (C‘:fo)"—(ﬁgzﬁ)s (p,q,7m,s € NU{0}), are called elementary states.

We will consider three examples, n=0, n=1 and n=2, in which in the first example
we use the simplest possible twistor function in (6.1) leading to a non-trivial
elementary state. In the two following examples we then alter the twistor
function minimally, by raising one of the powers in the denominator, in order
to satisfy the homogeneity requirements. In a quantum context this could be
seen as a spin or helicity raising operation. In a sense the resulting fields can be
considered as generalizations of each other.

6.2.1 wave equation

(n=0) and we take f(Z%) = 7(%@)1(&2%

Ao = (A4, CX") and B, = (B4, D) are fixed dual twistors.

This leads to the integral ¢(z#) = 5= § (_%ﬁzldﬁzl,

2mi aX' Tx)(BY Tyr)
where ¥ = iA,XAX + CX" and BY =iB. XY + DY'.
Suppose that A, and B, are such that a¥ and 3X provide a basis in
(conjugate) spin-space. The poles in the integral are then different and we can
write 7y = ay + 28z and d7? = BZ'dz for some complex z. Choosing the
contour to enclose only the pole with respect to A, we now have

py _ 1 d _ 1 2
o) = Tm§ (@X'gx/)z T aX By AaBA(@r—yr)(mu—yu)

Where the last equality follows if we assume in addition that there exists
ay € M} corresponding to Y4X such that

CX' = —iYAX A, and DX = —iYAX'B,.

(Compare the discussion of the incidence relation (1.12); note that above
equation implies C4 = iV AX Ay,

This assumption is equivalent to A*B,, = iBa(YAX —Y4X") Ay, and in case the
two twistors are null, this equals 0 and then it implies that the corresponding
geodesics have one point in M* in common.

We can solve the two equations to obtain an expression for Y 4X":
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6. LINKED FIELD CONFIGURATIONS AND THE PENROSE TRANSFORM

yAX' _ iAADX’—BAC*X’
= AAB,

In the calculation of the last expression of ¢ the following identity is use-
ful:

ApBA — AABp = 5, AcBC.

6.2.2 source-free electrodynamics

(n=1) and we take f(2%) = zwg 27

We now have to compute

"y 1~ = 1 e,
Oxry () = g0 § TX MY Pa 7z Bz 2T

and with the same assumptions for A® and B* as in the previous exam-
ple this leads to

Pxryr (at) = 2%” (ax + Bx2)ay + BY/Z)WW =

2 35, A
() ox oy,

or, for comparison with equation (4.7):

TAR 2 3
an(t") = (T Eo g, A8

If we now take (A%) = (0,%,0,1) we get (wa) = \_/—%(—t +z — i,z + iy).
Comparison with equation (4.6) shows that the solution belongs to the same
class of electromagnetic Hopf knots as the one given in equation (4.1), which
will be reproduced exactly for (B*) = (\’/—%, %,—2&) and arbitrary b. With
present choices of (A%*) and (B*) we have (y*) = (4,0,0,0), Ax,BX = 2 and
ax X (z") # 0, so that indeed a*" and X" do form a basis for all (z*).

A possible choice for b would be -2 and we know from chapter 4 that in this case
B corresponds via Robinson’s theorem with the class of which a rotated version
of equation (4.1) is a representative.

Starting with the twistor (A%) = (0,%,0,1), in chapter 4 we had to solve

partial differential equations for g(z/) in order to arrive at a solution of
Maxwell’s equations. Here we start with the same twistor .A and have to find
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another twistor B algebraically. In chapter 4 we could solve the problem easily
because we knew what to look for, otherwise it would have been a hard exercise.
The Penrose transform makes this exercise much simpler.

In the following example we will use (A%) = (i,1,iv/2,v/2) and therefore
we note here that a representative of the class that Robinson’s theorem associates
with this twistor is given by a rotated version of the field (4.1) (rotation around
x-axis such that the z-axis turns into the y-axis):

(x —iz)? — (t —i+y)?
2(x —i2)(t —i+y) . (6.3)
i(r—i2)? +i(t—i+y)?

1

P = ey

When combined with (B%) = (%)% (1,4,4/2,i/2) the Penrose transform also leads
to this field. The interchange of A and B would lead to a 180° rotation around
the z-axis of the field (6.3).

Present discussion shows that an electromagnetic Hopf knot is to be con-
sidered as what is known in the twistor literature as an elementary state.

6.2.3 linearized Einstein equation

(n=2) and we take f(2%) = sz 2y

In chapter 3 we showed how the spinor form of Maxwell’s equations can
be derived. A similar but much more complicated analysis applied to Einstein’s
equations lead to the following result [62]. The spinor form of the Riemann
tensor is (a short mathematical introduction to the tensors used here is given in
section 7.2)

Raw'Bx'cy'pz =

Papcpew x€yiz + Pwixryiz€apecp +
Vapy'zew x €cp + Yopwrx€aBey z: +
2MA(eaceBpew  x/€y 1z + €ABECDEW 2/ €EXTY),
in which

O apcpew x €y z + Pwixryrzeapeco corresponds to the Weyl tensor Cix .,
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6. LINKED FIELD CONFIGURATIONS AND THE PENROSE TRANSFORM

—2W pwx+ corresponds to the trace free Ricci tensor R, — %Rglw and
24\ corresponds to the Ricci scalar R.

From this we see that in vacuum the Einstein field equations are simply
Uapwx: = 0 = A. The Bianchi identity in vacuum gives VAX'® ,pop = 0.
It is important to note that in a curved space-time the form (1.4) for the
Infeld van der Waerden symbols do not solve the requirement (1.3). We first
need the metric before we can find a suitable representation for the symbols.
Therefore we cannot solve the vacuum Bianchi identity for ®4pcp without
further assumptions. But, in the weak field limit (or linearized Einstein theory)
we have VAX /qb apcp = 0 for the linearized Weyl spinor ¢ 4pcp and the usual
Minkowski space form of the differential operators. Conversely, in vacuum, a
solution to this zero rest mass field equation defines a linearized Weyl tensor [63].

In electrodynamics, the sources are represented by the four-current (j*)
and the field degrees of freedom by the Faraday tensor (F*”). The analogues
in general relativity are the energy-momentum tensor (7%") for the sources and
the Weyl tensor (C?*°?) for the field. The Weyl tensor can be regarded as the
Riemann tensor with the influences of the sources "taken out of it". So, when
classifying gravitational fields, it is natural to look at the Weyl tensor, not the
Riemann tensor. The Weyl spinor, the spinor equivalent of the Weyl tensor, is
completely symmetric. Its principal spinors define four principal null directions
that are used to classify fields.

There exists a striking algebraic similarity between the electric (E; = Fy;)
and magnetic (B; = xFj,;) part of a Faraday tensor in Maxwell theory and the
electric part (E;; = Cjo;0) and magnetic part (B;; = — * Cjg;0) of the Weyl tensor
in general relativity [64,65] .

Since E; ;&7 measures the relative (tidal) acceleration between to points separated
by a small vector £, we can interpret the electric part of the Weyl tensor as a
tidal field. The matrix (E;;) is traceless and symmetric, and can therefore be
characterized by its eigenvalues and eigenvectors, the integral curves of which
are called tendex lines [66] and can be considered the gravitational analogue of
electric field lines. An extended object placed in the field £;; will be stretched in
the direction of the lines corresponding to positive eigenvalues and compressed
along the curves corresponding to negative eigenvalues. The strength of this
effect is related to the eigenvalue.

The interpretation of the magnetic part of the Weyl tensor is as a frame-
drag field (possibly a misnomer, see [67,68]). A gyroscope at the tip of the vector
€& will precess with angular velocity B;;¢ relative to inertial frames at the tail.
The matrix (B;;) is also traceless and symmetric and the integral curves of the
eigenvectors are now called vortex lines [66].

Continuing now the n=2 example, with the help of the previous examples
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it can be seen immediately that ¢ apcp(2#) x asapacap. There is only one
fourfold degenerate principal null direction. In the Petrov classification of
gravitational fields this corresponds to a type N field (see section 7.6).

For (A%) = (4,1,iv/2,v2) and (B*) = ()3(1,i,V/2,iv/2) the calculation leads
to the eigenvalues —a,0 and a for both the electric part and the magnetic part
of the Weyl tensor. The corresponding (eigen) vector fields will be denoted by
E_,E¢, E; and B_, By, B respectively, and we will use the Riemann-Silberstein
like combination Fg =E_ +{E; and Fg = B_ +iB,.

A detailed calculation shows:

a(zh) = (A+z®+(y+t)>+2%)?
2% (12 —r2)24142(£24+12)) 3 7

2x(t+y) + 2)
Eo(z#) = Bo(a#) o< | 1+ (t +y)? — 2 — 22
2z(t+y) —x)

and
Fp(zt) = e'iFp(at) ewF(Iz‘fg)(a:“)

Here, F(]zfg) is given by (6.3) and 6(z*) = Arg(\/—(t—1)2+r? ). Both
proportionality factors are real constants, not functions and can simultaneously
be made equal to unity by multiplying the twistor (8%) with a suitable factor.
This then changes the eigenvalue field accordingly.

We thus have a solution to linearized Einstein’s equations in which five
Hopf knots appear. Two perpendicular tendex (or tidal) knots and two perpen-
dicular vortex (or frame drag) knots. These two sets are rotated 45° with respect
to each other. Perpendicular to these sets we have another Hopf structure, at
every point defining the direction where no stretching, no compression and no
precession occurs. Only this last structure moves without distortion.

At t = 0 the two tendex Hopf knots (one indicating compression, the other
stretching) are exactly aligned with the electric and magnetic fields of the
electromagnetic Hopf knot (6.3). At other times the difference, apart from the
proportionality constant, is a local duality transformation between the corre-
sponding Riemann-Silberstein vectors. Both elementary states were obtained
from the Penrose transform using the same twistors (A%) and (B%) in a slightly
different function, to meet the requirements of homogeneity. Note that the fields
Ey and By are proportional to the Poynting vector corresponding to the field
(6.3). In analogy with electrodynamics, in [64] a super Poynting vector is defined
that in present context is aligned with E¢(z#) and Bg(z#). It is thus possible to
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6. LINKED FIELD CONFIGURATIONS AND THE PENROSE TRANSFORM

describe this gravitational Hopf knot or "linked gravitational radiation" in terms
of the electromagnetic Hopf knot [10].

Note that f(z#) = arctan{5;(t* — r? — 1 + /(2 —r2)2+1+2(t> +1?))}
and does not satisfy the generalized wave equation (4.12) and (4.13): as expected
F is not a solution of Maxwell’s equations.

Although in general relativity the interpretation of quantities that appear
in equations has to be done very carefully due to diffeomorphism invariance
of the theory [58,69], it is important to realize that according to a valid inter-
pretation of linearized general relativity the physical fields can be considered as
Lorentz tensors on Minkowski (flat) space-time [68]. A nice feature, since every
physicists has gained some intuition in this respect. This changes dramatically
when considering the full nonlinear equations of Einstein’s theory, and some of
the problems that this gives rise to will be discussed in later chapters.

Since in linearized general relativity the fields can be considered as fields in
Minkowski space, it is still possible to construct the Riemann-Silberstein like
structures appearing in present section, in the obvious way. In the full theory
however one should be more careful. Now one needs for its definition a time-like
congruence, or, what amounts to the same, two real null congruences.

As a final remark, we mention that besides the aforementioned similarity
between the Faraday tensor in electrodynamics and the Weyl tensor in general
relativity, there is another electromagnetic analogy in linearized general relativ-
ity [70]. Under certain restrictions this analogy can for instance be used to predict
the motion of test particles in a gravitational field, based on the knowledge of
the corresponding problem in electrodynamics. With the help of this analogy it
is however not possible to simply transform a solution of Maxwell’s equations
into a solution of linearized Einstein equations. It is therefore of no help in our
endeavour to ‘generalize’ an ectromagnetic Hopf knot to a gravitational one.

A lucid account of this and the previous analogy, including a discussion of their
limitations, is to be found in [71,72].
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Review of tetrad formalism
in general relativity

7.1 introduction

Einstein’s equations, R, — %Rg,“, = KT}, relate the energy-momentum tensor
of sources with the geometry of space-time. It tells us how matter curves
space-time and contains the equations of motion of the matter via Bianchi’s
identity. It looks deceptively simple: when realizing that we need hundreds of
pages to write them out in terms of components of the metric tensor and its
derivatives, it comes as no surprise that only very few exact solutions are known
that have physical, astronomical or cosmological relevance. Karl Schwarzschild
found a spherical symmetric static solution shortly after the birth of general
relativity. His solution describes the space-time of non-rotating spherically
symmetric matter distributions, for example a non-rotating star or black hole.
More relevant to astronomy is the solution that includes the effect of rotation,
the Kerr solution, valid for rotating black holes or as an approximation to the
exterior solution outside an axially symmetric rotating mass distribution [73].
This was found by Roy Kerr (and independently by Ezra Newman) in 1963: it
took almost 50 years just to include angular momentum! This solution is more
mysterious than Schwarzschild’s in that still, after many years of unsuccessful
search, no acceptable interior solution has been found that matches the exterior
solution [74] (however, for a different view see [75]). According to Kerr this
interior solution will probably never be found [76]. In addition, the maximal
analytic extension contains closed timelike curves [77], which form a problem
for causality. An exact solution that is important in cosmology is the Friedmann-
Lemaitre-Robertson-Walker solution describing a spatially homogeneous and
isotropic universe.
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7. REVIEW OF TETRAD FORMALISM IN GENERAL RELATIVITY

Obtaining exact solutions of Einstein’s equations has become a field of re-
search in its own. In general relativity, a theory where experiments are extremely
difficult, where it is not immediately clear what coordinates mean and where
you have to think hard how to define the most basic physical quantities, it is
important to think about solutions that have no counterpart in the world around
us, the category that contains almost all known exact solutions.

Confronted with the complexity of the field equations of general relativity, there
are essentially three options to proceed. We could consider weak fields only
and linearize the theory, resulting in a theory that has some similarities with
electrodynamics. We could turn to numerics and, not surprisingly in a computer
dominated era, numerical relativity has become an important branch of Einstein’s
theory in the last decade. Finally, we can try to solve the equations analytically
with the help of assumptions, like symmetry, that reduces the complexity.

In chapter 8 and chapter 10 we will consider exact solutions. Here we re-
view the mathematical notions that are needed in those chapters. Reference [12]
comes closest to our preferences with respect to notation and signature choices
and can therefore be best consulted for additional information. In geometrized
units with 47G = 1, Einstein’s equations read R, — %ng = 27,,,. Here, as
elsewhere, c = 1.

7.2 differential geometric notations

In chapter 1 we considered null tetrads in Minkowski space. In general relativity
Minkowski space figures as tangent space to the curved space-time. It is one
of our goals in this mathematical intermezzo to introduce the Newman-Penrose
formalism, a specific example of the tetrad formalism in curved space-time.

A Dbasis of the tangent space defined by local coordinates (x) of the space-
time manifold is {e,} = {ep,ei,es,e3}, the dual basis is the collection of
one-forms (or linear functionals or covariant vectors) {e*}:

et(e,) =et-e, =¥

The following notation is often used: e, = 0, and e* = dz*.

Any other n linearly independent tangent vectors {e,} define a different
basis related to the coordinate basis in the following manner:

e, =MJ}o,.

The dual basis to this is {e®}, e* = M dx".
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The matrices (M) and (M¢,) are inverses of each other, the upper index
labeling different elements in one row (the column index). Whenever {e,} comes
from a different basis (Z), the matrix elements are

uw _ Ozt
My = 22

Of course, the aforementioned pointwise definitions are valid throughout
the manifold, thus defining vector fields.

7.2.1 tensors

Let T}, denote the tangent space at point p and 7}; the cotangent space at p. Define
I, =15 x .. x Ty x T, x ... x T,

in which the cotangent space appears r times and the tangent space
s times. A tensor of type (r, s) is a multilinear mapping from II®. to
R: T(w!,...,w", Vq,..., V) € R. The space of these tensors is denoted

Tp) =T, ®.0T,T,®.0T,
in which the tangent space appears r times and the cotangent space s times (note
the interchange of r and s). Clearly, the collection {e,, ® ... ® €4, ® e ®.. el
is a basis for 17,.

7.2.2 forms

An important subclass of T consists of antisymmetric tensors. Combined with
functions and dual vectors they constitute the class of forms, for which a calculus
can be developed that serves as a convenient instrument for calculations in
general relativity.

A zero-form, f, is just a function from the manifold into the reals. One-forms are
linear combinations of dual basis vectors. A s-form is a totally antisymmetric
tensor of type (0, s). We can construct a s-form from any tensor of type (0, s)
with aid of the alternating operator .A:

AT(Vy, . V) =550 sgn(in, o jo) T(Vyy, o, Vi)
The S,(+ls)‘ dimensional vector space of s-forms is denoted A°T;. A basis
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for this vector space can be obtained from a basis of T9:

{/l(e”‘1 ®...0e*) ={e“ A..AeY | a; > ... > as).

This defines the exterior or wedge product of one-forms.

The exterior differential operator, d, is defined for forms. For a zero-form f, df
is a one-form:

df (V) = df -V = V(f).

In a local coordinate basis: df = f ,dx*.

The abstract definition for the other forms comes down to, in a local coor-
dinate basis:

dA = d(Ay, .. p,dx? Ao Ndatr) = Ay, d3 Adott A LA date.

< Mp,

This rule is consistent with an important fact that is not a result of the foregoing,
but part of the abstract definition of exterior differentiation: d(dA) = 0.

7.2.3 covariant differentiation

We define an affine (or Koszul) connection V in such a way that for any vector
field V, Vv maps another vector field W into the vector field Vv W. We require
the following conditions (with U an arbitrary vector field):

Viveew)U = fVyvU + gVwU

Vv(W + U) =VvW +VyU

Vv f=V(f)

Vv(fW) = (Vv /)W + fVvW

and define VW to be the following tensor field of type (1,1): VW(V) = VyW.

For higher order tensors we demand the Leibniz rule to hold.

In terms of an arbitrary dual basis {e,} and {e“}, since V. e, is a vector
field:

— Y .
VGBeQ =w a(eﬁ)e’Y =w aﬁe’Y’
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in which w7, are one-forms. Thus a connection is specified by 42 one-

forms w7, or by 4% scalar fields w7, ;. We write I'},, for w’, and W?, for

(V(f)MW)’\ in case a local coordinate basis is used. We thus arrive, for example,
at the familiar

A A A v
W, =W, + T3, W". (7.1)

We will be concerned with connections that are derived from a metric,

)\H(agrm + 0gry 59gu>

A1
r uv 2g oxv OxH oxr

and for these the torsion tensor vanishes: 7, = —(I'},, —I"},,) = 0.

v

The connection coefficients are then called the Christoffel symbols and a
vanishing torsion means a symmetric connection.

7.2.4 parallel propagation and geodesics

A vector V is parallely propagated along a curve c if
dx” (c(t)) o
v, Wl st — o,

A curve is a geodesic when the parallel propagation of its tangent vector
is a multiple of itself, the proportionality possibly changing from point to point:

d2z b oda da® dat
dt? +F)\R dt dt _f(t) dt *

If we reparametrize the geodesic according to s = ["dt”e/ /() this
becomes

2 pH A I . . o
ddfz + T4, dfg djg = 0. In this case s is called an affine parameter.

Written in terms of the “four velocity” u* = %2 we do get

BN
u'\u =0.
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7.2.5 Riemann tensor, Ricci tensor, Bianchi identity and more

In general the Riemann tensor, R, is defined by
R(V,W) = VyVw — VwVv — Vv w].

We will use a basis, and for a coordinate basis this definition boils down
to:

RI{

— Tk
/\,uV_F

K
Av,p r

S T 16 P2 — D60,

ops Av
The Ricci tensor is defined by R,, = R’\MU, and the scalar curvature is
defined as R = R¥,.

Some important formula that can be derived with the help of the defini-
tions stated thus far are:

Vﬁﬂ;k o V;MA;K =R,

VKA

|44 (Ricci identity) and obvious generalizations

Juuvx = 0
RY .+ R+ R, =0 (cyclic identity)
"o T B %o  Bgry =0 (0 Runjopso) = 0)  (Bianchi identity)

Ruun)\ + Ru;uck =0, Ruw@/\ + Ruukm =0, Ruynk = Rmkuur Rul/ = Rl/u
From the symmetries of the Riemann tensor we conclude that it contains

20 independent components, whereas the Ricci tensor contains 10 independent
components.

7.2.6 Einstein tensor and Weyl tensor

The Einstein tensor G is defined as:

G,uy = R;u/ - %g[LUR

and from the Bianchi identity it follows that
G =0,

an identity with important implications for the structure of general relativ-
ity. The Weyl tensor C is defined as follows
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C,ul/n)\ = R,uwi/\ - %(g#nRu)\ + gl/)\R[LIi - guan)\ - g,u)\Run) + %(gungu)\ - g#)\gvn)R-

It shares all the symmetries of the Riemann tensor, and in addition satis-
fies g C i = 0.

As can be seen from the symmetries it satisfies, the number of indepen-
dent components is 10. The most important property of this tensor is the
invariance under conformal transformations of C* ,. In vacuum it coincides
with the Riemann tensor.

7.3 tetrad formalism

The tetrad formalism can be used as a mathematical tool by which vector fields
with complex functional dependence become the basis vector fields in which all
other tensor fields are expressed.

We consider four contravariant vector fields that in every point of the manifold
form a basis, called a vierbein or a tetrad:

{etr)} ={eq).ep) em) e}
with e k’)‘ the components along the (coordinate) basis {e,}:
e(r) = ;) ey

For tetrad and tetrad components we will use round brackets around indices.
The discussion somewhat parallels the introduction of tetrads in chapter 1. There
is indeed a very elegant spinor alternative to all that follows. Here we opt for
the more conventional route, that, except perhaps for the expert, is more intuitive.

Components of the corresponding covariant vector fields are
(k) = Juv®(y)-
We consider tetrads for which

glew),eq) = e(k’)‘e(l)u = N form a constant (symmetric) matrix with
inverse [1*)(1)],
The components of the tetrad do form a matrix [e(kg‘ . We define the in-

k
verse to be [e L :
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O (k) _
e(k’;e w=20 ) and e(k’)‘e L =,

Thus the upper index labels different elements in a row (the column in-
dex). It is easy to check the following rules:

(k) _
Nk € v = €U)pu

l
e, = e,

k
e(’f)ue( ) = v

Awry = ey Al = e(k)MAM

AW = R4 = ™) An = e®rA, are the tetrad components of the
vector field A: A = Ae(,

AP = e(k)ﬂA(k) = e(k)“A(k,)

Ty = ey ey Trv = e Tuqy
etc.

So, for tetrad components n plays the role of the metric tensor, and we can
change from tetrad indices to tensor indices and vice versa with the help of the
matrices formed by the components of the tetrad along the original basis. These
matrices now play the role of (M) in the beginning of section 7.2. Tetrads are
defined independent of coordinates. Tetrad components of tensors therefore
do not change when a coordinate transformation is applied: tetrad compo-
nents of tensors are scalar fields. Especially when one learned about tensors
from the older literature, often still used by physicists, in which a tensor is
defined by its transformation properties, this fact has to be remembered carefully.

When the basis {e,} is a coordinate basis it is also clear that

e(k) = €gpy O

Ay = ey Ay = - = Aw)) + Yy A™ in which
Vm)(R)D) = —Vk)(m)(1) = e(m’;e(l)”e(k)my are called the Ricci rotation coeffi-
cients

A1) = ey €y A is called the intrinsic derivative.
Thus, from comparison with (7.1): the intrinsic derivative takes over the role
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of covariant derivative, and
(m)

7 "(ky) comes instead of T),,.

Calculation of the Ricci rotation coefficients do not require knowledge of
the Christoffel symbols, because of:

Y)W m) = 3 Aw) @ m) + X)) = Ay m) )]

with Ayiym) = [y — e(l)y,u]e(k)“e(mg in which only partial, not covari-
ant, derivatives appear.

7.4 Newman-Penrose formalism

The Newman-Penrose formalism [78] results from a particular choice for the
matrix (9()(:)), namely the form (1.1). We take the tetrad {e()} to be {I,n,m,m}
with the first pair being real null vectors and the last pair complex conjugate
null vectors. We require the following relations to hold:
l'l=n-n=m-m=m-m=0 null condition

I m=1'm=n-m=n-m=0 orthogonality condition

l'n=1=-m-m normalization condition

Then the dual tetrad basis {e*)} is {n,1, —m, —m}, and

01 0 0
_nmor_ |1 0 0 0
0 0 -1 O

When considering directional derivatives, we write {D, A, 4§, 6*} for {l,n,m,m}.

The Ricci rotation coefficients are now called spin coefficients:

K= (3)(1)(1)
T =73)1)(3)
A =Y2)@)@)
V= 7(2)4)(2)
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P =V(3)(1)(4)
1= Y(2)(4)(3)
T=Y3)1)@)
T =)0
€= 51(%2)(1)(1) T3 @)
V= 51(%2)(1)(2) 3@ @)
a=50m@ +1Ee)@w)
B=5(r@mE) 1@ @)

and the complex conjugates will be arrived at when interchanging the la-
bels (3) and (4).

The equations of the Newman-Penrose formalism consist of the commuta-
tion relations for the tetrad seen as derivatives, the Ricci identities, the so called
eliminant relations and the Bianchi identities. These equations, some real and
some complex, stand in the place of Einstein’s equations and will be given in
chapter 10, where we try to solve them simultaneously in case the curvature of
space-time is due to an electromagnetic Hopf knot.

7.4.1 Weyl tensor

It is a time consuming but otherwise simple exercise to show that the ten
independent components of the Weyl tensor in the present formalism can be
represented by the complex scalar fields Wy, ..., U4:

o = —Craya)1)3) = —Craul™m Hm?
Uy = —Cuy)1)@) = —Crawl n* IFm?
Uy = ~Cy@yaye) = —Croawltmimin”
U3 = ~Cyz) @) = ~Craawln minly
Vs = =Clayuy@)a) = —Crrwnm n’m”

Note that there is no need for parentheses around indices of the W’s since,
besides the fact that they are only defined for the tetrad formalism, the indices
do not refer to a decomposition with respect to basis vectors. The explicit form
of the Weyl tensor in a coordinate basis in terms of these complex scalar fields
is the daunting expression:

Crornpr = —(Wo + W3) [{Lenalynn } + {mgmamyim, }] + (Vo — U5){Lenymym, } +

2Re{—Yo{n.mrn,m,} — Ua{lomrl,m,} + Vo{laman,m,} — ¥y [{lcnan,m, } +
{neemamum, }] + Us[{l.nal,m, } — {lumymym, }]}
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in which {l,n m,m,} stands for

lenympmy, — lenamamy, — ngbhmymy, + neglamym, + memalyn, — memangl, —
MMl ny, + memanyly,.

This time, simply by looking at the expression above, one convinces one-
self of the following form for all the distinct tetrad components of the Weyl
tensor in terms of the U’s:

Cuyenmw = Comee = Coeee = Cawwe =0

Caye @@ =Y

Coy@y@e = ¥s

Coeme = Cewee = —(Y2+¥35)

Ciy@2)3)4) = (P2 — U3)

supplemented with the defining equations for the W¥’s, and the complex
conjugates of all these (interchanging labels (3) and (4)). The equations that

follow for the complex scalar fields, as well as those of the following subsection,
as a result of the equations of general relativity will be given in chapter 10.

7.4.2 Ricci tensor

We have seen that the Ricci tensor contains ten independent components. In
the Newman-Penrose formalism the tetrad components of this tensor will be
represented in terms of four real and three complex scalar fields as follows:

A= gR=5(Ruye) — Reyw)

®oo = —5R1))

P11 = —5(Raye) + Ray)

Py = —5R2)2)

Do1 = —5R)3) (and D1 = —5 )
Doz = —5R(5)(3) (and Dz = —5R(a)(4))
T12 = —5Rz)3) (and Doy = —5R()))

7.4.3 electrodynamical quantities and equations

Einstein’s (strong) equivalence principle implies that the equations of physics
in the presence of a gravitational field, when written in a freely falling (and
non-rotating) coordinate system, have the same form (locally) as in special
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relativity. This means that we do get the manifest covariant tensor equations
in the presence of gravity from the special relativistic form by substituting
semicolons for commas. See in this respect equation (7.1). The source-free
Maxwell equations in the absence of gravity can, according to (3.11) and (3.12),
be written as F'¥, , = 0 and Fj,, 5y = 0. Maxwell’s equations without source in a
curved space-time become therefore F*, , =0 and Fj,,,\ = 0.

The six independent components of the electromagnetic field tensor F will
be represented by three complex fields:

P = Fayz) = Fultm”
61 = 3(Fy2) + Faye) = 3 Fuw (#n” +mbm”)
$2 = Fay2) = Fumtin”

in terms of which Maxwell’s equations in curved space-time

Flun =0, F¥, , =0 (in a coordinate basis) or

m)

Fliy@ym) =0, F (B)|(m) = 0 (in a tetrad basis) reads

Doy — 6*pg = (77' — 20&)¢0 + 2p¢1 — H¢2
D¢y — 6% ¢p1 = =g + 2md1 + (p — 2€) 2
d1 — Ao = (1 — 27)po + 27¢1 — 02

dpa — Apy = —vg + 2u¢1 + (T — 208)

and in terms of which the nine independent components of the electro-
magnetic energy-momentum tensor T*"™ (3.13) will be represented as

Ty(1) = —2¢095
Ty + T3y = —49107
T2)(2) = =225
T1y3) = —2¢00]
T2y3) = —20193
T(3y3) = —2h093

Whenever the electromagnetic field is the only source for gravity, T = T“™, we
find, using the fact that T*™ is traceless (see (3.13)), from Einstein’s equations,
Ry = 2T, that

Dy = 20,0, and A =0 (7.3)
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This relates the Ricci tensor with the electromagnetic field that acts as its
sole source.

7.4.4 tetrad transformations

We will now consider the effect of changing the tetrad. By considering the
relation between the tetrad and the basis vectors coresponding to local geodesic
coordinates at a point p, for which g¢,.(p) = 1. (p), the Minkowski metric, it is
clear that we have as much freedom to change the tetrad as we have in changing
these basis vectors such that they remain related to local geodesic coordinates
at p. This, of course, means a Lorentz transformation and correspondingly we
have six degrees of freedom. If we extend this transformation continuously
throughout the manifold, we do get a tetrad transformation depending on six
function that does not alter (7x)(;)). Direct calculation of inner products will
show that these tetrad transformations can be represented as follows.

With a and b arbitrary complex functions, A and 6 arbitrary real func-
tions:

1—1
n — n+a‘m+am + aa*l (7.4)
m—m-+al
m— m+a*l

type 1)

l1-14+0'm+bm+bb'n

type2) nsz:n +bn 7.9)

m—m-+bn

1—- A1
type 3) |0 — 4n 76
We)mﬁﬂm (7.6)

m— e m

As straightforward calculations show, these tetrad transformations do have
an effect on the previous defined quantities in the following way.
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type 1)

\I’O — \I/()

\111 — \Ifl + tl*\IJO

\I/Q — \:[12 —+ QQ*\Ifl + ({Il*)Q\Ifo

Uy — Wy 4 3a* Wy + 3(a%)2W, + (a*)30,

Uy — Uy + 4a* U5 + 6(a*)2 Uy + 4(a* )30 + (a*)40,

K— K

o — 0+ ak

A= A+a*(2a+ )+ (@)% (p+ 2¢) + (a*)3k + 6*a* + a* Da*
p—p+a‘k

p— p+am + 2a* 3+ 2aa*e + (a*)*o + a(a*)*k + da* + aDa*
T—T+ap+a*c+aa*k

T — 7+ 2a*e + (a*)?k + Da*

e—et+a‘r

vy =y +aa+a*(B+71)+aa*(p+e) + (a*) %0 +a(a*)k
a—a+a*(p+e)+(a*)’k

08— B+aec+a‘c+aa*k

v—ovtal+a*(p+2y) + (@) (1 +28) + (a*)30 + aa* (7 + 2a) + a(a*)%(p + 2¢) +
a(a*)3k + (A +a*6 + ad* + aa*D)a*

do — @0
$1 — o1 +a" P
P2 — 2+ 2a*P1 + (a%)¢y

type 2)

With respect to type 1) 1 and n have been interchanged, resulting in the
transformation

Yy S Uy
vy S vl
Wy & Wl
b0 S —d3
$1 5 =]
kS —v*
p=—pt
=
as —p*
€S —v*

TS —1F
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Thus, for example: ¥; — Uy + 360, + V205 + b0, etc.

type 3)

\IJO — A—262i9\110
\I/l — A_leiellll
\112 — \112

Uy — Ae_w‘l/g
v, — A2672i6\114

Kk — A 2eig

o— Ay

p—A"'p

T —efr

T —e g

A — Ae20)

p— Ap

v— A%e 0y

v — Ay — %AA + %AAQ
e—A'e—LAT’DA+ LAT'DE
a—e o+ %e‘i95*9 — %Aile_wé*A
B — B+ Leif50 — LA™ eS5A

b0 — A ey
o1 — 1
P2 — A"y

7.5 the optical scalars

In section 1.2.1 we introduced the optical scalars rotation, expansion and shear
for a null congruence in Minkowski space. Here we review a more general
mathematical treatment, not confined to flat space-time. In doing so, we will
learn about the geometrical interpretation of at least some of the spin coefficients.
In the Newman-Penrose formalism Einstein’s equations have been replaced by
43 equations, each of which does not have a physical interpretation individually.
Often in solving equations of physics, (physical) intuition or (physical) analogies
are helpful. Here, in the present formalism, we have to solve many equations
containing symbols of a highly mathematical character, the physics of which is
hidden far behind the surface. Ultimately the expert will possibly acquire some
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intuition ("when doing this or that with this parameter such or so will happen"),
but, no doubt, in cases like this it is desirable to have powerful general theorems
(see next section) or the relief of having an interpretation for at least some of the
symbols.

The change in the basis vector e between two infinitesimally (ds—) sep-
arated points is 56(;9)” = e(k)u;,,(SSV = e(lLV(l)(k)(m)e(nZ)(SSV = —’Y(k)(l)(m)e(l)ﬂ(SS(m).
This leads to de)(m) = —fy(k.)(l)(m)e(l) for the change in e(;) per unit displace-
ment along the direction (m) . Applied to the vectors from the Newman-Penrose
tetrad, the change in 1 per unit displacement along 1 is:

A1) = =vmmme™ = =vm eI+ E B+ @mm = ()l -rm—r'm
or: I, I = (e+€")l, — kmy — K*my,.

In the same way we find for n and m:

n(l)=—(e+ e )n+mm+7*m, on(2) = —(y++y*)n+vm + v*m,

om(1l) = (e+ ¢ )m+ 7*1 — kn, etc.

From this and section 7.2.4 we see that the vector field 1 is a congruence
of null geodesics if and only if x = 0 and that these are affinely parametrized
when in addition Re(e) = 0. We can apply a tetrad type 3) transformation to
achieve € = 0, whenever this is not already the case and this will not change the
direction of 1 or the fact that x = 0.

With k = € = 0, writing out /,,,, in terms of spin coefficients and antisymmetriz-
ing the result, we arrive at

l[p.;u] = —(CV* + ﬂ - T)l[uml/] - (0[ + 5* - T*)l[ltml/] + (P - p*)m[umu]
and thus
Ul = (p = )Myl

These two equations tell us that whenever p = p*, 1 will be proportional to
the gradient of a scalar field (we say: the congruence of the null geodesics is
hyper-surface orthogonal) and that when in addition o* + § = 7, 1 will be equal
to the gradient of this scalar field. We also find (again, x = ¢ = 0)

2l =—3p+p) =0

%l[u;u]l“;y = _i(P —p )P =w?
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%l(”;y)lu?’/ =07+ |J|2'

O,w and o are called the optical scalars (expansion, rotation and shear; these
names indicate what happens with bundles of light-rays as they travel through
a gravitational field for example). The significance of © = —Re(p),w = Im(p)
and o can also be grasped from the change in 1 in the orthogonal direction m:

01(3) = (a* + B)l — p*m — om.

When « = 0 = ¢ we do find the following propagation equations (varia-
tion along 1) from the form the Riemann tensor takes in the present formalism
(see also section 10.3):

Do =o(p+p*)+ ¥y =—-200 + ¥,

Dp = (p* +|0]?) + @ (or Dw = —20w and DO = w? — O2 — |o|> — Py).

7.6 Petrov classification and Goldberg-Sachs theorem

In chapter 6 it was already mentioned that the spinor equivalent of the Weyl
tensor is completely symmetric and from chapter 1 we know that as a result
the Weyl spinor defines four principal null directions via its principal spinors.
These null directions are used to distinguish gravitational fields according to
the Petrov classification. In contrast with electrodynamics, where an analoguous
classification is possible since the Maxwell spinor is symmetric (see section 3.4),
the invariant classification of the Weyl tensor is very important. Many powerful
theorems exist that relate certain properties of the field with its Petrov type, one
example of which will be given below: the Goldberg-Sachs theorem.

Many exact solutions have been rediscovered again and again. Perhaps, even
likely, our chapter 10, if successful is an example of this. The problem of
proving or disproving that two solutions are the same can be very hard, but the
complexity is reduced by the invariant classification of fields, combined with the
powerful theorems available.

The Petrov classification is as follows (PND = principal null directions):

Type I: four distinct PND
Type II: two PND coincide
Type D: two degenerate PND
Type III: three PND coincide
Type N: four PND coincide
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When at least two principal null directions coincide, the space-time is called
algebraically special. By considering the tetrad transformations from section
7.4.4 it is not difficult to show that there exists a tetrad such that:

Type I: only ¥y =¥, =0
Type II: only ¥ and W3 # 0
Type D: only ¥y # 0

Type III: only W3 # 0

Type N: only Wy # 0

There are many forms of the theorem that goes under the name Goldberg-
Sachs [79]. Even the lemmas or corollaries are sometimes presented as the
Goldberg-Sachs theorem. Here we list indiscriminately two of these, the first of
which will be used in chapter 10:

If a gravitational field contains a shear-free geodesic null congruence 1 (so,
k=0=0)and ®gp = Pg1 = Pp2 = 0, then the field is algebraically special (so,
Uy =0 = V) with 1 a degenerate principal null direction.

A vacuum metric is algebraically special if and only if it contains a shear-
free geodesic null congruence.

Similar in spirit is the Mariot-Robinson theorem [65]:

An arbitrary space-time admits a geodesic shear-free null congruence if
and only if it admits an electromagnetic null field satisfying Maxwell’s equations
in it

and its corollary:

The Weyl tensor of Einstein-Maxwell fields with an electromagnetic null
field is algebraically special.

90



The Robinson congruence in
general relativity

8.1 introduction

In previous chapters the Robinson congruence or its projection on a time-slice,
the Hopf fibration, was seen to correspond to a non-null twistor, an exact
solution to source-free Maxwell equations and a solution to linearized Einstein
equations. The purpose of this chapter is to show that it is also related to
an exact solution in general relativity. To this end we summarize and, to suit
our purposes, supplement an article by Debney, Kerr and Schild [13] in which
a formalism was established that can be considered as a solution generating
technique "avant-la-lettre".

Consider a metric that can be cast in so called Kerr-Schild form:

Guv = NMuv + 2heueyl

in which 7 is the metric of Minkowski space (M?* with usual coordinates
{tx,y,z} that will also be used (with different interpretation of course) as
coordinates in the curved manifold), h = h(z*) and e is a null vector:

v — p—
g*’e e, = ete, = 0.

The contravariant form of the metric tensor can easily be seen to be
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gt¥ = nt" — 2hete”.
It follows that n*“e,e, = 0: e is also a null vector with respect to "auxil-
iary" Minkowski space. Raising and lowering of indices of vectors that are

orthogonal to e, including e itself, can be done with 7.

In terms of the null coordinates {u, v, w,w}:

uE%(t—f—z)
vE%(t—z)
wE%(x—f—iy)
W= J5(r —iy)

we can write a general (covariant) vector with unit coefficient in front of
du as

e =du+ Adv + Ydw + Ydw
(the case of vanishing coefficient in front of du can be treated by a suit-

able limiting process, but will be of no concern here)
and the Minkowski metric tensor as

0o 1 0 0
1 0 0 0

= MV —
M) =) =19 o o  _1
0 0 -1 0

The condition for e to be null with respect to 7 now gives 4 =YY

e=du+YYdv+Ydw+Ydw, or

1 YY
YY y 1
(en) = v and (e*) = (n*’e,) = y
Y -Y
The line element in null coordinates is ds?> = 2dudv — 2dwdw + 2h(du +

YYdv+ Ydw+ Ydw)?, and therefore

o 1 0 0 S S G &
N R YY YV vy® o vy
Wwd=1lo o o —|t*|y  yv2 v vy
0 0 -1 0 y v vy v?
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The inverse can be calculated most directly from ¢g"* = n** — 2he*e”:

0o 1 0 0 (YY)2 YY  —YY  —YyYy?
gy =L 0 0 0| | YY 1 -Y -y

o 0o 0 -1 -YY  -Y Y2 YY

0 0 -1 0 -YY? Y YY V2

Using the null vector e, we can form a Newman-Penrose tetrad {l,n,m,m},
1=(") = (e"), n=(n*), m=(m"), m= (m"), with, in null coordinates

YY 1-hYY -Y -Y
1 —h 0 0
ny — H) = my = Mt =
-Y hY 1 0

Note that in these coordinates m* is not simply the complex conjugate of
m#, as would be the case in real coordinates. In terms of the more familiar
{t,z,y, z} these definitions would be more complicated. We will need only e in
these coordinates:

1+YY

_ 1 [ -(v+Y)
(e") = ﬁ iy — }7) (8.1)

-14YY

When the spinor field (II4) = (II',11%?) corresponds to the direction of e,
considered as a vector in auxiliary Minkowski space, M*, we find from
et oc o, . TIATTY and equations (8.1), (1.4) that

m I
Y:fﬁgzﬁ? (8.2)

8.2 Debney, Kerr and Schild

The result of the article by Debney, Kerr and Schild that is of interest here can
be summarized as follows.
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For arbitrary (complex) analytic functions ® and ¥, constant ¢ € C and
constants p,c,m € R we generate a solution of Einstein-Maxwell equations in
terms of null coordinates {u,v,w, w}:

F=0)+(¢¥ +¢)(w+Yv) = (pY + q)(u+ Yw)

generates, via I’ = 0:

e.m. field:

$0=0, ¢1=3V(Y)P2p?, ¢o=—3(y¥)(OyF) >+ 3U(Y)(0yF) 30y0y F

metric:

Guv = Nuv + Qhe,u,eu

where

P=pYY +qY +qY +c

p=-—POyF)!

h=imP~*(p+p) — 39VPpp
e=du+YYdv+Ydw+Ydw is null geodesic and shear-free

¢o,¢1,¢62 and p are defined as in the Newman-Penrose formalism with
{l,n,m,m} as in section 8.1.

Comparison of this function F with equations (8.2) and (1.10), which is
also valid in curved spaces of Kerr-Schild form, explains one part of the working
of this prescription to generate solutions to the combined system of Maxwell
and Einstein equations, the fact that e is geodesic and shear-free.

The defining equations of ¢, ¢1 and ¢ in terms of the tetrad compo-
nents of the Faraday tensor in section 7.4.3 can be used to obtain the
inverse relations, expressing the tetrad components in terms of the ¢’s:
Fue) = —Foyw = Fiyu = %0 Fye) = —Fioya) = o1 + ¢1, etc. Equation
(7.2) can now be used to obtain the F(*)()’s. From these, the calculation of
FOWOE o) leads to 4(¢od2 + ¢503) — 4(¢3 + ¢12). This shows that the formalism
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of Debney, Kerr and Schild does not lead to null electromagnetic fields, since,
from section 3.3, 2(E* — B?) = F/F,, = FOOF, () = 0 only for ¥(Y) = 0:
when an electromagnetic field is present, at least one of the requirements for
this field to be null is not satisfied.

8.3 examples

In [13] the choice ® = iaY, ¢ =0 and p = % = ¢ was shown to lead to the
now famous Kerr metric for ¥ = 0 and to its electrically charged version, the
Kerr-Newman metric, for ¥ = e. Since the angular momentum of these solutions
is proportional to « it follows that we arrive at the Schwarzschild and the
charged Schwarzschild or Reissner-Nordstrom solutions by putting a = 0 in the
choices from above. Here we are interested in other choices of the parameters.
However, for comparison we first give the results of the present procedure for
the Schwarzschild and Kerr solutions.

Schwarzschild solution, ® =0=V, ¢ =0, p = =c:

1
V2

=2 g-‘rlrﬂv h:%((x J;)Q)Sv r?=a? +y? 4 22

'I

(er) = L20t2)

ISE S A

Note that the combination he,e, that appears in the metric does not con-
tain the common factor in (e*), in agreement with the sperical symmetry of the
solution. The form of the expansion, -Re(p) = p here, seems to contradict this
symmetry. However, the spin coefficients depend on the chosen tetrad. A type
3) transformation with A=ﬂﬁ leads to a manifest spherical symmetric
expansion.

Kerr solution, ® = iaY, ¥ = 0, q:O,p:%:c;

p =25, P p=m@H)? R +(a® — 2% —y? - 222 — a2 =0

2492 F2+4az’ 2 (7+2)2 7*+4a222 >
7
~xT+ay
( ;L) _ V2(f+2) r%'2+a2
e T x24y? ~yr—azx
7:2+a2
z

Note the difference between 7 (an ellipsoidal radial coordinate) and r. In
the limit ¢ — 0 we have 7 — r, resulting in the Schwarzschild solution. Apart
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from the flat space-time part, the metric now contains the factor 5421’;’;322 , shared
by all coefficients. It it clear that the angular momentum is directed in the
z-direction.

The coordinate transformation u = t + 7, ¢?sinf = (x + iy) (¥ — ia) ™!, z = Fcosf
leads to the form of the Kerr metric as it appeared for the first time in the
literature [80]:

ds®(= gudrtdz’) = [1 — =280 —)(du + asin®0dp)? — 2(du + asin®0d¢)(di +

72 +a2cos26

asin®0dg) — (72 + a?cos®0)(df? + sin®0d¢?).

The limit ¢ — 0 of this expression gives the Schwarzschild metric in the
familiar advanced Eddington-Finkelstein coordinates. For # = 0 and 6 = 7
there is a curvature singularity (not just a coordinate singularity) that has the
geometry of a ring in auxiliary Minkowski space.

8.3.1 Robinson congruence

@:%Y, V=0, p=0=¢q, c=1

These choices lead to P =1, F = (ﬁ +v)Y +w, thus F=0 <= Y = ;%”,

In terms of the auxiliary coordinates {¢, z,y, z} we have:

Y = ji?ii, p= %(—t +2+41i), h= m\/§(1+_(§fz)2) and

1+22+ 9%+ (t—2)2
(o) = 1 2(x(t — 2) + )
V2(1 4 (t — 2)?) 2(y(t — z) — )

w2 +y?—1—(t—2)?

(8.3)

We recognise the Robinson congruence or Hopf fibration in this form, see
equations (4.2), (4.9) and (4.10). Alternatively, the corresponding spinor field
(111, II5) with g—f =Y is (II1,II3) = f(z*)(—t + 2z — i,z + iy) which is exactly
equation (4.6), which led to the Robinson congruence.

In all the previous appearances of the Hopf fibration we were able to give

a physical interpretation of the integral curves of the vector field: as electric
or magnetic field lines, lines related to energy flow ((super-)Poynting vector),
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tendex or vortex lines. But now the vector field appears twice in the metric
without obvious interpretation. In addition, we do not have a clear and global
distinction between time and space here, as was the case in past examples,
where fields could be considered to be defined on flat space-time. The vector
field in (8.3) is still to be considered as a Robinson congruence, but a projection
on a time-slice in order to arrive at the structure of a Hopf fibration cannot be
done, except in auxiliary space.

Of course, the congruence is built from null geodesics and these are possible
photon paths or light rays. But in every point there are possible photon paths in
all directions.

If we change ¥ from zero to constant e, the difference appears only in the
expressions for h and the electromagnetic field. There is an extra term in
h due to the contribution of the electromagnetic energy density to the cur-
2
T
oo =0 = ¢, ¢1 = e%. This expression is not very illuminating, but
again a Robinson congruence pops up, since the corresponding electromagnetic

field can also be obtained from a one form «: F),, dz* A dz¥ = de, in which

vature of space-time: The electromagnetic field is represented as

— o2V2(2—t)

X = e )2

e.

8.3.2 degenerate Robinson congruence

P=0=", p=0=gq, c=1

This leads to Y = Z£%¥  p= ¥2 = mV2 454

z—t)

22+ + (t—2)?
2z(t — 2)
y — 1
(") = 2(t — 2) /
22 +y? — (t—2)?

in which we recognise a degenerate Robinson congruence, see (4.22).

Putting ¥ = ¢, a constant, leads to an additional term in h: —%, and
an electromagnetic field that can be represented as in example (8.3.1), with
2v2

o = eﬁe.
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8.4 conclusion and final remarks

In this chapter we used a method developed by Debney, Kerr and Schild to
show that the Robinson congruence also appears in exact solutions of the full
Einstein equations. However, within the confines of classical general relativity
it is fair to say that in contrast with previous cases we do not know whether
a physical interpretation is possible. An attempt at an interpretation along the
lines of [35,36,81,82] could be worthwhile.

An interesting possibility suggests itself when comparing the solution of section
8.3.1 with the solution in chapter 6. Could the latter be the linearized version
of the former? If yes, can the interpretation of the curves of the Robinson
congruence in the solution of the linearized theory in some sense be taken over
to the exact solution in the full theory?

It has not yet been investigated whether the solution in section 8.3.1 be-
longs to the class of solutions for which no general solution is known [83] or
perhaps to the class of which only a few solutions are known [84], or neither of
these possibilities.

It may further be noted that from [85] we may conclude the Petrov type-
D character of at least the vacuum solutions in sections 8.3.1 and 8.3.2, as well
as the fact that these solutions must contain singularities not confined to a
bounded region. This makes it unlikely that they will bring any changes to
the observation in [86]: 'But the hope of finding metrics amongst the solutions
[. . . ] which describe the radiation field of a physically meaningful matter
distribution has not been realized.’

As in chapter 4, there is a complex shift related to the transition degener-
ate Robinson congruence — Robinson congruence. The relation between the two
shifts has not been investigated. Again, there is a possible connection with work
done by E. Newman [31,33].

Finally, it is of interest to note that in the case of rotation-free Kerr-Schild
metrics there is a geometrical interpretation for (e*) and other quantities appear-
ing in the present procedure [87] (also described in [88]). For this interpretation
to work for the degenerate Robinson congruence (rotation-free, since p is a real
function) we need the unphysical assumption of a massive particle travelling
along the z-axis with the speed of light in order to have the correct retarded
distance [88]. In addition, other quantities do not fit into the scheme presented
in said references.
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Electromagnetic Hopf knot
in tetrad formalism

In this chapter we search for a tetrad adapted to the field of an electromagnetic
Hopf knot, such that as many of the spin coefficients as possible are vanishing
or otherwise do have a simple expression. It mainly consists of calculations.
Doing these by hand, one soon acquires an intuition of how to change the tetrad
in order to achieve a desired expression for one of the coefficients. The choice
presented here is only one of the nicer possibilities. The results of this chapter
are needed in the next.

9.1 introduction

Among the many exact solutions of Einstein’s equations with a source, almost
all sources are unphysical. Only very few known exact solutions correspond to
a realistic source, such as the Schwarzschild or Kerr solution. In the rest of this
thesis we will be concerned with finding an exact solution due to a source that
might be of physical relevance.

Parallel light beams have been considered as a source to Einstein’s equa-
tions, leading to plane gravitational waves [89,90]. Plane waves in general
relativity played an important role in the acceptance of the existence of gravita-
tional radiation.

Experimental physicists are currently thinking about the production in the
laboratory of electromagnetic knots. Although the extend of a Hopf knot is
infinite, and in this respect an experimental realization can only approximate
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the full Hopf knot, in contrast to a plane electromagnetic wave the energy of an
electromagnetic Hopf knot is finite and very much concentrated [1].

In chapter 10 we will try to find an exact solution of the combined sys-
tem of Einstein and Maxwell equations with as sole source an electromagnetic
Hopf knot. Starting with a source, a fluid, an electromagnetic field or anything
else, considered in flat space-time, thus neglecting gravity, that is fully under-
stood and specified in terms of familiar Minkowski coordinates {¢,z,y, 2} and
using this as input for the energy-momentum tensor in Einstein’s equations
in order to calculate the metric leads to a problem that is peculiar to general
relativity: in order to calculate the metric we need the source, but to describe
the source correctly, we must know the metric. In the problem at hand this
peculiarity leads to a comfortable freedom in the definition of an electromagnetic
Hopf knot in the context of curved space-time. In chapter 10 it will become clear
how we can trim our sails according to the current wind.

Due to the complicated ¢, z,y, = dependence of the Robinson congruence and the
fact that this congruence is null, geodesic and shear free, the Newman-Penrose
formalism seems most suited for solving our problem. We therefore first need
to know what a Hopf knot in flat space-time looks like in this formalism.

9.2 Hopf knot in flat space-time in Newman-Penrose formalism

A possible tetrad adapted to the congruence of Robinson consists of the following
basis.

1=1(5,8)
n= A(%a 7%)
y 9.1)
m = \/ﬁ(ovF)
m = f/ﬁ(O,F*)

in which A and ¢ are unspecified real functions, and
S =S| = |E x B| = E? = ¢ (energy density, for E- B = 0, |E| = |B|)
E = [E|
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F=E+:B

A nice property of this choice of tetrad is the direct relation between any
of the vector fields contained in it with the electric, magnetic or Poynting vector
of the electromagnetic field under consideration. We take

1 (x —iy)2 — (t—i—2)?
i(z —iy)2 +i(t —i—2)? 9.2)

F=F%(tr) = o
(=2 = \ " o Z i)t —i— 2)

which defines an electromagnetic Hopf knot (equation (4.1)). The first
vector field from the tetrad therefore defines a Robinson congruence: we know
from chapter 4 ((4.9), (4.10)) that 1 can be written as 1 = 2e¥e¥ k0(k®), with
(k*) = (k° k), the Robinson congruence associated with (4.2), and |k°| = k° = |K|.

Since we use the Minkowski metric, the following relations hold. These
can be seen almost without effort from what we know from electromagnetic null
fields.

mtm, =0 =mtm,
mtm, = —1

Mmy, =0=1"m,
", =0=nkn,
Mn, =1

mtn, =0=mkn,

The tetrad thus qualifies as a Newman-Penrose tetrad (section 7.4).

9.2.1 the spin coefficients

We now calculate the spin coefficients (section 7.4), including the optical scalars,
and use the fact that we are working in Minkowski space, so the Christoffel
symbols vanish. First we derive general expressions for x,o, p with respect to
(9.1), the boxed equations below. They can be formulated straightforwardly
in terms of properties of the electromagnetic field considered. For example, ~
is proportional to the projection along the Poynting vector of the directional
derivative in the direction of the Poynting vector of the Rieman-Silberstein
vector. The fields A and 6 could be adjusted in such a way as to make this
proportionality factor equal to 1. But we will need a different choice, the one
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that makes € = 0. As soon as we start using (9.2) the spin coefficients will receive
the label Rob.

K =Y3)1)(1) =€) €Y un =€) eq ey
and thus (for the tetrad (9.1) defined above)

619

S S
\/gF ’ (_Z)w A

R =

It follows that (remember D = [#0,,)

Ii—in D§—is DF |since F-S =0
V28 A V254
13 v eie
T=TRMWE) = €3) €y eWpr = gt %ar Orf
eié
0=-—"8.0F
V25 A

P =3)1)(4) = €(3) €y 1)

The difference with respect to o is that now we have a directional deriva-
tive m*0,, thus

ei@

_ S. §*F
NG

e = 3100 T @wm) = s(ewp) et e +egleq ewuy) =
2asDS+ 5D + *gs D=5 1 ;IF. DF*f%F F D) =
?{%—DS - ﬁDA * 3 DS — LDA 55F-DF* + LDE + zDe} =
s Tha- LF DY LDS 16

—1i0

Thus ¢ = %{ADS — 1DA— LF . DF* +iD6}

Although we did not calculate x yet, we do know that the first tetrad vec-
tor field is aligned with a geodesic Robinson congruence. Therefore we expect x
to be zero (see section 7.5 for the interpretation of some of the spin coefficients).
Further, it is always possible to use an affine parameter along the geodesics
(section 7.2.4), and then Re(e)=0 also. Note that here we actually are considering
an affine parameter field. We will try to find A and # such that € = 0.
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To compute the above expressions concretely, we first need the derivatives
of the Riemann-Silberstein vector

(z —iy)® = (t —i—2)?
—2(x —ay)(t—i—2)

_ (x —iy)? — (t —i— 2)? t—i—2z)

OF = oy | i(w —iy)? +i(t —i = 2)? | + =iy | —it—i—2)
—2(x —iy)(t —i—2) (z —iy)

(x—iy)* = (t—i—2)° (z —iy)

0. F = oty | iz — i) +ilt =i = 2)* | + oypmep | ile —iy)
—2(x —dy)(t—i—2) —(t—i—2)

(z—iy)* = (t—i—2)° —i(x — iy)

—2(x —ay)(t—i—z) (t—i—2)

(x —iy)2 — (t—i—2)? (t—i—z)

0.F = iy | e —iy)® +i(t —i = 2)* | + =y | it =i —2)
—2(z —iy)(t —i— z) (z —1y)

The first term in these four derivatives is proportional to F and is there-
fore not needed in the calculation of the first three spin coefficients, «,o,p,
because S - F = 0. Therefore:

2 (4aPtytr(t—2)?) 2Aa(t = 2) +y) (t —i—2)
S-0,F = ((tfi)_zfrz)s ((,42,(,5211))“47,2)3 2(y(t — z) — x) A —-it—i—2)| =
o’y = (t—2)? -1 (x — iy)

_2 (14224924 (t—2)?)? LN —2(z—iy)
=2 (@ ) 07 (4~ W) = (e

Similarly:

S.9.F = 2lt—2-1) g
=¥ = Gy

S.9,F = 2= g

= @)

S 0.F = 5y S

—i)2—r2)3

We now calculate the spin coefficients explicitly.
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kRY o S - O, F o< (1 + 2% + % + (t -

2)%)S - OF + 2(z(t — 2) + y)S -
0. F+2(y(t—2)—2)S -0 F + (22 +y> — (t —2)® —

1)S-9.F =0

This expresses the known fact that the integral curves of the vector field 1
are geodesics.

oftob “S O F « ((x—iy)? = (t —i—2)%)S - 0,F + (i(x —iy)* +i(t —
i—2)%)S F—Q(x—zy)(t—i—z)s-ﬁzeO

As expected, the Robinson congruence is shear-free.

Returning now to the expression for ¢7°*, the real part vanishes for A such that
75DS — £ DA — 5:F - DF* is imaginary. From DS = J(F - DF* + F* - DF) we
infer that A = S is the desired choice. If in addition we want Im(e) = 0, we have
to solve the following equation for 0:

The right hand side of this equation, combined with our knowledge of
the electromagnetic Hopf knot justify the "ansatz" 6(¢,z,y,2) = 0(2® + y*,t — 2).
We write p = 22 + y%, £ =t — 2z to obtain:

(14 £%)0¢0 4 2p£0,0 = 1

For 6 # 6(p) the equation is simple to solve:

3¢l = 17, with solution tanf =¢ or 6 =tan™'(t - 2).
With the choices and ’ 0 =tan ' (t — 2) ‘ we now also have et = (.

Note that this choice leads to ¢? = —+it=2)
1+(i—2)?

Obtaining explicit expressions for the other coefficients requires lengthy
but simple calculations, that will be presented in compressed form:

phob = FSm“S I, F =

ﬁm{((x +iy)? — (t+1i—2)*)S 0, F+ (—i(z +iy)? —i(t +i— 2)*)S -
OF + (—2(z+iy)(t+i—2))S-0,F} =

757 ((tﬂ)%,,,z) = z)g 723 sS{((x +iy)* — (t+i—2)*)(t —z—i) + (—i(z + iy)* —
i(t+i—2)?)(=i)(t — 2z — i) + (=2(z +iy)(t +i — 2))(z —iy)} =
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1

gy (@ )2 — (i 22— 2 — )+ (il + iy)? — i i

5
2) (=)t — 2 — i) + (=2(x +iy)(t +i—2))(x —iy)} =
1 —2(14z2 432+ (t—2)2 . —z+i
S ((r(z—(t2+zl/))25i-4r2))3) (t —z+ 7’) =2 1+:E2—T—y2—_:-_(t—z)2
So that
C—-)ROb' _ 2(t - Z)
1+ 22492+ (t — 2)?
and
wRob. _ —2
14+a22+y2+(t—2)2

From this and the fact that there is no freedom left for a suitable tetrad
transformation to achieve p = p* (see section 7.4.4), it follows that the Robinson
congruence is not hyper-surface orthogonal (i.e. not proportional to the gradient
of a scalar function).

For the propagation equations, expressing the change along the geodesics
of the congruence, we find

Rob. _ 8(t—2) Rob. _ ___4(1—(t—2))
Do = rmyrra—apye and DO = iy

From equations like this (D(...) = f(z*)), of which one more will be given later
in this chapter, we could take advantage in the next chapter, were, depending
on some choices we make, we have to solve these kind of equations for (...).

We continue with the remaining spin coefficients.

ob. _ _ v _ S —e "0 %
TR = Yoy a) 1) = e e ey = —ag - D(Z55 FF)

This expression contains a term proportional to S- DF* = (S-DF)* o (k7°0)* =0,
and a term proportional to S - F* = 0. Therefore 77" = 0.

ob. __ _ v _ S w —e 10 mx
A = ) aya) = o) el ey = 95 - 0" (S5 F7)

This expression contains a term proportional to S-§*F* = (S-0F)* « (a7°%)* =0,
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and a term proportional to S - F* = 0. Therefore A" = 0.

P = 2y () (3) = €5 @Y () =

S —e 0k _ e ¥ * e'? * * __ ob.\x __ —(t—2z)+1
— 55 05 F) = 535S 0F" = §(55558-0°F)" = 3(0"")" = ity

ob. __ _ v _ S —e Wy _ e 1 *
VI = 2y a)(2) = @) e} @y = —35 - A(S55 FT) = S5556S - AF
Note that A=9;, — D and S:DF*oxk* =0, thus

Rob. _ e " 1 q. x __ —e P(atiy)
v = sasS  0F = gy
6 6 %
T = @) 1)2) = €] el ey = g F - A(-5) = 75558 AF = 2w
af = 3 (v@)ay) + Y@y @) and
v _ S * S\ _ *S-S __

Y2 (1)@) = € el ey = 95 07 (=5) = 1652 =0,

6 - i

v __ e *7ei9*_ 1 * K 7 *e_e_
’}/(3)(4)(4) 29(378(4)8(4)%1, = ﬁFd ( V25 F )— —ﬁF'5 F —60\/255 ﬁ =

— 55 F - O'F" 4i6"0 + 550°S = [ (F* - §*F — F - 6*F") + i6*0

i = ; ; ob. ;
We}fza(ve 5)9 = ﬁm(x —iy)(t —i —2)0,0 = —7EY(t —i — 2)0;_.0 =
— 7O (t—f—2

1+(t—2)2 7

. Rob. .
therefore i0*0 = 72“1?_(;2’3“)

The other terms turn out to be
—1 sk _ e atiy)  _  Rob. L s+ _ o (t+)2—1r>  Rob.
WO = Zgi e — v and ggFT0TF = Sty

N\ 2 2 :
These terms sum to o> = 1[3 Eitzgzi:z - 8:23]”1%01)'

6Rob‘ — %(7(2)(1)(3) + 7(3)(4)(3)) and
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_ v _ S Sy _ 1SS __
V2)(1)3) = €2y eE) eMur = —35 - 0(—5) = 1057 =0,

76*779 1 e i

v it « % . —i6
7(3)(4)(3) = 8(3};6(3) e(4)#’y = \/T—SF . (5( /25 F ) = —ﬁF - 0F" — 629\/255@ =

2 (F* - 0F — F - 6F*) +i60 = —2(a®°%)* and this implies:

4S5
ﬁRob. — _(aRobA)*
7 = 3 (@)@ F N)@)@) and
_ v _ S Sy _ 1 S-S __
V2)(1)(2) =€) en) ey = —55 - A(=35) = 3A%F =0,

e—iﬂ

L, v e’ * * _ il /
Y3)(4)(2) = e(g‘) 8(2) €W,y = ﬁF . A( /325 F ) = —%F -AF* —¢ o QSAm =

L(F* AF —F - AF*) +iAf

Now use A=9; — 3D and Df = /5(F"-DF —F-DF") to get

3i(t2+r24+1)

Rob. _ 1 * * 4 _ i
- 7(F ' atF -F- atF ) + 58150 T 142242+ (t—2)2  (#2—r2)2+1+2(t247r2) +

85

= 2

1+(t—=2)2

We could try to express v in terms of the other spin coefficients with the
help of relations like

_ z2 44> * _ 1+(t—2)*2
R e (e L e A D

2 _ N 2 2 _
L+ —2) = el &40 = ety

supplemented with formulas that contain a and [, but it is more impor-
tant for the needs of the following chapter to note that v#°* € I. Chapter 10
starts with a summary of the results obtained here.

9.2.2 the electromagnetic field

We now calculate the tetrad representation for the electromagnetic field tensor
that corresponds to this particular electromagnetic Hopf knot. For this we need
the following relations
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o F F, F

(asd) —F; 0 iF, —ZF‘y
(F“V )= —-F, —iF, 0 iF,
—-F. iF, —iF, 0
o EF Frf Fr
(sdy | —F» 0 —iF;  iF}
(F’W )= —F; iF; 0 —iFy
—Fr —iFr iEr 0

Using F-F =0=F-S, F-F° =25  we find for the Faraday ten-
sor:

b0 = Fl1)(3) = Fltm” =

16

Foj S FI 4 iy S FI = —L(Fj + Fy)FI S + Sejp(F- —F*’“)%erF =
LF-F+F B+ e (FF — Frh) STy = €48 4 I0 (S (F x F) +
S. (F*x F)) =
ef5 = 0.
¢1 = %(Fu)(z‘) + Flaye) = gFuw(Fn” + mtm”) =

1o % + 1Fi0% - IFUL?;SSJ + 3Fijgg FF) = _%FOJ'% + s -

F*k)F’”Fﬂ = 0.

$2 = Flay2) = Flum'n” =
—i0 *1 %1 _ e * —i0 *1 _
QFonF — QSWF”F SI = 74mFoF 4S el]kF F*i8i =
_eTE e o a0 /S
2v/2 2&/%8 §=-—c 27
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SO:

(b__e*w 1+22+ 92+ (t—2)2 and [d9 =0 =9
SN R e TS o] R =L,

This immediately leads to the energy-momentum tensor for the electro-
magnetic field in tetrad terms:

the only nonzero component is

- g __ (telty’t(t—2)?)?
T(2)(2) - 72¢2¢2 =-5=- ((t2—r2)2—£41+2(t2+r2)2)3 .

9.2.3 miscellanea

If this tensor acts as the only source for Einstein’s equations we arrive at a
space-time in which all Ricci coefficients except one vanish:

2021 (4 2)2)2
R(Q)(2) =-25,0r Pypp=5= ((tQ(I,tg)z—z/l:g((tter)rz))z)?,

Looking back at the Maxwell equations in Newman-Penrose formalism
(section 7.4.3), we see that for the present electromagnetic field they read:

k¢ = 0, which is satisfied trivially because x = 0

Dga = po2

o¢2 = 0, which is satisfied because o = 0

6¢2 = (1 — 203)2.

From the second equation we infer that DS = —45 m, as can
be checked by direct calculation. This, like the explicit propagation equations
for the expansion and rotation given above, could be of use when solving the
combined system of Maxwell and Einstein equations with an electromagnetic
Hopf knot as source. It is not difficult to add to this list more equations of the
same form or with J substituted for D, etc. However, since in the example given
in the next chapter we do not use any of these, they will not be presented here.
Other choices than those of chapter 10 have been considered in which this list is
of importance.
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9.2.4 another choice for the tetrad

We had good physical reasons to consider the tetrad in (9.1). This choice led
to reasonable expressions for the spin coefficients, five of which turned out
to vanish. However, for the sake of the problem posed in chapter 10, it can
be advantageous to have an alternative at hand. Therefore, here we consider
an alternative choice for the tetrad that will have an additional vanishing spin
coefficient.

We perform a type 1 tetrad transformation (section 7.4.4) to the tetrad (9.1) such
that 7 — 0. Since, with k = 0 = ¢, for type 1 transformations 7 — 7 + ap, this
will be achieved for

a=-—-T = T—iy (t—z— z)((t+z)zfr2)2
P f\/1+(t 2)? (t—z+i)((t— 1)2_Tz)2
thus aa* = %%

From equation (7.4) we find for the new tetrad:

20,20 (42
n= %%(1707()’1)

(9.3)
m = a(1,0,0,1) + at=2-%(0,1, —i, 0)

T—1Y

m = a*(1,0,0,1) + a* =20, 1,4, 0)

T+iy

Note that n = (3 + aa*)(1,0,0,1).

The spin coefficients can be calculated as before, or, much simpler, from the
previous ones by the transformation formula in section 7.4.4. For the latter
strategy, use can be made of equations that are given in section 10.3. This leads
to the following expressions for the spin coefficients:

c=k=T=€e=m=A=0,

N 3 _ 6i(t2+r241) n 6i(z24+y?) 2—r2-1

'Y - lJr(tfz)2 (t277‘2)2+1+2(t2+7‘2) 1+(tfz)2 (t27r2)2+1+2(t2+7“2)’
= _ t—zti

p= 21+J,2+y2+(t z)2/

6ia™

Q= G2z
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ﬁ _ 6ia _ 2a(t—z—1)
T (t44)2—r2 1+x24y2+(t—=2)2"

p= pE (- )2 — ) - 1),

2ia* 6ia* (t2+r2+1) a* (t—z—i){((t—1)%2—r?)>—1}

_ ia” _
V= 1ty +0—27 T 150—27 ~ @=rrfeea) T TH(=2)

Part of the last expression comes from Aa* = 0,a*, which is valid since
Da* = 0. Note that A here refers to the original tetrad (9.1), and not (9.3). Again
we have a simple relation between « and 3: § = —a* + ap™.

A type 1 tetrad transformation does not change the representation of an
electromagnetic field for which ¢g = 0 = ¢, so with tetrad (9.3) we still have

—0= _ 1—i(t—z2) 1+:E2+y2+(t7z)2 )
b0 b1, 92 V2(+(t—2)2) ((t2—r2)2+1+2(t2+r2))%
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Hopf knot curves space-time

The basic issue is this: one can extend the notion of electric and magnetic fields to
quite arbitrary coordinates in arbitrary space times, and one can extend the notion
of the Poynting vector with it, but one does not understand what these things mean
physically. In other words, the extension is purely formal. This is a very general problem
in Gleneral] Rlelativity], . . . [91].

In the final chapter of this thesis we set ourselves the ambitious task of
solving the full nonlinear Einstein equations with an electromagnetic Hopf knot
as its source. In doing so we audaciously neglect what can be considered as a
warning or request, not to come up with new exact solutions but instead trying
to interpret the ones that have already been found. This warning, that can be
sensed for example in [92], expresses the fact that it can be very hard to give an
interpretation for exact solutions. However, when our attempt will be successful,
we do have an understanding of the source.

We will use the Newman-Penrose formalism for which the preparations appear
in the previous chapter, that will be summarized first.

It should be noted that in the process of solving the equations every now and
then a choice has to be made. The examples presented here are just two of the
few options that have been considered, some of which, like the one presented
first, lead to a contradiction, whereas other lead to a set of equations that have
not been solved. The list of equations of the form D(...) = f(z*) partly presented
in chapter 9 could be of help in solving said equations. However, the complexity
of the equations to be solved is daunting. The purpose of present example is to
convey the method used, for which these choices are best suited.
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10.1 introduction (summary of chapter 9)

In the previous chapter we have seen that an electromagnetic Hopf knot can be
represented in the Newman-Penrose formalism in the following way.

In M* we use the tetrad

— (1.8 -1 _8 - Adit=z) = —it=2) *
1= (17 S)) n= 2(1a 5’)7 m = 2S(1+(t7z)2)(07F)7 m = 2S(1+(t7z)2)(07F )/

with F and S as in chapter 4, equations (4.1) and (4.2).

The spin coefficients that correspond with this tetrad are:

*

[{:U:E:ﬂ':)\:(l 7-221/*) ﬂ:_a*’ 'u:%p’

p= 21
V= —(1—i(t—2))(a+iy)
\/25(1+(t7z)2)((t+i)2,r2)3’

N () et N P Y
@ = [3 (t—i)2—r2 t—z—i,]y’

_ 2i . 6i(t2+r>+1) I i
T et (=2 F—r2)2rire(24r2) | 1+(t—2)2

in which 7% = 22 + y? + 22

The electromagnetic Hopf knot is given by:

bo=¢1=0, ¢o=—(1—i(t—2)) m

which leads to the only nonzero component of the energy-momentum ten-
SOr: T(g)(g) =-S.

10.2 how does an electromagnetic Hopf knot curve space-time?

Associated with an electromagnetic field is an energy-momentum distribution.
When considering Einstein’s equations, electromagnetic fields should therefore
be included as a source. We now attempt to solve the combined Einstein-Maxwell
equations in case the energy-momentum tensor of the electromagnetic Hopf knot
is the only source for curvature. Due to the complicated functional relationship
of the various physical quantities in terms of Minkowski coordinates, it seems
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appropriate to use the Newman-Penrose formalism in which we can take
advantage of the incorporation of these complicated structures in the tetrad
vector fields, thereby simplifying the equations to be solved.

The combined system of Einstein and Maxwell equations in this formal-
ism consists of 64 (real) equations [12] that contain the tetrad as derivative
operators, D, A, d,6*, the spin coefficients, «, o, ... and the tetrad representatives
of the Weyl tensor, ¥y, ..., ¥4, the Ricci tensor, @, ..., P22, A, and the Faraday
tensor, @1, P2, ¢3.

If we would use the quantities that define an electromagnetic Hopf knot
in M*, given in the introduction, in the 64 equations, we would get back flat
space-time. Of course, this is no surprise, since it has already been build in.
This relates to the fact that, in general relativity, in order to describe the sources
in detail we do need the metric first. There is a circularity, since the metric
depends on the details of the sources. Apart from linearizing the theory, few
circumventions to this circularity exists:

1. We could try to find an exact solution mathematically, without consideration
to the physical sources. When the solution has been found we try to interpret
the sources.

2. We could give up a detailed description of the source, and only demand for
example axial symmetry. The more symmetry we demand, the less likely we
find a solution.

3. In the present context, we should "declare" what really is essential to the
source, and only demand those properties for the source. This then defines a
generalization of a "Minkowski electromagnetic Hopf knot" into the realm of
general relativity.

It can (and will) be argued that k = o = 0 is essential to a Hopf knot.
We surely want this to be true when commencing our task of solving the 64
equations simultaneously. But what about the fact that v € I or § = —a*? What
do they mean? Notice that in the equations (see below) the combination v + v*
as well as o + 3* appears, often in complicated equations. Demanding these
combinations to vanish would certainly help to reduce the difficulty of our task.
However, it is very well possible that with these extra restrictions there will
be no solution, other than the one already found: flat space-time. The more
restrictions we impose, the less likely it becomes that we find a new solution. On
the other hand, with very few restrictions it becomes almost impossible to solve
the equations simultaneously. This might result in a delicate balance between
too many and too few requirements in the definition for the knot.
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10.2.1 the strategy

We must start with what we consider to be essential, try to solve as many
equations as possible, and in the process decide wether we impose additional
restrictions in order to relieve the difficulty of the equations encountered. We
possibly then find our previous result (flat space-time) or some contradiction.
In that case we know that we imposed the wrong extra condition. We return
to that point, alter the restrictions and try again. If there is no progress after
many repetitions, we come to a point of finally changing the assumptions in the
definition of the source and start the whole process over again. There could of
course be multiple repetitions of this also. It seems reasonable to assume that
a non trivial solution will in the end be found. It is however uncertain how
much of what we hoped to include in the definition of an electromagnetic Hopf
knot in the context of curved space-time is also possible. It can only be hoped
that when the sought after solution has been obtained, enough reason is left for
justifying the said knowledge of the source.

We first list the equations to be solved (10.3), mention some equations
that can be used advantageously (10.4), state what is to be considered essential
to an electromagnetic Hopf knot (10.5) and then show one attempt to solve the
equations in detail (10.6.1) and a summary of another (10.6.2).

10.3 the equations to be solved

From the Ricci identities (36 real or 18 complex equations):

Dp—3*rk = (p? +00") + ple + ") — "7 — k(3o + f* — ) + oo (10.1)

Do —‘dk=0(p+p +3c—€)—kr(tr—7"+a"+30)+ ¥ (10.2)

Dr— Ak =p(t+7")+o(m*+7)+7(c—€)— By +7") + V1 + Do; (10.3)
Da—de=a(p+e —2€)+ 30" —e— kA= r*y+7m(e+p)+P1p  (104)
DB —-de=oc(a+m)+0(p" —€)—r(p+7) —ela™ —7") + ¥, (10.5)
Dy—Ae = a(t+7")+8(m*+7) —v(e+€*) —e(y+7" )+ —vE+ T+ P11 — A (10.6)
DN—6m=(pA+o"p)+7(n+a— %) —vk* —AN3e—€") + Py (10.7)
Dp—ér=(p'p+ol)+n(n* —a*+5) —ple+€)—ve+ V420 (10.8)
Dv—An=pum+7")+AXn" +7)+7(y—=7") —vBe+€") + T3+ D33 (10.9)
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AN=0v==ANp+u" +3v—7)+v@Ba+p" +m1—7") -0y (10.10)

5p— 80 = pla” + ) — o(3a— B%) + (p— p*) + Kl — 1) — Uy + dgy (1011)
da—0"f = (up—Ao)+aa™+ 68" —2a8+v(p—p*)+e(p—p*)—Vy+ P11 +A (10.12)
SA—=0"p=v(p—p")+m(p—p*)+pla+ %)+ Aa" —38) — Vs + 0y (10.13)
Sv—Ap =2+ I\ +p(y +7°) —v'm +v(r =36 — a*) + Doy (10.14)

Iy —AB=~(—a* = B)+ur—ov—ev — By =7 —p) +a\* + P15 (10.15)
0T — Ao =(uo+ Np)+7(r+ 8 —a*)— o3y — ") — k™ + Py (10.16)
Ap—8T1=—(pu* +o)) +7(B8" —a—7)+ply +7%) + vk — Uy —2A (10.17)
Aa—d"y=vip+e) = A7+ 0) +a(y" —p") +7(B" —77) — Vs (10.18)

From the Bianchi identities (16 real or 8 complex equations):

—0*WUy+ D + (40( - 77)\110 - 2(2p + 6)\111 +3kUy 4+ R =0 (10.19)

in which
R1 = 7D(I)01 + 5(1300 + 2(E+p*)q)01 + 20'(1310 - 2&@11 - K/*¢02 + (’/T* —2a* — 26)(1300

(5*\111 - D\IIQ - /\\IJO + 2(7‘(’ - Oé)\Ifl + 3[)\112 - 2,‘41\1/3 + R2 =0 (1020)

in which
Ry = 5*(I>01—A(I>00—2(O[+T*)(I)01 +2p@11+0'*q)02—(u*—2’}/—2’7*)(1300—2T(I)10—2DA

—0*Wy + DW3 + 22U — 370y + 2(6 — p)\Ifg + kP + R3=0 (1021)

in which
Rg == —Dq)21+6q)20+2<p*—6)¢’21—2/,(,@10—}-271"1)11—li*q)gz—(QOé*—Qﬁ—ﬂ'*)q)go—Z(s*A

5*Ws — DUy — 3ATy + 2(27 + o) U3 — (de — p)Uy + Ry = 0 (10.22)

in which
Ry = —A®yy+ 6Dy —|—2(a —T*)(I’Ql +2UP19+ 0  Pog — 2Py — (,LL* + 2y — 2’)/*)@20
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—AWy+ 0V + (dy — )P — 227 + B)¥1 + 30Vs + R5 =0 (10.23)

in which
R5 = —DCI)OQ + 5(1301 + 2(7T'>~< — ﬂ)q)()l - 2/{‘1)12 — )\*(I)oo + 20’@11 + (p* + 2¢ — 26*)(1302

=AYy + 00Uy + vy + 2(y — p) V1 — 3705 + 2005+ R =0 (10.24)

in which
R6 = A@0175*©02+2(ﬂ*77)@0172P®127V*¢00+2T®11+(7’*72ﬁ*+2a)®02+25A

—A\IJQ + (5‘1’3 + 2V\I/1 - 3”‘1’2 + 2(6 - T)\I’g + O'\I/4 + R7 =0 (1025)

in which
R7 = —D<D22+(;(I)21 +2(7T*+ﬁ)q)21—2/1,(1911—)\*(I)20+27T(I)12+(p*—26—26*)(1)22—2AA

—AU3 + 60, + 30Ty — 2(’7 + 2#)\1’3 — (T — 4ﬁ)\1’4 + Rg =0 (1026)

in which
Ry = A®y — 0" Doy + 2(p* +7)Po1 — 20P11 — ¥ Doy + 2AD 19 + (77 — 200 — 28%) Do

and further, also from the Bianchi identities (2 real and 1 complex equa-
tions):

5*‘1)01 + 5@10 - D((I’ll + 3A) - A(I)OO =
K*q)lg + Ii(bgl + (20& + 27* — 7'(')@01 + (204* + 21 — ﬂ'*)(plo — 2(p + p*)q)ll — U*(p()Q —
o®g0 + (4 1" = 2(y +77))Poo

0 *P1g + 6Py — A((I)ll + 3A) — DPyy =
—v®gy — v Py + (77 = 26% = 2m)P1g + (T — 26 — 27" ) Doy + 2(p + pF) P11 — (p +
p* — 2¢ — 26*)(1)22 + )\(1)02 + )\*(1)20

5(@11 — 3A) — D(I)lg — A(I)()l + 5*(13()2 =

qu)gg - V*(b()o + (T* — 7T+ 2a — Qﬁ*)q)og - O"I)Ql + )\*(Dl() + 2(7‘ - ﬁ*)‘bll - (2/) +
p* —2e") P12 + (20" + p — 27) P01
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And finally, Maxwell’s equations:

D¢y — 6% do = (m — 2a) o + 2pP1 — K2 (10.27)
Do — 81 = —Ado + 211 + (p — 26)o (10.28)
01 — Ao = (1 — 27)po + 27¢1 — 02 (10.29)
02 — A1 = —vgg + 21 + (1T — 26) b2 (10.30)

10.4 useful equations

When solving the combined system of equations, use can be made of the
commutation relations, which are easy to obtain from the definitions of the spin
coefficients:

AD — DA = v+~ )D+ (e+€)A = (7" +m)d — (T +77)6" (10.31)
0D —-—Dé=(a"+p—71")D+ KA —(p"+e—€")) — 00" (10.32)
SA—AS= 1 D+ (1—a" — B)A+ (1 — 7 +7°)5 + A6 (10.33)

56— 65" = (" — D + (0" — A+ (a— F)6+ (B—a®)*  (1034)

The following set of so called eliminant equations can be useful too. They
can be derived from combinations of (10.1) - (10.18).

D(p—p*)+0r*—6*k = (p—p*)(p+p* +et+e*)+r(T*+m—3a—0*)—K* (T+7* —3a*— )

D(p —p*) + 6+ " =7 =6 (a"+ 8 —7") = (y+7)(p = p") + a(z" —
20) — a*(m = 20%) + £*v* — kv + B — B + (p+ p*) (1 — 1)

D= ' =5 +7") + Ale = &) = bn + 67 = (e +€)(u" —

f o)+ (e
T = f) —T(a+ 7T = %)+ Ao — XNo" + ppu— pp” + 2(ey — €77)

Alp* —p) +0v —0v" = (u—p)(p+p +7+9) +v(r—38—a" +
™) — v (1" + 71— 30* — )

D(r —a* = 0) — Ak + 0(e + €) = pr + 7%) + "N + o(7" — a — %) +
e(fr—m*)—p*(B+a*+7*)+e" (20" +28 — 7 —7%) + k(p — 2v)
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dp—€e+€e)—0c+DB—-a*) =pla*+p+71)—p"(r—0+a" +7%)+
(e —€)(2a* — )+ o(m — 2a) + k(y* — v — u*) + K*N*

DX+ Ao* —0*(r* +m) = "3y =y +p—p) + (4 )T -7+ o) +
Mp—p" —3e+ ) — fr — 75"

Dy + Ao+ — 1) = (1 +7°) = vlp — 2) + A(x* — a* — B) + pln +
)= (a+ 8+ 7))+ y(r =)+ v 2+ 26" — 7 — 7F) + o*V*

AB* —a) + A+ 6 (y — v —p) = viet —e—p*) + M7 —28) + alp +
po) = (m T+ 0Y) + (£ B7) + (y =) (T = 267) ot

Du+Ap—0m—0*1 = p*p—pp* +7m(7* —a*+6)+7(8" —a—7")+p(y+7*) — p(e+€*)

10.5 essentials of a Hopf knot

We must define the source now. For every constant real a the vector (compare

(4.1))

(2 —iy)® — (t—i — 2)?
F(t,r) = (e i(z —iy)2 +i(t—i—2)2
—2(x —ay)(t—i—z)

defines the Riemann-Silberstein vector of an electromagnetic knot. In the
limit of very small a, the energy(density) is accordingly small and the curvature
of space-time due to this field can be safely neglected. This is the situation
described in the introduction, except that the constant a should now appear in
the representation of the Faraday tensor. In this case there is a direct relation
between the first tetrad vector field, 1, and the electromagnetic field. We expect
this relation to hold also in the case of stronger fields, so that stating properties
for the first of tetrads is tantamount to having corresponding properties for the
electromagnetic field.

An important property of an electromagnetic Hopf knot is that the field is null.
From section 3.4 we know that the principal null directions of the field coincide:
in spinor-language we have ¢ap x Y49p for some spinor ¢. In the notation
of section 1.2.1, let 1 — 99 and n < . for some suitable but unspecified ¢.
The spinor form of the defining equations for the tetrad representation of the
faraday tensor (section 7.4.3) can be seen to be ¢y = dpapIIZ, ¢ = pap?iB
and ¢ = ¢t B. With present choice for 1 we therefore have ¢, as the only
nonzero component. From section 3.4 we also know that Maxwell equations
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in flat space-time implies that 1 defines a geodesic and shear-free null congruence.

This remains true in a general curved space-time (see below), and we therefore
proceed as follows.

We choose 1 to be the eigenvector field of the Faraday tensor. This im-
plies that the Faraday tensor is represented by ¢, alone, the other components
vanish. Maxwell’s equations (10.27) and (10.29) now give x =0 = 0.

In M* the Robinson congruence is not proportional to the gradient of a
scalar field. Having in mind the converse of the limiting procedure just
described, it seems implausible that at one stage in the process we suddenly do
have this proportionality. We therefore assume p # p*, in particular p # 0. Only
the latter property will be of importance in the sequel.

The choices that we will make next represent only one possible set. Oth-
ers have been considered, some of which could afterwards be rejected. With
one particular set of choices we finally obtained few difficult equations that still
have to be solved. However, we would like to present an example that has been
brought to completion. Besides, the choices discussed in the following section
allow for a better survey of the method used.

We would also like to mention that changes in the choice of the form of 1 (see
below) have been considered, with no prospect of obtaining a solution quickly.

10.6 an attempt to solve the equations

10.6.1 first attempt

We assume that there exists coordinates {t,z,y, z} such that
_ S

T(2)(2) = —bS, other components vanishing

22t - z) +y)

12442 _2)2
bS = ‘Sl s S = ((tz(—tQ)j—Q-yl:Q(EtQ-i-)TQ)))?’ 2(y(t - Z) - l‘) 4
w2y —(t—2)2-1

A= A(t,x,y,z) and b = b(t, x, y, z) undetermined

and ¢o=0=¢1; k=0=0, p#0.
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The space-time under consideration contains a geodesic shear-free null
congruence, 1. In addition, since ¢y = 0 = ¢1, we have ®¢y = Pg; = Pp2 = 0. All
the requirements for the Goldberg-Sachs theorem (section 7.6) to be valid are
therefore satisfied. We conclude that the space-time is algebraically special and:

Ty =0=0,.

Now apply a type 3 transformation to the tetrad (see section 7.4.4) such that

- 2]:34‘42 + isz = 0. The function A will be absorbed in .A. From now we also have:

e=0.

Next, consider a type 1 transformation with a = —7- From the Ricci identities,
(10.1)-(10.18), and what we know so far, it can be inferred that Da = —7* and
ba = —A" +2a"7 — p*;—z. These relations for a, Da and da imply that we now
have in addition:

T=m=A=0.

Plugging the known variables into the equations listed above and skip-
ping the ones that have become trivial, we see that, only due to
$o = ¢1 = k =0 =0, p # 0 and suitable tetrad transformations, a great
simplification has occurred:

Dp=p*

Da = ap

Dp = pp*

Dy =V,

Dp=p*p+ ¥,

Dv = ‘I’g

—0*v =v(3a+ %) — Uy
ép = pla” + )

b = 6B = pp + aa™ + BB —2aB +(p — p*) — V2
=0 =v(p—p*) + pla+5) — U3

ov—Ap =+ p(y +7°) —v(3B + o) + Doy

6y —AB=7(-a* = B) = By =7 — 1)

Ap=—pu* +p(y+77) — U2
Aa—d"y=vp+a(y" —p")+v8" — U3

DU,y = 3p0,

—6*\112 + D\I/3 - 2/)\1/3 =0
5*\1/3 — D\If4 + 20&‘113 + p\IJ4 =0
5\P2 = 0
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—AV, + W3 — 3uWs + 28¥3 — Doy + p*Pop = 0
—A\:[/g + 5\114 + SV\IJQ - 2(’}/ + 2/1)\:[/3 + 4ﬁ\114 - (S*CDQQ - 2(0& + 5*)@22 =0

D®yy = (p+ p*)Pas

D¢ = pgpo
dpa = —28¢>

Since ®or o ¢20¢5, Dos = ppo implies DPyy = (p + p*)Po2, which can
therefore be omitted from the list.

From T()2) = —bS it follows that ¢ = e % for some real function (.
D¢o = ppo then results in

z) 1

Since p,a,3*,¢o and (W) all satisfy the same equation D(..) = p(...), it
is tempting to express all these variables in terms of one of them:

= fo%, B = fPp*, 92 = O, Uy = f¥Yp? in which all the f satisfy
Df- =
In the same spirit Dy = ¥, then implies v = %f‘l'p2 + f7, and Dy = p*u+ ¥y
suggests the form p = f1p* + fap + fap. Substitution of this expression into the
equation leads to f3 = 3 f¥ and fo = fV 3022+ Note that indeed Df> = 0. To
summarize:

a=f%
B=fop*
¢>2:f¢P‘
\IJQZf\IIpS
v=35fY07 +

— U ¥ 7 p3
w= 10T s
Doy = 2f°(f) pp*

Df =0.

Dp = p?

Dy = \113

—0*'v =v(3a+ 3*) — Uy
5p = p(a* + )
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b = 6B = pp + aa™ + BB —2aB +v(p — p*) — V2
=0 =v(p—p*) + pla+5) — U3

ov —Ap = p? + p(y +7) —v(38 + ) + Py

oy —AB=7(-a* = B) = By =7 — )

Ap = —pp* +p(y+7*) = ¥,

Aa— "y =vp+aly —p")+78" — Vs

—6*\112 + D\I/3 - 2p\113 =0

5*\113 - D\I/4 + 204\113 + p\I/4 =0

0¥y =0

AUy + U3 — 3uls +20¥3 — pPoy =0

—A\Ifg + (5\:[14 + 3V\I/2 — 2(’7 + 2/1,)\1/3 + 4ﬂ\I/4 — (5*@22 — 2(& + 6*)(1322 =0

02 = —20¢2

From the equations for dp, ¥, and d¢ we deduce:

SFY = —3FY(fB + fo)p*, 8f% = —fO(3f0 + fo*)p*, Sp= pp*(fP + Fo).

This is a good point for an extra assumption that will lead to a welcome
further simplification.

If we assume [ = —a*, valid in the flat space-time case, we get:
Dp = p?

Dy = \:[13

—0*r =2va— Uy

op=0

da+ 6*a* = up + daa* +y(p — p*) — ¥y
—0u=v(p—p*)— V3

ov — Ap = p® + p(y + %) + 2va* + Oy
oy +Aa” =a*(y =" —p)

Ap=—pu* +p(y+7%) — V2
Aa—d"y=vp+aly —p*) —ya— T3

7(5*\:[/2 + D\Ifg - 2[)\:[/3 =0

W3 — DUy + 2003 + p\I/4 =0

—AUs + 003 — 3u¥s — 20" W3 — pPyy =0

—A‘l’g —|— 5‘1/4 + 3V\I/2 — 2(’)/ + 2/.1/)\113 — 404*\114 — (5*@22 = 0

SfY =0
817 = 2f%fo"p"
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Except for v, we have expressed all spin coefficients in terms of p. From
Dy =¥3 and —6*¥y + D¥3 — 2p¥3 = 0, we see that if §*¥y = 0, we can express
U3 and v in terms of p.

Alternatively, and less restrictive, we can use the commutation relations, which
now read:

AD — DA = (y+~*)D

0D — D§ = —p*§

IA—AS=—v* D+ (p—7y+~v)d

06— 96" = (" — w)D + (p* — p)A + 2a — 2a*0%,

the second of which gives (6*D — Ddé*)p = —pd*p, or D(6*p) = 3p(6*p).
We therefore put

5p = fop*, Df? =0,

Also, (6*D — D&*)f¥ = —p6* f¥, thus 6* f¥ = fPsp, DfPs = 0.

The same commutation relation also gives rise to D(6*Ws) = 4p(6* W) +3fY 75,
which suggests §*¥, = fap* + fsp®. Substitution of this expression leads to

§*Wy = fPpt +3fPf¥p5 and DfP = 0. The equation that contains D¥3 now
becomes:

DWg =2pWs + fPp* + 3f7 f¥pS.

This again leads to a suggestion for W3 that, when substituted, results
in:

U3 = fPp’ + fPf¥p’.

Alternatively, use Aa—§*y = vp+a(y*—p*)—ya—¥3 and oy+Aa* = a* (y—y*—p)
to get ¥3 = vp+ 6*(v* + ). Substitute v in terms of p and use §D — Dé = —p*6
several times in order to get:

Us = v+ f9)p+ 370"+ fPf¥p", DfI=0.

Comparing these results gives an expression for v in terms of p:

v=—f0+(fP = 5fP)p" = LY (7 = oY)

Dv = W3 can now be used to arrive at f? = f?* and f” =0 or f¥ = 0.
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Time to pause and recapitulate what the result is up till now.

a=[f=-p"
v=3Y+

Y JTAS S v ps
p=rre +f 2(p—p*)
v=—f9+ 370

G2 = f¢P

Doy = 2f(f*)*pp

Uy = f¥p?

U3 = fPp?

Uy =—(f"+2f9f)p+ (fPf* + 5fDp* + ff7p*

Dp = p?

op=0

5*p = frp®

Bp = (F7+ 7)o = 0% = 40+ 3" p(p")? + 7 HL)
SfY =0

61 = 2f% f*p"

in general f% = f’p*

5 f¥ = frp
in general 6*f% = fbp: §*f9 = fhp, §*fP = fip, & fH = fmp

5*\:[’2 = fpp4

fP=0o0r fY=0

da+ 0*a* = pp + daa* +y(p — p*) — ¥y
=0 pu=v(p—p*) - V3

ov — Ap = p® + p(y +7%) + 2va* + ®g
Y+ Aat =a(y =" —p)

A=y =vp+a(y" —p*)—ya— Vs

W3 — DUy 4+ 2aW3 + pPy =0
—AUs + U3 — 3u¥s — 20" W3 — pPyy =0
—A\I/;), + 5‘1/4 + 3V\I’2 - 2(’7 + 2/1)\1’3 - 40[*\114 - 5*(1)22 =0

The equatlon —0*u = v(p — p*) — U3 can be used to show that
3557 I710° +p*p? = foB 4 . Since D(f9LZE 4 fm) = 0 we
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should also have D(-1-[p —

op p;* +p*p?]) = 0. It is easy to show that this implies:

*

p=p
Although we did not expect this to happen, in fact we only used p # 0.
Again we get a pleasant reduction in the complexity of the remaining equations.
The reality of p implies f* = 0, since (§*p)* = dp*. It also implies f¥ =0, as can
be seen from the derivation of the expression for p in terms of p. This in turn
implies f? = 0, and therefore f? = 0 also. Now, the only nonzero ¥ is ¥,. The

equation —AW, + §W3 — 3puW¥y — 20 W3 — pPoy = 0 however tells us that we ran
into a contradiction, since ®45 # 0.

10.6.2 second attempt

In the previous attempt we imposed 3 = —a*, that was also valid in the flat
space-time in case we use the tetrad (9.1). However, in section 9.2.1 we did
not fix n in such a way as to obtain 7 = 0, whereas in 10.6.1 we did have
7 = 0. This does not mean that the attempt in the previous section must fail,
but we might have better prospects when we use relations valid in the flat
space-time case related to a tetrad that is more akin to the one in the curved
space-time. Therefore, here we present a summary of an attempt to solve the
equations, in which we assume a relation that is valid in the flat space-time
case when we use the tetrad (9.3): 0 = —a* + ap*. This exercise has not been
brought to completion, but is presented here to show to what kind of task it leads.

Like before, we start with ¢ = 0 = ¢, Kk = 0 = o and p # 0. Again,
this implies ¥g = 0 = ¥;. We now choose a such that 7 + ap = 0, and
apply a tetrad type 1 transformation with this a. This gives 7 = 0, which in
combination with (10.3) and (10.16) leads to # = 0 and A = 0 in addition. All
this leads to equations that still appear difficult. We therefore use the freedom
of a type 3 transformation to get ¢ = 0 like before. (We could go a different
direction here, since this is just a choice, motivated only by the reduction of the
complexity. Other choices also reduce the complexity. It is difficult to come
up with a physically preferred choice. At least, present choice does admit an
interpretation: the use of an affine parameter.) It is clear that we now have
exactly the same set of equations as the first set in the previous subsection. But
now, as a second choice, we make a different one from before: 5 = —a* + ap*,
and combine this with the assumption that p is real. We should therefore refrain
from using the previous expression for p in terms of p, and have instead
w= flp+ fYp? It is easy to find Da = 0. From the equations for dp, ¥, and
Sy we deduce 6f¥ = —3af¥p and 5f? = —f¢(3f° + (f*)*)p. Applying the
commutation relation for 0* and D (now different from before) to ¥y leads to
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§*Wy = fPp*, which in turn leads to W3 = fPp? + fPp®. Dv = W3 then gives
v = fPp+ $fPp* + f. Continuing in this spirit, it is perhaps not too difficult
to find few more expressions for the tetrad representatives in terms of p and
functions f that satisfy Df =0= DAf,6f = f~pand & f~ = f"p. We end
up with only a few of the original equations that are not identically satisfied,
and many unknown functions f that all satisfy the same relatively simple
equations. What is left from the original set can be used to relate some of the
f’s. Additional assumptions lead to simpler equations, but could also lead to
contradictions.

10.7 final remarks

The contradiction in the first attempt is the result of the collection of assumptions
made, at least one of which should not have been made. It seems reasonable to
assume that it is possible, changing assumptions every time when needed, to
bring this exercise to a satisfactory end. In practise however this turns out to be
very laborious. The Geroch-Held-Penrose [93] formalism is an alternative for the
Newman-Penrose formalism that might be better suited to our problem.

Suppose we succeeded in our task and would have an expression for all
tetrad components of the Weyl tensor in terms of ¢, z,y, 2. We would then have a
formidable new task of showing that this solution really is a new one or that it is
a known one in disguise. Diffeomorphism invariance in general relativity leads
to an egalitarian principle among all coordinate systems. The same solution
expressed in weird but equally valid coordinates could look very different from
the solution in the usual coordinates. The problem of proving or disproving that
two solutions are the same, expressed in different coordinate systems, is called
the equivalence problem and is notorious. If it would lead to a solution already
known, the present context could possibly clarify questions about its source.
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Samenvatting

Dit proefschrift, "De Robinson Congruentie in Elektrodynamica en in de
Algemene Relativiteitstheorie”, heeft als uitgangspunt een recent gevonden
oplossing van de Maxwell vergelijkingen, een zogenaamde elektromagnetis-
che Hopf knoop. Deze kenmerkt zich door een bijzondere structuur van de
elektrische en magnetische veldlijnen: elke elektrische (magnetische) veldlijn is
gesloten en twee willekeurige elektrische (magnetische) veldlijnen zijn aan elkaar
gekoppeld zoals twee naburige olympische ringen. Deze twee eigenschappen
gelden voor alle tijdstippen. Er is een uniek moment waarop elke veldlijn een
cirkel is. De ruimtevullende verzameling van alle elektrische veldlijnen tezamen
vormt op dit unieke tijdstip een Hopf fibratie. De magnetische veldlijnen vormen
op dit tijdstip ook een Hopf fibratie, negentig graden gedraaid ten opzichte van
de elektrische Hopf fibratie.

In hoofdstuk twee wordt de Hopf fibratie elementair en uitvoerig beschreven.

Deze structuur speelt ook een rol in twistortheorie: een nultwistor wordt
voorgesteld als een Hopf fibratie die met de lichtsnelheid langs een centrale
as beweegt. Na wiskundige voorbereidingen in de hoofdstukken één en drie,
laat hoofdstuk vier zien dat de overeenkomst tussen een elektromagnetische
Hopf knoop en een nultwistor geen toeval is. Het Poynting vectorveld van een
elektromagnetische knoop heeft op alle tijdstippen de structuur van een Hopf
fibratie en deze beweegt met de lichtsnelheid langs de centrale as, net als het
beeld van een nultwistor. Een stelling van Robinson wordt gebruikt voor de
wiskundige relatie tussen beide.

De bekende Lorentz transformaties maken deel uit van de groep van con-
forme transformaties. Een conforme inversie is een ander voorbeeld hiervan.
De vergelijkingen van Maxwell in vacuum zijn invariant onder alle conforme
transformaties. Hoofdstuk vijf ontwikkelt een methode om middels conforme
inversie van een oplossing van Maxwell vergelijkingen een andere oplossing
te verkrijgen. Deze methode wordt toegepast op een elektromagnetische Hopf
knoop met als verrassend resultaat een andere, maar eenvoudig gerelateerde,
Hopf knoop.
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De tot de driedimensionale Euclidische ruimte behorende raakvectoren
van de Hopf fibratie kunnen met een tijdcomponent worden aangevuld tot een
nulvectorveld in Minkowski ruimte, een vlakke ruimtetijd. Dit leidt tot een
zogenaamde Robinson congruentie, welke in een vlakke ruimtetijd onlosmakelijk
met de Hopf fibratie is verbonden. In een gekromde ruimtetijd is dit verband
er niet meer. Omdat in het lineaire regime van Einsteins veldvergelijkingen
een oplossing gedacht kan worden als een veld in de Minkowski ruimte, heeft
het zin om, in dit regime, te zoeken naar oplossingen met een Hopf structuur.
Hoofdstuk zes laat zien dat met behulp van de Penrose transformatie uit de
twistortheorie een elektromagnetische Hopf knoop 'gegeneraliseerd” kan worden
tot een ’gravitationele Hopf knoop”: een oplossing van de gelineariseerde
Einstein vergelijkingen waarin vijf Hopf fibraties een rol spelen.

Hoofdstuk acht laat zien dat de Robinson congruentie ook een rol speelt
bij oplossingen van de volledige (niet-lineaire) Einstein vergelijkingen. Hoewel
de relatie met een Hopf fibratie er nu niet is, kan in de hier beschouwde
specifieke klasse van gekromde ruimtetijd toch in zekere zin gesproken worden
van een Hopf fibratie.

Omdat met elektromagnetische velden een energie-impulsdichtheid geasso-
cieerd wordt, moet bij het oplossen van Einsteins vergelijkingen ook dit veld
in de bronterm worden verwerkt. Hoofdstuk tien beschrijft een poging om de
gekromde ruimtetijd te vinden met een elektromagnetische Hopf knoop als
enige bron. Een bjj dit vraagstuk behorende moeilijkheid betreft de definitie van
de bron in de context van een gekromde ruimtetijd: om de bron te beschrijven
moeten we de ruimtetijd kennen en om de ruimtetijd te kennen moeten we
Einsteins vergelijkingen oplossen met bronterm. Om dit probleem op te lossen
kiezen we voor enige vrijheid in de definitie van onze bron.

Het formalisme dat gebruikt wordt is het in hoofdstuk zeven geintroduceerde
Newman-Penrose formalisme. In hoofdstuk negen wordt de elektromagnetische
Hopf knoop in dit formalisme in een vlakke ruimtetijd behandeld. Dit geeft
mogelijke aanknopingspunten voor de definitie van de bron in de context van
een gekromde ruimtetijd.
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