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Experimental studies of the observables associated with b → c transitions in semileptonic 
B-meson decays at BaBar, Belle, and LHCb have shown some deviations from the Standard 

Model predictions, consequently providing a handy tool to probe the possible new physics 
(NP). In this context, we first revisit the impact of recent measurements of R ( D 

(∗) ) and 

R (�c ) on the parametric space of the NP scenarios. In addition, we include the R (J/ψ ) 
data in the analysis and find that their influence on the best-fit point and the parametric 
space is mild. Using the recent HFLAV data, after validating the well established sum rule 
of R (�c ) , we deri v e a similar sum rule for R (J/ψ ) . Furthermore, according to the updated 

data, we modify the correlation among the different observab les, gi ving us their interesting 

interdependence. Finally, to discriminate the various NP scenarios, we plot the different 
angular observables and their ratios for B → D 

∗τντ against the transfer momentum square (
q 

2 
)
, using the 1 σ and 2 σ parametric space of considered NP scenarios. By implementing 

the collider bounds on NP Wilson coefficients (WCs), we find that the parametric space of 
some NP WCs is significantly restrained. To see the clear influence of NP on the amplitude 
of the angular observables, we also calculate their numerical values in different q 

2 bins 
and show them through bar plots. We hope that their precise measurements will help to 

discriminate various NP scenarios. 
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1. Introduction 

The Standard Model (SM) of particle physics has successfully explained most of the experi-
mental measurements; howe v er, in semileptonic B-meson decays, 2 σ–4 σ -le v el de viations from
SM predictions have been observed in recent measurements of R ( D 

(∗) ) , R ( J/ψ ) , and the τ po-
larization asymmetry [ 1–14 ]. These observables belong to the b → c�ν� transitions occurring
through flavor-changing charged current (FCCC). Therefore, the observables belonging to the
FCCC transitions are an excellent tool to check the SM predictions and to hunt for physics
beyond it, i.e. New Physics (NP). 

As we know, the theoretical predictions for the decay rates of semileptonic decays show
hadronic uncertainties mainly arising due to the form factors (nonperturbati v e quantities) and
from Cabibbo–Kobayashi–Maskawa (CKM) matrix elements. Howe v er, in the ratios such as
R ( D 

(∗) ) [ 15–17 ], R ( J/ψ ) [ 18 , 19 ], R ( X c ) [ 20–22 ], and R ( �c ) [ 23 , 24 ], the dependence on the CKM
elements and on the form factor cancels out. From the experimental point of view, the ratios
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Table 1. Different physical observables, with their experimental measurements and 

SM predictions. 

Observables SM predictions Experimental measurements 

R (D ) 0 . 298 ± 0 . 004 [ 33 ] 0 . 344 ± 0 . 026 HFLAV [ 33 ] 
R (D 

∗) 0 . 254 ± 0 . 005 [ 33 ] 0 . 285 ± 0 . 012 HFLAV [ 33 ] 
P τ ( D 

∗) −0 . 497 ± 0 . 007 [ 42 ] −0 . 38 ± 0 . 51 

+0 . 21 
−0 . 16 [ 40 , 41 ] 

F L 

( D 

∗) 0 . 464 ± 0 . 003 [ 64 ] 0 . 60 ± 0 . 08 ± 0 . 04 [ 16 ] 
R ( J/ψ ) 0 . 258 ± 0 . 038 [ 65 , 66 ], 0 . 71 ± 0 . 17 ± 0 . 18 [ 18 ] 
R ( �c ) 0 . 324 ± 0 . 004 [ 2 ] 0 . 242 ± 0 . 026 ± 0 . 040 ± 0 . 059 [ 67 ] 
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R ( D 

(∗) ) , ar e measur ed by the BaBar [ 25 , 26 ], Belle [ 27–30 ], and LHCb [ 31 , 32 ] collaborations and
the latest value of the HFLAV wor ld aver age [ 33 ] shows an a pproximatel y 3 . 3 σ deviation from
its SM prediction [ 25 , 26 , 34–39 ]. The other such observables are the ratios of the decay rates of 
the B meson decaying to polarized and unpolarized final-state mesons, i.e. P τ (D 

∗) and F L 

(D 

∗) .
Their measurements at Belle reported 1 . 5 –2 σ deviation from their SM results [ 40–45 ]. In par-
ticular, F L 

(D 

∗) is important in probing different NP scenarios because the D 

∗ polarizations help
us to distinguish between differ ent Lor entz structur es (scalar , vector , and tensor operators) that
influence its value [ 1 ]. Similarly, the observable R ( J/ψ ) has around 2 σ deviation from its SM
value ≈ 0 . 23 –0 . 29 [ 46–52 ]. Although its form factors are not precisely known, to see its current
impact on the parametric space, we have included this observable in our anal ysis. Additionall y,
like R ( D 

(∗) ) , the LHCb Collaboration [ 23 ] has r ecently measur ed R (�c ) in �b → �c τ
−ν̄τ de-

cays. Its opposite behavior compared to R ( D 

(∗) ) has triggered a lot of theor etical inter est; see
e.g. Ref. [ 2 ] for an updated discussion. Finally, because of the lack of accurate measurement
of the br anching r atio of B 

−
c → τ−ν decay, the lifetime of the B c meson has put some strin-

gent constraints on the possible NP parameters [ 43 , 53–56 ]. In this work, for the χ2 analysis we
have used the recent measurements, gi v en in Tab le 1 , of the six observab les discussed abov e, i.e.
R ( D 

(∗) ) , P τ (D 

∗) , F L 

(D 

∗) , R ( J/ψ ) , and R (�c ) . For the unobserved decay B 

−
c → τ−ν, we use the

10% , 30% , and 60% upper limits on its branching ratio [ 57–63 ] in our analysis. 
Perhaps it is useful to mention that in the earlier attempts the constraints on the parametric

space of NP Wilson coefficients (WCs) were obtained by considering only the vector or scalar
contributions separately [ 68–74 ]. Howe v er, Blanke et al. have done a comprehensive analysis by
considering scalar , vector , and tensor couplings, but by using only the four experimentally mea-
sured observables, namely, R ( D 

(∗) ) , P τ (D 

∗) , and F L 

(D 

∗) [ 1 ]. Including the r ecent measur ement
of R (�c ) , this analysis was revised by Fedele et al. [ 2 ]. 

The situation is robustly changing; theoretically, we have better control over the uncertainties
of the form factors of B → D 

(∗) [ 75 , 64 ] decay and, experimentally, after the recent measure-
ments of Belle [ 76 ] and LHCb [ 77 , 78 ], HFLAV [ 33 ] updated their earlier results accordingly. In
addition, it will be interesting to redo the analysis by considering these updated values along
with the measurements of R (J/ψ ) and R (�c ) . For this purpose, we include all the observables
mentioned above together with their updated measurements in our fit analysis; these are absent
in previous studies [ 1 , 2 , 68–74 ]. 

With this motivation, the main purpose of this work is not only to explore the allowed para-
metric space according to the current situation regarding b → c transitions but also to see
the sensitivity of some angular observables to the NP models, which may provide a tool to
2/28 
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discrimina te among dif ferent NP scenarios. To achie v e this, we analyze the CP-e v en angular
observables in B → D 

∗�ν� decays, and to see their sensitivity on the NP couplings we plotted
them against the invariant dilepton mass q 

2 . We w ould lik e to mention here that LHC analysis
of high- pT mono- τ searches with missing transverse energy searches has also gi v en upper lim-
its on the NP WCs, so we have imposed these upper limits on the considered NP scenarios. We
have also calculated their numerical values both in different q 

2 bins and in the full q 

2 region. 
Scheme of our analysis: Some benchmarks of the current analysis are described as follows: 

� To accomplish the goal discussed abov e, we e xtend the SM weak effecti v e Hamiltonian
(WEH) for the charged current b → cτν by adding the new scalar , vector , and tensor type
contributions. 

� In the current study, the analysis has been done at 2 TeV by using the latest data of all
av ailable observ ables R ( D 

(∗) ) , R ( J/ψ ) , F L 

( D 

∗) , P τ ( D 

∗) , and R ( �c ) . In addition, for com-
parison with Blanke et al., plots at 1 TeV with updated measurements are also shown. The
recipe for the analysis is similar to that of Blanke et al. [ 1 ]. 

� Based on the choice of observables used for the fitting analysis for NP couplings, we consider
the following cases: 
� Fit A: R ( D 

(∗) ) , F L 

(D 

∗) , P τ (D 

∗) 
� Fit B: R ( D 

(∗) ) , F L 

(D 

∗) , P τ (D 

∗) , R (J/ψ ) , 
� Fit C: R ( D 

(∗) ) , F L 

(D 

∗) , P τ (D 

∗) , R (J/ψ ) , R (�c ) 
� We validate the sum rule of R (�c ) [ 1 , 2 ], and update it by including the r ecent theor etical and

e xperimental de v elopments. Similarly, there is a large uncertainty in the value of R (J/ψ ) =
0 . 71 ± 0 . 17 ± 0 . 18 measured by the LHCb Collaboration [ 18 ] and to support the future
experimental value with its theor etical pr edicted value 0 . 23 –0 . 29 , we have also discussed
the sum rule of R (J/ψ ) in terms of R ( D 

(∗) ) . 
� Furthermore, to see the discriminatory power of the observables under consideration, we

have also found the correlation among different observables as a function of R ( D 

(∗) ) in
different 2D NP scenarios. 

� Finally, using the 1 σ and 2 σ intervals of the NP couplings, we will calculate the numeri-
cal values of various CP-e v en observab les in B → D 

∗τντ decay [ 44 , 72 , 79–81 ] and discuss
their potential to segregate different NP scenarios. We also show bar plots of these angular
observables in different bins. 

This paper is organized as follows: In Section 2 , after giving the effecti v e Hamiltonian, we
have listed the analytical expressions for the considered observables as a function of NP WCs.
The fitting procedure that is used to get the allowed values of different NP WCs has also been
discussed in the same section. Section 3 discusses 1D and 2D NP scenarios and their phe-
nomenolo gical anal ysis of the parametric space with and without considering the collider LHC
bounds. The correlation among the observables and the sum rules are discussed in Section 4 .
In Section 5 , we check the sensitivity of CP-even angular observables for different NP scenar-
ios and compare their values with the corresponding SM predictions by plotting them against
q 

2 taking into account the LHC bounds. Finally, bar plots are drawn to show their numerical
values in different q 

2 bins. 
3/28 
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2. Theor etical f ormulation 

At the quark level, we consider the following WEH for b → c� ̄ν� transitions: 

H 

b→ c� ̄ν� 

eff = 

4 G F √ 

2 

V cb 
[ (

1 + C 

L 

V 

)
O 

L 

V 

+ C 

R 

V 

O 

R 

V 

+ C 

R 

S O 

R 

S + C 

L 

S O 

L 

S + C T O T 
] + h.c. , (1) 

where � = μ, τ , G F is the Fermi constant, V cb is the CKM matrix element, and C 

X 

i are the new
WCs with i = V, S, T and X = L, R . The corresponding quar k-le v el operators O 

X 

i are 

O 

L 

S = ( ̄c P L 

b ) 
(
�̄ P L 

ν
)
, O 

R 

S = ( ̄c P R 

b ) 
(
�̄ P L 

ν
)
, 

O 

L 

V 

= ( ̄c γ μP L 

b ) 
(
�̄ γμP L 

ν
)
, O 

R 

V 

= ( ̄c γ μP R 

b ) 
(
�̄ γμP L 

ν
)
, 

O T = ( ̄c σμνP L 

b ) 
(
�̄ σμνP L 

ν
)
, (2) 

with P L 

= 

1 −γ5 
2 and P R 

= 

1+ γ5 
2 . We know that experimentally no new states beyond the SM

have been found so far up to an energy scale of a pproximatel y 1 TeV . Also, the measurements
of the Higgs couplings are all consistent with the SM expectations; ther efor e the right-handed
operators do not contribute in the SM [ 82 ], making the coupling C 

R 

V 

uni v ersal, w hich is strongl y
constrained from b → c (e, μ) ̄ν(e,μ) data. Howe v er, if the assumption of linearity of electroweak
symmetry breaking is relaxed then one can consider a nonuni v ersal C 

R 

V 

coupling in the analysis;
we ther efor e included it and discuss this case separately in our analysis (see Refs. [ 82 , 83 ] for
details). Moreover, in the absence of experimental evidence of deviations from the SM in tree-
le v el transitions involving light leptons, the NP effects are generally supposed to appear in the
third generation of leptons [ 82 ]. 

The new WCs present in Eq. ( 1 ) are calculated at 2 TeV , and these ar e r elated to the μ = m b

scale as follows [ 84 ]: 

C 

L 

V 

(m b ) = 1 . 12 C 

L 

V 

( 2 TeV ) , C 

R 

V 

( m b ) = 1 . 07 C 

R 

V 

( 2 TeV ) , C 

R 

S ( m b ) = 2 C 

R 

S (2 TeV ) , 

( 

C 

L 

S (m b ) 

C T (m b ) 

) 

= 

( 

1 . 91 −0 . 38 

0 0 . 89 

) ( 

C 

L 

S (2 TeV ) 

C T (2 TeV ) 

) 

. (3) 

2.1. Anal ytical e xpressions of the obser vables 
By sandwiching the WEH gi v en in Eq. ( 1 ), the analytical expressions of the ratios R ( D 

(∗) ) ,
R ( J/ψ ) , and the observables depend on the polariza tion of final-sta te particles; F L 

( D 

∗) , P τ ( D ) ,
and P τ (D 

∗) can be parametrized in terms of NP WCs as follows [ 24 , 43 , 47 , 55 , 56 , 73 , 74 , 64 , 82 , 85 ]:

R (D ) = R 

SM 

D 

{ ∣∣1 + C 

L 

V 

+ C 

R 

V 

∣∣2 + 1 . 01 

∣∣C 

R 

S + C 

L 

S 

∣∣2 + 1 . 49 Re 
[ (

1 + C 

L 

V 

+ C 

R 

V 

) (
C 

R 

S + C 

L 

S 

)∗ ]
+0 . 84 

∣∣C T 
∣∣2 + 1 . 08 Re 

[ (
1 + C 

L 

V 

+ C 

R 

V 

)
( C T ) 

∗ ]} 

, (4) 

R ( D 

∗) = R 

SM 

D 

∗

{ ∣∣1 + C 

L 

V 

∣∣2 + 

∣∣C 

R 

V 

∣∣2 + 0 . 04 

∣∣C 

L 

S − C 

R 

S 

∣∣2 + 16 . 0 

∣∣C T 
∣∣2 − 1 . 83 Re 

[ (
1 + C 

L 

V 

)
C 

R 

∗
V 

]
+6 . 60 Re [ 

(
C 

R 

V 

)
C 

∗
T 

] − 5 . 17 Re 
[ (

1 + C 

L 

V 

)
C 

∗
T 

]
+0 . 11 Re 

[ (
1 + C 

L 

V 

− C 

R 

V 

) (
C 

R 

S − C 

L 

S 

)∗ ]} 

, (5) 
4/28 
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F L 

(D 

∗) = F L 

(D 

∗) SM 

(
R D 

∗

R 

SM 

D 

∗

)−1 { ∣∣1 + C 

L 

V 

− C 

R 

V 

∣∣2 + 0 . 08 

∣∣C 

L 

S − C 

R 

S 

∣∣2 + 6 . 90 

∣∣C T 
∣∣2 

−0 . 25 Re 
[ (

1 + C 

L 

V 

− C 

R 

V 

) (
C 

L 

S − C 

R 

S 

)∗ ] − 4 . 30 Re 
[ (

1 + C 

L 

V 

− C 

R 

V 

)
C 

∗
T 

]} 

, (6) 

P τ (D ) ∗ = P τ (D 

∗) SM 

(
R D 

∗

R 

SM 

D 

∗

)−1 { ∣∣1 + C 

L 

V 

∣∣2 + 

∣∣C 

R 

V 

∣∣2 − 0 . 07 

(∣∣C 

R 

S − C 

L 

S 

∣∣2 
)

− 1 . 85 

∣∣C T 
∣∣2 

+0 . 23 Re 
[ (

1 + C 

L 

V 

− C 

R 

V 

) (
C 

L 

S − C 

R 

S 

)∗ ] − 1 . 79 Re 
[ (

1 + C 

L 

V 

)
C 

R 

∗
V 

] 

−3 . 47 Re 
[ (

1 + C 

L 

V 

)
C 

∗
T 

] + 4 . 41 Re 
[ (

C 

R 

V 

)
C 

∗
T 

]} 

, (7) 

P τ (D ) = P τ (D ) SM 

(
R D 

∗

R 

SM 

D 

∗

)−1 { ∣∣1 + C 

L 

V 

+ C 

R 

V 

∣∣2 + 3 . 04 

(∣∣C 

R 

S + C 

L 

S 

∣∣2 
)

+ 0 . 17 

∣∣C T 
∣∣2 

+4 . 50 Re 
[ (

1 + C 

L 

V 

+ C 

R 

V 

) (
C 

L 

S + C 

R 

S 

)∗ ] − 1 . 09 Re 
[ (

1 + C 

L 

V 

+ C 

R 

∗
V 

)
C 

∗
T 

]
, (8) 

R (J/ψ ) = R (J/ψ ) SM 

{ ∣∣1 + C 

L 

V 

∣∣2 + 

∣∣C 

R 

V 

∣∣2 − 1 . 82 Re 
[ (

1 + C 

L 

V 

)
C 

R ∗
V 

] + 0 . 04 

(∣∣C 

L 

S − C 

R 

S 

∣∣2 
)

+0 . 10 Re 
[ (

1 + C 

L 

V 

− C 

R 

V 

) (
C 

R 

S − C 

L 

S 

)∗ ] + 14 . 7 

∣∣C T 
∣∣2 − 5 . 39 Re 

[ (
1 + C 

L 

V 

)
C 

∗
T 

]
+6 . 57 Re 

[ (
C 

R 

V 

)
C 

∗
T 

]} 

, (9) 

R (�c ) = R (�c ) SM 

{ ∣∣1 + C 

L 

V 

∣∣2 + 

∣∣C 

R 

V 

∣∣2 + 0 . 491 Re 
[ (

1 + C 

L 

V 

)
C 

R ∗
S 

] + 0 . 316 

[ (
1 + C 

L 

V 

)
C 

L ∗
S 

]
+0 . 484 

[ (
C 

L 

S 

)
C 

R ∗
S 

] + 0 . 31 

(∣∣C 

L 

S 

∣∣2 + 

∣∣C 

R 

S 

∣∣2 
)

− 2 . 96 Re 
[ (

1 + C 

L 

V 

)
C 

∗
T 

] + 10 . 52 

∣∣C T 
∣∣2 

−0 . 678 Re 
[ (

1 + C 

L 

V 

)
C 

R ∗
V 

] + 0 . 316 Re 
[ (

C 

R 

S 

)
C 

R ∗
V 

] + 0 . 491 Re 
[ (

C 

L 

S 

)
C 

R ∗
V 

]
+4 . 85 Re 

[ (
C 

R 

V 

)
C 

∗
T 

]} 

. (10) 

Similarly, the branching ratio of B c → τν decay can take the form [ 10 , 54 , 57 , 58 ]: 

Br (B c → τν ) 
Br (B c → τν ) | SM 

= 

∣∣∣∣∣1 + 

(
C 

L 

V 

− C 

R 

V 

) + 

m 

2 
B c 

m τ (m b + m c ) 

(
C 

R 

S − C 

L 

S 

)∣∣∣∣∣
2 

. (11) 

2.2. Fit pr ocedur e 

The standard χ2 analysis of the aforementioned observables for the decays governed by b →
cτν transitions can be done by using 

χ2 (C 

X 

i 

) = 

N obs ∑ 

l,m 

[ 

O 

exp 
l − O 

th 
l 

(
C 

X 

i 

)] 

C 

−1 
lm 

[ 

O 

exp 
m 

− O 

th 
m 

(
C 

X 

i 

)] 

, 

where N obs represents the number of observables, O 

exp(th) 
l are the experimental (theoretical)

v alues of the observ ables, and C 

X 

i are the NP WCs. C lm 

is the covariance matrix incorporat-
ing the theoretical and experimental uncertainties. However, instead of using the covariance
matrix, the χ2 function can be written in the form of pulls, i.e. χ2 = 

∑ N obs 
i ( pull i ) 

2 , where
5/28 
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pull i = (O 

i 
exp − O 

i 
th ) / 

√ 

σ i2 
exp + σ i2 

th . Here σ i 
exp(th) shows the experimental (theoretical) error that

is added in quadrature. The correlation of R (D ) and R ( D 

∗) has been taken into account by
using the following relation: 

χ2 
R ( D ) −R ( D 

∗ ) = 

pull ( R ( D )) 2 + pull ( R ( D 

∗)) 2 − 2 ρpull ( R ( D )) pull ( R ( D 

∗)) 
(1 − ρ2 ) 

. 

The latest value for the R (D ) − R (D 

∗) corr elation r eported in Ref. [ 33 ] is ρ = −0 . 39 , and for
the uncorrelated observables, this value is zero. 

For analysis, using latest data reported by HFLAV (cf. Table 1 ), we first calculate the best-fit
points by minimizing the χ2 function ( χ2 

min ) in the region of parametric space that is compatible
with the upper bound of BR (B c → τν ) < 60% , < 30% , and < 10% [ 73 ]. χ2 

min is thus used to
ev aluate the p-v alues, which ar e a measur e of the goodness of fit allowing us to quantify the
le v el of agreement between the data and the NP scenarios [ 1 , 3 , 69 ]. The number of degrees
of freedom (dof), N dof = N obs − N par , where N par = 1(2) for the 1D (2D) scenarios while the
number of observables, N obs , is the number of observables used in the fitting, i.e. N obs is 4, 5, and
6 for Fits A, B, and C, respecti v ely. The SM pull is defined as pull SM 

= χ2 
SM 

− χ2 
min , where χ2 

SM 

= χ2 (0) , which can be converted into an equivalent significance in units of standard deviations
(σ ) . 

2.3. Specific NP scenarios influenced by leptoquark (LQ) models 
Among the different NP models, LQ models have recently gained attention to solve the B -
physics anomalies; ther efor e, in this study, we consider different 1D and 2D scenarios of LQ
models as discussed in Refs. [ 12 , 42 , 86–130 ]: 

� For 1D scenarios: C 

L 

V 

, C 

L 

S , C 

R 

S , C 

L 

S = 4 C T , 
� For 2D scenarios: (C 

L 

V 

, C 

L 

S = −4 C T ) , (C 

L 

S , C 

R 

S ) , (C 

L 

V 

, C 

R 

S ) , ( Re [ C 

L 

S = 4 C T ] , Im [ C 

L 

S = 4 C T ]) .

The combinations arising from the C 

R 

V 

term will be discussed in the upcoming section sepa-
rately. 

3. Allow ed par ametric space in 1D and 2D LQ scenarios 
In this section, we perform a χ2 analysis of above-mentioned 1D and 2D LQ scenarios with
the latest HFLAV data, and by using the fitting procedure discussed in the previous section. 

3.1. 1D scenarios 
In Fig. 1 , we show the χ2 dependence on the SM and NP WCs for 1D scenarios at 1 and 2 TeV
scales. The dashed vertical lines correspond to the constraints on C 

X 

i from the different upper
bounds of BR (B c → τν ) . The dotted, dashed, and solid curves r epr esent the cases of Fits A,
B, and C, respecti v ely. From Fig. 1 , one can notice that the positi v e best-fit points of the NP
models are not significantly changed with respect to the scales of new WCs, while the negati v e
best-fit points and the vertical lines of BR (B c → τν ) are slightly shifted to the right. It can also
be noticed that the updated data indicate that the negati v e solutions of the best-fit points for

 

L 

S and C 

R 

S are still ex cluded b y the maximum upper limit of BR (B c → τν ) ≤ 60% as reported
by Blanke et al. [ 1 , 3 ], and this is also disfavored with respect to their SM values. One can also
see from the plot that near the positi v e best-fit point, C 

L 

V 

and C 

R 

S are still favorable to explain
the data, while the favorable situation of C 

L 

S is further improved with the new data. 
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Fig. 1. Dependence of χ2 with one Wilson coefficient acti v e at a time for different fits at 1 and 2 TeV 

scales. The colored dotted, dashed, and solid lines represent Fits A, B, and C, respecti v el y, w hile the 
black lines r epr esent their SM values. The dashed vertical lines correspond to the constraint for C 

L,R 

S 
from B c → τν assuming values of 10% , 30% , and 60% . 
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In columns 2–5 of Table 2 , we list the numerical values of the best-fit points , χ2 
min , p-value ,

and pull SM 

in different fits for 1D scenarios. Here the first, second, and third rows r epr esent Fits
A, B, and C, respecti v ely. The last se v en columns show the predictions of different observables
at the best-fit point with the σ deviation. χ2 

SM 

and p-value are also gi v en at the top of Table 2
for all fits. It is worth mentioning here that we have calculated these numerical values on both
1 and 2 TeV scales and found that the values are not significantly changed. 

The slight dependence of the best-fit point of C 

R 

S (see Table 1 of Ref. [ 1 ]) on BR (B c → τν ) has
also disappeared for the new data. The p-values, pull SM 

, and predictions of different observables
for 1D scenarios are also tabulated in Table 2 . The 1 σ and 2 σ intervals for WCs have also been
7/28 
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Table 2. Fit results for 1D scenarios using all available data. The best-fit points , χ2 
min , p-value , pull SM 

are 
gi v en. Columns 2–5 r epr esent the r esults for differ ent parameters: The first, second, and third rows in 

these columns r epr esent Fits A, B , and C , respecti v ely. The last se v en columns show the predictions of 
dif ferent observables a t the best-fit point with the σ deviation. χ2 

SM 

and p-value are also gi v en at the top 

of the table for all fits. 

χ2 
SM 

= (16 . 50 , 19 . 76 , 20 . 92) A,B,C , p-value = (2 . 41 , 1 . 38 , 1 . 89) A,B,C × 10 −3 

Scenarios Best fit χ2 
min p-value % pull SM 

R (D ) R (D 

∗ ) R (J/ψ ) F L (D 

∗ ) P τ (D 

∗ ) P τ (D ) R (�c ) 

C 

L 
S 0 .07 9 .85 1.98 2.58 0.362 0.250 0.254 0.455 −0 . 518 0.489 0.339 

13 .16 1.03 2.56 0 . 69 σ −2 . 91 σ −1 . 84 σ −1 . 62 σ −0 . 25 σ 1 . 27 σ
14 .80 1.12 2.47 

C 

R 
S 0 .07 6 .26 9.96 3.20 0.366 0.258 0.261 0.473 −0 . 472 0.498 0.348 

0 .08 9 .46 5.05 3.21 0 . 85 σ −2 . 25 σ −1 . 83 σ −1 . 42 σ −0 . 17 σ 1 . 39 σ
0 .07 11 .46 4.29 3.07 

C 

L 
V 0 .06 2 .43 48.8 3.75 0.332 0.283 0.287 0.464 −0 . 497 0.331 0.361 

0 .06 5 .20 26.7 3.82 −0 . 46 σ −0 . 17 σ −1 . 71 σ −1 . 52 σ −0 . 21 σ 1 . 57 σ
0 .05 7 .87 16.4 3.61 

C 

R 
V − 0 .04 13 .62 0.35 1.69 0.273 0.274 0.278 0.467 −0 . 496 0.331 0.333 

− 0 .05 16 .54 0.24 1.79 −2 . 73 σ −0 . 92 σ −1 . 74 σ −1 . 49 σ −0 . 21 σ 1 . 19 σ
− 0 .04 18 .05 0.28 1.69 

C 

L 
S = 4 C T 0 .009 16 .41 0.09 0.30 0.304 0.251 0.255 0.463 −0 . 500 0.341 0.323 

0 .007 19 .71 0.06 0.22 −1 . 53 σ −2 . 83 σ −1 . 83 σ −1 . 53 σ −0 . 22 σ 1 . 07 σ
0 .007 20 .87 0.08 0.22 
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calculated and are listed in Table 4 later. One can see that the p-values for all 1D scenarios
are improved by considering the new experimental data, particularly for C 

L 

V 

( C 

R 

S ). These two
scenarios are significantly enhanced and moved up to 48 . 8% ( 9 . 96% ) for Fit A ( N obs = 4 ), which
previously found to be 35% (� 2%) [ 1 ]. This shows that C 

L 

V 

( C 

R 

S ) is still favorable. Despite the
slight improvement in the p-value of C 

L 

S = 4 C T = (0 . 06 − 0 . 09)% , this scenario still describes
the data poorly. 

We can see from Table 2 that with increasing the number of observ ables, χ2 
min (p-v alue) is

incr eased (decr eased); consequently, the pull is r educed with all fit cases under consideration
except C 

R 

V 

. This indicates that the p-value decreases, i.e. the goodness of fit is reduced, when we
include the data of R (J/ψ ) and R (�c ) in the analysis, except for the scenarios ( C 

L 

S , C 

L 

S = 4 C T ).
This is attributed to the large experimental uncertainty in the measurement of R (J/ψ ) and the
inconsistency of the measurement of R (�c ) with respect to R ( D 

(∗) ) . 
For the best-fit points of the NP scenario the theor etically pr edicted values of the observables

are gi v en in Tab le 2 (last se v en columns). Using the relation [ 1 ] 

d O i = 

O 

NP 
i − O 

exp 
i 

σ O 

exp 
i 

, (12) 

end equation ∗

we have also tabulated their discrepancies from the corresponding experimental values. The 
results can be concluded from the above table as follows: For R (D ) and P τ (D 

∗) the deviations
are found to be less than 1 σ for all NP scenarios except R (D ) in the C 

L 

S = 4 C T ( C 

R 

V 

) scenario,
where it is found to be −1 . 53 σ ( −2 . 73 σ ). On the other hand, for the observables R ( D 

∗) , R (J/ψ ) ,
F L 

( D 

∗) , and R ( �c ) , the deviations are between 1 and 3 σ , except for R (D 

∗) in C 

L 

V 

, which is
−0 . 17 σ . It is also important to mention here that the values of these observables are mildly
affected by changing N obs in the analysis. 
8/28 
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Fig. 2. Results of the fits for 2D NP scenarios. The light and dark gray regions show the 10% and 60% 

br anching r atio constr aints. The light (dark) shaded contours r epr esent the 1 σ (2 σ ) intervals. Panels (a), 
(b), (c), and (d) show the ( C 

L 

V 

, C 

L 

S = −4 C T ) , ( C 

L 

V 

, C 

R 

S ) , ( C 

R 

S , C 

L 

S ) , and ( Re [ C 

L 

S = 4 C T ] , Im [ C 

L 

S = 4 C T ]) 
scenarios, respecti v ely. The shaded contours represent Fit A, solid contours represent Fit B, and the 
dashed contours r epr esent Fit C. The red and green colors in Figs. 1 c and 1 d show the allowed parametric 
regions when the br anching r atio constr aints are taken to be 60% and 10% , respecti v ely. The b lue (b lack) 
contours show the results by using the previous (new) data of R (D 

(∗) ) at 1 TeV. The purple shaded regions 
shows the excluded current collider bounds at the 2 σ le v el. The dashed purple circle in plot (c) r epr esents 
the collider constraint on the charged Higgs scenario and the shaded blue color shows the LHC future 
bounds. 
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3.2. 2D scenarios 
In this section, we will perform a phenomenological analysis of the 2D NP scenarios that are
defined in Section 2.3 , which are generated b y ex changing a single new LQ or a Higgs particle.
In this case, for the χ2 analysis, we have considered N par = 2 . 

In Fig. 2 , we have plotted the 1 σ and 2 σ allowed parametric space in the 2D NP scenario
planes. The shaded colored regions (the black contours) represent at 2 TeV (1 TeV) the allowed
parametric space for Fit A, while the solid red and dashed contours are for Fits B and C,
respecti v ely. Moreov er, in Fig. 2 , for comparison with Ref. [ 1 ], we have also shown the allowed
parametric regions by the blue contours for NP scenarios for Fit A where the authors of Ref. [ 1 ]
considered the old data for the observables. The gray hatched regions are ex cluded b y the 60%
and 10% upper limits on the branching ratio of B c → τν. From the plots of Fig. 2 , one can
9/28 
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easily see the change in the allowed parametric space by changing the scale of NP WCs from
1 TeV to 2 TeV and by the updated data. We can observe that, by using the updated data and
shifting the scale of the NP WCs from low to high, we squeeze the allowed parametric space of 
NP scenarios. 

It can be noted from Fig. 2 a that the allowed parametric space for scenario (C 

L 

V 

, C 

L 

S = −4 C T )
for Fit A (orange shaded region) is not grea tly af fected whether we include the R (J/ψ ) (Fit B
(red solid contour)) or by inclusion of R (J/ψ ) and R (�c ) together (Fit C (red dashed contour))
in the analysis. On the other hand, in the scenario (C 

L 

V 

, C 

R 

S ) , the allowed parametric space is
affected by neither B c → τν nor by the number of observables and remains a pproximatel y the
same for Fits A, B, and C. Figures 2 c and 2 d depict the allowed parametric space for scenarios
( C 

L 

S , C 

R 

S ) and ( Re [ C 

L 

S = 4 C T , Im [ C 

L 

S = 4 C T ]) , respecti v el y, w here the red (green) shaded region
r epr esents B c → τν ≤ 60% ( ≤ 10% ). From these figures, one can see that for both these sce-
narios the allowed parametric space at B c → τν ≤ 10% remains almost the same for Fits A, B,
and C. On the other hand, at B c → τν ≤ 60% , the parametric space is elongated for Fit C (red
dashed contour). 

By a ppl ying the upper limits of BR (B c → τν ) < 60% , < 30% , and < 10% , the results for
the different parameters of 2D scenarios for Fits A, B, and C are gi v en in Table 3 . One can
observe that, for all the fitting cases, the best-fit points of scenarios (C 

L 

V 

, C 

L 

S = −4 C T ) and
(C 

L 

V 

, C 

R 

S ) are not affected by BR (B c → τν ) , but this not the case for the other two scenarios,
( C 

L 

S , C 

R 

S ) and ( Re [ C 

L 

S = 4 C T , Im [ C 

L 

S = 4 C T ]) , as also mentioned in Ref. [ 1 ]. Howe v er, by using
the updated data for Fit A, the goodness of fit (p-value) increases ∼ 4% (22% → 29 . 8%) for
(C 

L 

V 

, C 

L 

S = −4 C T ) and ∼ 2% (30 . 8% → 31 . 8%) for (C 

L 

V 

, C 

R 

S ) . Here, one can also notice from
Fig. 2 c that the NP scenario (C 

L 

S , C 

R 

S ) is significantly affected by the WC scale as compared to
the other three scenarios. Theref ore, f or (C 

L 

S , C 

R 

S ) , by setting BR (B c → τν ) < ( 10 , 30 , 60 ) % the
p-values are increased ∼ ( 9 , 34 , 3 ) % at 2 TeV and ∼ ( 9 , 28 , 7 ) % at 1 TeV, respecti v ely. 

Ther efor e, the updated data indicate that the scenario (C 

L 

S , C 

R 

S ) with the hard cut BR (B c →
τν ) < 30% is also favorable. The variation in p-value for the scenario ( Re [ C 

L 

S = 4 C T , Im [ C 

L 

S =
4 C T ]) has improved; as for BR (B c → τν ) < 60% and < 30% , the p-value is increased from
22% → 26 . 7% while for BR (B c → τν ) < 10% the p-value is increased from 0 . 3% → 14 . 1% .
Hence, the la test da ta show tha t the impact of BR (B c → τν ) on the p-values becomes more
crucial; ther efor e, an accurate measurement of BR (B c → τν ) will be helpful to clear the smog
for the most favorable NP scenario. 

Apart from the dependence of BR (B c → τν ) , we also analyze the impact of N obs on the
parameters of NP scenarios. For this purpose, we compare the values of different parameters
of Fits A, B, and C, which are listed in Table 3 . The data of R (J/ψ ) and R (�c ) directly affect the
parametric space of NP scenarios as can be seen from the gi v en values of different parameters in
Table 3 . These values show that the goodness of fit (the p-value) is decreased when we increase
N obs . For instance, the p-value of the most favorable scenario (C 

L 

S , C 

R 

S ) at BR (B c → τν ) < 60%
is 71 . 5% for Fit A, is reduced up to 32 . 2% for Fit B, and is e v en further reduced for Fit C, where
it is only 16 . 9% . 

Interestingly, for Fit C, at BR (B c → τν ) < 10% , the most favorable scenario (C 

L 

S , C 

R 

S ) be-
comes less favorable (p-value = 3.8) in comparison with some other NP scenarios, as we can
see from the p-values gi v en in Table 3 . Although there is a large uncertainty in the experimen-
tal value of R (J/ψ ) and, similarly, the recent experimental measurement of R (�c ) is under
debate [ 2 ], the behavior in the analysis discussed above indicates that future data on different
10/28 
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Table 4. 1 σ and 2 σ allowed parametric space by using the 60% branching ratio for 1D and 2D scenarios. 
1D 

scenarios 1 σ interval 2 σ interval 2D scenarios 1 σ interval 2 σ interval 

C 

L 
S (0 .03,0.11) ( − 0 .004,0.13) (C 

L 
V , C 

L 
S = −4 C T ) (0 .04,0.07) ε C 

L 
V (0 .01,0.09) ε C 

L 
V 

( − 0 .02,0.04) ε C 

L 
S ( − 0 .05,0.05) ε C 

L 
S 

C 

R 
S (0 .04,0.10) (0 .01,0.12) (C 

L 
S , C 

R 
S ) ( − 0 .25, −0.16) ε C 

L 
S ( − 0 .27, −0.14) ε C 

L 
S 

(0 .20,0.27) ε C 

R 
S (0 .18,0.28) ε C 

R 
S 

C 

L 
V (0 .03,0.08) (0 .02,0.09) (C 

L 
V , C 

R 
S ) (0 .03,0.07) ε C 

L 
V (0 .01,0.08) ε C 

L 
V 

( − 0 .02,0.05) ε C 

R 
S ( − 0 .05,0.07) ε C 

R 
S 

C 

L 
S = 4 C T ( − 0 .04,0.05) ( − 0 .08,0.08) ( Re [ C 

L 
S = 4 C T ] , Im [ C 

L 
S = 4 C T ]) ( − 0 .08,0.02) ε RC 

L 
S ( − 0 .11,0.04) ε RC 

L 
S 

( − 0 .32,0.32) ε Im C 

L 
S ( − 0 .35,0.35) ε Im C 

L 
S 

Table 5. The best-fit point, χ2 
min , p-value, and pull SM 

of 2D scenarios related to C 

R 

V 

at 2 TeV are gi v en 

in columns 2–5. The first row r epr esents Fit A, the second row r epr esents Fit B, and the last ro w sho ws 
Fit C. The final se v en columns show the pr edictions of differ ent observables at the best-fit point with the 
sigma deviation. 

χ2 
SM 

= (16 . 50 , 19 . 76 , 20 . 92) A,B,C , p-value = (2 . 41 , 1 . 38 , 1 . 89) A,B,C × 10 −3 

Scenarios Best fit χ2 
min p-value % pull SM 

R (D ) R (D 

∗ ) R (J/ψ ) F L (D 

∗ ) P τ (D 

∗ ) P τ (D ) R (�c ) 

(C 

L 
V , C 

R 
V ) ( −0.89, −0.99.) 2.37 30 .5 3.76 0.332 0.286 0.291 0.464 −0 . 496 0 . 331 0.364 

5.17 15 .9 3.82 −0 . 46 σ 0 . 08 σ −1 . 69 σ −1 . 52 σ −0 . 21 σ 1 . 61 σ
7.84 9 .7 3.62 

(C 

L 
S , C 

R 
V ) (0.09, −0.07) 2.58 27 .5 3.73 0.334 0.285 0.290 0.459 −0 . 522 0 . 553 0.360 

5.38 14 .5 3.79 −0 . 38 σ 0 .σ −1 . 69 σ −1 . 57 σ −0 . 26 σ 1 . 55 σ
7.90 9 .5 3.61 

(C 

R 
S , C 

R 
V ) (0.08, −0.05) 1.87 39 .2 3.82 0.341 0.284 0.288 0.477 −0 . 469 0.532 0.363 

4.68 19 .6 3.88 −0 . 11 σ −0 . 08 σ −1 . 70 σ −1 . 38 σ −0 . 16 σ 1 . 59 σ
7.29 12 .1 3.69 

(C 

R 
V , C 

L 
S = 4 C T ) ( −0.17,0.17) 2.14 34 .5 3.79 0.350 0.282 0.284 0.472 −0 . 568 0 . 763 0.364 

4.97 17 .4 3.85 0 . 23 σ −0 . 25 σ −1 . 72 σ −1 . 43 σ −0 . 34 σ 1 . 61 σ
8.58 10 .7 3.65 
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observables will also be valuable to decide which NP scenario is more suitable to explain the
various anomalies. 

The 1 σ and 2 σ intervals of these NP 1D and 2D scenarios are gi v en in Table 4 . 

3.2.1. Discussion about C 

R 

V 

-r elated scenarios . In this section, we will discuss the possible sce-
narios associated with C 

R 

V 

, i.e. ( C 

L 

V 

, C 

R 

V 

), ( C 

L 

S , C 

R 

V 

), ( C 

R 

S , C 

R 

V 

), and (C 

R 

V 

, C 

L 

S = 4 C T ) , where the
last one is related to the R 2 model [ 64 ]. The corresponding plots are shown in Fig. 3 , with
shaded brown, solid red, and dashed red contours representing Fits A, B, and C, respecti v ely,
at 2 TeV while the black contours are at 1 TeV. The purple r egion r epr esents the LHC bounds at
the 2 σ le v el. It can be seen that these scenarios are independent of branching ratio constraints
with the exception that the scenario ( C 

R 

S , C 

R 

V 

) is slightly affected ( ≈ 10% ) by the branching ra-
tio constraint. Moreover, the 1 σ , 2 σ allowed parametric space and the best-fit points of these
scenarios are not significantly affected after including R (J/ψ ) (Fit B, solid red contour) and
R ( �c ) (Fit C, dashed red contour) in the analysis. It is also noted that the parametric space for
the scenario (C 

R 

V 

, C 

L 

S = 4 C T ) is impacted by the collider bounds, as seen by the purple region
in Fig. 3 d. The p-values and the other parameters for these scenarios are reported in Table 5 .
The trend and the variation in the values of χ2 , pull, and p-value with respect to N obs show
that the scenario ( C 

R 

S , C 

R 

V 

) is most favorable among the other scenarios for Fit A while for Fit B
the scenarios ( C 

R 

S , C 

R 

V 

) and (C 

R 

V 

, C 

L 

S = 4 C T ) are both equall y likel y. Howe v er, to e xplore the NP
12/28 
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Fig. 3. Results of the fits for the 2D C 

R 

V 

scenarios (a) (C 

L 

V 

, C 

R 

V 

) , (b) (C 

L 

S , C 

R 

V 

) , (c) (C 

R 

V 

, C 

R 

S ) , and (d) 
(C 

R 

V 

, C 

L 

S = 4 C T ) . The shaded contours r epr esent Fit A, the solid contours r epr esent Fit B, and the dashed 

contours r epr esent Fit C. The gray portion r epr esents the excluded r egions by the 60% and 10% upper 
limits on the branching ratio B c → τν. The black contours sho w the allo wed parametric space at 1 TeV. 
The purple region shows the collider bounds at the 2 σ le v el. 

Table 6. The current collider bounds of the NP WCs with 139 fb 

−1 based on the τ±ν search at μ = 

m b [ 132 ]. The second row r epr esents the values of these NP WCs at μ = 2 TeV, where the values in 

par enthesis corr espond to the HL-LHC 3000 fb 

−1 limit. 

C 

L 

V 

C 

R 

V 

C 

L 

S C 

R 

S C T 

μ = m b 0.30 (0.14) 0.32 (0.15) 0.55 (0.25) 0.55 (0.25) 0.15 (0.07) 
μ = 2 TeV 0.27 (0.13) 0.29 (0.14) 0.32 (0.15) 0.28 (0.13) 0.17 (0.08) 
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scenarios further, as mentioned in the previous section, the theoretical prediction of R (J/ψ )
and the experimental measurement of R (�c ) require further precision. 

3.3. Impact of collider (LHC) bounds on 2D NP scenarios 
We w ould lik e to mention here tha t, a t the LHC , the analysis of the τ+ missing searches has
gi v en upper limits on the NP WCs [ 131 , 132 ] at the scale μ = m b ; these are listed in Table 6 . By
13/28 
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using Eq. ( 3 ), the values of these NP WCs at μ = 2 TeV are also gi v en in Table 6 , where the
values in the parenthesis correspond to the HL-LHC 3000 fb 

−1 limit. 
We have imposed these upper limits on the considered 2D NP scenarios. We have found that

all the NP scenarios are within the limits coming from the analysis of the τ+ missing searches
shown by the purple region. Howe v er, the future prospects impose se v ere constraints on the
scenarios: ( Re [ C 

L 

S = 4 C T ] , Im [ C 

L 

S = 4 C T ]) , (C 

L 

S , C 

R 

S ) . We show these constraints by the blue
shaded region in the plots of Figs. 2 c and 2 d. One can see that the lower portion of the scenario
( Re [ C 

L 

S = 4 C T ] , Im [ C 

L 

S = 4 C T ]) is completel y excluded, w hile the best-fit point of the upper
portion is excluded and the allowed region is drastically squeezed. Similarly, for the scenario
(C 

L 

S , C 

R 

S ) , the best-fit points and large areas of both the upper and lower portions are also
excluded. 

4. Sum rule and correlation of observables 
In this section, we calculate and analyze the correlation among different observables in 2D
scenarios under consideration, but before that we want to validate the sum rule among the
observables R ( D 

(∗) ) and R (�c ) given in Refs. [ 1–3 ]. We can see that, by using Eqs. ( 4 ), ( 5 ), and
( 10 ), the sum rule reads 

R ( �c ) 
R SM 

( �c ) 
= 0 . 276 

R ( D ) 
R SM 

( D ) 
+ 0 . 724 

R ( D 

∗) 
R SM 

( D 

∗) 
+ x 1 , (13) 

where one can see that, e v en with the different analytical expressions of R ( D 

(∗) ) , the coefficients
of the first two terms on the right-hand side in the above equation are almost similar to those
in Ref. [ 2 ]. The only change appears in the remainder x 1 , which in our case becomes 

x 1 = −Re 
[ (

1 + C 

L 

V 

) (
0 . 122 ( C T ) 

∗ + 0 . 019 

(
C 

L 

S 

)∗ + 0 . 132 

(
C 

R 

V 

)∗)] 

+ Re 
[ (

C 

R 

V 

)∗] (
0 . 018 C 

R 

S + 0 . 351 C T 
)
. (14) 

The values of x 1 for 1D (2D) scenarios are 10 

−5 ( 10 

−3 ) and the updated predicted value of 
R (�c ) by using the latest data of R ( D 

(∗) ) [ 33 ] is 

R (�c ) = R SM 

(�c ) ( 1 . 140 ± 0 . 041 ) 

= 0 . 369 ± 0 . 013 ± 0 . 005 , (15) 

which is not significantly different from the numbers reported in Ref. [ 2 ]. This shows that the
la test da ta of R ( D 

(∗) ) again confirm the validity of the above sum rule. In Eq. ( 15 ), the first and
second errors come from the experimental and form factor uncertainties, respectively. How- 
e v er, the current experimentally measured value of R (�c ) is larger than the predicted value
by the sum rule as well as inconsistent with the R ( D 

(∗) ) da ta pa ttern and needs further exper-
imental confirmation, as discussed in Ref. [ 2 ]. In addition, the latest predicted SM value of 
the observable R (J/ψ ) = 0 . 258 ± 0 . 038 [ 65 ] is smaller than its experimentally measured value,
0 . 71 ± 0 . 17 ± 0 . 18 [ 2 , 18 ], which shows the same behavior as R (�c ) , i.e. a tau deficit, in contrast
with the R ( D 

(∗) ) data. Ther efor e, it is also interesting to find out the sum rule for R (J/ψ ) in
terms of R ( D 

(∗) ) , which we have derived by using Eqs. ( 4 ), ( 5 ), and ( 9 ) as follows: 

R ( J/ψ ) 
R SM 

( J/ψ ) 
= 0 . 006 

R ( D ) 
R SM 

( D ) 
+ 0 . 994 

R ( D 

∗) 
R SM 

( D 

∗) 
+ x 2 , (16) 
14/28 
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where 

x 2 = −Re 
[(

1 + C 

L 

V 

) (
0 . 019 C 

R 

∗
S + 0 . 257 C 

∗
T + 0 . 013 C 

R 

∗
V 

− 0 . 0004 C 

L 

∗
S 

)] + 0 . 006 

(∣∣C 

S 
R 

∣∣2 + 

∣∣C 

S 
L 

∣∣2 
)

+ 0 . 013 Re [ C 

L 

S C 

R 

∗
S ] − 1 . 205 

| C T | 2 − Re [ C 

R 

∗
V 

] 
[
0 . 018 C 

L 

S − 0 . 0031 C T − 0 . 004 C 

R 

S 

]
. 

The remainder x 2 for this observable in the 1D (2D) scenario is 10 

−5 ( 10 

−3 ). The predicted value
of R (J/ψ ) by using the above sum rule is 

R (J/ψ ) = R SM 

(J/ψ ) ( 1 . 119 ± 0 . 046 ) 

= 0 . 289 ± 0 . 013 ± 0 . 043 . (17) 

One can see that both the SM value of R (J/ψ ) as well as its predicted value obtained by the
sum rule using the updated data are smaller than its experimental value and follow a coherent
pattern as in the R ( D 

(∗) ) case, i.e. a tau abundance in comparison with light leptons. Howe v er,
in the case of R (J/ψ ) , e v en though its tensor form factors are not precisely calculated yet, the
theor etically pr edicted values ar e quite small compar ed to its experimental value with large
uncertainties, 0 . 71 ± 0 . 18 ± 0 . 17 . We hope that in future this value will be further scrutinized
at some ongoing and planned experiments. 

It will be interesting to see how the updated data change the correlation among the R ( D 

(∗) ) ,
R ( �c ) , F L 

( D 

∗) , and P τ ( D 

(∗) ) observables tha t are calcula ted in Ref. [ 1 ], and for tha t the upda ted
and pr evious r esults ar e shown in Fig. 4 by using the 1 σ parametric range of 2D scenarios. It
is worth mentioning here that these correlations are significantly affected by considering the
updated values of R ( D 

(∗) ) while the inclusion of R (J/ψ ) and the recently measured R (�c ) data
mildly affect the behavior of correlations. Howe v er, to see their effects explicitly, we also show
the correlations of 1 σ parametric space of Fit A (unfilled region) and Fit C (filled region) in
Fig. 4 . In addition, to see the effects by the scale of WCs on the correlations, we have also
calculated these correlations at 1 TeV for Fit A, shown by the b lack curv es. As mentioned
in Section 3.2 , the updated values of R ( D 

(∗) ) squeeze the parametric space of 2D scenarios
significantly (see Fig. 2 ). Consequently, this shrinks and lowers the values of correlation regions
among the observables R ( D 

(∗) ) and R (�c ) , which is closer to the SM values of these observables,
as can be seen from the first four plots of Fig. 4 . Similarly, the changes with the updated data
for R ( D 

(∗) ) in the correlation regions among the observables P τ (D 

(∗) ) and F L 

(D 

∗) are depicted
in plots fiv e to ten of Fig. 4 . In addition, the correlations among R ( D 

(∗) ) and R (J/ψ ) are also
shown in the last four plots of Fig. 4 . On the other hand, for the scenarios related to C 

R 

V 

, the
correlations among the observables by using the 1 σ parametric space are plotted in Fig. 5 . 

Finally, from Eq. ( 12 ), the predicted v alues of the observ ables used in the fitting analysis
are also calculated by using the 1 σ parametric space of the 2D NP scenarios; we list them in
Tables 3 and 5 . It can be seen that the predicted values of R ( D 

(∗) ) and P τ (D 

∗) show deviations
smaller than 1 σ , except for the scenarios ( Re [ C 

L 

S = 4 C T ] , Im [ C 

L 

S = 4 C T ]) and (C 

L 

S , C 

R 

S ) for the
10% br anching r atio. Howe v er, the observab les R (J/ψ ) and F L 

(D 

∗) exhibit 2 σ de viation, e xcept
the scenario (C 

L 

S , C 

R 

S ) for the 60% branching ratio for R (J/ψ ) . Similarly, the predicted value
of R (�c ) is showing a pproximatel y 2 σ deviation with respect to its experimentally measured
numbers. 
15/28 
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Fig. 4. Correlations plots for 1 σ with BR < 60% . The green (black) contours represent the plots of 
Ref. [ 1 ]; the filled (unfilled) contours r epr esent Fit C (A). The solid, dashed, and dotted lines show 

BR (60 , 30 , 10)% , respecti v el y, w hile the red star represents SM. The meshed regions correspond to future 
constraints of the τν analysis. 

16/28 

D
ow

nloaded from
 https://academ

ic.oup.com
/ptep/article/2024/7/073B07/7693124 by EM

BL user on 17 D
ecem

ber 2024



PTEP 2024 , 073B07 T. Yasmeen et al. 

Fig. 5. The same as Fig. 4 but for C 

R 

V 

-related scenarios. 
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5. Sensitivity of angular observables to New Physics (NP) 
For the NP point of view, it is important to mention here that the form factors are the main
source of hadronic uncertainties, consequently generating errors in the theoretical predictions
which may preclude the effects of NP. Ther efor e, we not only need to select those observables
17/28 
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Table 7. The SM and NP values of angular observables in the 2 σ allowed parametric space in the full q 

2 

region for different 1D scenarios. 

Observables SM C 

L 

S C 

R 

S C 

L 

V 

A 3 −0 . 0170 ± 0 . 0001 −0 . 0171 ± 0 . 0001 −0 . 0169 ± 0 . 0001 −0 . 0170 ± 0 . 0001 

A 4 0 . 0900 ± 0 . 0002 0 . 0907 ± 0 . 0006 0 . 0894 ± 0 . 0005 0 . 0900 ± 0 . 0002 

A 5 −0 . 2059 ± 0 . 002 −0 . 2025 ± 0 . 003 −0 . 2091 ± 0 . 003 −0 . 2059 ± 0 . 002 

A 6 s 0 . 7985 ± 0 . 017 0 . 8043 ± 0 . 005 0 . 7924 ± 0 . 005 0 . 7985 ± 0 . 017 

R A,B 

0 . 5725 ± 0 . 0009 0 . 5730 ± 0 . 0005 0 . 5719 ± 0 . 0001 0 . 5725 ± 0 . 0009 

R L,T 0 . 8611 ± 0 . 0036 0 . 8475 ± 0 . 011 0 . 8754 ± 0 . 011 0 . 8611 ± 0 . 0036 

A 

T 
F B 

−0 . 3302 ± 0 . 006 −0 . 3302 ± 0 . 006 −0 . 3302 ± 0 . 006 −0 . 3302 ± 0 . 006 

A 

L 

F B 

−0 . 0536 ± 0 . 004 −0 . 0603 ± 0 . 006 −0 . 0469 ± 0 . 005 −0 . 0536 ± 0 . 004 

F L 

(D 

∗) 0 . 4626 ± 0 . 001 0 . 4587 ± 0 . 004 0 . 4667 ± 0 . 003 0 . 4649 ± 0 . 001 

C 

L 

F −0 . 0691 ± 0 . 0009 −0 . 0697 ± 0 . 0006 −0 . 0686 ± 0 . 0005 −0 . 0691 ± 0 . 0009 
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that are sensiti v e to NP but also those for which variation in their values in the presence of NP
may provide a discriminatory tool among the different NP scenarios. 

To accomplish this, we have considered the lepton forw ard–backw ard asymmetry ( A 

� 
F B 

), the
forw ard–backw ard asymmetry of the transversely polarized D 

∗ meson ( A 

T,L 

F B 

), the longitudi-
nal polarization fraction of the D 

∗ meson ( F L 

(D 

∗) ), the ratios ( R A,B 

, R L,T ), and the angular
asymmetries ( A 3 , A 4 , A 5 , A 6 s ) for the decay channel B → D 

∗τντ , which are relati v ely clean and
also sensiti v e to the NP. Ther efor e, the v ariations in their v alues in the presence of the 1D and
2D NP scenarios under consideration could be used to discriminate these NP scenarios. These
CP-e v en angular observables are discussed in detail in the literature and their analytical expres-
sions in terms of angular coefficients, I i , can be found in Refs. [ 44 , 72 , 81 ]. Furthermore, in the
current study, we rely on the form factors that are calculated in Refs. [ 44 , 81 ] and the observables
mentioned above have been presented with their theoretical uncertainties. 

To see the sensitivity of these angular observables to NP, we have plotted them against the
square of transverse momentum, q 

2 , in Figs. 6 and 8 for 1D and 2D NP scenarios, respecti v ely.
In these figures, the black (gray) band shows the SM values of these observables where the
width corresponds to the uncertainty in the values due to the form factors. The color bands
r epr esent their values in the presence of NP. For the NP dependence of these observables, we
have used the central values of the form factors and the widths of the light and dark color
bands show the uncertainty due to 1 σ and 2 σ intervals in the NP WCs at 2 TeV, respecti v ely.
The ef fects of dif ferent 1D and 2D NP scenarios on the above-mentioned angular observables
are discussed in the following sections. In addition, to see the direct influence of the scenarios
on the observables, we have also found the expressions for I i in terms of NP WCs, C 

L (R ) 
i , after

integrating q 

2 ; these are gi v en in Appendix A . 
One can immediately see that the expressions of coefficients I i in terms of NP WCs make the

study of NP with different angular observables quite trivial. Ther efor e, by using these expres-
sions for I i , we have calculated the variations in the amplitudes of different angular observables
in the presence of NP, shown by the bar plots in Figs. 7 and 9 for 1D and 2D NP scenarios,
respecti v ely. The corresponding SM predictions and values at different scenarios are also listed
in Tables 7 and 8 , respectively. 

As we mentioned in Section 3 , for the scenarios ( C 

L 

V 

, C 

L 

S = −4 C T ) , ( C 

L 

V 

, C 

R 

S ) the allowed
parametric space of NP does not significantly change with the number of observables and
18/28 
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Fig. 6. A 3 −5 , A 6 s , R A,B 

, R L,T , A 

L,T 
F B 

(D 

∗) , F L 

(D 

∗) , and C 

L 

F for B̄ → D 

∗τ ν̄ are shown for allowed values of 
NP couplings for 1D scenarios as a function of q 

2 . The black, light gray, and gray portions r epr esent 
the variation in the SM value due to the uncertainties of the form factors and 5 % and 10 % statistical 
uncertainties of future e xperiments, respecti v el y, w hile the light and dark color bands reflect the 1 σ and 

2 σ ranges of NP scenarios. 
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Fig. 7. Bar plots of A 3 −5 , A 6 s , R A,B 

, R L,T , A 

L,T 
F B 

( D 

∗) , F L 

( D 

∗) , and C 

L 

F for B̄ → D 

∗τ ν̄ are shown. The bar 
plots in the first and second rows show the numerical values in different q 

2 bins. The black bar shows the 
SM variation of angular observables and the color bars show the variation in the numerical values in the 
different NP scenarios. 

Table 8. The SM and NP values of angular observables in the 2 σ allowed parametric space in the full q 

2 

region for different 2D scenarios. 
Observables SM (C 

L 
V , C 

L 
S = −4 C T ) (C 

L 
S , C 

R 
S ) (C 

L 
V , C 

L 
S ) ( Re [ C 

L 
S = 4 C T ] , Im [ C 

L 
S = 4 C T ]) 

A 3 −0 . 0170 ± 0 . 0001 −0 . 0170 ± 0 . 0001 −0 . 0162 ± 0 . 0001 −0 . 0001 ± 0 . 0001 −0 . 0148 ± 0 . 003 
A 4 0 . 0900 ± 0 . 0002 0 . 0890 ± 0 . 007 0 . 0856 ± 0 . 0002 0 . 900 ± 0 . 0005 0 . 0828 ± 0 . 009 
A 5 −0 . 2059 ± 0 . 002 −0 . 2037 ± 0 . 009 −0 . 2233 ± 0 . 0006 −0 . 2063 ± 0 . 003 −0 . 1935 ± 0 . 007 
A 6 s 0 . 7985 ± 0 . 017 0 . 7861 ± 0 . 04 0 . 7591 ± 0 . 002 0 . 7977 ± 0 . 006 0 . 7240 ± 0 . 011 
R A,B 0 . 5725 ± 0 . 001 0 . 5717 ± 0 . 008 0 . 5688 ± 0 . 0009 0 . 5724 ± 0 . 0005 0 . 5726 ± 0 . 0009 
R L,T 0 . 8611 ± 0 . 0036 0 . 8559 ± 0 . 002 0 . 9760 ± 0 . 003 0 . 8630 ± 0 . 011 0 . 8257 ± 0 . 011 
A 

T 
F B −0 . 3302 ± 0 . 006 −0 . 3242 ± 0 . 033 −0 . 3302 ± 0 . 006 −0 . 3302 ± 0 . 006 −0 . 2855 ± 0 . 044 

A 

L 
F B −0 . 0536 ± 0 . 004 −0 . 0518 ± 0 . 008 −0 . 0149 ± 0 . 008 −0 . 0527 ± 0 . 006 −0 . 0407 ± 0 . 03 

F L (D 

∗ ) 0 . 4626 ± 0 . 001 0 . 4611 ± 0 . 009 0 . 4891 ± 0 . 0001 0 . 4632 ± 0 . 003 0 . 4522 ± 0 . 002 
C 

L 
F −0 . 0691 ± 0 . 0009 −0 . 0684 ± 0 . 005 −0 . 0657 ± 0 . 0001 −0 . 0691 ± 0 . 0004 −0 . 0692 ± 0 . 008 

 

 

 

 

 

 

D
ow

nloaded from
 https://academ

ic.oup.com
/ptep/article/2024/7/073B07/7693124 by EM

BL user on 17 D
ecem

ber 2024
the branching ratio constraints, while the allowed parametric space of the scenarios ( Re [ C 

L 

S =
4 C T ] , Im [ C 

L 

S = 4 C T ]) , (C 

L 

S , C 

R 

S ) is affected only by the branching ratio constraints. It is worth
mentioning here that we have found that the allowed 1 σ and 2 σ parametric spaces for Fits
A, B, and C are almost the same. Howe v er, to see the impact of NP effects on the numerical
values of angular observables, we use the 1 σ and 2 σ parametric space with the 60% branching
ratio as gi v en in Tab le 4 with the constraints coming from LHC bounds on the 2D scenarios,
( C 

L 

V 

, C 

L 

S = −4 C T ) , ( C 

L 

V 

, C 

R 

S ) , which are discussed in Section 6 . 
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Fig. 8. The same as Fig. 6 but for 2D scenarios. 
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5.1. Effects of 1D scenarios on observables 
The sensitivity of different angular observ ables b y taking one of the NP WCs, C 

(L,R ) 
i , is set to

be nonzero and is plotted in Fig. 6 . In these plots, we took the numerical values of the NP
WCs after imposing the current prospects of the collider bounds. As for scenario C 

L 

S = 4 C T ,
21/28 



PTEP 2024 , 073B07 T. Yasmeen et al. 

Fig. 9. The same as Fig. 7 but for 2D scenarios. 
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the pull SM 

value is too small; ther efor e, this scenario is not included in the q 

2 analysis. In this
figure, the black, light gray, and gray portions r epr esent the variation in the SM value due to
the uncertainties of the form factors and 5 % and 10 % statistical uncertainties of future ex-
periments, respecti v ely. One can notice that the 1D scenarios are almost precluded by these
uncertainties. Howe v er, if the future e xperimental uncertainties are limited to 5 % then the
values of the observables A 4 , R L,T , F L 

(D 

∗) exceed their SM values, which may help to dis-
tinguish the 1D NP scenarios. Ther efor e, binwise pr ecise measur ements of the observables
are also important to probe the NP and to distinguish between different NP scenarios. For
this purpose, we have also calculated the full variation in the v alues of observ ables b y us-
ing the 1 σ to 2 σ ranges of WCs of 1D scenarios after integrating the full region and differ-
ent q 

2 bins; these are shown by the bar plots in Fig. 7 . The SM values and the values in the
different 1D NP scenarios of the angular observables in the full q 

2 region are also gi v en in
Table 7 . 

5.2. Effects of 2D scenarios on observables 
In order to keep the analysis consistent, we imposed the current collider bounds, as seen in
Fig. 8 , to depict the angular observables. It is clear from the figure that the observables are
not sensiti v e to the scenario (C 

L 

V 

, C 

R 

S ) (red band), whereas they are influenced by the other
2D scenarios; in particular, ( Re [ C 

L 

S = 4 C T ] , Im [ C 

L 

S = 4 C T ]) has a large effect (cyan band) on
the values of the angular observables. One can also see that the effects of NP scenarios,
( Re [ C 

L 

S = 4 C T ] , Im [ C 

L 

S = 4 C T ]) (cyan band), (C 

L 

V 

, C 

L 

S = −4 C T ) (purple band), are increased
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(decreased) when the q 

2 value increases for A 3 , A 4 (A 5 , R L,T , F L 

(D 

∗) , and A 

T 
F B 

) , whereas the
observables A 6 S , R A,B 

, A 

L 

F B 

, and C 

L 

F ar e largely affected in the middle of the q 

2 r egion. Ther e-
fore, we have not only plotted the variations in the amplitudes due to the 2D NP scenarios
when integrated over the whole q 

2 region but also in different q 

2 bins; these are shown in Fig. 9 .
Moreover, the scalar coupling scenario (C 

L 

S , C 

R 

S ) (blue band) only increases (decreases) the val-
ues of A 3 , R L,T , A 

L 

F B 

, F L 

(D 

∗) , C 

F 
L 

( A 4 , A 5 , A 6 S , R A,B 

, A 

T 
F B 

) with respect to their SM values
throughout the q 

2 region. On the other hand, the scenarios ( Re [ C 

L 

S = 4 C T ] , Im [ C 

L 

S = 4 C T ]) ,
(C 

L 

V 

, C 

L 

S = −4 C T ) raise and lower the values of these observables from their SM predictions
throughout the q 

2 region. In addition, to see the total variation in the magnitude of the numer-
ical values of different angular observab les, we hav e also calculated their numerical values by
using the 2 σ parametric space of 2D scenarios and listed them in Table 8 along with their SM
results. 

6. Summary and conclusions 
In the current study, we have first checked the impact of recently measured data of R ( D 

(∗) )
and R (�c ) [ 33 ] on different 1D and 2D NP scenarios that are considered in Refs. [ 1–3 ]. In
addition, we have also included in the analysis R (J/ψ ) data that were not considered in previous
studies, and found that their influence on the best-fit point and the parametric space is not
significantly large. We have also validated (in light of recent data) the robustness of the sum
rule of R (�c ) and, similarly, found the sum rule for R (J/ψ ) in terms of R ( D 

(∗) ) . From this sum
rule, we have also predicted the value of R (J/ψ ) , which is smaller than its experimental value.
Instead, the form factors of R (J/ψ ) are not precisely calculated but the difference between the
experimental and theoretical values is quite large; therefore, to see the agility of the sum rule
of R (J/ψ ) and NP, it is mandatory to confirm the R (J/ψ ) value from further experiments.
Furthermore, we have also modified the correlation among the different observables given in
Ref. [ 1 ] according to the recent de v elopment in the data and also shown some mor e inter esting
correlations among observables. Finally, to discriminate the NP scenarios from each other, we
have plotted the different angular observables against q 

2 , by using the 1 σ and 2 σ parametric
space of NP scenarios with the constraints of collider bounds. Further to see the influence of 
NP on the amplitude of the angular observables, we have also calculated their numerical values
in different q 

2 bins and shown them through bar plots. We have found that angular observables
are not only sensiti v e to NP but also very useful to find out the precise values of possible NP
couplings, consequently helping us in discriminating various NP scenarios. 
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3 . 

A. Expressions for I i 
As mentioned in Section 5 , the expressions for I i can be found in Refs. [ 44 , 72 , 81 ]. Howe v er, I i 
after integrating over q 

2 can be expressed in terms of C 

L (R ) 
i as follows. These expressions are
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gi v en as 

I s 1 = 6 . 02 × 10 

−15 
{ 

| 1 + C 

L 

V 

| 2 + | C 

R 

V 

| 2 − 1 . 63 Re 
[ (

1 + C 

L 

V 

) (
C 

R 

V 

)∗ ] 

− 4 . 68 Re 
[(

1 + C 

L 

V 

)
( C T ) 

∗]
+ 16 . 2 | C T | 2 + 7 . 6 Re 

[(
C 

R 

V 

)
( C T ) 

∗] } 

, 

I c 1 = 9 . 05 × 10 

−15 
{ ∣∣1 + C 

L 

V 

− C 

R 

V 

∣∣2 + 0 . 08 

∣∣1 + C 

R 

S − C 

L 

S 

∣∣2 − 0 . 242 Re 
[ (

1 + C 

L 

V 

− C 

R 

V 

) (
C 

L 

S 

)∗] 

+ 0 . 242 Re 
[ (

1 + C 

L 

V 

− C 

R 

V 

) (
C 

R 

S 

)∗] 

− 4 . 07 Re 
[ (

1 + C 

L 

V 

(C 

R 

V 

) (
C 

R 

S 

)∗] } 

+ 6 . 24 

| C T | 2 

I c 2 = −5 . 43 × 10 

−15 
{ ∣∣1 + C 

L 

V 

− C 

R 

V 

∣∣2 + 8 . 31 

| C T | 2 
} 

, 

I s 2 = 9 . 99 × 10 

−16 
{ ∣∣1 + C 

L 

V 

− C 

R 

V 

∣∣2 − 21 . 7 

| C T | 2 
} 

, 

I 3 = 1 . 67 × 10 

−15 
{ 

− ∣∣1 + C 

L 

V 

− C 

R 

V 

∣∣2 − 12 . 5 

| C T | 2 
} 

, 

I 4 = 2 . 23 × 10 

−15 
{ 

− ∣∣1 + C 

L 

V 

− C 

R 

V 

∣∣2 − 12 

| C T | 2 
} 

, 

I 5 = 4 . 49 × 10 

−15 
{ ∣∣1 + C 

L 

V 

− C 

R 

V 

∣∣2 − 5 . 75 

| C T | 2 + 2 . 04 

[∣∣C 

L 

S − C 

R 

S 

∣∣C 

∗
T 

]
− 1 . 26 Re 

[(
C 

R 

V 

)
( C T ) 

∗] } 

, 

I c 6 = 5 . 44 × 10 

−15 
{ ∣∣1 + C 

L 

V 

− C 

R 

V 

∣∣2 − 0 . 67 Re 
[(

1 + C 

L 

V 

− C 

R 

V 

) (
C 

L ∗
S 

)]
+ 0 . 67 Re 

[(
1 + C 

L 

V 

− C 

R 

V 

) (
C 

R ∗
S 

)] − 3 . 76 Re 
[(

1 + C 

L 

V 

)
( C T ) 

∗] + 

[∣∣C 

L 

S − C 

R 

S 

∣∣C 

∗
T 

] } 

, 

I s 6 = −3 . 85 × 10 

−15 
{ ∣∣1 + C 

L 

V 

∣∣2 + 

∣∣C 

R 

V 

∣∣2 − 17 . 5 

| C T | 2 − 2 . 59 Re 
[(

1 + C 

L 

V 

)
( C T ) 

∗]
− 8 . 54 Re 

[(
C 

R 

V 

)
( C T ) 

] } 

. 
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