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Abstract

The KMS states on an observable algebra model its thermal equilibrium behavior.
The crossed product of an algebra of observable by a finite subgroup of its symmetries
is an enlarged observable algebra. We combine these two physical notions.
Extensions of a KMS state ω of a unital C∗-algebra A to the crossed product by
a finite group G are characterized. The extensions are parameterized in terms of
families of twisted KMS functionals of A or equivalently by operator-valued states
on G whose image lies in the twisted center of the von Neumann algebra generated
by the GNS representation corresponding to ω. If the G-action is weakly inner, a
decomposition of the extensions of the KMS state is found in terms of the characters
of G. If ω is the unique KMS state, the dynamics is ω-weakly asymptotically abelian
and the G-action is non-trivial, the canonical extension is the unique extension to
the crossed product.
As a particular class of examples, KMS states on crossed products of (self-dual)
CAR algebras with dynamics and G-action given by Bogoliubov automorphisms are
analyzed in detail. Depending on a Gibbs type condition involving the odd part of
the absolute value of the Hamiltonian, the existence of twisted KMS functionals and
the existence of the twisted center is found. In case G is abelian and the Gibbs type
condition is satisfied, the KMS states are explicitly computed in terms of characters
of G.
As an application in mathematical physics, the extended field algebra of the Ising
QFT is shown to be a Z2-crossed product of a CAR algebra which has a unique
KMS state.





Chapter 1

Introduction

KMS states of C∗-dynamical systems provide on the one hand the general formaliza-
tion of thermal equilibrium states [BR97], and are on the other hand natural genera-
lizations of tracial states that are intimately connected to Tomita-Takesaki modular
theory [Tak03]. Notwithstanding their importance in physics and mathematics, it
can be quite difficult to decide about existence and uniqueness questions for KMS
states for a given C∗-dynamical system (B, α) consisting of a C∗-algebra B and
dynamics (automorphic R-action) α, i.e. to determine whether the system allows
for thermal equilibrium at a given temperature, or to decide whether several pure
thermodynamical phases exist.
This is also true when relevant information about a subsystem is given, i.e. when
an α-invariant C∗-subalgebra A ⊂ B and its KMS states are specified: KMS states
of A might extend uniquely, non-uniquely, or not at all to KMS states of B.
A special situation of interest arises when the inclusion A ⊂ B is given by a crossed
product, i.e. when B = A ⋊γ G is the crossed product of A by the action γ of a
discrete group G. Such a G-action will be called twist in the following. (See [Wil07]
for a general account of C∗-crossed products, and [DKR66; Ara+77; AE83] for some
early applications in mathematical physics.) In this context, the natural question
is about the extension of a KMS state ω from A to its crossed product A ⋊γ G. In
this situation, the KMS condition is often of no immediate computational advantage.
One rather faces a situation in which the dynamics α, the twist γ, the structure of
the group G and the structure of the C∗-algebra A interact in a non-trivial manner.
The nature of the extension problem for KMS states depends in particular on how
the dynamics is chosen. In this thesis, we will always start with a dynamics α
on A which commutes with the twist γ. Then α extends naturally to A ⋊γ G by
acting pointwise; this extended action acts trivially on G. From the point of view of
physics, this situation amounts to enlarging the observable algebra A of a system by
elements that are invariant under the dynamics, and ask for the equilibrium states
of the enlarged system. Every KMS state on the crossed product then restricts to a
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Chapter 1. Introduction

KMS state on A.
A different and in some sense opposite choice of dynamics has also been studied in
the literature: Instead of starting from a dynamics on A, one defines a dynamics
on B = A ⋊γ G from a 1-cocycle of G, which acts non-trivial on G but trivial on
A. This construction has been investigated in particular in the context of groupoids
by Neshveyev [Nes14], and generalized to so-called α-regular inclusions A ⊂ B by
Christensen and Thomsen [CT21]. As the dynamics is trivial on A, KMS states
of B restrict to (special) traces on A. The two papers mentioned above describe
the extension problem for traces on A to KMS states on B, and provide various
conditions under which the extension is unique. In the book of Thomsen [Tho23,
Chapt. 7], also a dynamics on A⋊γG that combines a dynamics on A with a cocycle
is studied, and a method to construct KMS weights on the crossed product starting
from KMS weights on A is presented. We also refer to [LN03; Urs21; NS22; LZ24]
for more related recent work, partially restricted to the case of traces rather than
general KMS states.

Before introducing our approach to KMS states on crossed products, we want to
stress the physical importance of both KMS states and crossed products. The op-
erator algebraic approach to quantum physics associates to a physical system an
algebra of observables A and a time evolution α. A KMS state ω at inverse tem-
perature β on this dynamical system then describes one thermal equilibrium state
of the system. KMS states therefore bridge the mathematical discipline of operator
algebras with the physical theory of quantum statistical mechanics. They more-
over generalize the well-known Gibbs states of quantum statistical mechanics. In
particular, the state

ωGibbs(·) = 1
Z

TrH(e−βH ·)

is a KMS state at inverse temperature β of the dynamical system (B(H), α), where
the dynamics α is induced by the HamiltonianH on H, where it is assumed that e−βH

is a trace-class operator. This trace-class condition can be weakened by focusing on
an algebra of observables A smaller than B(H) and generalizing Gibbs states to KMS
states. This allows KMS states to be directly evaluated in the thermodynamic limit,
whereas Gibbs states are usually computed in systems of finite size. We discuss
Gibbs states and Gibbs representations in combination with crossed products in
Lemma 4.1.4.
A given physical system might allow for more than one thermal equilibrium phase
at a given temperature. Assuming that the system has multiple phases, the cor-
responding algebra of observables will then also carry multiple KMS states at this
temperature. The KMS states (at a fixed temperature) form a simplex whose ex-
treme points can then be interpreted as the pure thermodynamical phases of the
system. Furthermore, it is possible to detect phase transitions and study thermal
properties in this operator algebraic framework. In [AB83; AE83; Ara84], the ther-
modynamic behavior of (quantum and classical) spin systems are studied within this
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Chapter 1. Introduction

framework, in combination with the transfer matrix method.
An illustrating example of this framework is the following: Consider a (quantum)
spin system with two extremal KMS states with different magnetic properties at a
given temperature T . One KMS state might have positive and the other negative
average magnetization. The convex combination of these is then a KMS state with
vanishing average magnetization. At a different temperature T̃ > T , the system
might only allow for a single KMS state, which moreover has vanishing average
magnetization. Thus, a phase transition occurrs at a critical temperature Tc from a
magnetic to an unmagnetic phase.
The algebra of observables A of a given quantum system typically carries a large
number of symmetries Aut(A), even when restricting to the symmetries compatible
with a given dynamics α. This is the starting point of the crossed product con-
struction. The physical idea is to enlarge the observable algebra by a subgroup G
of its symmetries. One therefore constructs a new algebra, called the crossed prod-
uct A ⋊ G, which includes the original observables A and the symmetries G. This
construction works (in the C∗-setting) well in case the group G of symmetries is
discrete. In case G is only locally compact, then the algebra A and the group G are
only contained in A ⋊γ G in a “smeared” way. The idea to incorporate symmetries
into the observable algebra can be applied in a variety of different physical settings.
One application is to relate the thermal behavior of systems, which are related by
symmetry transformations. This idea will be applied in Chapter 6 to the Ising QFT
model. Moreover, the Fermionic and Pauli algebra of a spin system are related via
the Jordan-Wigner transformation and a crossed product construction, see [AE83].
A number of recent articles was published on the coupling of QFT to gravity
[Cha+23; Few+24; KL24]. In combining the algebraic approach to QFT with gravity,
the need for quantum reference frames and quantum measurement schemes arises.
The joint algebra of the quantum field and reference frame observables can then be
shown to be a (von Neumann) crossed product. One is then typically interested
in questions of entropy, which are directly related to traces, KMS states and the
types of algebras arising in these constructions. These recent developments show
that the idea of enlarging an operator algebra by (a subgroup) of its symmetries is
a promising approach in understanding the interplay between QFT, measurement
theory and gravity.

Motivated by the desire to have a criterion for extensions of KMS states to crossed
products (w.r.t. the canonically extended dynamics) that can be efficiently checked
in relevant examples, we here propose another point of view on the extension prob-
lem. We characterize the KMS states on the crossed product in terms of families
of γ-twisted KMS functionals as they appear by restriction of a KMS state on the
crossed product to the fiber over a fixed group element.
In this thesis, we restrict ourselves to crossed products that are simple on the group
side in the following sense. We choose to deal with finite groups as these are always
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compact and amenable. A consequence of the amenability is in particular that
the universal and reduced norm coincide, which makes the distinction between the
universal and reduced crossed product obsolete in this thesis [Wil07, Chap. 7]. On
the side of the algebra, we allow for general (unital) C∗-algebras A and study the
extension problem for KMS states from A to A ⋊G.
In this case, a γ-twisted KMS functional ρ : A → C satisfies by definition

ρ(aαiβ(b)) = ρ(bγ(a)), a, b ∈ Aα,

in standard notation (see Def. 3.1.2). Such “super” KMS functionals have been
studied in the context of supersymmetry [JLW89; Kas89; BL99; Hil15]. For us, they
play the role of an auxiliary object to describe the untwisted KMS states of the
crossed product.
A similar role play certain operator-valued states ϕ : G → Mω, where Mω is the
enveloping von Neumann algebra of A in the GNS representation of the KMS state ω.
The definition of a γ-inner state is given in Definition 4.5.3. By the non-commutative
Radon-Nikodým derivative, these Mω-valued states are related to (certain) families
of twisted KMS functionals. These states moreover play a role in characterizing the
center of the von Neumann crossed product Mω ⋊γ G and form a bridge between
Tomita-Takesaki modular theory and innerness of group actions. They have been
considered in the context of traces on crossed products of non-commutative C∗-
algebras [Urs21].
The general introduction to dynamical systems, crossed products and KMS states
is contained in the Chapters 2 and 3. In Chapter 2, we recall the notions of dynam-
ical systems and covariant representations, we moreover introduce their respective
finitely-twisted versions. This allows us to view the crossed product itself as a dynam-
ical system. Furthermore, we discuss the structure inclusion ι and the conditional
expectation E that a crossed product by a finite (or discrete) group is naturally
equipped with.
KMS states are then introduced in Chapter 3. We first recall two equivalent defi-
nitions of KMS states and twisted KMS functionals, before discussing the represen-
tation theory of KMS states and the relation to Tomita-Takesaki modular theory.
Lastly, we focus on the set of KMS states Sβ(A, α) rather than a single one.
The general analysis of KMS states on crossed products is contained in Chapter 4.
As we show in Section 4.1, only the twist-invariant KMS states ω have extensions
to the crossed product. One such extension is the canonical one ω̂can which utilizes
the conditional expectation. After constructing examples of crossed products with
multiple KMS states using Gibbs representations, we discuss the GNS representation
of the canonical extension ω̂can in Section 4.2. The center of the enveloping von
Neumann algebra in the GNS representation of ω̂can then describes the extensions
of ω to the crossed product.
We take another angle on the extension question in Section 4.3. The extensions of
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a KMS state ω of A to the crossed product can be fully characterized in terms of the
positively-compatible covariant families of twisted KMS functionals
(Thm. 4.3.1). In this approach, the twisted functionals encode in how many dif-
ferent ways a KMS state ω on A extends to a KMS state on A⋊γG, with the trivial
choice corresponding to the canonical extension ω̂can.
In Section 4.4 and 4.5, we focus on the twist γ on Mω in the GNS representation.
The twisted center

Z(Mω, γs) := {x ∈ Mω |xy = γs(y)x∀y ∈ Mω}

is introduced as a starting point of the analysis. In Proposition 4.4.5 it is shown
that the twisted center is related to the modular conjugation of the standard pair
(Mω,Ω). This allows us to show that covariant Mω-valued states onG with pointwise
image in the twisted center are in bijection with the extensions of ω (Thm. 4.5.6).
There are two extremal cases to consider: If γ is weakly inner (i.e. inner on Mω)
and ω extremal, the extensions of ω are labeled by the characters of G. If, on the
other hand, γ is properly outer on Mω (i.e. outer in the factor case), then ω has
a unique extension. The general situation is however more complicated, as there
exists a Kallman splitting for every group element which is not multiplicative in
general (Prop. 4.4.8). We analyze the relation between the structure of the group
and the γ-inner states in more detail in Section 4.6. Particularly nice results follow
when restricting to simple and abelian groups (Cor. 4.6.8).
In many situations in relativistic quantum physics the dynamics has specific asymp-
totic properties. We therefore investigate the relation between weakly asymptotically
abelian dynamics and the crossed product construction in Section 4.7. The connec-
tion of graded asymptotically abelian dynamics with twisted KMS functionals has
previously been studied by Buchholz and Longo [BL99]. In line with their work, we
show that in the case of asymptotically abelian dynamics and non-trivial twist, an
extremal and γ-invariant KMS state ω has a unique extension (Cor. 4.7.6).

The results described so far provide a satisfactory analysis of the extension problem
for KMS states on crossed products in an abstract setting. Complementing this, we
show in Chapter 5 how our criterion can be checked efficiently by spectral analysis
in concrete situations of interest in physics. To this end, we specialize to a particular
type of C∗-dynamical system, given by the (self-dual) CAR algebra CARSD(K,Γ)
over a Hilbert space with anti-unitary involution. We consider dynamics and twist
implemented by Bogoliubov automorphisms, i.e. by a unitary one-parameter group
(eitH)t∈R on K and a commuting unitary representation V of G.
Physically, the CAR algebra is the observable algebra of a fermionic system with
an arbitrary and non-fixed number of particles. The specialization to Bogoliubov
automorphisms describes a situation, in which the dynamics and twist is given by
the one-particle structure rather than the interaction between the different particles.
The unique KMS state of the CAR algebra as well its GNS representation is well-
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known [Ara71]. We give a brief physical interpretation of the GNS representation
in terms of particles and thermal holes in Chapter 5.
We specialize to the case without zero modes (kerH = {0}) and completely deter-
mine all twisted KMS functionals for twists of finite order. It turns out that the
Gibbs type condition

TrK⊥(e−|βH⊥|) < ∞

(with K⊥ the orthogonal complement of Eig1(V ), and H⊥ = H|K⊥ the “odd” part
of the Hamiltonian) holds if and only if there exists a non-vanishing twisted KMS
functional of CARSD(K,Γ) dominated by ω. In case G is abelian or the eigenvalues
of H are non-degenerate, we fully understand the KMS states on the crossed product
(Sec. 5.2). All extensions are explicitly determined in Theorem 5.2.3. We hint at a
physical interpretation of these extensions in the outlook of this thesis.
In Chapter 6 we explain how our results apply in examples from mathematical
physics. In particular, we show that the extended field algebra of the Ising QFT has
the structure of a Z2-crossed product with a CAR algebra, and has a unique KMS
state at each inverse temperature.
During the writing of this Master’s Thesis, the article [SGL24] on KMS states of
Z2-crossed products was written in co-authorship with Prof. Gandalf Lechner and
Dr. Ricardo Correa da Silva. This thesis is an extended version of aforementioned
article. It includes in particular an introduction to crossed products by finite groups
as well as a chapter on the theory of KMS states. Moreover, the analysis of KMS
states on crossed products is extended from Z2 to arbitrary finite groups in this
thesis.
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Chapter 2

Crossed Products by Finite
Groups

An introduction to (finitely-)twisted dynamical systems (A, α, γ) and their covariant
representations (π, U, V ) is the starting point of this chapter. A finitely-twisted
dynamical system then allows for the construction of a crossed product A ⋊γ G
as a dynamical system. This algebra moreover carries by construction a dynamics-
equivariant structure inclusion ι : A ↪→ A ⋊γ G and conditional expectation E :
A ⋊γ G↠ A.
The crossed product A ⋊γ G constructed in this chapter can be thought of as the
algebra generated by the observable algebra A together with the group of symmetries
G ⊂ Aut(A) as unitary elements. The dynamics α̂ on A⋊γG extends the dynamics
α on A and leaves the group G pointwise invariant due to the commutation relation
α ◦ γ = γ ◦ α.
Although the group G is an important datum for a twisted dynamical system, it will
be suppressed in the notation. After giving the general definition of a twisted C∗-
or W ∗-dynamical system, we will mostly work with finitely-twisted version where
the topological group G is finite. We will moreover assume here and in the following
that the C∗-algebra A is unital.

Definition 2.0.1. A twisted C∗-dynamical system is a triple (A, α, γ) consisting of
a C∗-algebra A, a strongly continuous automorphic R-action α : R → Aut A, and a
strongly continuous automorphic G-action γ : G → Aut A by a topological group G
satisfying

αt ◦ γs = γs ◦ αt, t ∈ R, s ∈ G. (2.0.1)

A twisted W ∗-dynamical system is a triple (M, α, γ) consisting of a von Neumann
algebra M, a weakly continuous automorphic R-action α : R → AutM, and a weakly
continuous automorphic G-action γ : G → AutM by a topological group G satisfying
equation (2.0.1).
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A twisted C∗- or W ∗-dynamical system (A, α, γ) is called a finitely-twisted C∗- or
W ∗-dynamical if the topological group G is finite.

Oftentimes the distinction between (finitely-)twisted C∗- and W ∗-dynamical systems
is not necessary. In these cases we will only speak of a (finitely-)twisted dynamical
system (A, α, γ). When the twist γ is absent or not relevant, we refer to (A, α) as a
dynamical system and similarly to (A, γ) as a (finitely-)twisted system. The action
α is also called the dynamics of the system, and γ is called the twist. As usual, we
write for a Aα ⊂ A for the norm dense ∗-subalgebra of entire analytic elements for
a C∗-dynamical system (A, α). Similarly, Mα is the weakly dense ∗-subalgebra of
entire analytic elements for a W ∗-dynamical system, see A.5.
The commutation condition (2.0.1) allows one to view a (finitely-)twisted dynamical
system (A, α, γ) as a dynamical system (A, α × γ). We will however not take this
viewpoint, as we treat R and G differently in the crossed product construction.

Definition 2.0.2. A covariant representation of a twisted C∗-dynamical system
(A, α, γ) is a triple (π, U, V ) consisting of a non-degenerate representation π : A →
B(H) and two unitary representations U : R → U(H) and V : G → U(H) on the
same Hilbert space satisfying

π(αt(a)) = Utπ(a)U∗
t , π(γs(a)) = Vsπ(a)V ∗

s and UtVs = VsUt.

Let (π, V ) be a covariant representation of the finitely-twisted system (A, γ). Then

π ⋊ V (f) :=
∑
s∈G

π(f(s))Vs, ∀f ∈ C(G,A),

is called the integrated form of (π, V ).

The integrated form of a covariant representation (π, U, V ) of a finitely-twisted C∗-
dynamical system (A, α, γ) is similarly taken to be π ⋊ V . Note that α and γ play
different roles in the integrated form. Although the integrated form of a covariant
representation (π, V ) of a twisted C∗-algebra (A, γ) can be formulated for a locally
compact group G and f ∈ Cc(G,A) [Wil07, Chap. 2.3], we will not discuss this
definition here as we will mostly deal with finite groups G in the following.
Dynamical systems are the foundation for the construction of crossed product alge-
bras. This construction can be done in broad generality for a locally compact group
G acting on a C∗- or von Neumann algebra, see [Tak67; BR87; Wil07]. We restrict
ourselves however to the context of a finite group G and are interested in the crossed
product algebra as a dynamical system. This is in particular the case as A can be
viewed as a subalgebra of the crossed product for G finite.
The construction of the crossed product A ⋊γ G is as follows. For a finitely-twisted
C∗-dynamical system (A, α, γ) consider the set of functions C(G,A). This space is
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a unital ∗-algebra with the convolution product, involution and unit

f ∗ g(s) :=
∑
r∈G

f(r)γr(g(r−1s)), f ∗(s) := γs(f(s−1)∗), 1 := δe. (2.0.2)

This space carries a unique C∗-norm as G is assumed to be finite. One way of
constructing the C∗-norm is via induction of representations. Take a faithful repre-
sentation π : A → B(Hπ) and consider the corresponding Hilbert space L2(G,Hπ)
with scalar product

〈ψ, ϕ〉 =
∑
s∈G

〈ψ(s), ϕ(s)〉, ψ, ϕ ∈ L2(G,Hπ).

This space carries a covariant representation (π̂, V ) of (A, γ) by

(π̂(a)ψ)(s) = π(γ−1
s (a))ψ(s) and (Vrψ)(s) = ψ(r−1s). (2.0.3)

The integrated form π̂ ⋊ V is then a faithful ∗-representation of C(G,A) in
B(L2(G,Hπ)) [Wil07, Lemma 2.26]. Pulling back the C∗-norm from B(L2(G,Hπ))
yields a C∗-norm ‖·‖ on C(G,A), where no closure process is necessary due to G
being finite.
The above constructed C∗-algebra is denoted A⋊γG and called the crossed product
of A by G. More specifically, this construction is used for the definition of the
reduced crossed product of a C∗-dynamical system, see [Wil07, Definition 7.7]. As
every finite group is amenable, there is no need to distinguish between the reduced
and universal crossed product [Wil07, Theorem 7.13].
Note that the C∗-norm ‖·‖ is dominated by the L1-norm ‖·‖1. Take a faithful
representation π of A and consider ϕ, ψ ∈ L2(G,Hπ) normalized and f ∈ A ⋊γ G.
Then

|〈ψ, π̂ ⋊ V (f)ϕ〉| ≤
∑
s∈G

|〈ψ, π̂(f(s))Vsϕ〉| ≤
∑
s∈G

‖ψ‖‖f(s)‖‖ϕ‖ =
∑
s∈G

‖f(s)‖ = ‖f‖1

by Cauchy-Schwarz inequality. Taking the supremum over ϕ, ψ ∈ L2(G,Hπ) nor-
malized yields ‖f‖ ≤ ‖f‖1.
It is also clear that A is faithfully embedded in A ⋊G by the inclusion

ι : A ↪→ A ⋊γ G, a 7→ a · δe, (2.0.4)

as G is a finite and thus discrete group. With the faithful conditional expectation
there exists a further structure map

E : A ⋊γ G↠ A, f 7→ f(e) (2.0.5)

satisfying E ◦ ι = 1A.
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As A carries a dynamics α which is compatible with the G-action γ, also A ⋊γ G
carries a natural dynamics as well by defining

(α̂tf)(s) := αt(f(s)). (2.0.6)

The following calculations show that α̂ is a dynamics on A ⋊γ G. Firstly, α̂t ∈
Aut(A ⋊G) by

(α̂t(f ∗ g))(s) = αt(f ∗ g(s)) =
∑
r∈G

αt(f(r)γr(g(r−1s)))

=
∑
r∈G

αt(f(r))γr(αt(g(r−1s))) = (α̂t(f) ∗ α̂t(g))(s),

(α̂t(f ∗))(s) = αt(f ∗(s)) = αt(γs(f(s−1)∗)) = γs(αt(f(s−1))∗) = (α̂t(f)∗)(s).

Furthermore, α̂ is a strongly continuous 1-parameter group

(α̂t+τf)(s) = αt+τ (f(s)) = αt(ατ (f(s))) = ((α̂t ◦ α̂τ )f)(s),
‖α̂t(f) − f‖ ≤ ‖α̂t(f) − f‖1 =

∑
s∈G

‖αt(f(s)) − f(s)‖ → 0,

where ‖·‖1 denotes the L1-norm on C(G,A). Clearly, (A, α) can be embedded into
(A ⋊ G, α̂) via ι as a C∗-dynamical system and E is an R-equivariant conditional
expectation. Furthermore, the set of functions f : G → Aα with range in the
analytic elements of A form a dense subalgebra of the analytic elements of A ⋊γ G
for α̂.
Let us collect these findings in the following lemma.
Lemma 2.0.3. Let (A, α, γ) be a finitely-twisted C∗-dynamical system. Then the
C∗-crossed product (A ⋊γ G, α̂) is a C∗-dynamical system,

ι : A ↪→ A ⋊G, a 7→ a · δe,

is a faithful morphism of C∗-dynamical systems and

E : A ⋊G↠ A, f 7→ f(e)

is an R-equivariant faithful conditional expectation satisfying E ◦ ι = 1A.

A direct consequence of the above construction is the following corollary.
Corollary 2.0.4. Let (A, α, γ) be a finitely-twisted C∗-dynamical system and
(π, U, V ) a covariant representation. Then (π ⋊ V, U) is a covariant representation
of (A ⋊γ G, α̂).

Proof. Take f ∈ A ⋊γ G and compute

π ⋊ V (α̂t(f)) =
∑
s∈G

π((α̂tf)(s))Vs =
∑
s∈G

π(αt(f(s)))Vs =
∑
s∈G

Utπ(f(s))U∗
t Vs

= Ut
∑
s∈G

π(f(s))VsU∗
t = Ut(π ⋊ V (f))U∗

t .
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The crossed product construction can be done analogously for a finitely-twisted W ∗-
dynamical system (M, α, γ). The algebraic definitions of the convolution, involution
and unit in equation (2.0.2) as well as the definition of the dynamics α̂ in equation
(2.0.6) are exactly the same. It remains to be checked that the W ∗-crossed product
M⋊γG is again a von Neumann algebra. Consider again L2(G,H) and the integrated
form of (2.0.3), where π : M ⊂ B(H) and take a net fi ∈ M ⋊γ G which is SOT-
convergent in B(L2(G,H)). Then for s ∈ G, v ∈ H and ψv(r) = vδe(r) it follows∥∥∥γ−1

s ((fi − fj)(s))v
∥∥∥2

≤
∑
s∈G

∥∥∥γ−1
s ((fi − fj)(s))v

∥∥∥2
= ‖π̂ ⋊ V (fi − fj)ψv‖2 → 0.

By weak continuity of γ, fi(s) is a convergent net in M. Denote its limit by xs, then
fi converges to f ∈ M⋊γ G, where f(s) = xs.

‖π̂ ⋊ V (fi − f)ψ‖2 =
∑
s∈G

‖(π̂ ⋊ V (fi − f)ψ)(s)‖2

=
∑
s,r∈G

∥∥∥γ−1
r (fi(r) − xr)ψ(r−1s)

∥∥∥2
→ 0.

This shows that the reduced crossed product construction defines a von Neumann
algebra M⋊γ G. Similarly, the dynamics α̂ is weakly continuous by

‖π̂ ⋊ V (α̂t(f) − f)ψ‖2 =
∑
s,r∈G

∥∥∥γ−1
r (αt(f(r)) − f(r))ψ(r−1s)

∥∥∥2
→ 0.

The inclusion ι defined in equation (2.0.4) is an inclusion of W ∗-dynamical systems
and the R-equivariant faithful conditional expectation E defined in (2.0.5) is normal.
This proves the following lemma.

Lemma 2.0.5. Let (M, α, γ) be a finitely-twisted W ∗-dynamical system. Then the
W ∗-crossed product (M⋊γ G, α̂) is a W ∗-dynamical system and

ι : M ↪→ M⋊γ G, a 7→ a · δe,

is a faithful morphism of W ∗-dynamical systems and

E : M⋊γ G↠ M, f 7→ f(e)

is an R-equivariant faithful normal conditional expectation satisfying
E ◦ ι = 1M.
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Chapter 3

KMS States and their
Representation Theory

This chapter contains an introduction to KMS states and their representation the-
ory. We show that KMS states are invariant under the dynamics, which allows us to
physically interpret (extremal) KMS states as thermal equilibrium phases. Similarly,
twisted KMS functionals are invariant under the dynamics and twist. Therefore,
they are a suitable candidate for a notion of thermal equilibrium in supersymmet-
ric theories. A more elaborate discussion can be found below in Section 3.1. We
moreover introduce the basics of Tomita-Takesaki modular theory, as it is in close
connection to KMS states on von Neumann algebras. Lastly, we shift the focus to
the structure of the set of KMS states in Section 3.4 and briefly comment on the
interpretation of extremal KMS states as pure thermodynamic phases.

3.1 Introduction to KMS States

We begin this section with the introduction to KMS states and twisted KMS func-
tionals on an algebra of observables. This introduction is then followed by a discus-
sion of their physical interpretation and their relation to thermodynamics as thermal
equilibrium states.
For a dynamical system (A, α), we adopt the physics definition of KMS states and
γ-twisted KMS functionals [BL99]. As a preparation for the definition we introduce
the notation

Sβ :=

{z ∈ C | 0 < Im{z} < β} ∀β ≥ 0,
{z ∈ C | β < Im{z} < 0} ∀β < 0,
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and Sβ for the closure of Sβ for β 6= 0. We further set S0 := R and note that S0 = ∅.
The set of states of a C∗- or W ∗-algebra A will be denoted by S(A). Furthermore,
we introduce the definition of a normal state ω for a concretely represented von
Neumann algebra M. We refer to [BR87, Thm. 2.4.21] for the equivalence of this
definition with the characterization in terms of least upper bounds.

Definition 3.1.1. Let M ⊂ B(H) be a concrete von Neumann algebra and ω ∈
S(M). Then ω is called normal if there exists a positive trace-class operator D ∈
B(H) with Tr(D) = 1 s.t.

ω(x) = Tr(Dx), ∀x ∈ M.

Note that every unit vector Ω ∈ H induces a normal state ωΩ by ωΩ(x) = 〈Ω, xΩ〉 =
Tr(DΩx), where DΩ = |Ω〉 〈Ω|.

Definition 3.1.2. Let (A, α) be a C∗-dynamical system. A state ω ∈ S(A) is called
α-KMS state at inverse temperature β ∈ R or (α, β)-KMS state if for all a, b ∈ A
there exists a function Fa,b : Sβ → C which is analytic on Sβ and bounded and
continuous on Sβ s.t.

Fa,b(t) = ω(aαt(b)),
Fa,b(t+ iβ) = ω(αt(b)a)

for all t ∈ R. We denote by Sβ(A, α) the set of (α, β)-KMS states.
If (M, α) is a W ∗-dynamical system, then a state ω ∈ S(M) is called (α, β)-KMS
state if ω is a normal and a KMS state in the above sense.
Let further be γ ∈ Aut A (not necessarily commuting with α). A functional ρ on
A is called γ-twisted α-KMS functional at inverse temperature β ∈ R or γ-twisted
(α, β)-KMS functional if it is continuous and for all a, b ∈ A there exists a function
Ga,b : Sβ → C which is analytic on Sβ and bounded and continuous on Sβ s.t.

Ga,b(t) = ρ(aαt(b)),
Ga,b(t+ iβ) = ρ(αt(b)γ(a))

for all t ∈ R. We denote by Fβ(A, α, γ) the set of γ-twisted (α, β)-KMS functionals.

In [BR97] a number of equivalent characterizations of a KMS state are given. We
have chosen to give the above definition in terms of analytic functions as it is the
most conceptual one. In practice however, one often works with the dense set of
analytic elements Aα (see A.5) instead of the whole algebra A. We thus refer to
the equivalent definition of a KMS state in terms of analytic elements in Def. A.6.
Furthermore, note that the above definition of a γ-twisted (α, β)-KMS functional
includes continuity, as the twisted KMS functionals needed for extensions of KMS
states will always be bounded. Unbounded twisted KMS functionals do however
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have application in other contexts such as supersymmetry [JLW89; Kas89; BL99;
Hil15].
It would be straightforward to define twisted KMS functionals on von Neumann
algebras, we will however not need this definition in the following. In the setting of
interest to us, the automorphism γ is derived from a G-action which commutes with
α. This is however not necessary for the above definition. Further note that a state
is a (α, 0)-KMS state if, and only if, it is a tracial state. For β = −1 one recovers
the convention of Tomita-Takesaki theory.
For later convenience for the reader, we derive the invariance of KMS states and
twisted KMS functionals under the dynamics. For twisted KMS functionals we
moreover show the invariance under the twist [BR97; BL99].

Lemma 3.1.3. Let (A, α) be a C∗-dynamical system, γ ∈ Aut A and ρ ∈ Fβ(A, α, γ)
for β 6= 0. Then ρ is α- and γ-invariant.

Applying this result to γ = 1 and ω = ρ ∈ Sβ(A, α) shows that every KMS state is
α-invariant.

Proof. We use the analytic element version of the KMS definition here, see A.6.
Firstly, we prove the γ-invariance. Take a ∈ Aα, it then holds

ρ(a) = ρ(aαiβ(1)) = ρ(1γ(a)) = ρ(γ(a)).

The γ-invariance follows by continuity.
The α-invariance of ρ is slightly more involved. The argument works analogous for
β ≷ 0, we thus assume β > 0. Take a ∈ Aα and consider the entire analytic function

F : z 7→ ρ(αz(a)).

This function is bounded on the strip Sβ by

|ρ(αz(a))| ≤ ‖ρ‖‖αz(a)‖ = ‖ρ‖
∥∥∥α<(z)(αi=(z)(a))

∥∥∥ = ‖ρ‖
∥∥∥αi=(z)(a)

∥∥∥ ≤ ‖ρ‖N,

where N = sup{
∥∥∥αi=(z)(a)

∥∥∥ , =(z) ∈ [0, β]} < ∞ by the continuity of z 7→ ‖αz(a)‖.
From the twisted KMS condition it follows

F (z + iβ) = ρ(1αiβ(αz(a))) = ρ(αz(a)γ(1)) = ρ(αz(a)) = F (z).

Therefore, F is entire analytic and bounded and thus constant by Liouville’s theorem
A.1. It directly follows ρ(a) = ρ(αt(a)) for a ∈ A by continuity of ρ.

That the above defined KMS condition is a physically sensible notion of thermal
equilibrium is not straightforward. As we have shown, a KMS state is necessarily
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invariant under the dynamics α, which is a necessary condition for a notion of
equilibrium. Moreover, if a Gibbs state

ωGibbs(·) = 1
Z

TrH(e−βH ·)

exists for some inverse temperature β, it satisfies the KMS property. If one further
considers the thermodynamic limit of Gibbs states, the KMS property still holds
[BR97, Ex. 5.3.2]. This is exactly the strength of the KMS condition, as it can be
directly evaluated in the thermodynamical limit. Physically, the extreme points of
the set of KMS states can be interpreted as thermodynamical phases. A general
KMS state can then be decomposed into a convex combination of extremal KMS
states and thus describes a mixture of thermodynamic phases, as will be discussed
in Section 3.4. A more elaborate discussion of KMS states can be found in [BR97,
Chap. 5.3], while some of the first treatments can be found here [Kub57; MS59;
HHW67].

3.2 Representation Theory of KMS States

Having introduced the concept of KMS states in the above section, we now turn
to their representation theory. A first notable consequence of the KMS condition is
that their GNS vector states are separating for the associated von Neumann algebra.
This connects the theory of KMS states with Tomita-Takesaki modular theory.
We call a von Neumann algebra concrete if we want to emphasize that it is repre-
sented on some Hilbert space H. This becomes especially important when talking
about standard vectors Ω .

Definition 3.2.1. Let A be a C∗- or von Neumann algebra. A (normal) state
ω ∈ S(A) is called separating for A if the corresponding annihilator ideal

Iω := {a ∈ A : ω(a∗a) = 0}

is a ∗-ideal.
Let M be a concrete von Neumann algebra. A vector Ω ∈ H is called separating for
M if for x ∈ M

xΩ = 0 =⇒ x = 0.

A vector Ω ∈ H is called standard for M if Ω is cyclic and separating for M and
(M,Ω) is called a standard pair.

As a preparation for the following proposition, we prove the following lemma.
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Lemma 3.2.2. Let (M, α) be a W ∗-dynamical system and Ω ∈ H a cyclic unit
vector such that the corresponding vector state ω ∈ S(M) is an (α, β)-KMS state
for M.
Then ω is a separating state and Ω is standard for M.

Proof. As ω is given by a vector, it is normal. Take x ∈ Iω. In order to show that
Iω is a ∗-ideal, we have to show ω(xx∗) = 0. Consider the function F : Sβ → C,
t 7→ ω(x∗αt(x)), which is bounded and continuous on Sβ and analytic on Sβ. It then
follows by Cauchy-Schwarz inequality

|ω(x∗αt(x))|2 ≤ ω(x∗x)ω(αt(x∗x)) = 0.

Using Schwarz Reflection Principle A.2 on F yields an analytic extension F̃ of F
to Sβ ∪ R ∪ (−Sβ) that vanishes on the real line R. Application of the Identity
Theorem A.3 shows that F̃ and consequently F vanish on Sβ by continuity. The
KMS condition now implies ω(xx∗) = F (iβ) = 0. Hence, ω is separating.
It remains to be shown that Ω is separating. Take x ∈ M satisfying xΩ = 0. Then
yxΩ = 0 for all y ∈ M and moreover

‖x∗y∗Ω‖2 = ‖(yx)∗Ω‖2 = ω(yx(yx)∗) = 0,

as ω((yx)∗yx) ≤ ‖y‖2ω(x∗x) = ‖y‖2‖xΩ‖2 = 0 and ω is separating. This shows that
x∗ vanishes on MΩ and as Ω was assumed to be cyclic for M it follows x = 0 by
continuity. This proves the assertion.

By an analogous argument it can be shown that every KMS state ω on a C∗-
dynamical system A is separating for A. However, the GNS vector Ω of a sepa-
rating non-KMS state ω on A is in general not separating for the corresponding von
Neumann algebra Mω = πω(A)′′. This is a special property of KMS states on C∗-
dynamical systems, which we prove in the following [BR97, Cor. 5.3.4, Cor. 5.3.9].

Proposition 3.2.3. Let (A, α) be a C∗-dynamical system and ω ∈ Sβ(A, α). Denote
by (πω,Hω,Ω) the GNS triple and Mω = πω(A)′′.
Then (Mω, α) is a W ∗-dynamical system, where α is the unique weakly continuous
automorphic R-action satisfying

αt(πω(a)) = πω(αt(a)), ∀a ∈ A, t ∈ R.

The state ω induced by Ω is a (α, β)-KMS state for (Mω, α). Moreover, Ω is standard
for Mω.

Proof. Lemma 3.1.3 shows that ω is α-invariant and thus

Uω(t)πω(a)Ω := πω(αt(a))Ω
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defines a unitary operator. The calculation

‖Uω(t)πω(a)Ω‖2 = ω(αt(a∗a)) = ω(a∗a) = ‖πω(a)Ω‖2

shows that Uω(t) is a densely-defined isometry with dense range πω(A)Ω and hence
there exists a unique continuous extension which is moreover unitary. Clearly, Uω is
a representation of R. The strong continuity can be checked on the dense subspace
πω(A)Ω by

‖Uω(t)πω(a)Ω − πω(a)Ω‖2 = ω((αt(a) − a)∗(αt(a) − a)) ≤ ‖αt(a) − a‖2 t→0−−→ 0.

Defining α on Mω by

αt(x) := Uω(t)xUω(−t), ∀x ∈ Mω

yields a weakly continuous R-action satisfying

αt(πω(a)) = πω(αt(a)) = Uω(t)πω(a)Uω(−t)

on the SOT-dense subalgebra πω(A) of Mω. This furthermore shows αt(x) ∈ Mω

for x ∈ Mω as

αt(x) = αt(SOT-lim πω(ai)) = SOT-lim πω(αt(ai)) ∈ Mω,

where x is strongly approximated by the net (πω(ai))i∈I . Therefore, (Mω, α) is a
W ∗-dynamical system.
By construction, πω(Aα) is a strongly dense subalgebra of Mω of analytic elements
for α. Moreover, ω is the vector state associated to Ω and thus normal. This directly
implies that ω ∈ Sβ(Mω, α).
As Ω is a cyclic vector state and the corresponding state ω is a KMS state, Lemma
3.2.2 is applicable. Thus Ω is standard for Mω.

3.3 Introduction to Modular Theory

The GNS vector Ω of a KMS state ω is standard for the von Neumann algebra
Mω, as was shown in the section above. We now turn to the opposite viewpoint
of Tomita-Takesaki theory and take as a starting point a concrete von Neumann
algebra M with a standard vector Ω. This allows for the definition of the Tomita
operator and the recovery of the KMS condition. Our brief introduction follows
[BR87, Chap. 2.5].
We begin this section by analyzing the relation between a von Neumann algebra M,
its commutant M′ and a vector Ω.
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Lemma 3.3.1. Let M be a concrete von Neumann algebra and Ω ∈ H. The follow-
ing are equivalent:

1) Ω is cyclic for M;

2) Ω is separating for M′.

In particular, Ω is standard for M if, and only if, Ω is standard for M′.

Proof. 1) ⇒ 2) : Let x′ ∈ M′ and x′Ω = 0. Then 0 = yx′Ω = x′yΩ for y ∈ M.
Hence x′ vanishes on the dense subspace MΩ and x′ = 0 by continuity.

2) ⇒ 1) : Consider the projection p onto MΩ. Then MΩ and MΩ⊥ are subrepre-
sentations of M. This shows that p ∈ M′, since for ϕ = ϕp ⊕ ϕp⊥ ∈ H

xpϕ = xϕp = p(xϕp) = p(xϕp ⊕ xϕp⊥) = pxϕ.

Using that Ω is separating for M′ together with pΩ = Ω yields p = 1. This shows
that Ω is cyclic for M.
Application of the above results to M = M′′ yields the remaining assertion.

This result allows for the definition of the Tomita operator as a closed anti-linear
operator.

Corollary 3.3.2. Let M be a concrete von Neumann algebra and Ω ∈ H be standard.
Then

S0 : MΩ → MΩ, xΩ 7→ x∗Ω
is a well-defined, densely-defined, closable anti-linear involution.
Its closure - denoted by S - is called the Tomita operator of the standard pair (M,Ω).

Proof. S0 is well-defined as Ω is separating for M and clearly an anti-linear involu-
tion. Moreover, S0 is densely-defined by the cyclicity of Ω. In order to show that S0
is closable, consider the operator

F0 : M′Ω → M′Ω, x′Ω 7→ (x′)∗Ω,

which is similarly a well-defined anti-linear involution with a dense domain. The
calculation

〈y′Ω, S0(xΩ)〉 = 〈y′Ω, x∗Ω〉 = 〈xΩ, (y′)∗Ω〉 = 〈xΩ, F0(y′Ω)〉 = 〈F0(y′Ω), xΩ〉

shows that MΩ is contained in the domain of F ∗
0 . It furthermore shows that F ∗

0 is
a closed extension of S0 and thus S0 is closable.

The polar decomposition of closed anti-linear operators can thus be applied to the
Tomita operator S.
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Definition 3.3.3. Let (M,Ω) be a standard pair and S be the associated Tomita
operator with polar decomposition

S = J∆
1
2 .

The positive operator ∆ is called the modular operator and the anti-unitary involution
J is called the modular conjugation of (M,Ω). The pair (J,∆) is called the modular
data of (M,Ω).

These modular data satisfy a number of relations [BR87, Prop. 2.5.11],

∆ = S∗S, ∆−1 = SS∗, J = J∗ = J−1, J∆
1
2J = ∆− 1

2 , JΩ = Ω, ∆
1
2 Ω = Ω.

We conclude this introductory section to modular theory by citing the Tomita-
Takesaki Theorem [BR87, Thm. 2.5.14].

Theorem 3.3.4. Let (M,Ω) be a standard pair and (J,∆) the associated modular
data.
Then the following holds

JMJ = M′ and ∆itM∆−it = M, ∀t ∈ R.

The Tomita-Takesaki Theorem allows one to define the modular automorphism
group σΩ associated to the standard vector Ω by

σΩ
t (x) := ∆itx∆−it. (3.3.1)

It shows in particular that σΩ
t (x) ∈ M for all t ∈ R. Therefore, (M, σΩ) is a

W ∗-dynamical system. On entire analytic elements x, y ∈ MσΩ , it then holds

ω(x∗σΩ
−i(y)) = 〈xΩ,∆y∆−1Ω〉 = 〈∆

1
2xΩ,∆

1
2yΩ〉 = 〈Jx∗Ω, Jy∗Ω〉 = 〈y∗Ω, x∗Ω〉

= ω(yx∗)

for the state ω associated to Ω. Therefore, ω is a (σΩ,−1)-KMS state on M. This
is the final bridge between the theory of KMS states and Tomita-Takesaki theory.
If the (M,Ω) is the standard pair of a C∗-dynamical system (A, α) with KMS state
ω, then the relation between the modular automorphism group σΩ and the extended
dynamics α is the following.

Lemma 3.3.5. Let (A, α) be a C∗-dynamical system and ω ∈ Sβ(A, α). Denote by
(π,H,Ω) the GNS triple and Mω = πω(A)′′.
Then the dynamics α (defined in Prop. 3.2.3) and the modular group σΩ (defined in
Eq. (3.3.1)) satisfy the following relation

α−βt = σΩ
t .
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Proof. Ω is a standard vector for Mω by Proposition 3.2.3 and therefore defines the
modular automorphism group σΩ. The associated state ω is then a (σΩ,−1)-KMS
state as well as a (α, β)-KMS state.
The uniqueness assertion of the modular automorphism group in [BR97, Thm. 5.3.10]
shows that α equals σΩ up to rescaling. Following the proof of [BR97, Thm. 5.3.10],
e−βH and ∆ coincide on a common core. As both H and ∆ are selfadjoint, it follows
e−βH = ∆ as selfadjoint operators and thus

σΩ
t (x) = ∆itx∆−it = ei(−βt)Hxe−i(−βt)H = α−βt(x).

3.4 The Structure of the Set of KMS States

In this section, we turn to the study of the set of KMS states Sβ(A, α) for a C∗-
dynamical system (A, α). It turns out that this set is weak-∗-compact and convex.
By the Krein-Milman theorem, it is the convex closure of its extreme points. These
extreme points are then regarded as the pure thermodynamical phases of the system.
The non-extremal KMS states are then regarded as mixtures of the pure phases. The
extreme KMS states can be characterized as the factor KMS states of A.
Before reviewing the structure theory of KMS states, we recall that the following
notation. The center of a von Neumann algebra M is defined by

Z(M) := {x ∈ M |xy = yx ∀y ∈ M}

and the centralizer of M w.r.t a state ω ∈ S(M) is similarly defined as

Zω(M) := {x ∈ M |ω(xy) = ω(yx) ∀y ∈ M}.

Clearly Z(M) ⊂ Zω(M) for all states ω. Given finitely-twisted W ∗-dynamical
system (M, α, γ), the standard notation for the α- resp. γ-invariant elements is

Mα := {x ∈ M |αt(x) = x ∀t ∈ R} and Mγ := {x ∈ M | γs(x) = x ∀s ∈ G}.

Proposition 3.4.1. Let M be a concrete von Neumann algebra, Ω a cyclic unit
vector, ω the corresponding state and α a weakly-continuous one-parameter group of
∗-automorphisms of M.
If ω ∈ Sβ(M, α), then

Zω(M) = Mα and Z(M) ⊂ Mα.
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We refer to [BR97, Prop. 5.3.28] for the proof.

Proposition 3.4.2. Let M be a concrete von Neumann algebra, ω be a faithful
normal state, σ the corresponding modular group and ϕ another normal state on M.
The following are equivalent:

1) ϕ is a σ-KMS state;

2) There exists a positive operator T affiliated with Z(M) s.t.
ϕ(x) = ω(T 1

2xT
1
2 ).

If these statements are true, then T is unique.
In particular, ω is the unique σ-KMS state on M if, and only if, M is a factor.

Again, the proof can be found in [BR97, Prop. 5.3.29]. This proposition can now
be used to prove the following theorem [BR97, Thm. 5.3.30] for a C∗-dynamical
system.

Theorem 3.4.3. Let (A, α) be a unital C∗-dynamical system. Then:

1) Sβ(A, α) is convex and weak-∗-compact;

2) Sβ(A, α) is a simplex;

3) ω ∈ Sβ(A, α) is an extreme point if, and only if, ω is a factor state.

As Sβ(A, α) is convex and weak-∗-compact, the Krein-Milman Theorem can be ap-
plied and shows that Sβ(A, α) is equal to the closed convex hull of its extreme points
∂eSβ(A, α). Furthermore, if Sβ(A, α) consists of a unique KMS state ω, then this
state is automatically a factor state.
A similar statement holds for the set of γ-invariant KMS states Sβ(A, α)γ.

Corollary 3.4.4. Let (A, α, γ) be a finitely-twisted unital C∗-dynamical system.
Then:

1) Sβ(A, α)γ is convex and weak-∗-compact;

2) Sβ(A, α)γ is an extreme point if, and only if, Z(Mω)γ = C · 1.

Proof. 1): γ-invariance is a convex condition and moreover

Sβ(A, α)γ = ∩s∈G{ω ∈ Sβ(A, α) |ω ◦ γs = ω}

is a closed subset of a compact set and thus compact. Here it was used that ω 7→ ω◦γs
is continuous in the weak-∗-topology.
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2): Following the proof of [BR97, Prop. 5.3.29] and [BR97, Thm. 5.3.30], every γ-
invariant KMS state in the convex decomposition of ω is implemented by an operator
T ∈ Z(Mω)γ. Thus, if ω is an extreme point of Sβ(A, α)γ, then this operator T
is trivial and Z(Mω)γ = C · 1 follows. Conversely, if ω is not extremal, then
Z(Mω)γ 6= C · 1.

Analogous statements for W ∗-dynamical systems (M, α) can be formulated, they
however lack some important features. The normal states of a von Neumann algebra
are weak-∗-dense in the set of states. Sβ(M, α) is therefore not closed and compact
in this topology and the Krein-Milman Theorem can not be applied.

25





Chapter 4

KMS States on Crossed Products

The focus of the previous chapters was on the introduction to the literature of crossed
products and KMS states. We now turn to the original results of this thesis.
In this light, this chapter contains the study of KMS states on crossed products. We
investigate in particular the question under which conditions a KMS state on A can
be extended to a KMS state on the crossed product A ⋊γ G. Moreover, we study
the non-uniqueness of such extensions.
This amounts to the following physical question: Given an algebra of observables A
with a time evolution α and a thermal equilibrium state ω at some temperature T .
If we enlarge the algebra A by some (finite) symmetry group G, does the enlarged
algebra A ⋊G have a thermal equilibrium state? If yes, can we understand all the
thermal equilibrium states of the enlarged algebra?
The structure of the crossed product allows for a canonical extension ω̂can of a γ-
invariant KMS state ω. The GNS representation of the canonical extension ω̂can can
then be studied in detail and allows a characterization of the space of extensions of
the given KMS state ω in terms of either equivariant, positively compatible families
of twisted KMS functionals or Mω-valued equivariant γ-inner states on G. These
characterizations allow us to structurally understand the set of all extensions of ω.
We lastly shift the focus to the dynamics and discuss asymptotically abelian systems.

4.1 Canonical Extension of a KMS State

This section bridges the theory of KMS states and crossed products. We show
that γ-invariant KMS states induce covariant representations of finitely-twisted C∗-
dynamical system. The inclusion ι as well as the equivariant conditional expectation
E allow us to relate the KMS states of A and A⋊γG. We moreover introduce Gibbs
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representations as a means to construct multiple KMS states on A ⋊γ G.
The following lemma is a generalization of Proposition 3.2.3 to finitely-twisted C∗-
dynamical systems.

Lemma 4.1.1. Let (A, α, γ) be a C∗-dynamical system and ω ∈ Sβ(A, α)γ. Denote
by (πω,Hω,Ω) the GNS triple, by (J,∆) the modular data and Mω = πω(A)′′.
Then (πω, U, V ) is a covariant representation of (A, α, γ), where

Ut(πω(a)Ω) := πω(αt(a))Ω and Vs(πω(a)Ω) := πω(γs(a))Ω,

and V commutes with the modular data J and ∆.
Moreover, (Mω, α, γ) is a finitely-twisted W ∗-dynamical system with standard vector
Ω, where αt = AdUt and γs = AdVs.

Proof. Proposition 3.2.3 already shows the assertions about U and α. As ω is γ-
invariant, an analogous argument can be made and shows that V defines a unitary
representation of G. As α and γ commute, it follows

VsUt(πω(a)Ω) = πω(γs ◦ αt(a))Ω = πω(αt ◦ γs(a))Ω = UtVs(πω(a)Ω)

for the unitary representations. As Ω is cyclic for πω(A), the representations U and
V commute.
As γ is a ∗-action, the unitary representation V commutes with the Tomita operator

VsSπω(a)Ω = Vsπω(a∗)Ω = πω(γs(a)∗)Ω = SVsπω(a)Ω

on a core and thus with J and ∆.

The following lemma shows that the pullback of a KMS state under a unital mor-
phism of dynamical systems is a KMS state.

Lemma 4.1.2. Let (A, α) and (B, σ) be unital C∗-dynamical systems and ι : A → B
be a ∗-homomorphism satisfying σt ◦ ι = ι ◦ αt and ι(1A) = 1B.
Let ω ∈ Sβ(B, σ), then the pullback ωι := ω ◦ ι is an (α, β)-KMS state on A.

Proof. ωι is a state on A since every ∗-morphism is continuous and ωι(1A) =
ω(1B) = 1. Take a, b ∈ Aα, then ι(a), ι(b) ∈ Bσ as ι is a morphism of C∗-dynamical
systems.

ωι(aαiβ(b)) = ω(ι(aαiβ(b))) = ω(ι(a)ι(αiβ(b))) = ω(ι(a)σiβ(ι(b)))
= ω(ι(b)ι(a)) = ω(ι(ba)) = ωι(ba)

shows that the pullback ωι satisfies the KMS condition.
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We are interested in understanding the KMS states of the C∗-dynamical system
(A ⋊γ G, α̂). This will combine the results introduced in the preceding chapters.
Recall that we have shown in Lemma 2.0.3 that the crossed product carries the
dynamics

(α̂tf)(s) = αt(f(s)), f ∈ A ⋊γ G,

and comes equipped with two natural maps, a faithful morphism of C∗-dynamical
systems

ι : A ↪→ A ⋊G, a 7→ a · δe,
and an R-equivariant faithful conditional expectation

E : A ⋊G↠ A, f 7→ f(e).

We now combine crossed products and KMS states with the following simple obser-
vation.

Proposition 4.1.3. Let (A, α, γ) be a finitely-twisted C∗-dynamical system. Then:

1) Any KMS state ω̂ ∈ Sβ(A ⋊γ G, α̂) of the crossed product pulls back to a
γ-invariant KMS state ω := ω̂ ◦ ι ∈ Sβ(A, α)γ of A.

2) For every γ-invariant KMS state ω ∈ Sβ(A, α)γ, there exists a KMS state
ω̂ ∈ Sβ(A ⋊γ G, α̂) such that ω̂ ◦ ι = ω.

Proof. 1): By Lemma 2.0.3, ι is an inclusion of C∗-dynamical systems. This directly
implies ω ∈ Sβ(A, α) by Lemma 4.1.2. To see that ω is γ-invariant, note that

(δg ∗ f ∗ δg−1)(r) =
∑
s∈G

δg(s)γs((f ∗ δg−1)(s−1r)) =
∑
s′∈G

γg(f(s′))γgs′(δg−1(s′−1g−1r))

(4.1.1)
= γg(f(g−1rg))

for f ∈ A ⋊γ G. As δs is α̂-invariant, the KMS condition implies for a ∈ A

ω(γs(a)) = ω̂(ι(γs(a))) = ω̂(δs ∗ ι(a) ∗ δs−1) KMS= ω̂(δs−1 ∗ δs ∗ ι(a)) = ω(a).

2): The canonical faithful conditional expectation E : A⋊γ G → A of Lemma 2.0.3
is R-equivariant. Consider the state ω̂ := ω ◦ E on A ⋊γ G, and entire elements
f, g : G → Aα. Using that γ and α commute and that ω is γ-invariant, we find

ω̂(f ∗ α̂iβ(g)) =
∑
s∈G

ω
(
f(s)γs((α̂iβg)(s−1))

)
= ω

(
f(s)γs(αiβ(g(s−1)))

)
KMS=

∑
s∈G

ω(γs(g(s−1))f(s)) =
∑
s∈G

ω(g(s−1)γs−1(f(s)))

= ω̂(g ∗ f)

Thus ω̂ ∈ Sβ(A ⋊γ G, α̂).
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We therefore see that understanding Sβ(A ⋊γ G, α̂) amounts to understanding the
extensions of γ-invariant KMS states ω ∈ Sβ(A, α)γ to α̂-KMS states on A ⋊γ G.
Note that a given KMS state ω ∈ Sβ(A, α) can always be symmetrized to a γ-
invariant KMS state via

Symγ ω := 1
|G|

∑
s∈G

ω ◦ γs, Symγ ω ∈ Sβ(A, α)γ.

Therefore, every finitely-twisted C∗-dynamical system, which carries a KMS state
allows for a γ-invariant KMS state. Note that this is a result of G being a finite and
thus compact group.
As just shown, any γ-invariant ω ∈ Sβ(A, α) has a canonical extension, denoted

ω̂can := ω ◦ E ∈ Sβ(A ⋊γ G, α̂)ω, (4.1.2)

where Sβ(A⋊γG, α̂)ω denotes the KMS states ω̂ ∈ Sβ(A⋊γG, α̂) satisfying ω̂◦ι = ω.
In general, this extension is however not unique. We explain this non-uniqueness in
an example below.
We call a covariant representation satisfying item 1) and 2) in the lemma below a
Gibbs representation of (A, α). Note that condition 1) is technically already part
of Definition 2.0.2. As a further direct consequence of Lemma 4.1.2, every C∗-
dynamical system having a Gibbs representation has a KMS state. Using Gibbs
representations, we now give an example of a situation in which a KMS state has
more than one extension to the crossed product. We want to emphasize that the
Gibbs representations studied here are the core of quantum statistical mechanics.

Lemma 4.1.4. Let (A, α, γ) be a finitely-twisted C∗-dynamical system. If there
exists a covariant representation (π, U, V ) satisfying

1) π is non-degenerate for A;

2) The selfadjoint generator H of U satisfies for some β 6= 0

TrH(e−βH) < ∞;

3) There exists an s ∈ G\{e} satisfying

TrH(e−βHVs) 6= 0. (4.1.3)

Then the KMS state ωβ ∈ Sβ(A, α)γ defined by

ωβ(a) := TrH(e−βH π(a))
TrH(e−βH)

does not have a unique extension to the crossed product A ⋊γ G.
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Proof. It is well known that the trace class operator e−βH defines a KMS state gβ at
inverse temperature β of the C∗-dynamical system (B(H),AdU) given by gβ(T ) =
TrH(e−βH T )
TrH(e−βH) .

(π⋊V, U) is a covariant representation of (A⋊γG, α̂) by Corollary 2.0.4 and satisfies
(π⋊V )(δe) = 1 by the non-degeneracy of π. Therefore Lemma 4.1.2 can be applied,
showing that the pullback ω̂Gibbs

β := gβ ◦(π⋊V ) is a KMS state on A⋊γG. Similarly
ωβ := ω̂Gibbs

β ◦ ι ∈ Sβ(A, α). It is moreover γ-invariant as (π, U, V ) is a covariant
representation and thus U and V commute. This shows that ω̂Gibbs

β is an extension
of ωβ to the crossed product.
In view of condition (4.1.3), we have ω̂Gibbs

β (δs) = gβ(Vs) 6= 0 for some s 6= e. Since
the canonical extension (4.1.2) satisfies ω̂can

β (δs) = ωβ(E(δs)) = 0, we have two
different extensions ω̂can

β and ω̂Gibbs
β of ωβ.

This lemma applies in particular to a concrete C∗-algebra A and a G-action γ s.t.
A ⋊G ' C∗(A, U(G)), see [SGL24] for a Z2-version.
On a side note, an interesting but complicated question is the following: Under which
condition is the crossed product A⋊γG isomorphic to the C∗-algebra C∗(π(A), V (G))
generated in a covariant representation (π, V ). We discuss this for G = Z2 =
{+1,−1} as a preparation for Chapter 6 and refer to the literature of simple crossed
product algebras for the general case [OP78; JL93].

Lemma 4.1.5. Let (A, γ) be a simple unital Z2-twisted C∗-algebra and (π, V ) be a
covariant representation such that V−1 /∈ π(A).
Then the C∗-algebra C∗(π(A), V (Z2)) generated by π(A) and V−1 is isomorphic to
A ⋊γ Z2.

Proof. Due to the simplicity of A, we have A ' π(A) as C∗-algebras and moreover
π(A) is simple. The integrated representation π̂ : A ⋊γ Z2 → C∗(π(A), V (Z2)),
π̂(a, b) := π(a) +π(b)V−1 is a surjective homomorphism. To show that π̂ is injective,
note that (a, b) ∈ kerπ implies a ∈ I := {a ∈ A : (∃b ∈ A : π(a) = π(b)V−1)},
which is a closed ∗-ideal in A. By assumption, V−1 6∈ π(A), which implies 1 6∈ I.
Since A is simple, this yields I = {0}; hence π̂ is an isomorphism.

4.2 GNS Representation of the Crossed Product

We begin this section with the study of the GNS representation of the canonical
extension ω̂can of a γ-invariant KMS state ω. We then analyze the enveloping
von Neumann algebra of π̂ω(A ⋊γ G) and show that it is isomorphic to Mω ⋊γ G.
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The extensions of ω to A ⋊γ G can therefore be identified with a certain subset of
Z(Mω ⋊γ G).
The GNS representation of ω̂can takes the following form.

Theorem 4.2.1. Let (A, α, γ) be a finitely-twisted C∗-dynamical system and ω ∈
Sβ(A, α)γ. Denote the corresponding covariant representation by (πω, U, V ) with
GNS space Hω and vector Ω. Then the following holds:

1) The GNS triple (π̂, Ĥ, Ω̂) of ω̂can ∈ Sβ(A ⋊γ G, α̂) is given by

Ĥ = L2(G,Hω), (π̂(f)ϕ)(r) =
∑
s∈G

πω(f(s))Vsϕ(s−1r), and Ω̂ = Ω · δe;

2) The modular group Û and modular conjugation Ĵ of Ω̂ are given by

(Ûtϕ)(r) = Utϕ(r) and (Ĵϕ)(s) = JVsϕ(s−1);

3) The following map is an isomorphism of von Neumann algebras

π : Mω ⋊γ G → π̂(A ⋊γ G)′′, (π(f)ϕ)(r) :=
∑

f(s)Vsϕ(s−1r).

Proof. 1): We begin the proof by showing that π̂ is a representation. The linearity
follows by construction. To show the ∗-property, we first calculate the adjoint of
π̂(f) by

〈ϕ, π̂(f)ψ〉 =
∑

〈ϕ(r), πω(f(s))Vsψ(s−1r)〉
=
∑

〈ϕ(s−1r), πω(f(s−1))V ∗
s ψ(r)〉

=
∑

〈πω(γs(f(s−1)∗))Vsϕ(s−1r), ψ(r)〉 = 〈π̂(f)∗ϕ, ψ〉,

where the sum is taken over s, r ∈ G. The following calculation shows that π̂ is
compatible with the involution of A ⋊γ G

(π̂(f ∗)ϕ)(r) =
∑
s∈G

πω(f ∗(s))Vsϕ(s−1r) =
∑
s∈G

πω(γs(f(s−1)∗))Vsϕ(s−1r)

= (π̂(f)∗ϕ)(r).

Moreover, it is multiplicative by

(π̂(f)π̂(g)ϕ)(r) =
∑

πω(f(s))Vsπω(g(s′))Vs′ϕ(s′−1s−1r)
=
∑

πω(f(s)γs(g(s′)))Vss′ϕ(s′−1s−1r)
=
∑

πω(f(s)γs(g(s−1s̃)))Vs̃ϕ(s̃−1r)
=
∑

πω(f ∗ g(s̃))Vs̃ϕ(s̃−1r) = (π̂(f ∗ g)ϕ)(r),
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where the third equality is achieved by replacing s′ by s̃ = ss′. This shows that π̂
is a representation of A ⋊γ G. The vector Ω̂ ∈ L2(G,Hω) is clearly normalized and
satisfies (π̂(f)Ω̂)(s) = πω(f(s))Ω due to Ω̂(s) = Ωδe(s) and VsΩ = Ω. This relation
readily implies

〈Ω̂, π̂(f)Ω̂〉 =
∑

〈Ω̂(s), (π̂(f)Ω̂)(s)〉 =
∑

δe(s)〈Ω, πω(f(s))Ω〉
= 〈Ω, πω(f(e))Ω〉 = ω(f(e)) = ω̂can(f).

The last line follows from Ω being the GNS vector of ω. As Ω is cyclic for πω(A), it
follows that

π̂(A ⋊γ G)Ω̂ = spans∈G,a∈A{πω(a)Ω · δs}

is dense in L2(G,Hω).
2): As the KMS state ω̂can is α̂-invariant, the equation

Ûtπ̂(f)Ω̂ = π̂(α̂t(f))Ω̂

defines the unique unitary R-representation in the GNS space (π̂, Ĥ, Ω̂) that imple-
ments α̂. This equation is satisfied by the above proposed representation Û by the
following calculation

(Ûtπ̂(f)Ω̂)(r) = Ut(π̂(f)Ω̂)(r) = Utπω(f(r))Ω = πω(αt(f(r)))Ω
= πω((α̂tf)(r))Ω = (π̂(α̂t(f))Ω̂)(r),

where it was used that (πω, U, V ) is a covariant representation.
We now show that the above proposed Ĵ is the corresponding modular conjugation.
Take f : G → Aα and consider

(Ĵ∆̂
1
2 π̂(f)Ω̂)(r) = (Ĵ π̂(α̂−i

2β
(f))Ω̂)(r) = JVr(π̂(α̂−i

2β
(f))Ω̂)(r−1)

= JVr∆
1
2πω(f(r−1))Ω = πω(γr(f(r−1)∗))Ω = (Ŝπ̂(f)Ω̂)(r).

This shows that Ĵ is the anti-unitary involution in the polar decomposition of the
Tomita operator Ŝ and hence it is the modular conjugation.
3): Consider the normal faithful extension ω of ω to Mω. The composition with the
normal faithful conditional expectation E : Mω ⋊γ G → Mω given in Lemma 2.0.5
defines a normal faithful state ω̂can := ω ◦ E. Consider the map

π : Mω ⋊γ G → B(L2(G,Hω)), (π(f)ϕ)(r) :=
∑

f(s)Vsϕ(s−1r).

An analogous calculation as in 1) shows that π is a representation of Mω ⋊γ G with
cyclic vector Ω̂. Moreover,

〈Ω̂, π(f)Ω̂〉 = 〈Ω, f(e)Ω〉 = ω(f(e)) = ω̂
can(f).
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Therefore, π is the GNS representation of the normal faithful state ω̂can and thus
normal by A.4 and moreover injective. The range of π contains π̂(A ⋊γ G) by
construction and thus also its enveloping von Neumann algebra π̂(A ⋊γ G)′′. In
order to show that π̂(A ⋊γ G)′′ is the image of π, consider f ∈ Mω ⋊γ G and a
sequence (πω(fn))n∈N contained in πω(A) ⋊γ G weakly converging to f . (This can
be done in the regular representation of πω(A) ⋊γ G.) Then

π(f) = π(WOT-lim fn) = WOT-lim π(fn) = WOT-lim π̂(fn) ∈ π̂(A ⋊γ G)′′.

This proves the assertion.

This theorem allows us to translate between the study of extensions of a KMS state ω
to A⋊γG and the study of Mω⋊γG. Here, Proposition 3.4.2 and Theorem 3.4.3 can
be applied in the following way. Take ω ∈ Sβ(A, α)γ and consider ω̂can ∈ Sβ(A⋊γG).
Theorem 3.4.2 asserts that ω̂can ∈ Sβ(A ⋊γ G) is an extreme point if, and only if,
π̂(A ⋊γ G)′′ ' Mω ⋊γ G is a factor. If Mω ⋊γ G is not a factor, then the non-
uniqueness of ω̂can is characterized by Z(Mω ⋊γ G) by Proposition 3.4.2.

Corollary 4.2.2. Let (A, α, γ) be a finitely-twisted C∗-dynamical system and ω ∈
Sβ(A, α)γ. Then the following holds:

1) ω̂can is an extreme point of Sβ(A⋊γ G, α̂) if, and only if, Mω⋊γ G is a factor;

2) If ω is not an extreme point of Sβ(A, α)γ, then ω̂can is not an extreme point
of Sβ(A ⋊γ G, α̂);

Proof. 1): Follows directly from Theorem 3.4.3.
2): From Corollary 3.4.4 it follows that Z(Mω)γ 6= C · 1, for ω not extremal in
Sβ(A, α)γ. Take a γ-invariant central element z. Then z · δe ∈ Z(Mω ⋊γ G) by

((z · δe) ∗ f)(r) = zf(r) = f(r)z = f(r)γr(z) = (f ∗ (z · δe))(r).

As z · δe /∈ C · 1, Mω ⋊γ G is not a factor.

The following corollary describes the elements p of Z(Mω ⋊γ G)+, whose associated
KMS states ω̂p pull back to ω on A. Here we denote for a finitely-twisted von
Neumann algebra (M, γ)

Z(M⋊γ G)e,+ := {f ∈ Z(M⋊γ G) | f positive and f(e) = 1}.

Corollary 4.2.3. Let (A, α, γ) be a finitely-twisted C∗-dynamical system and ω ∈
Sβ(A, α)γ.
Every p ∈ Z(Mω ⋊γ G)e,+ defines a KMS state ω̂p ∈ Sβ(A ⋊γ G, α̂)ω by

ω̂p(f) = 〈Ω̂, p
1
2 π̂(f)p

1
2 Ω̂〉 ∀f ∈ A ⋊γ G.
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Proof. By Proposition 3.4.2, every positive operator p ∈ Z(Mω ⋊γ G) defines a
positive KMS functional ωp on Mω⋊γG and thus A⋊γG. The assumption p(e) = 1

shows

ω̂p(ι(a)) = 〈Ω̂, p
1
2 ι(a)p

1
2 Ω̂〉 = 〈Ω̂, ι(a)pΩ̂〉 = 〈Ω, π(a)p(e)Ω〉 = ω(a),

which shows ω̂ ◦ ι = ω and moreover implies that ω̂p is normalized.

At this point, we do not show that every KMS state ω̂ on A ⋊γ G which pulls back
to ω is of the proposed form. We postpone this discussion until Section 4.5, in which
we analyze the positive central elements of Mω ⋊γ G in more detail.

4.3 Twisted KMS Functionals

In Corollary 4.2.3 we have shown that every p ∈ Z(Mω ⋊γ G)e,+ induces a KMS
state on A⋊γ G, which pulls back to ω on A. At this stage it is however not clear if
ω̂ ∈ Sβ(A⋊γ G, α̂) with ω̂ ◦ ι = ω is given by a positive central element of Mω ⋊γ G.
Thus Proposition 3.4.2 is not directly applicable. In this section, we take a different
approach of characterizing the KMS states of A ⋊γ G via twisted KMS functionals,
which have been introduced in Definition 3.1.2. This will eventually allow us to show
that the von Neumann algebra Mω ⋊γ G associated to ω̂can captures the extensions
of ω.
The KMS states of the crossed product A ⋊γ G can be characterized in terms of
KMS states and twisted KMS functionals of A in the following way.

Theorem 4.3.1. Let (A, α, γ) be a finitely-twisted C∗-dynamical system and let
(A ⋊γ G, α̂) be its crossed product.
There is a bijection

Sβ(A ⋊γ G, α̂) '

(ωs)s∈G

∣∣∣∣∣∣
1) ωe ∈ Sβ(A, α)γ, ωs ∈ Fβ(A, α, γs);
2) ωs ◦ γr = ωr−1sr;
3) [ωrs−1(a∗

sar)]r,s∈G ≥ 0;


carrying a KMS state ω̂ ∈ Sβ(A ⋊γ G, α̂) into the family (ωs)s∈G given by

ωs := ω̂ ◦ ιs, where ιs(a) = a · δs,

and a family (ωs)s∈G into the KMS state

ω̂(f) :=
∑
s

ωs(f(s)). (4.3.1)
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Here property 3) is understood as the positive semi-definiteness of the matrix
[ωrs−1(a∗

sar)]r,s∈G ∈ M|G|(C) for all families (as)s∈G of elements in A.
A family (ωs)s∈G of functionals on A is called a family of twisted KMS functionals if
it satisfies property 1), a G-equivariant family if it satisfies property 2) and positively
compatible if it satisfies property 3).
We denote the set of G-equivariant, positively compatible families of twisted KMS
functionals by Fβ(A, α, γ)+. Given a KMS state ω ∈ Sβ(A, α)γ, we denote the set of
G-equivariant, positively compatible families of twisted KMS functionals s.t. ωe = ω
by Fβ(A, α, γ)+

ω

Before giving the proof, we remark that the G-equivariance of a family of functionals
(ωs)s∈G already implies the γ-invariance of ωe. Furthermore, Fβ(A, α, γ)+ is a convex
set and the family

ωs =

ω s = e;
0 s 6= e;

for a γ-invariant KMS state ω satisfies the conditions 1), 2) and 3). This is called
the trivial family of ω and recovers the canonical extension ω̂can.

Proof. Take a G-equivariant, positively compatible family (ωs)s∈G of twisted KMS
functionals. Then ω̂ in equation (4.3.1) is clearly linear and ω̂(δe) = 1. In order
to show positivity of ω̂, let f ∈ A ⋊γ G. Using the γ-invariance of ωe and the
equivariance, we find

ω̂(f ∗ ∗ f) =
∑
s,r

ωs(γr(f(r−1)∗f(r−1s))) =
∑
s̃,r

ωrs̃(γr(f(r−1)∗f(s̃))) (4.3.2)

=
∑
s̃,r

ωs̃r(f(r−1)∗f(s̃)) =
∑
s̃,r

ωs̃r−1(f(r)∗f(s̃)) ≥ 0.

Therefore ω̂ is a state on A ⋊γ G by property 3).
To verify the KMS condition, let f, f ′ : G → Aα and compute

ω̂(f ′ ∗ α̂iβ(f)) =
∑
s,r

ωs(f ′(r)γr((α̂iβf)(r−1s))) (4.3.3)

=
∑
s,r

ωs(f ′(r)αiβ(γr(f(r−1s)))

=
∑
s,r

ωs(γr(f(r−1s))γs(f ′(r)))

=
∑
s,r

ωr−1sr(f(r−1s)γr−1s(f ′(r)))

=
∑
s̃,r

ωs̃r(f(s̃)γs̃(f ′(r)))

=
∑
s̃,r̃

ωr̃(f(s̃)γs̃(f ′(s̃−1r̃)))

= ω̂(f ∗ f ′),
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where the γs-twisted KMS condition of ωs was used in the third equation and the
G-equivariance was used in the fourth equation, followed by the changes of variables
s̃ = r−1s and r̃ = s̃r. Thus, ω̂ is a KMS state for α̂.
Conversely, let ω̂ ∈ Sβ(A⋊γG, α̂) be a KMS state. By Lemma 4.1.3 1), its pullback
ω ≡ ωe := ω̂ ◦ ιe is a γ-invariant KMS state for the dynamics α. Moreover, it is
clear that ωs := ω̂ ◦ ιs is a linear functional on A. A look at calculation (4.3.3) with
f ′ = ιe(a) and f = ιs(b) for a, b ∈ Aα yields

ωs(aαiβ(b)) = ωs(bγs(a))

as a consequence of the KMS property of ω̂. Thus ωs is a γs-twisted KMS functional
on A.
It remains to show that the family (ωs)s∈G is equivariant and positively compatible.
As δr is α̂-invariant it follows by the KMS condition and equation (4.1.1)

ωs(a) = ω̂(ιs(a)) KMS= ω̂(δr ∗ ιs(a) ∗ δr−1) = ωrsr−1(γr(a)),

proving the equivariance. The positivity of ω̂, together with equivariance implies by
equation (4.3.2) the positive compatibility of (ωs)s∈G.
The operations relating ω̂ to (ωs)s∈G and vice versa are clearly inverses of each other,
concluding the proof.

In Lemma 4.3.2 we show that a inner group action γ by α-invariant unitaries induces
an equivariant, positively compatible family of twisted KMS functionals. This can
even be generalized to ω-weakly inner actions, which will be analyzed in Section 4.6.
Moreover, the α-invariance of Vs can be dropped by going to the GNS representation,
which will be shown in Lemma 4.4.6. This is one way of generating examples of such
families of functionals.
If γ is not inner, then the idea of constructing such families is the following: Using the
γs-twisted KMS condition 1), one shows whether or not a γs-twisted KMS functional
ωs exists or not. At this stage it might still be an unbounded. Assuming it exists,
it will still depend on some parameters, e.g. the “phase” ωs(1) is not fixed at this
point. This is analogous to considering if the C∗-dynamical system carries a KMS
state and then computing this KMS state. The G-equivariance 2) then imposes some
relations between the parameters on which the ωs depend. Namely, the ωr for r in
the conjugacy class of s are fixed. Proving or disproving the positive compatibility
3) of the thus constructed family of functionals is then the complicated part as this
is a non-linear property.
We now turn to the simple case of inner twist γ.

Lemma 4.3.2. Let (A, α, γ) be a finitely twisted C∗-dynamical system and ω ∈
Sβ(A, α)γ. Assume that γ is inner in A with unitary representation V : G → A (see
Definition 4.4.1) satisfying Vs ∈ Aα for all s ∈ G.
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Then the family (ωs)s∈G defined by

ωs : A → C, ωs(a) := ω(aVs)

is a G-equivariant, positively compatible family of twisted KMS functionals on A.

Proof. These functionals are twisted KMS, since for a, b ∈ Aα

ωs(aαiβ(b)) = ω(aαiβ(b)Vs) = ω(aαiβ(bVs)) = ω(bVsa) = ω(bγs(a)Vs) = ωs(bγs(a)),

where the α-invariance of Vs and the KMS condition was used. The family is equi-
variant by the γ-invariance of ω

ωs(γ−1
r (a)) = ω(γ−1

r (a)Vs) = ω(V∗
r aVrVs) = (ω ◦ γ−1

r )(aVrsr−1) = ωrsr−1(a).

The positive compatibility is a consequence of the positivity and γ-invariance of ω
and the multiplicativity of V . Take a family (as)s∈G of elements in A and a family
of scalars (λs)s∈G and compute∑

λsλrωrs−1(a∗
sar) =

∑
λsλrω(a∗

sarVrs−1) =
∑

λsλrω(a∗
sarVrV∗

s )
=
∑

λsλrω(V∗
sa

∗
sarVr) = ω((

∑
s

λsasVs)∗(
∑
r

λrarVr)) ≥ 0.

As this is the case for every pair of families (as)s∈G and (λs)s∈G, the functionals
(ωs)s∈G are positively compatible.

Before studying the relation between the ωs for different s ∈ G, recall that the
adjoint ρ∗ of a functional ρ on A is defined by

ρ∗(a) := ρ(a∗), a ∈ A,

which is again a complex linear functional on A. Now given a G-equivariant, pos-
itively compatible family of twisted KMS functionals (ωs)s∈G, then the following
relation for the inverse s−1 holds

ωs−1 = ω∗
s ,

which is a direct consequence of the selfadjointness of [ωrs−1(a∗
sar)]r,s∈G. Moreover,

every ωs is dominated by the KMS state ω ≡ ωe in the sense

|ωs(a∗b)|2 ≤ ω(a∗a)ω(b∗b),

which directly implies continuity of ωs. These twisted KMS functionals are however
typically not positive [BL99]. The domination property can be shown by fixing
s̃ ∈ G and considering the matrix associated to the family

as =


a s = e;
b s = s̃;
0 s 6= e, s̃;

.
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In fact, for G = Z2 = {1,−1} the condition ω−1 is γ−1-twisted, hermitian and domi-
nated by ω is necessary and sufficient for (ωs)s∈Z2 to be a Z2-equivariant, positively
compatible family of twisted KMS functionals, see [SGL24].

Lemma 4.3.3. Let A be a C∗-algebra, ω ∈ S(A) and ρ be a functional on A. If ρ
is hermitian, then the following are equivalent:

1) ρ is dominated by ω, i.e. |ρ(a∗b)|2 ≤ ω(a∗a)ω(b∗b);

2) (ω ± ρ) are positive functionals (both combinations).

Proof. 1) ⇒ 2): First note that if ρ is dominated by ω, so is −ρ. Therefore, it is
enough to show the positivity for one sign.

(ω + ρ)(a∗a) = ω(a∗a) + ρ(a∗a) ≥ ω(a∗a) − |ρ(a∗a)| ≥ ω(a∗a) − ω(a∗a) = 0

2) ⇒ 1): Consider the inequality for arbitrary a, b ∈ A

(ω ±1 ρ)((a±2 b)∗(a±2 b)) ≥ 0.

Summing the terms +1+2 with −1−2 yields the inequality

0 ≤ ω(a∗a) + ω(b∗b) + 2 Re ρ(a∗b).

By multiplying a with a phase, Re ρ(a∗b) can be replaced by −|ρ(a∗b)|. Changing
a → a

√
ω(b∗b) and b → b

√
ω(a∗a) gives the desired inequality

2
√
ω(a∗a)ω(b∗b)|ρ(a∗b)| ≤ 2ω(a∗a)ω(b∗b) ⇐⇒ |ρ(a∗b)|2 ≤ ω(a∗a)ω(b∗b).

Note that for ω± ρ being positive, it is necessary that ρ is hermitian. A similar but
weaker statement holds for arbitrary functionals ρ when considering the hermitian
decomposition ρ = ρ+ + iρ−, where

ρ+ := 1
2

(ρ+ ρ∗) and ρ− := 1
2i

(ρ− ρ∗).

Corollary 4.3.4. Let A be a C∗-algebra, ω ∈ S(A) and ρ be a functional on A. If
there exist λ+, λ− ∈ (1,∞) s.t.

1
λ+

+ 1
λ−

≤ 1, (ω ± λ+ρ+) ≥ 0 and (ω ± λ−ρ−) ≥ 0,

then ρ is dominated by ω.
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Proof. From Lemma 4.3.3 it follows that λ+ρ+ and λ−ρ− are dominated by ω. This
directly implies

|ρ(a∗b)| = |ρ+(a∗b) + iρ−(a∗b)| ≤ |ρ+(a∗b)| + |ρ−(a∗b)|

≤ ( 1
λ+

+ 1
λ−

)
√
ω(a∗a)ω(b∗b) ≤

√
ω(a∗a)ω(b∗b).

Squaring gives the sought after inequality.

This small detour on dominated functionals was necessary for the upcoming discus-
sion of the non-commutative Radon-Nikodým derivative. We now show that every
functional ρ dominated by a state ω defines a non-commutative Radon-Nikodým
derivative in the GNS representation of ω. If the functional is moreover γ-twisted
KMS, then equation (4.3.5) connects the Radon-Nikodým derivative, the unitary
implementing the twist and the modular conjugation.

Proposition 4.3.5. Let A be a C∗-algebra, ω ∈ S(A) with GNS triple (π,H,Ω)
and ρ a (hermitian) functional dominated by ω.
Then there exists a unique operator x′

ρ ∈ π(A)′ s.t.

ρ(a) = 〈Ω, π(a)x′
ρΩ〉, (4.3.4)

which satisfies
∥∥∥x′

ρ

∥∥∥ ≤ 1 (and is selfadjoint). Conversely every x′ ∈ π(A)′ satisfying
‖x′‖ ≤ 1 defines a functional ρx′ on A dominated by ω.
Let furthermore (A, α) be a C∗-dynamical system, γ ∈ Aut(A), γ ◦ α = α ◦ γ and
ω ∈ Sβ(A, α)γ with modular data (J,∆). Then ρ is a γ-twisted KMS functional if,
and only if,

J(x′
ρ)∗J = Vωx

′
ρ = x′

ρVω, (4.3.5)
where Vω is the unitary implementer of γ in the GNS space of ω.

Note that the Tomita-Takesaki Theorem allows for the rewriting of equations (4.3.4)
and (4.3.5) as

ρ(a) = 〈Ω, π(a)xρΩ〉 and xρ = J(xρ)∗JVω (4.3.6)
in terms of xρ := J(x′

ρ)∗J ∈ Mω. The latter relation is a direct consequence of
equation (4.3.5), whereas the former can be derived by considering

x′
ρΩ = Jx∗

ρJΩ = J(JxρV ∗
ω J)JΩ = xρΩ.

Proof. Consider the densely defined sesquilinear form on H associated to ρ

hρ : π(A)Ω × π(A)Ω → C, (π(a)Ω, π(b)Ω) 7→ ρ(a∗b)

and note that hρ is well-defined since ρ is dominated by ω. The sesquilinear form
hρ is bounded by 1, since for all a, b ∈ A,

|hρ(π(a)Ω, π(b)Ω)| = |ρ(a∗b)| ≤ (ω(a∗a)ω(b∗b))
1
2 = ‖π(a)Ω‖‖π(b)Ω‖.
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Therefore, hρ can be uniquely extended to a continuous sesquilinear form on H also
denoted by hρ. By Lax-Milgram Theorem, there exists a unique operator x′

ρ ∈ B(H)
satisfying

ρ(a∗b) = hρ(π(a)Ω, π(b)Ω) = 〈π(a)Ω, x′
ρπ(b)Ω〉, ∀a, b ∈ A.

It follows from the boundedness of hρ that
∥∥∥x′

ρ

∥∥∥ ≤ 1. Moreover, x′
ρ ∈ π(A)′ because

〈π(a)Ω,
[
x′
ρ, π(c)

]
π(b)Ω〉 = ρ(a∗cb) − ρ((c∗a)∗b) = 0.

The above reasoning can inverted. The functional ρx′ associated to x′ ∈ π(A)′ with
‖x′‖ ≤ 1 is dominated by ω. It is clear that ρ is hermitian if and only if the operator
x′
ρ is selfadjoint.

Let now (A, α) be a C∗-dynamical system and γ an automorphism commuting with
the dynamics and ρ be a γ-twisted KMS functional. Following the proof of Lemma
4.1.1, there exists a unitary operator Vω implementing γ and commuting with J .
We rewrite, for a, b ∈ Aα, both sides of the twisted KMS condition.

ρ(a∗αiβ(b)) = ρ(α−iβ
2

(a∗)α iβ
2

(b)) = 〈∆
1
2π(a)Ω, x′

ρ∆
1
2π(b)Ω〉

ρ(bγ(a∗)) = 〈π(b∗)Ω, x′
ρVωπ(a∗)Ω〉 = 〈∆

1
2π(a)Ω, (Vω)∗J(x′

ρ)∗J∆
1
2π(b)Ω〉

As ∆ 1
2π(Aα)Ω is dense in H, it follows that J(x′

ρ)∗J = Vωx
′
ρ. Clearly, this equation

shows the converse direction as well. Note that, since ρ is γ-invariant by Lemma
3.1.3, x′

ρ commutes with Vω.

The above proposition is preparatory for one of the main theorems about KMS
states on finitely-twisted systems. The statement however uses the γ-twisted center
and von Neumann-valued states, which will be introduced in the next sections.

4.4 Twisted Center of a Von Neumann Algebra

This section starts with the introduction of the γ-twisted center Z(M, γ) of a von
Neumann algebra M with automorphism γ. It is exactly the set of operators x ∈ M
that commute with all y ∈ M up to the twist γ. With the Kallman decomposition
of the twisted center at hand, we show in Proposition 4.4.5 that for a standard
pair (M,Ω), the twisted center Z(M, γ) consists exactly of the elements x ∈ M
satisfying x = Jx∗JV . Lastly, we discuss the relation between the twisted center
and the modular group as well as the twisted center of different automorphisms.
We begin this section by defining innerness and outerness of a single automorphism
and a group action.
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Definition 4.4.1. Let (A, γ) be a finitely-twisted C∗- or von Neumann algebra. We
call γ inner in A if there exists a unitary representation V : G → A satisfying
AdV = γ on A.
Let (A, γ) be a finitely-twisted C∗-algebra and ω ∈ S(A)γ. Then γ is called ω-weakly
inner if γ is inner in Mω.

Note that if γ is inner in A and ω ∈ S(A)γ, then γ is inner in Mω by considering
the unitary representation πω ◦ V : G → Mω.
Definition 4.4.2. Let M be a von Neumann algebra and γ ∈ AutM. The set

Z(M, γ) := {x ∈ M | xy = γ(y)x ∀y ∈ M}

is called the γ-twisted center of M. γ is called properly outer if Z(M, γ) = {0}.
Let (M, γ) be a finitely-twisted von Neumann algebra. We call γ properly outer on
M if γs is properly outer for all s ∈ G\{e}.

Note that the distinction into innerness and proper outerness is not a dichotomy.
This already fails for a single automorphism and becomes even more complicated
in the study of group actions. The notion of outerness of an automorphism in
Definition 4.4.2 was introduced in [Kal69] under the term freely acting. However,
we adapt the modern notation of properly outer in accordance with [Urs21], which
also features a discussion of the different notions of innerness and outerness.
As a next step, we derive a different characterization of the twisted center of a von
Neumann algebra M with standard vector Ω in terms of the modular conjugation J .
Here we focus on a single automorphism γ and postpone the discussion of a G-action
until Proposition 4.4.8.
As a starting point, we introduce the Kallman decomposition of an automorphism
γ ∈ AutM. For a γ-invariant central projection p, we denote Mp = pMp and
γp = γ|Mp . In [Kal69, Thm. 1.11] it is shown by a Zorn argument that every
∗-automorphism of a von Neumann algebra can be uniquely decomposed into an
inner and a properly outer part through a central projection.
Theorem 4.4.3. Let M be a von Neumann algebra and γ ∈ AutM.
There exists a unique γ-invariant central projection p ∈ Z(M)γ s.t.

M = Mp ⊕ Mp⊥ and γ = γp ⊕ γp⊥ ,

where γp is inner in Mp and γp⊥ is properly outer on Mp⊥.

Note that this decomposition of γ directly yields a decomposition of the γ-twisted
center. The twisted center simply reduces to the center in case γ = 1,

Z(M,1) = Z(M)

and the automorphism 1 is always inner with unitary v = 1 and central projection
p = 1.
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Corollary 4.4.4. Let M be a von Neumann algebra and γ ∈ AutM.
There exists a unique γ-invariant central projection p ∈ Z(M)γ and a (non-unique)
partial isometry v ∈ Z(Mp, γp) satisfying v∗v = p s.t.

Z(M, γ) = Z(Mp, γp) ⊕ Z(Mp⊥ , γp⊥) = v · Z(Mp)γ ⊕ 0.

Proof. The Kallman decomposition yields the γ-invariant central projection p and
induces the splitting

Z(M, γ) = Z(Mp, γp) ⊕ Z(Mp⊥ , γp⊥).

Z(Mp⊥ , γp⊥) = 0 as γp⊥ is properly outer. As γp is inner in Mp, there exists a partial
isometry v ∈ M implementing γp. This means concretely vv∗ = p, Adv |Mp = γp and
γ(v) = γp(v) = vvv∗ = vp = v. Then every x ∈ Z(Mp, γp) can be written as

x = px = v(v∗x) ∈ v · Z(Mp)γ.

Here v∗x ∈ Z(Mp) due to the commutation relations induced by v∗ ∈ Z(Mp, γ
−1
p )

and x ∈ Z(Mp, γp). The γ-invariance of v∗x can be seen by considering γ(v∗x) =
γp(v∗x) = vv∗xv∗ = pxv∗ = γ(v∗)x = v∗x. Clearly, for every z ∈ Z(Mp) the product
vz is contained in Z(Mp, γp).

In the case that M is a von Neumann algebra with standard vector Ω, the twisted
center Z(M, γ) can be written in terms of the modular conjugation associated to
Ω. For a finitely-twisted system, this allows for a connection between the modular
data of Ω and the twisted center Z(M, γs).

Proposition 4.4.5. Let (M,Ω) be a standard pair with modular data (J,∆). Let
γ ∈ AutM s.t. the associated state ω is γ-invariant.
Then

Z(M, γ) = {x ∈ M |x = Jx∗JV },

where the operator implementing γ is the unique unitary extending

V : MΩ ⊂ H → MΩ ⊂ H, V (xΩ) = γ(x)Ω.

Proof. As ω is standard for M, V is well-defined. It is a densely-defined isometry
with dense range by cylicity of Ω and γ-invariance of ω and thus its continuous
extension is unitary. As γ is a ∗-automorphism, V commutes with the Tomita
operator S on MΩ. As this is a core for S, V commutes with the modular data.
Let x ∈ M s.t. Jx∗JV = x. For y ∈ M we find

xy = (Jx∗J)V y = (Jx∗J) AdV (y)V = (Jx∗J)γ(y)V = γ(y)Jx∗JV = γ(y)x.

As this is the defining relation of the twisted center, it shows x ∈ Z(M, γ).
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Let x ∈ Z(M, γ). By restricting to the central projection p of Corollary 4.4.4, we can
assume without loss of generality that x = vz, where v implements γ and z ∈ Z(M).
Then v ∈ Mγ and furthermore v ∈ Mα = ZΩ(M) because

〈Ω, vyΩ〉 = 〈Ω, v(yv)v∗Ω〉 = 〈Ω, γ(yv)Ω〉 = 〈Ω, yvΩ〉, y ∈ M.

Considering the commutation relation implies vV ∗ ∈ M′. Using the modular conju-
gation J and the properties of Ω we find Jv∗JΩ = vΩ = vV ∗Ω and with Ω separating
for M′ that Jv∗JV = v. Focusing on x and using that z ∈ Z(M) is equivalent to
z = Jz∗J shows

x = vz = (Jv∗J)V z = (Jv∗J) Adv(z)V = (Jv∗J)zV
= (Jv∗J)(Jz∗J)V = J(zv)∗JV = J(vz)∗JV = Jx∗JV,

which proves the claim.

We collect some properties of the γ-twisted center here, some of which we have
already used.

Lemma 4.4.6. Let M be a von Neumann algebra and γ ∈ Aut(M).
Then the following statements hold:

1) Z(M, γ) is a WOT-closed complex subspace of M;

2) x ∈ Z(M, γ) if, and only if, x∗ ∈ Z(M, γ−1);

3) Z(M, γ) ⊂ Mγ and in particular Z(M, γ) is commutative and every x ∈
Z(M, γ) is normal;

4) For x ∈ Z(M, γ) with polar decomposition x = u|x| it follows that u ∈ Z(M, γ)
and |x| ∈ Z(M)γ.

If furthermore (M,Ω) is a standard pair with associated modular conjugation J and
dynamics α s.t. the associated state ω is γ-invariant, then

Z(M, γ) ⊂ Mα.

Proof. 1): Clearly, Z(M, γ) is a complex subspace of M and the defining relation
depends WOT-continuously on x ∈ Z(M, γ).
2): Consider x ∈ Z(M, γ) and y ∈ M. Then

x∗y = (y∗x)∗ = (xγ−1(y∗))∗ = γ−1(y)x∗

and thus x ∈ Z(M, γ−1).
3): This follows directly from the Kallman decomposition of Corollary 4.4.4. Every
x ∈ Z(M, γ) can be written as x = vz with a partial isometry v implementing γp
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on Mp and a central element z ∈ Mγ
p . Thus γ(x) = γp(x) = v(vz)v∗ = vz = x.

As a direct consequence, for x, y ∈ Z(M, γ) it follows xy = γ(y)x = yx and xx∗ =
γ(x)∗x = x∗x.
4): Take x ∈ Z(M, γ) with polar decomposition x = u|x|. By item 3), x is normal.
As x∗x = xx∗ ∈ Z(M) it follows |x| = |x∗| ∈ Z(M). Therefore, both the domain
projection p = u∗u and the range projection q = uu∗ of x are central and coincide.
Take y ∈ M and ϕ ∈ kerx and compute

uγ−1(y)ϕ = upγ−1(y)ϕ = uγ−1(y)pϕ = 0 = yuϕ.

Take ϕ = |x|ψ ∈ Im(|x|) which is dense in ker(x)⊥ as the domain and projections of
x and |x| are equal. Then

yuϕ = yu|x|ψ = yxψ = xγ−1(y)ψ = u|x|γ−1(y)ψ = uγ−1(y)|x|ψ = uγ−1(y)ϕ

and continuity imply u ∈ Z(M, γ).
Assume that M has a standard vector Ω s.t. ω(·) = 〈Ω, · Ω〉 is γ-invariant and take
x ∈ Z(M, γ). Then x ∈ Mγ by item 3) and furthermore x ∈ Mα = ZΩ(M) because

〈Ω, xyΩ〉 = 〈Ω, γ(y)xΩ〉 = 〈Ω, γ(yx)Ω〉 = 〈Ω, yxΩ〉.

After having introduced the twisted center, we now explain how it enters our discus-
sion of KMS states on crossed products.
Assume that (M,Ω) is a standard pair and that ω is γ-invariant. Note that by
Lemma 4.4.6 4), every nonzero x ∈ Z(M, γ) gives rise to a γ-invariant KMS state
νx on M by

νx(y) :=
∥∥∥|x|

1
2 Ω
∥∥∥−2

〈|x|
1
2 Ω, y|x|

1
2 Ω〉,

due to the correspondence between normal KMS states on M and the operators affili-
ated to Z(M), see [BR97, Proposition 5.3.29]. This coincides with the abstract polar
decomposition of twisted KMS functionals. Every nonzero twisted KMS functional
ρ defines a KMS state |ρ| by polar decomposition of functionals and subsequent nor-
malization, the resulting twist γ in the GNS space of |ρ| is then given by an inner
unitary, see [BL99].
In the interest of a criterion that can be checked in concrete applications, we also
note the following more concrete situation.

Proposition 4.4.7. Let (A, α) be a C∗-dynamical system, γ ∈ Aut(A), γ ◦α = α◦γ
and ω ∈ Sβ(A, α)γ with associated standard pair (M,Ω). Suppose A contains a
sequence (vn)n∈N of unitary elements that satisfy

lim
n,m→∞

ω(v∗
nvm) = 1, lim

n→∞
‖vnav∗

n − γ(a)‖ = 0, a ∈ A0,
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where A0 ⊂ Aα is a norm dense ∗-subalgebra invariant under the dynamics. Then
the limit V = SOT-lim π(vn) ∈ Z(Mω, γ) exists, is unitary and

ρ(a) := lim
n→∞

ω(avn) = 〈Ω, π(a)VΩ〉, a ∈ A,

is a γ-twisted KMS functional dominated by ω, and the family of all such functionals
is {ρ( · z) | z ∈ Z(M), ‖z‖ ≤ 1}.

Proof. We first show the existence of the limit defining ρ. For a ∈ A, we estimate

|ω(a(vn − vm))|2 ≤ ω(a∗a)ω(2 − v∗
nvm − v∗

mvn) = 2ω(a∗a) · (1 − Reω(v∗
nvm)),

where we have used ω = ω∗ in the last step. As ω(v∗
nvm) → 1, this shows that ρ

exists as a functional on A.
Similarly, for a ∈ A, b ∈ A0, we have

ω(avnb) = ω(a[vnbv∗
n − γ(b)]vn) + ω(aγ(b)vn) → ρ(aγ(b))

because ‖vnbv∗
n − γ(b)‖ → 0. By uniform boundedness, this implies the existence

of the WOT-limit V := limn π(vn). But as ‖VΩ‖2 = limn,m ω(v∗
nvm) = 1, we also

have ‖π(vn)Ω − VΩ‖2 → 1 − ‖VΩ‖2 = 0 and hence ‖(π(vn) − V)x′Ω‖ → 0 for all
x′ ∈ M′. As Ω is cyclic for M′, we arrive at π(vn) → V in SOT, and hence at
the unitarity of V . It is then clear from our assumptions that VxV∗ = γ(x) for
all x ∈ M. It now follows from Proposition 4.4.5 that V = JV∗JV , where V is
the unitary operator associated to γ introduced in Proposition 4.4.5. This relation
is now the defining relation of the non-commutative Radon-Nikodým derivative of
Proposition 4.3.5, which proves the claim.

We now turn to the discussion of the twisted centers given by a finite group action.
As Proposition 4.4.8 shows, the Kallman decomposition respects the inversion of G
as well as its conjugacy classes. The multiplicative structure of the group G and the
Kallman decomposition do however not match in general.

Proposition 4.4.8. Let (M, γ) be a finitely-twisted von Neumann algebra and con-
sider for every s ∈ G the Kallman decomposition Z(M, γs) = vs · Z(Mps)γs ⊕ 0.
Then following holds:

1) Z(M, γe) = Z(M), ve = 1 and pe = 1;

2) Z(M, γs−1) = v∗
s · Z(Mps)γs−1 ⊕ 0, in particular vs−1 = v∗

s and ps−1 = ps;

3) Z(M, γrsr−1) = γr(vs) · Z(Mγr(ps))γrsr−1 ⊕ 0, in particular vrsr−1 = γr(vs) and
prsr−1 = γr(ps);

4) Z(M, γs) · Z(M, γr) ⊂ Z(M, γsr), in particular pspr ≤ psr .
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Note that ps is the unique γs-invariant central projection s.t. γs|ps is inner and γs|p⊥
s

is properly outer. The partial isometry vs is however only unique up to central
elements, i.e. one can choose vs−1 = v∗

s and vrsr−1 = γr(vs). In case M is a factor,
the partial isometries are either 0 or unitary.
For an abelian group G, all the Kallman projections and partial isometries are γ-
invariant as the conjugacy classes consist of only a single element.

Proof. 1): Is clear since γe = 1.
2): Take the Kallman decomposition Z(M, γs−1) = vs−1 · Z(Mps−1 ). Then v∗

s−1 ∈
Z(M, γs) and thus ps ≥ v∗

s−1vs−1 = ps−1 . Using this inequality twice shows ps = ps−1

and vs−1 can be chosen as v∗
s .

3): Holds by an argument analogous to 2) by replacing inversion with conjugation
and realizing prsr−1 = γr(v∗

s)γr(vs) = γr(ps).
4): Clearly vsvr ∈ Z(M, γsr) and thus psr ≥ (vsvr)∗vsvr = pspr.

The following is a simple example of a finite group action where item 4) is a proper
inequality. Take a von Neumann algebra N and a properly outer Z2-automorphism
γ. Then define G = Z2 × Z2 and take

M = N ⊕ N ⊕ N , γ̃(s, r) = γs ⊕ γs+r ⊕ γr.

Considering Z2 = {0, 1} here clearly makes γ a G-action on M. The Kallman
projections satisfy p(1,0) = 0⊕0⊕1, p(0,1) = 1⊕0⊕0 and p(1,1) = 0⊕1⊕0 > p(1,0)p(0,1).
Considering that the Kallman decomposition respects the inversion and conjugation
of the group G, we find the following. If ps 6= 0 for some s ∈ G\{e}, then pr 6= 0
for all r in the normal subgroup generated by s. This idea is has the following
consequence.

Corollary 4.4.9. Let (M, γ) be a finitely-twisted von Neumann algebra and G be
simple.
Then one of the following is true:

1) ps 6= 0 for all s ∈ G or;

2) ps = 0 for all s ∈ G\{e}.

If M is moreover a factor, then item 1) is replaced by ps = 1 for all s ∈ G.

Proof. Assume there exists s ∈ G\{e} s.t. ps 6= 0. Then ps−1 = ps and psn ≥
(ps)n = ps for n ∈ Z by Proposition 4.4.8. Thus pr 6= 0 for elements of the subgroup
Gs generated by s. We similarly have prsnr−1 = γr(psn) ≥ γr(ps) 6= 0. The normal
subgroup Ns generated by s is exactly given such elements rsnr−1 for some r ∈ G
and n ∈ Z. Therefore, pr̃ 6= 0 for all r̃ ∈ Ns. As G is simple, we have Ns = G.
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The converse of the above assumption is exactly item 2).
If M is a factor, then ps = 1 or ps = 0.

Corollary 4.4.10. Let (M, γ) be a finitely-twisted von Neumann algebra, where M
is a factor and G is simple and abelian.
Then γ is either inner or properly outer in M.

Proof. By Corollary 4.4.9, either all projections are 1 or vanish for s 6= e. If all
projections vanish, then γ is properly outer. Thus, assume that ps = 1 for all s ∈ G.
Take a fixed element s0 6= e with unitary vs0 . As G is finite, s0 is of finite order N .
As vNs0 ∈ Z(M) = C · 1, we can take the N -th root and assume vNs0 = 1. This allows
us to construct a unitary representation of Gs0 by

V : Gs0 → M, V(sn0 ) := vns0 , ∀n ∈ Z.

As G is abelian and simple, it follows that this subgroup is already Gs0 = Ns0 = G.
Therefore, γ = AdV is an inner action.

Similar arguments can be done by assuming that G has a generating set S s.t. each
ps 6= 0 for s ∈ S. We will however not explore the finer relation between the Kallman
decomposition and the group structure here.

4.5 M-Valued Equivariant γ-Inner States on Fi-
nite Groups

Operator-valued states on finite groups are introduced and combined with the no-
tion of the twisted center discussed before. We then proceed to show that these
equivariant γ-inner states Sγ(G,M) lie in the center of M⋊γG and characterize the
extensions of ω to A ⋊γ G when applied to a M = Mω.
As a preparation, we make the following definition. This definition is equivalent to
the usual definition of operator-valued states on (topological) groups as is explained
below.

Definition 4.5.1. Let M be a von Neumann algebra and G be a finite group. A
function ϕ : G → M is called M-valued state of G if ϕ(e) = 1 and the matrix
[ϕ] ∈ M|G|(M) defined by [ϕ]rs := ϕ(rs−1) is positive-semidefinite. We denote the
set of M-valued states of G by S(G,M).
The M-valued state defined by

ϕtriv : G → M, ϕ(e) = 1, ϕ(s) = 0 ∀ s 6= e
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is called the trivial M-valued state of G. The set of states S(G,M) is called trivial
if

S(G,M) = {ϕtriv}.

Note that [ϕ] a priori depends on an enumeration G = {s1, . . . , s|G|}. The positive-
semidefiniteness of [ϕ] is however invariant under changes of enumeration, as such
a change is implemented by conjugation with a unitary matrix U ∈ M|G|(C).
The above definition of M-valued states of a finite group G coincides with the
usual definition of operator-valued states on involutive semigroups when passing to
a representation, which we show in the following. See [Nee11, Chap. 3.1] for an
in depth introduction to positive definite functions on involutive semigroups. As a
passing remark, we mention that there is a GNS-type theorem for positive definite
functions as well.
As a preliminary, we introduce the inflation of ∗-morphisms. Take a representation
(π,H) of M. Then its inflation, see [Mur90, Sec. 3.4],

πn : Mn(M) → Mn(π(M)), [xij] 7→ [π(xij)]

is again a ∗-morphism and thus π is completely positive. In particular, π|G|([ϕ]) is
positive-semidefinite.
Assume that ϕ is an operator-valued state in the sense that ϕ(e) = 1 and for every
representation (π,H) and finite sequence (r1, v1), . . . , (rn, vn) in G×H, the following
inequality holds

n∑
i,j=1

〈vi, π(ϕ(rir−1
j ))vj〉 ≥ 0.

We then label the elements of G, i.e. G = {r1, . . . r|G|} and choose an arbitrary
sequence v1, . . . , v|G| in H and define v = (v1, . . . , v|G|) ∈ ⊕|G|

i=1H. Then

〈v, π|G|([ϕ])v〉 =
|G|∑
i,j=1

〈vi, π(ϕ(rir−1
j ))vj〉 ≥ 0

by assumption. Thus π|G|([ϕ]) is positive-semidefinite for every representation π and
thus [ϕ] is positive-semidefinite.
Assume now that ϕ is an M-valued state in the sense of Definition 4.5.1 and label
the elements of G. Take a finite sequence (r1, v1), . . . , (rn, vn) in G× H. We inflate
the sequence of vectors to a sequence w1, . . . , wn of vectors in H|G| by choosing
wi = (0, . . . , vi, . . . 0), where vi is at the ri-th position. This allows us to rewrite

n∑
i,j=1

〈vi, π(ϕ(rir−1
j ))vj〉 =

n∑
i,j=1

〈wi, π|G|([ϕ])wj〉 ≥ 0.

Thus, ϕ is positive-semidefinite in the sense of a positive definite operator-valued
function on G.
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Having shown that our definition of operator-valued state coincides with the litera-
ture, we state some elementary properties of M-valued states.

Lemma 4.5.2. Let M be von Neumann algebras and G a finite group.
Then the following holds:

1) For M = C, one recovers the usual states S(G) on (finite) groups;

2) If ϕ ∈ S(G,M), then ϕ(r−1) = ϕ(r)∗ and ‖ϕ(r)‖ ≤ 1 for all r ∈ G;

3) S(G,M) is a convex set and weakly closed.

Proof. 1): This is clear from the above discussion.
2) : As the matrix [ϕ] ∈ M|G|(M) is positive-semidefinite, it is selfadjoint. It directly
follows

ϕ(r) = [ϕ]re = ([ϕ]∗)re = ([ϕ]er)∗ = ϕ(r−1)∗.

Going over to a faithful representation of M on a Hilbert space H and choosing
w = (ve, 0, . . . , 0, vr, 0, . . . , 0), where vr is at the r-th position, yields(

‖ve‖2 〈ve, ϕ(r)∗vr〉
〈vr, ϕ(r)ve〉 ‖vr‖2

)
≥ 0.

By positivity of the determinant, it follows ‖ϕ(r)‖ ≤ 1.
3): Clearly, S(G,M) is a convex set. Moreover, if ϕ(r) = WOT-lim ϕi(r), then for
w ∈ H|G|

ϕ(e) = WOT-limϕi(e) = WOT-lim1 = 1 and 〈w, [ϕ]w〉 = lim〈w, [ϕi]w〉 ≥ 0.

This notion of positivity introduced in Definition 4.5.1 is similar to the positive
compatibility 3) of Theorem 4.3.1. We now introduce the notion of G-equivariant
γ-inner M-valued states in accordance with the G-equivariance and twisted KMS
property of the family of functionals discussed in Theorem 4.3.1.
The G-equivariant γ-inner M-valued states describe the intricate interplay between
positivity and innerness of γ.

Definition 4.5.3. Let (M, γ) be a finitely-twisted von Neumann algebra. We denote
the set of G-equivariant γ-inner M-valued states by

Sγ(G,M) := {ϕ ∈ S(G,M) | ϕ(r) ∈ Z(M, γr) and γs(ϕ(r)) = ϕ(srs−1) ∀s ∈ G}.
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Note that, independent of the group structure of G and the action γ, the state ϕtriv
is always equivariant and γ-inner.
For the simple case M = C, every unital ∗-automorphism γr is trivial and thus

Sγ(G,C) = {ϕ ∈ S(G) | ϕ(r) = ϕ(srs−1) ∀s ∈ G} = Sc(G)

coincides with the set of states which are constant on conjugacy classes. This gives
a connection to the well-known theory of characters of finite groups, which will be
explored in Section 4.6.
The following lemma shows that every inner group action γ induces an G-equivariant
γ-inner M-valued state. This can be thought of as the analogue of Lemma 4.3.2 for
M-valued states. Moreover, this result says that one should think of a G-equivariant
γ-inner M-valued state as a kind of “partial unitary representation”. This idea can
be made precise by a GNS-type theorem [Nee11].
Lemma 4.5.4. Let (M, γ) be a finitely-twisted von Neumann algebra and γ inner
in M via the unitary representation V.
Then

V ∈ Sγ(G,M).

Proof. V is clearly equivariant by γr(V(s)) = V(r)V(s)V(r)∗ = V(rsr−1) and γ-
inner by definition. Passing to a representation and taking (w1, . . . , w|G|) in H, the
positivity follows from∑

r,s

〈wr, [V ]rsws〉 =
∑
r,s

〈wr,V(rs−1)ws〉 =
∑
r,s

〈V(r)∗wr,V(s)∗ws〉 ≥ 0.

We moreover remark that if M is a factor then every equivariant γ-inner strictly
positive-definite function ϕ can be renormalized to a state as ϕ(e) ∈ Z(M) = C · 1.
This is however not the case for general M as ϕ(e) might not be invertible.
The next theorem shows that the G-equivariant γ-inner M-valued states are exactly
the positive element f ∈ Z(M⋊γG) satisfying f(e) = 1 (up to an involution). This
set Z(M⋊γ G)e,+ has already been discussed in Corollary 4.2.3.
Take f ∈ Z(M⋊γ G)e,+ and define ϕf (r) = f(r)∗. Then ϕf (e) = f(e)∗ = 1 follows
directly. A calculation analogous to 4.1.1 shows the G-equivariance

ϕf (r)∗ = f(r) = (δs ∗ ϕf ∗ δs−1)(r) = γs(f(s−1rs)) = γs(ϕf (s−1rs)∗).

The commutation behavior with M · δe implies ϕf (r) = f(r)∗ ∈ Z(M, γr) by

(ϕf (r) · δr)(x · δe) = ϕf (r)γr(x) · δr
!= (x · δe)(ϕf (r) · δr) = xϕf (r) · δr.

We thus note that the G-equivariance of the function ϕf is equivalent to the com-
mutation with the group G and the γ-innerness ϕ(s) ∈ Z(M, γs) is equivalent to
the commutation with M (up to an involution).
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Theorem 4.5.5. Let (M, γ) be a finitely-twisted von Neumann algebra.
Then there is an bijection

F : Sγ(G,M) → Z(M⋊γ G)e,+, F (ϕ)(r) = ϕ(r)∗ = ϕ(r−1).

Proof. We first prove that F (ϕ) ∈ Z(M ⋊γ G)e,+. Clearly F (ϕ)(e) = ϕ(e)∗ = 1.
Take f ∈ M⋊γ G and compute

(F (ϕ) ∗ f)(r) =
∑

F (ϕ)(s)γs(f(s−1r)) =
∑

ϕ(s)∗γs(f(s−1r))
=
∑

ϕ(s−1)γs(f(s−1r)) =
∑

f(s−1r)ϕ(s−1)
=
∑

f(s̃)ϕ(s̃r−1) =
∑

f(s̃)γs̃(ϕ(r−1s̃))
=
∑

f(s̃)γs̃(ϕ(s̃−1r)∗) = (f ∗ F (ϕ))(r).

This shows that F (ϕ) is central. Note that the correct commutation relation with
M is due to ϕ(s) ∈ Z(M, γs) and the correct commutation relation with G follows
from the equivariance relation γr(ϕ(s)) = ϕ(rsr−1).
Explicitly constructing the positive root of F (ϕ) w.r.t. the convolution ∗ via the
root of [ϕ] is possible, however convoluted in writing. We therefore take a faithful
representation (π,H) of M and proceed to the induced representation π̂ = π⋊V on
L2(G,H) as in Chapter 2. Take a vector-valued function v ∈ L2(G,H) and compute

〈v, π̂(F (ϕ))v〉 =
∑

〈v(r), π(ϕ(s))∗Vsv(s−1r)〉
=
∑

〈v(r), π(ϕ(rs̃−1))∗Vrs̃−1v(s̃)〉
=
∑

〈V ∗
r v(r), π(ϕ(s̃−1r))∗V ∗

s̃ v(s̃)〉
=
∑

〈V ∗
r v(r), π(ϕ(r−1s̃))V ∗

s̃ v(s̃)〉 ≥ 0.

This shows that F (ϕ) is positive.
We now proceed to show that F is injective and surjective. F is clearly injective by
definition. The surjectivity was discussed in a small comment above this theorem.

This theorem can now be used to connect the extensions Sβ(A ⋊γ G, α̂)ω of a γ-
invariant KMS state ω to the crossed product, the set of twisted KMS functionals
F(A, α, γ)+

ω , the Mω-valued states Sγ(G,Mω) and part of the center of the von
Neumann crossed product Z(M⋊γ G)e,+.

Theorem 4.5.6. Let (A, α, γ) be a finitely-twisted C∗-dynamical system,
ω ∈ Sβ(A, α)γ and (Mω, α, γ) the corresponding finitely-twisted W ∗-dynamical sys-
tem with standard vector Ω.
There is the bijection

Ξ : Sγ(G,Mω) → Fβ(A, α, γ)+
ω , (Ξϕ)s(a) = 〈Ω, πω(a)ϕ(s)Ω〉.

The following sets are in convex bijective correspondence:
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1) Sβ(A ⋊γ G, α̂)ω;

2) Fβ(A, α, γ)+
ω ;

3) Sγ(G,Mω);

4) Z(Mω ⋊γ G)e,+.

Before giving the proof of this theorem, we write down a corollary which describes
the case that ω̂can is the unique extension of a γ-invariant KMS state ω on (A, α, γ).

Corollary 4.5.7. Let (A, α, γ) be a finitely-twisted C∗-dynamical system,
ω ∈ Sβ(A, α)γ and (Mω, α, γ) the corresponding finitely-twisted W ∗-dynamical sys-
tem with standard vector Ω.
The following are equivalent:

1) Sβ(A ⋊γ G, α̂)ω = {ω̂can};

2) Fβ(A, α, γ)+
ω consists only of the trivial family of ω;

3) Sγ(G,Mω) = {ϕtriv};

4) Z(Mω ⋊γ G)e,+ = {ϕtriv}.

Proof. We begin the proof by showing that every state ϕ ∈ Sγ(G,Mω) defines an
equivariant and positively-compatible family of twisted KMS functionals. Clearly,
Ξ(ϕ)e(a) = 〈Ω, πω(a)Ω〉 = ω(a). Since ϕ is equivariant and ω is γ-invariant, it
follows

(Ξϕ)srs−1(a) = 〈Ω, πω(a)ϕ(srs−1)Ω〉 = 〈Ω, πω(a)γs(ϕ(r))Ω〉
= 〈Ω, πω(γs−1(a))ϕ(r)Ω〉 = (Ξϕ)r(γs−1(a)).

This shows the equivariance of the family (Ξϕ)r. The functionals Ξ(ϕ)s are twisted
KMS as they are given by an operator ϕ(s) ∈ Mω which satisfies equation (4.3.6)
by Proposition 4.4.5.
Combining these properties with the positivity of ϕ shows the positive-compatibility
of the family (Ξϕ)r: Take a family (as)s∈G of elements in A and compute

(Ξϕ)rs−1(a∗
sar) = 〈Ω, πω(a∗

sar)ϕ(rs−1)Ω〉 = 〈Ω, πω(a∗
s)ϕ(rs−1)γsr−1(πω(ar))Ω〉

= 〈V ∗
s πω(as)Ω, ϕ(sr−1)V ∗

r πω(ar)Ω〉.

Taking the sum over s and r and using the positivity of ϕ shows that the matrix
[(Ξϕ)rs−1(a∗

sar)]r,s∈G is positive-semidefinite.
On the converse, every family (ωs)s∈G ∈ Fβ(A, α, γ)+ with ωe = ω defines a family of
operators (xs)s∈G by Proposition 4.3.5, where xs ∈ Z(Mω, γs) by Proposition 4.4.5.
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The above calculations for equivariance and positivity can then be repeated with the
function ϕ(s) := xs and show that ϕ ∈ Sγ(G,Mω). Moreover, these constructions
are clearly their respective inverse. The map Ξ is moreover convex as for λ ∈ (0, 1)
and ϕ1, ϕ2 ∈ Sγ(G,Mω) it holds

Ξ(λϕ1 +(1−λ)ϕ2)s = 〈Ω, πω(·)(λϕ1 +(1−λ)ϕ2)(s)Ω〉 = λΞ(ϕ1)s+(1−λ)Ξ(ϕ2)s.

We now prove the second claim of the theorem.
1) ' 2): This is a consequence of Theorem 4.3.1. Restricting to these
ω̂ ∈ Sβ(A ⋊γ G, α̂) which pull back to ω gives families (ωs)s∈G where ωe = ω
and vice versa.
2) ' 3): This is the result of the first part of this theorem.
3) ' 4): This is shown in Theorem 4.5.5.

This theorem shows that there are different ways of thinking about an extension ω̂
of a KMS state ω ∈ Sβ(A, α)γ to the crossed product A⋊γG, namely via families of
twisted KMS functionals and via Mω-valued states. These approaches do however
have similarities. There is always a KMS component to them, which stems from
the KMS property of the state ω̂ on A ⋊γ G. The family of functionals satisfies
γs-twisted KMS conditions and the state ϕ ∈ S(G,Mω) takes values in the twisted
centers. They both incorporate a type of G-equivariance, namely ωs ◦ γr = ωr−1sr

and γr(ϕ(s)) = ϕ(rsr−1). This is related to the α̂-invariance of G ⊂ A ⋊γ G and
the KMS property of ω̂. The positivity of ω̂ is reflected in the positive compatibility
of the family of functionals (ωs)s∈G as well as in the positivity of ϕ. These three
properties are all of a different nature and especially the positivity is independent
from the KMS type properties.
In practice it is best to combine the different methods, as some method might be
better adapted to the finitely-twisted C∗-dynamical system under consideration. Re-
garding the example of the CAR algebra studied in Chapter 5, it is useful to compute
the form of a twisted KMS functional ρ and then require it to be dominated by the
unique KMS state ω of the system. This domination requirement already shows that
ρ has to vanish if certain assumptions on α and γ are not valid. The existence of the
functional under these assumptions is best proven either via Proposition 4.4.7 or by
explicitly showing that the non-commutative Radon-Nikodým derivative exists.
We study the structure of the set of extensions Sβ(A ⋊γ G, α̂)ω in the next section.
This is done in the language of G-equivariant γ-inner states on G.
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4.6 The Structure of Equivariant γ-Inner M-valued
States

Theorem 4.5.6 asserts that the extensions of a KMS state ω on A to the crossed
product correspond to the equivariant γ-inner Mω-valued states. In this section, we
therefore analyze the structure of Sγ(G,Mω). In the case that the action is (weakly)
inner, a nice decomposition in terms of the characters of G is possible.
Two M-valued states ϕ, ψ ∈ S(G,M) can be “multiplied” in a number of different
ways. Some of these multiplications do however not leave S(G,M) invariant, which
we examine in the following.

Definition 4.6.1. Let M be a von Neumann algebra, G a finite group and ϕ, ψ ∈
S(G,M). We then define the following multiplications:

1) The pointwise product (ϕ · ψ)(r) := ϕ(r)∗ψ(r);

2) The convolution product (ϕ ∗ ψ)(r) := ∑
ϕ(s)ψ(s−1r);

3) The γ-twisted convolution product (ϕ ∗γ ψ)(r) := ∑
ϕ(s)γs(ψ(s−1r));

4) The M-valued scalar product 〈ϕ, ψ〉 := ∑
ϕ(s)∗ψ(s);

where (M, γ) is assumed to be a finitely-twisted von Neumann algebra for item 3).

The pointwise product · is chosen in such a way that for ϕ, ψ ∈ Sγ(G,M), the
product ϕ · ψ is Z(M)γ-valued. Note that the convolution product ϕ ∗ ψ of two
M-valued states fits the multiplication of the matrices [ϕ] and [ψ] in the following
sense

[ϕ ∗ ψ]r,s = (ϕ ∗ ψ)(rs−1) =
∑
k

ϕ(k)ψ(k−1rs−1) =
∑
k

ϕ(rk−1)ψ(ks−1)

=
∑
k

[ϕ]r,k[ψ]k,s = ([ϕ][ψ])r,s.

Similarly, item 3) is exactly the convolution multiplication of ϕ and ψ in M⋊γ G.
The pointwise multiplication of two M-valued states is in general not an M-valued
state as the positivity might fail. The positivity however still holds in case the
M-valued states commute pointwise.

Lemma 4.6.2. Let M be a von Neumann algebra, G a finite group and ϕ, ψ ∈
S(G,M).
If ϕ, ψ pointwise commute, then ϕ · ψ ∈ S(G,M).
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Proof. As ϕ is a state, so is ϕ∗ and we replace ϕ∗ by ϕ for the following argument. If
ϕ and ψ commute pointwise, then they lie in commuting von Neumann subalgebras
Mϕ and Mψ of M. Thus [ϕ] ∈ M|G|(Mϕ) has a root

√
[ϕ] that commutes with

[ψ] ∈ M|G|(Mψ) pointwise. Passing to a representation, this shows for w ∈ H|G|

〈w, [ϕ · ψ]w〉 =
∑
s,r

〈wr, [ϕ]rs[ψ]rsws〉

=
∑
s,r,k

〈wr,
√

[ϕ]
rk

√
[ϕ]

ks
[ψ]rsws〉

=
∑
s,r,k

〈(
√

[ϕ]
rk

)∗wr, [ψ]rs
√

[ϕ]
ks
ws〉

=
∑
k

∑
s,r

〈
√

[ϕ]
kr
wr, [ψ]rs

√
[ϕ]

ks
ws〉

=
∑
k

∑
s,r

〈vr,k, [ψ]rsvs,k〉 ≥ 0,

as a sum of positive terms, where vs,k =
√

[ϕ]
ks
ws. Therefore, ϕ · ψ is positive and

clearly (ϕ · ψ)(e) = 1.

The (γ-twisted) convolution of two M-valued states is in general not normalized and
therefore not an M-valued state but only an M-valued positive-definite function. As
an example consider G = Z2 = {0, 1}, M = C and the two characters χ0 and χ1 of
Z2. It then holds

χ0 ∗ χ1(0) = χ0(0)χ1(0) + χ0(1)χ1(1) = 1 + (−1) = 0,
χ0 ∗ χ1(1) = χ0(0)χ1(1) + χ0(1)χ1(0) = (−1) + 1 = 0.

Thus ϕ ∗ ψ(e) is in general not invertible and can therefore not be normalized to a
state.
From now on we focus on the multiplication ·, as the product of two commuting
M-valued states is again an M-valued state. We are moreover going to assume that
γ is inner in M.

Proposition 4.6.3. Let (M, γ) be a finitely-twisted von Neumann algebra and γ
inner in M via the unitary representation V.
Then

Sγ(G,M) = Sc(G,Z(M)) · V and Sc(G,Z(M)) = Sγ(G,M) · V .

Note that this proposition is similar to the Kallman decomposition 4.4.8 for the case
that all Kallman projections coincide with 1.

Proof. First note that V ∈ Sγ(G,M) by Lemma 4.5.4. That is, every M-valued
unitary representation is an M-valued state, equivariant and V(s) ∈ Z(M, γs).
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Take ϕ ∈ Sγ(G,M) and consider the product ϕ · V , which is clearly Z(M)-valued
and ϕ · V(e) = 1. We prove positivity of ϕ · V by passing to a representation and
choosing a family (vs)s∈G of vectors and defining v ∈ H|G| via this family. It follows

〈v, [ϕ · V ]v〉 =
∑

〈vs, [ϕ · V ]s,rvr〉 =
∑

〈vs, ϕ(sr−1)∗V(sr−1)vr〉
=
∑

〈V(s)∗vs, γs−1(ϕ(rs−1))V(r)∗vr〉
=
∑

〈V(s)∗vs, ϕ(s−1r)V(r)∗vr〉
=
∑

〈ws, ϕ(s−1r)wr〉 ≥ 0.

This calculation heavily relies on V being a representation of G and ϕ ∈ Sγ(G,M).
It remains to show that ϕ ·V is constant on conjugacy classes. As ϕ(r)∗V(r) ∈ Z(M)
for all r ∈ G it follows

(ϕ · V)(srs−1) = ϕ(srs−1)∗V(srs−1) = γs(ϕ(r)∗V(r)) = V(s)(ϕ(r)∗V(r))V(s)∗

= ϕ(r)∗V(r) = (ϕ · V)(r).

This shows Sγ(G,M) · V ⊂ Sc(G,Z(M)).
Take now z ∈ Sc(G,Z(M)) and consider z·V . Clearly, z·V is normalized, equivariant
and z · V(r) ∈ Z(M, γr). The positivity is shown by a calculation analogous to the
one above. This shows Sc(G,Z(M)) · V ⊂ Sγ(G,M). Clearly (ϕ · V) · V = ϕ, which
concludes the proof.

In the case that M is a factor, Sc(G,Z(M)) = Sc(G) are just the states on G that
are constant on conjugacy classes. This allows for the connection to the theory of
characters of finite groups. Recall that a character of a finite group G has as data a
finite dimensional representation (π,K) of G. The associated (normalized) character
χ(π,K) is then defined via

χ(π,K)(s) := dimC(K)−1 TrK π(s)

and the set of all characters is denoted Char(G). As every representation of a
finite group is unitarizable, we can furthermore assume that (π,K) is a unitary
representation. One of the main results of representation theory of finite groups
is then that the set of characters of irreducible representations (up to equivalence)
forms a basis of the vector space of class functions. Here a class function is a function
f : G → C which is constant on conjugacy classes of G. There is only a finite number
of irreducible representations of a finite group as

|G| = dimC(K1)2 + . . .+ dimC(Kn)2,

where (πi,Ki)i=1,...,n is a system of representatives of irreps of G.
Moreover, every character χ(π,K) is a state on G. For a family (λs)s∈G in C∑

λsλrχ(π,K)(sr−1) =
∑

λsλr TrK(π(s)π(r)∗) = TrK
(
(
∑
s

λsπ(s))(
∑
r

λrπ(r))∗
)

≥ 0
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shows the positivity of χ(π,K) up to normalization. Regarding the convex structure
of Sc(G), characters of irreducible representations are exactly the extreme points of
Sc(G). Take (π,K) irreducible and decompose χ(π,K) = λω1 + (1 − λ)ω2 in Sc(G).
Then λ−1χ(π,K) − ω1 ≥ 0 as a positive functional. This allows one to introduce,
similarly to Proposition 4.3.5, an operator T1 ∈ π(G)′ implementing ω1. As π is
irreducible it follows T1 = 1 and ω1 = ω2 = χ(π,K), which is the extremality of
χ(π,K). On the converse, a reducible character can always be convexly decomposed
into irreducible ones. Therefore, Sc(G) is the convex hull of the set of irreducible
characters IrrChar(G).
Let us collect these findings in a lemma.

Lemma 4.6.4. Let G be a finite group.
Then

Sc(G) = Char(G) and ∂e Char(G) = IrrChar(G)

and ∂e Char(G) is finite.

Combining these results on characters of finite groups with Proposition 4.6.3 yields
the following corollary.

Corollary 4.6.5. Let (M, γ) be a finitely-twisted von Neumann algebra, M a factor
and γ inner in M via the unitary representation V.
Then

Sγ(G,M) = Char(G) · V and ∂eSγ(G,M) = ∂e Char(G) · V .

This corollary fully characterizes the equivariant γ-inner states on a factor M in
case the group action is inner. As a direct consequence, the extensions of extremal
KMS states to A⋊γ G are characterized. This shows in particular that there are as
many extremal extensions of ω to A⋊γ G as there are irreducible representations of
G.

Corollary 4.6.6. Let (A, α, γ) be a finitely-twisted C∗-dynamical system and ω ∈
Sβ(A, α)γ extremal.
If γ is ω-weakly inner with unitary representation V : G → Mω, then

Sβ(A ⋊γ G, α̂)ω ' Char(G) and ∂e(Sβ(A ⋊γ G, α̂)ω) ' IrrChar(G).

In case ω is not extremal, the correspondence with the characters can not be drawn.
But still, the following relation holds

Sβ(A ⋊γ G, α̂)ω ' Sc(G,Z(Mω)) · V .

Proof. This is a direct consequence of Theorem 4.5.6, Proposition 4.6.3 and Lemma
4.6.4.
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In case the group G is abelian, we make the following observations

ϕ(r)ψ(s) = γr(ψ(s))ϕ(r) = ψ(rsr−1)ϕ(r) = ψ(s)ϕ(r),

for ϕ, ψ ∈ Sγ(G,M). In particular Lemma 4.6.2 can be applied to equivariant
γ-inner M-valued states over abelian groups.

Corollary 4.6.7. Let (M, γ) be a finitely-twisted von Neumann algebra and assume
that G is abelian. If ϕ, ψ ∈ Sγ(G,M), then ϕ and ψ commute pointwise.
In particular ϕ · ψ ∈ Sc(G,Z(M)) and the map

· : Sγ(G,M) × Sγ(G,M) → Sc(G,Z(M)), (ϕ, ψ) 7→ ϕ · ψ

is well-defined.

Corollary 4.6.8. Let (M, γ) be a finitely-twisted von Neumann algebra, where M
is a factor and G is simple and abelian.
Then one of the following is true:

1) γ is inner and Sγ(G,M) = Conv(Ĝ) · V or;

2) γ is outer and Sγ(G,M) = {ϕtriv}.

Here Ĝ denotes the dual group of G.

Proof. By Corollary 4.4.10, we have that γ is either inner or properly outer. If γ is
inner with unitary representation V , we have

Sγ(G,M) = Conv(IrrChar(G)) · V = Conv(Ĝ) · V .

If γ is properly outer, then every γ-inner state ϕ satisfies ϕ(e) = 1, ϕ(s) = 0 for
s 6= e. These conditions already determine ϕ uniquely.

4.7 Asymptotically Abelian Dynamics

We now shift the focus from the twist γ to the dynamics α and discuss weak asymp-
totic commutativity, as it plays a prominent role in many physical models [BR97;
BL99]. There is also a graded version of asymptotic commutativity which will
however not be covered in this thesis, see [BL99; SGL24]. Note that asymptotic
abelianess is a distinct feature of the theory of C∗-dynamical systems.
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Definition 4.7.1. A C∗-dynamical system (A, α) is called ω-weakly asymptotically
abelian for ω ∈ Sβ(A, α), if for all a, b, c ∈ A

ω(a[b, αt(c)]) −−−→
t→∞

0.

A W ∗-dynamical system (M, α) is called asymptotically abelian, if for all x, y ∈ M

[x, αt(y)] WOT−−−→
t→∞

0.

When interpreting a C∗-algebra A as the C∗-dynamical system with trivial dynamics,
then the KMS states are exactly the traces τ . A τ -weakly asymptotically abelian
C∗-algebra is abelian, assuming τ is faithful.
The following lemma states that weak asymptotically abelianess gets passed on to the
enveloping von Neumann algebra in the GNS representation. The proof is adapted
from the version of graded asymptotic abelianess discussed in [BL99, Sec. 3].
Lemma 4.7.2. Let (A, α) be a ω-weakly asymptotically abelian C∗-dynamical system
for ω ∈ Sβ(A, α).
Then the corresponding W ∗-dynamical system (Mω, α) is asymptotically abelian.

Proof. Consider the GNS triple (π,H,Ω) of ω. Let a, b, c ∈ A then

〈π(a)Ω, [π(b), αt(π(c))]Ω〉 = ω(a∗[b, αt(c)]) −−−→
t→∞

0.

Since π(A)Ω is dense in H, [π(b), αt(π(c))]Ω converges weakly to 0. It then follows
for x′, y′ ∈ M′

〈x′Ω, [π(b), αt(π(c))]y′Ω〉 = 〈y′∗x′Ω, [π(b), αt(π(c))]Ω〉 −−−→
t→∞

0

and since Ω is cyclic for M′, [π(b), αt(π(c))] converges weakly to 0 as well.
This can now be lifted to a similar statement on M by Kaplansky’s density theorem.
The unit ball π(A)1 of π(A) is dense in the unit ball M1 of M in the strong-∗

operator topology. Thus for x, y ∈ M and ε > 0 there exist π(a), π(b) ∈ π(A)1 s.t.

‖(x− π(a))Ω‖, ‖(x∗ − π(a∗))Ω‖, ‖(y − π(b))Ω‖, ‖(y∗ − π(b)∗)Ω‖ < ε.

By the following calculation also [x, αt(y)] converges to 0 weakly. Take z′ ∈ M′
1

|〈[x, αt(y)]Ω, z′Ω〉 − 〈[π(a), αt(π(b))]Ω, z′Ω〉|
≤ |〈(xαt(y) − π(a)αt(π(b)))Ω, z′Ω〉| + |〈(αt(y)x− αt(π(b))π(a))Ω, z′Ω〉|

Upper bounds for both terms on the right can be found by calculations of the sort

|〈(αt(y)x− αt(π(b))π(a))Ω, z′Ω〉|
= |〈(αt(y − π(b))x− αt(π(b))(π(a) − x))Ω, z′Ω〉|
≤ |〈αt(y − π(b))xΩ, z′Ω〉| + |〈αt(π(b))(π(a) − x)Ω, z′Ω〉|
= |〈z′∗xΩ, αt(y∗ − π(b∗))Ω〉| + |〈(π(b) − y))Ω, αt(π(b∗))z′Ω〉| < 2ε,
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where the Cauchy-Schwarz inequality and the fact that all operators are contained
in either M1 or M′

1 was used. This similarly works for the other term. As ε was
arbitrary and [π(a), αt(π(b))]Ω converges weakly to 0, so does

[x, αt(y)]Ω −−−→
t→∞

0.

By the same argument as above, also the operator [x, αt(y)] vanishes weakly. There-
fore, the von Neumann algebra Mω = M is asymptotically abelian.

We derive strong implications of asymptotically abelian dynamics for the twisted
center in Lemma 4.7.4 and Corollary 4.7.5. As a starting point, if the twisted
center Z(M, γ) is contained in the center Z(M) and γ is non-trivial, then Z(M, γ)
vanishes.

Lemma 4.7.3. Let M be a von Neumann algebra, γ ∈ Aut(M) and suppose
γ|Mp 6= 1Mp for all non-zero γ-invariant central projections p ∈ Z(M)γ.
If Z(M, γ) ⊂ Z(M), then Z(M, γ) = 0.

Note that this lemma in particular applies if M is a factor and γ 6= 1.

Proof. By Corollary 4.4.4, Z(M, γ) = v ·Z(Mp)γ⊕0, where p is a γ-invariant central
projection and γ|Mp = Adv |Mp . By the assumption that Z(M, γ) is contained in the
center, it follows v ∈ Z(M). This implies directly γ|Mp = 1|Mp , which contradicts
the non-triviality of γ. Thus p = 0.

If the asymptotically abelian von Neumann algebra furthermore has a standard
vector, the following lemma can be derived.

Lemma 4.7.4. Let (M, α) be an asymptotically abelian W ∗-dynamical system, Ω a
standard vector s.t. α is the modular dynamics of Ω. Let γ ∈ Aut(M) and assume
ω is γ-invariant.
The following statements holds:

1) Mα = Z(M) and in particular Z(M, γ) ⊂ Z(M)γ;

2) If γ|Mp 6= 1Mp for all non-zero γ-invariant central projections p ∈ Z(M)γ,
then Z(M, γ) = {0};

3) If Z(M)γ = C · 1 and γ 6= 1, then Z(M, γ) = 0.

Proof. 1): The inclusion Z(M) ⊂ ZΩ(M) = Mα is evident. Thus, we show the
opposite inclusion. Consider x ∈ ZΩ(M) = Mα and y ∈ M, then

[y, x] = [y, αt(x)] −−−→
t→∞

0.
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The left hand side is independent of t and thus x ∈ Z(M). The inclusion Z(M, γ) ⊂
Z(M)γ now follows from Lemma 4.4.6.
2) and 3): These follow directly from Corollary 4.7.3 in combination with 1).

This argument can now be lifted to a finitely-twisted von Neumann algebra with
standard vector.

Corollary 4.7.5. Let (M, α, γ) be a asymptotically abelian finitely-twisted W ∗-
dynamical system with standard vector Ω s.t. α is the modular dynamics of Ω and
the associated state ω is γ-invariant.
The following statements holds:

1) Mα = Z(M) and in particular Z(M, γs) ⊂ Z(M)γs for all s ∈ G;

2) If for all s ∈ G\{e}, γs|Mp 6= 1Mp for all non-zero γs-invariant central
projections p ∈ Z(M), then Sγ(G,M) = {ϕtriv};

3) If M is a factor and γs 6= 1 for all s ∈ G\{e}, then Sγ(G,M) = {ϕtriv};

4) If Z(M)γs = C · 1 and γs 6= 1 for all s ∈ G\{e}, then Sγ(G,M) = {ϕtriv};

Proof. 1) and 2): These follow directly by applying Lemma 4.7.4 to each γs for s 6= e.
If Z(M, γs) = {0} for s 6= e, then every γ-inner state ϕ satisfies ϕ(e) = 1, ϕ(s) = 0
for s 6= e. This shows ϕ = ϕtriv.
3): This follows directly from 2).
4): Item 3) of the above corollary can be applied and shows Z(M, γs) = 0 for
s 6= e.

It is not sufficient for item 4) to assume that Z(M)γ is trivial. Namely, it is not the
case that x ∈ Z(M, γs) is invariant under all automorphisms γr.
As a counterexample consider an asymptotically abelian factor (N , α) with standard
vector Ω and define

M = N ⊕ N ⊕ N , α̂t(x⊕ y ⊕ z) = αt(x) ⊕ αt(y) ⊕ αt(z), Ω̂ = 1√
3

Ω ⊕ Ω ⊕ Ω

with the symmetric group of order 3 acting by permutations. As N is asymptot-
ically abelian, it follows that M is asymptotically abelian with Ω̂ standard. The
S3-invariant part of the center of M is clearly C ·1, whereas 0⊕0⊕1 is the Kallman
projection of the transposition τ12. This projection is not invariant under S3 but the
transposition τ12 is non-trivial.
These results can again be applied to finitely-twisted C∗-dynamical systems with
ω-weakly asymptotically abelian dynamics. In particular, the following corollary
holds by a combination of Theorem 4.5.6 and Corollary 4.7.5.
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Corollary 4.7.6. Let (A, α, γ) be a ω-weakly asymptotically abelian finitely-twisted
C∗-dynamical system for ω ∈ ∂eSβ(A, α) and γ-invariant.
If γs 6= 1 for s ∈ G\{e}, then ω̂can is the unique extension of ω to A ⋊γ G.

This applies in particular if ω is the unique (α, β)-KMS state of the ω-weakly asymp-
totically abelian system (A, α, γ).

Concluding this chapter, we have shown that every γ-invariant KMS state ω of a
finitely-twisted C∗-dynamical system can be extended to the crossed product (A⋊γ

G, α̂) by considering ω̂can. On the converse, KMS states that are not γ-invariant can
not be extended. The extension ω̂can is in general not unique. The non-uniqueness
depends on the interplay between a number of factors: The extremality of ω in
Sβ(A, α)γ, the properties of α and the innerness of γ in Mω. The main tools for
studying these relations are the twisted functionals on A and the twisted center of
Mω.
As for the physical interpretation, an observable algebra A with time evolution α
and thermal equilibrium state ω can be enlarged by a (finite) symmetry group G.
The resulting enlarged observable algebra A ⋊ G allows for an extended thermal
equilibrium state ω̂can (after symmetrization of ω if necessary). The number of
thermodynamical phases of the enlarged observable algebra is equal to or greater
than the number of G-symmetric thermodynamical phases of the original observable
algebra.
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Chapter 5

The CAR Algebra

5.1 The CAR Dynamical System

We now consider a particular C∗-algebra A, namely the CAR algebra over a Hilbert
space H. This algebra is the foundation of fermionic quantum systems. In particu-
lar, the anti-commutation relation between the annihilation and creation operators
models the Pauli exclusion principle mathematically. Recall that CAR(H) is the
unique and simple C∗-algebra generated by a unit 1 and elements a(ϕ), ϕ ∈ H,
subject to the relations

H 3 ϕ 7→ a∗(ϕ) is linear,
{a∗(ϕ), a(ψ)} = 〈ψ, ϕ〉 · 1, ϕ, ψ ∈ H,
{a(ϕ), a(ψ)} = 0 = {a∗(ϕ), a∗(ψ)}, ϕ, ψ ∈ H,

where { · , · } denotes the anti-commutator [BR97, Thm. 5.2.5]. The C∗-norm on
CAR(H) satisfies ‖a(ϕ)‖ = ‖ϕ‖ for all ϕ ∈ H. In [SGL24], the R-linear field oper-
ators generating CAR(H) are introduced. We will however not take this viewpoint
here. We remark that CAR(H) can be defined concretely in a representation over
F−(H), see [BR97]. This defining representation is the reason for the nomenclature
of creation operators a∗(ϕ) and annihilation operators a(ϕ).
The dynamics and twist are given by Bogoliubov automorphisms in the setting
that we will consider here. That is, we consider a strongly continuous unitary one-
parameter group U(t) = eitH on H and a unitary representation V : G → U(H) of
a finite group G. The unique dynamics and twist on CAR(H) are then given by

αt(a(ϕ)) := a(U(t)ϕ), γs(a(ϕ)) := a(Vsϕ), ϕ ∈ H.

We furthermore assume that U and V commute pointwise, so that we obtain a
finitely-twisted C∗-dynamical system denoted by (CAR(H), α, γ) or CAR(H, U, V )
in the sense of Definition 2.0.1. Note that CAR(H, U, V ) is concretely represented on
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the Fermionic Fock space F−(H) over H, with the dynamics and twist implemented
as

αt(A) = Γ(U(t))AΓ(U(t))∗, γs(A) = Γ(Vs)AΓ(Vs)∗, A ∈ CAR(H).

Here Γ(V ) denotes the second quantization of a unitary V on H, namely the restric-
tion of ⊕n V

⊗n to F−(H).
In the following, we want to apply the general results from Chapter 4 to
CAR(H, U, V ). We begin by introducing the self-dual CAR algebra CARSD, which
puts the creation and annihilation operators on equal footing and thus reduces the
combinatorics [Ara68; Ara71]. This is helpful for understanding the existence and
uniqueness results on KMS states of the CAR algebra. To go over from the usual
CAR algebra to the self-dual version, one first doubles the Hilbert space and defines
the anti-unitary involution

K = H ⊕ H, Γ : K → K, (ϕ, ψ) 7→ (ψ, ϕ),

where H denotes the conjugate Hilbert space of H. Note that Γ denotes the anti-
unitary involution instead of the second quantization from now on. The one particle
dynamics and G-action is then carried over to K by setting

USD(t) = U(t) ⊕ U(t) and VSD(s) = Vs ⊕ Vs,

where the generator of USD is then given by

HSD = −i dUSD

dt

∣∣∣∣∣
t=0

= H ⊕ −H.

Therefore, the dynamics and G-action commute with the anti-unitary involution Γ,
whereas the generator HSD anti-commutes with the involution.

The algebra of self-dual fields CARSD(K,Γ) is then the unique unital C∗-algebra
generated by the self-dual fields Φ(ξ) subject to the relations

ξ ∈ K 7→ Φ(ξ) is C-linear; (5.1.1)
Φ∗(ξ) := Φ(ξ)∗ = Φ(Γξ), ξ ∈ K;

{Φ∗(ξ),Φ(η)} = 〈ξ, η〉1, ξ, η ∈ K.

Analogously to the CAR case, the dynamics on CARSD(K,Γ) is carried over from
the unitary one-parameter group on K by

αSD
t (Φ(ξ)) = Φ(USD(t)ξ), ξ ∈ K,

and the twist is similarly carried over as

γSD
s (Φ(ξ)) = Φ(VSD(s)ξ), ξ ∈ K.
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The creation and annihilation operators can be recovered from the self-dual fields
by

Φ(ϕ, 0) 7→ a∗(ϕ), Φ(0, ϕ) 7→ a(ϕ), ϕ ∈ H

and vice versa. It is also possible to change perspective and define the self-dual
CAR algebra CARSD(K,Γ) abstractly over a Hilbert space with involution (K,Γ)
by the relations (5.1.1). For the finitely-twisted and dynamical version, the data
are a Hilbert space with involution (K,Γ) and two unitary representations (U, V ),
which commute with Γ and among each other. We call such a quadruple (K,Γ, U, V )
a finitely-twisted one particle space. Then, by choosing as the basis projection the
spectral projection of HSD to the positive part P = E(R+), the corresponding Fock
representation will be the vacuum CAR algebra from above, provided that HSD does
not have zero eigenmodes. The treatment in the case of zero eigenmodes is more
complicated as the eigenspace might have odd dimension [Ara71]. Recall that a
basis projection of (K,Γ) is an orthogonal projection P ∈ B(K) satisfying

ΓPΓ = 1 − P,

which only exists in case K is even or infinite dimensional.

To begin with, we recall the definition of a quasifree functionals on CARSD(K,Γ) and
in particular discuss the KMS state of CARSD(K,Γ,U). As a domain for potentially
unbounded functionals, we define CARSD(K,Γ)0 ⊂ CARSD(K,Γ) as the ∗-algebra
generated by the field operators Φ(ξ), ξ ∈ K.
A functional µ on CARSD(K,Γ)0 is called quasifree if µ(1) = 1,

µ(Φ(ξ1) · · · Φ(ξ2n+1)) = 0,

µ(Φ(ξ1) · · · Φ(ξ2n)) = (−1)
(n−1)n

2
∑
σ∈P2n

sgn(σ)
n∏
j=1

µ(Φ(ξσ(j))Φ(ξσ(j+n))),

for all n ∈ N, ξ1, . . . , ξn ∈ H, where

P2n = {σ ∈ S2n |σ(1) < σ(2) < · · · < σ(n) and σ(j) < σ(j + n) ∀ 1 ≤ j ≤ n}

is the set of all partitions of {1, . . . , 2n} into pairs (pairings) [Ara71]. Clearly, a
quasifree functional is completely determined by its two point function.
When µ is continuous, we denote its extension to the C∗-algebra CARSD(K,Γ) by
the same symbol and call it a quasifree functional on CARSD(K,Γ). This is in
particular the case when µ is positive.
Consider a quasifree state µ on the self-dual CAR algebra and define the correspond-
ing sesquilinear form

K × K → C, (ξ, η) 7→ µ(Φ∗(ξ)Φ(η)).

67



Chapter 5. The CAR Algebra

It then follows by the Lax-Milgram theorem that there exists a unique positive
operator Cµ ∈ B(K) s.t.

µ(Φ∗(ξ)Φ(η)) = 〈ξ, Cµη〉,
0 ≤ Cµ = C∗

µ ≤ 1, (5.1.2)
ΓC∗

µΓ + Cµ = 1. (5.1.3)

We call a (possibly unbounded) operator C on K satisfying equation (5.1.3) a co-
variance operator and an bounded covariance operator if it is further bounded. If C
additionally satisfies equation (5.1.2), then it is called an positive covariance opera-
tor.
Conversely, a positive covariance operator C induces a unique quasifree state µC .
Therefore, the quasifree states are in one-to-one correspondence with positive co-
variance operators [Ara71]. By dropping the positivity of the covariance operator,
one derives the following.

Proposition 5.1.1.

1) The set of all quasifree states µ on CARSD(K,Γ) is in bijection with the set of
all positive covariance operators C ∈ B(K). The state µC corresponding to C
has the two-point function

µC(Φ(ξ)Φ(η)) = 〈Γξ, Cη〉. (5.1.4)

2) Given any bounded covariance operator C ∈ B(K), there exists a unique
quasifree functional µC on CARSD(K,Γ)0 which satisfies (5.1.4) and µC(1) =
1.

3) If the bounded covariance operator C ∈ B(K) is moreover selfadjoint, then the
corresponding quasifree functional µC is hermitian.

4) Given any bounded covariance operator C ∈ B(K), the functional µC is invari-
ant under γSD if, and only if, [VSD(s), C] = 0 for all s ∈ G.

Proof. 1): It is well known (see, e.g., [BMV68; DG22]).
2): Let C be given and define µC : CAR(H)0 → C by (5.1.4), µC(1) = 1, and
requiring it to be quasifree. This is a consistent definition resulting in a hermitian
functional because the two-point function (5.1.4) satisfies

µC({Φ(ξ),Φ(η)}) = 〈Γξ, Cη〉 + 〈Γη, Cξ〉 = 〈Γξ, (C + ΓC∗Γ)η〉 = 〈Γξ, η〉.

On the other hand, C is uniquely determined by µC .
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3): If C is selfadjoint, then

µC(Φ(ξ)Φ(η)) = 〈Γξ, Cη〉 = 〈Γ2η, CΓξ〉 = µC((Φ(ξ)Φ(η))∗).

4): It is clear for the two-point function. The statement then follows from the
combinatorical structure of the n-point function.

Note that the proof of item 3) shows that µ∗
C = µC∗ . We further remark that the

two-point function of a bounded quasifree functional µ is bounded and thus the
associated covariance operator Cµ is bounded. The converse is however not true.
The following result can be found in [BR97; DG22] for the CAR-algebra and in
[Ara71] for the corresponding version on the self-dual CAR algebra.

Proposition 5.1.2. Let (K,Γ, U) be a one particle space and assume that the zero
eigenspace of HSD is zero, even or infinite dimensional. For every inverse tempera-
ture β there exists a unique KMS state ωβ on CARSD(K,Γ,U), namely

ωβ = µCβ
, Cβ = (1 + e−βHSD)−1.

If VSD ∈ U(K) commutes with Γ and U , then ωβ is γSD-invariant, where

γSD(Φ(ξ)) = Φ(VSDξ).

Note that in the tracial case HSD = 0 this describes the unique tracial state µ0 on
CARSD(K,Γ). In case kerHSD is odd dimensional, the question is more subtle and
thus not covered here. The resulting GNS representation might not be a factor and
thus might lead to multiple KMS states as they are related to the positive central
elements [Ara71]. This does however not concern us as we are mainly interested
in the case kerHSD = {0}. In the case of CAR(H, U), the corresponding self-dual
Hamiltonian is given by HSD = H ⊕ −H and therefore its space of zero modes is
zero, even or infinite dimensional.

5.2 KMS States on the CAR Algebra

We now investigate the extension problem for the state ωβ described in Proposi-
tion 5.1.2 to the crossed product of CARSD(K,Γ,U) by the twist γ. In the following
we drop the index SD for USD, HSD and VSD, since we will mostly deal with the
self-dual version from now on.
To describe this situation, we note that as a consequence of U(t) = eitH commuting
with V , the spectral measure E of H commutes with the unitary G-action. Moreover,
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as G is finite, the unitary operators Vs are all of finite order, i.e. V N
s = 1 for some

N ∈ N.
In the following, we call an operator V ∈ U(K) commuting with Γ and E a one
particle twist and a finite order one particle twist if it additionally is of finite order.
For a finite order one particle twist V ∈ U(K), the spectrum σ(V ) is discrete and
finite. Consequently, 1 is either an eigenvalue or not contained in the spectrum.
We thus consider the decomposition K = Eig1(V ) ⊕ Eig1(V )⊥ and denote K⊥ :=
(Eig1(V ))⊥. By the V -odd part of the Hamiltonian H we mean the restriction H|K⊥

and denote it by H⊥.
According to Theorem 4.3.1, the first step to understanding the KMS states on this
C∗-algebra is to determine the γ-twisted KMS functionals ρβ of CARSD(K,Γ,U).
We consider the case without zero modes, i.e. kerH = {0}, and start with a (finite
order) one particle twist V . After understanding the twisted functionals for a single
automorphism, will consider the entire G-action. We mention in passing that the
twisted tracial functionals for G = Z2 are discussed in [SGL24].
As mentioned before, the twist γ is implemented by Γ(V ) on F−(H), where Γ de-
notes second quantization. The operator Γ(Vs) certainly lies in CARSD(K,Γ) if
Eig1(Vs)⊥ is finite-dimensional. This can be seen by going to a U -invariant eigenba-
sis ϕ1, . . . , ϕn of Vs on Eig1(Vs)⊥ with eigenvalues µk = eiνk and realizing that the
finite product

Vs :=
n∏
k=1

eiνkΦ(ϕk)Φ(Γϕk)

implements γs in CARSD(K,Γ). Thus, a γs-twisted KMS functional can be defined as
in Lemma 4.3.2. It is however not clear if this family is G-equivariant and positively
compatible at this point.
Twisted KMS functionals can well be unbounded, see [BG07; Hil15] for results moti-
vated by supersymmetry. We are however aiming for twisted KMS functionals that
are continuous because they are dominated by ωβ. We therefore restrict already
here to those functionals ρβ that at least have bounded n-point functions, i.e. for
any n ∈ N, there exists cn > 0 such that

|ρβ(Φ(ξ1) · · · Φ(ξn))| ≤ cn‖ξ1‖ · · · ‖ξn‖.

Proposition 5.2.1. Let (K,Γ, U) be a one particle space, V ∈ U(K) a one particle
twist and kerH = {0}. Let ρβ be a γ-twisted KMS functional of CARSD(K,Γ,U)
with bounded n-point functions.

1) If −1 ∈ σ(V e−βH), then ρβ = 0.

2) If −1 /∈ σ(V e−βH), then

ρβ|CAR(H)0 = ρβ(1) · µCV
β
, CV

β = (1 + V e−βH)−1.

In particular, ρβ is uniquely determined by its value ρβ(1).
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Proof. To improve readability of our formulae, we will sometimes use subscript no-
tation Φξ = Φ(ξ) in this proof.
We begin by calculating the one- and two-point function of ρβ. For η entire analytic
for the one-parameter group U (and hence Φ∗

η entire analytic for α), the γ-twisted
KMS condition requires ρβ(Φ(e−βHη)) = ρβ(1 · Φ(e−βHη)) = ρβ(Φ(η)) and hence
ρβ(Φ((1 − e−βH)η)) = 0. Since H is injective and ρβ has a bounded one-point func-
tion, this implies that ρβ(Φ(ψ)) = 0 for all ψ ∈ K.
For the two-point function, the γ-twisted KMS condition and γ-invariance of ρβ
yield

ρβ(Φ(ξ)Φ(e−βHη)) = ρβ(Φ(ξ)αiβ(Φ(η))) = ρβ(Φ(η)Φ(V ξ))
= −ρβ(Φ(ξ)Φ(V ∗η)) + ρβ(〈Γη, V ξ〉1).

Combining these equations with ΓV = V Γ gives

ρβ(Φ(ξ)Φ((e−βH + V ∗)η)) = ρβ(1) · 〈Γξ, V ∗η〉.

This shows that ρβ(Φ(ξ)Φ(η)) = ρβ(1) · 〈Γξ, CV
β η〉 for analytic vectors ξ, η, provided

that
CV
β := (1 + V e−βH)−1

exists and η ∈ dom(CV
β ).

We now show that (1+V e−βH) is invertible. For this take ϕ ∈ ker(1+V e−βH) with
‖ϕ‖ = 1 and note that this in particular implies ϕ ∈ dom(e−βH). Due to V and H
commuting, we find

e−βHϕ = −V ∗ϕ ∈ dom(e−βH).

Hence, ϕ is in the domain of e−nβH for all n ∈ N by induction. Regarding the norm
it moreover holds

∥∥∥e−βHϕ
∥∥∥ = ‖−V ∗ϕ‖ = ‖ϕ‖ = 1 and hence

1 =
∥∥∥e−nβHϕ

∥∥∥2
=
∫
σ(H)

e−2nβλdµϕ(λ) (5.2.1)

follows inductively in combination with the spectral theorem. Assuming that the
support of µϕ is not {0}, i.e. µϕ 6= δ0, there exists a point p ∈ σ(H) and an ε-
neighborhood that does not contain 0. Then the right-hand side of equation (5.2.1)
would diverge for either n → ±∞. Thus µϕ = δ0 and ϕ ∈ ker(H) in contradiction
to the assumption.
As ρβ has bounded two-point function, we conclude

ρβ(Φ(ξ)Φ(η)) = ρβ(1) · 〈Γξ, CV
β η〉

for all ξ, η ∈ K by continuity. Note that CV
β is unbounded if, and only if, −1 ∈

σ(V e−βH). Since ρβ has a bounded two-point function, we conclude ρβ(1) = 0 in
this case. Moreover, CV

β satisfies the covariance equation CV
β + Γ(CV

β )∗Γ = 1.
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To complete the proof, we only need to show that ρβ is, up to the prefactor ρβ(1),
quasifree. This argument proceeds along the same lines as in the untwisted case.
The assertion trivially holds for zero fields, which starts the induction. Let n ∈ N
and assume that the assertion holds for 2n fields. We will now do the induction step
2n → 2n+k, where we consider the odd case k = 1 and even case k = 2 at the same
time to simplify the combinatorics. Take ξi ∈ K entire analytic for H.

ρβ(Φ(e+βHξ1) · · · Φξ2n+k
) = ρβ(Φξ2 · · · Φξ2n+k

Φ(V ξ1))
= (−1)2n+k−1ρβ(Φ(V ξ1) · · · Φξ2n+k

)

+
2n+k∑
j=2

(−1)2n+k−j〈ΓV ξ1, ξj〉 · ρβ(Φξ2 · · · Φ̂ξj
· · · Φξ2n+k

),

where the last equality was derived by using the anti-commutation relations of the
self-dual fields and Φ̂ξj

denotes that the j-th field gets omitted. The above equation
can be rewritten as

ρβ(Φ((e+βH + (−1)kV )ξ1) · · · Φξ2n+k
)

=
2n+k∑
j=2

(−1)k+j〈ΓV ξ1, ξj〉 · ρβ(Φξ2 · · · Φ̂ξj
· · · Φξ2n+k

).

Similar to the above discussion, e+βH + (−1)kV is invertible. Incorporating the
factor (−1)k into the covariance operator and using ΓH = −HΓ shows

ρβ(Φξ1 · · · Φξ2n+k
) =

2n+k∑
j=2

(−1)j〈Γξ1, C
(−1)kV
β ξj〉 · ρβ(Φξ2 · · · Φ̂ξj

· · · Φξ2n+k
).

As the n-point functions are bounded, we can drop the assumption of analyticity of
the vectors ξi. Note that for the odd case k = 1, the n-point functions are reduced
to one-point functions and thus vanish. The even case k = 2 is now the recursion
relation for the quasifree functional. The proof of this can be found in the appendix
A.

The crucial question is now whether the twisted KMS functionals are dominated
by the unique KMS state discussed before, as this is a necessary criterion for the
extension problem. In particular, we have not yet clarified under which conditions
µCV

β
is continuous, which is a consequence of ρβ(1) 6= 0 and ρβ being dominated by

ωβ.
For a given Hamiltonian βH and a finite order one particle twist V , we define the
following:

cβH,V :=
∏
k∈N

∣∣∣1 + µke
−βλk

∣∣∣
1 + e−βλk

,

where the (βλk)k∈N is the sequence of positive spectral values of βH⊥ counted
with multiplicity and (µk)k∈N is the corresponding sequence of eigenvalues of V ,
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i.e. (βλk, µk)k∈N runs over the joint spectrum of βH⊥ and V on EβH(R+)K⊥. If
βH⊥ does not have pure point spectrum, we set cβH,V = 0 as the above product
over all spectral values would vanish.

Proposition 5.2.2. Let (K,Γ, U) be a one particle space, V ∈ U(K) a finite order
one particle twist s.t. dim Eig1(V )⊥ = ∞ and kerH = {0}.
The following are equivalent:

1) There exists a non-vanishing γ-twisted KMS functional of CARSD(K,Γ,U)
dominated by ωβ (see Prop. 5.2.1);

2) cβH,V > 0;

3) TrEig1(V )⊥

(
e−|βH⊥|

)
< ∞ .

In this case, µCV
β

is bounded and

{ρβ ∈ Fβ(CARSD(K,Γ,U), γ) | ρβ dominated by ωβ} (5.2.2)
= {c · µCV

β
: |c| ≤ cβH,V }.

Proof. 1) ⇒ 2): Let ρβ be a non-vanishing γ-twisted KMS functional dominated by
ωβ. We now choose a sequence of vectors ξ1, . . . , ξn ∈ Eig1(V )⊥ adapted to the one
particle structure. Take ξi mutually orthogonal unit vectors, such that Pξi = ξi for
the basis projection P = EβH((0,∞)), which will simplify the estimate and

〈ξj, (1 + e−βH)−1ξk〉 = 0 = 〈ξj, (1 + V e−βH)−1ξk〉, ∀j 6= k.

Such vectors exist for any n ∈ N because of dim(Eig1(V )⊥) = ∞. Moreover,
〈Γξk, ξj〉 = 0 as P is a basis projection. In view of the quasifree structure of ωβ
and ρβ, the operator A := Φ(ξ1) · · · Φ(ξn) satisfies

ρβ(A∗A) = ρβ(1)
n∏
k=1

ρβ(Φ(ξk)∗Φ(ξk)) = ρβ(1)
n∏
k=1

〈ξk, (1 + V e−βPHP )−1ξk〉,

ρβ(AA∗) = ρβ(1)
n∏
k=1

〈Γξk, (1 + V e−βH)−1Γξk〉 = ρβ(1)
n∏
k=1

〈ξk, (1 + V ∗e+βPHP )−1ξk〉,

ωβ(A∗A) =
n∏
k=1

ωβ(Φ(ξk)∗Φ(ξk)) =
n∏
k=1

〈ξk, (1 + e−βPHP )−1ξk〉,

ωβ(AA∗) =
n∏
k=1

〈ξk, (1 + e+βPHP )−1ξk〉.

Note that this is written in terms of the positive operator PHP . As ωβ dominates
ρβ, we have |ρβ(A∗A)| ≤ ωβ(A∗A) and |ρβ(AA∗)| ≤ ωβ(AA∗), i.e.

|ρβ(1)| ≤
n∏
k=1

〈ξk, (1 + e±βPHP )−1ξk〉
|〈ξk, (1 + V ∓1e±βPHP )−1ξk〉|

, (5.2.3)
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provided
∣∣∣〈ξk, (1 + V ∓1e±βPHP )−1ξk〉

∣∣∣ 6= 0.
These inequalities hold for both signs ± and can be used to obtain spectral in-
formation about the Hamiltonian βH. Note however that the inequalities that
would be derived from ρβ((AA∗)∗(A∗A)) do not give any new information due to
the anti-commutation relations of the field operators. Thus, it is only meaning-
ful to take the sequence ξi in one half of the spectrum, as done above. We de-
note the spectral projections by EβH . Suppose that there exists r > 0 such that
K⊥
r,+ := EβH([0, r])(Eig1(V )⊥) is infinite-dimensional. Then, for any n ∈ N, we may

choose ξ1, . . . , ξn ∈ K⊥
r,+ as eigenvectors of V with eigenvalues µk ∈ S1\{1} as V is

of finite order. One then obtains the estimate

Ik :=
∣∣∣〈ξk, (1 + V e−βPHP )−1ξk〉

∣∣∣ =
∫

[0,r]

∣∣∣1 + µke
−λ
∣∣∣−1
dµξk

(λ)

>
∫

[0,r]
(1 + e−λ)−1dµξk

(λ)

where it was used that
∣∣∣1 + µke

−λ
∣∣∣ =

∣∣∣µk + e−λ
∣∣∣ < |µk| + e−λ = 1 + e−λ since µk 6= 1.

We compare this with the numerator

I := 〈ξk, (1 + e−βPHP )−1ξk〉 =
∫

[0,r]
(1 + e−λ)−1dµξk

(λ)

of equation (5.2.3) and define ck := I
Ik
< 1. This shows the following limit

ρβ(1) ≤
n∏
k=1

I

Ik
=

n∏
k=1

ck → 0,

where it is used that only finitely many different µk arise. We thus conclude that
ρβ(1) = 0.
As ρβ(1) = 0 implies the contradiction ρβ = 0, we see by symmetry of σ(H⊥) that
EβH([−r, r])(Eig1(V )⊥) is finite-dimensional for all r > 0. This argument shows
already that σ(H⊥) consists only of eigenvalues with finite multiplicity and no finite
accumulation point. Let us denote the eigenvalues (βλk)k∈N (repeated according
to multiplicity) and choose the ξk to be normalized corresponding eigenvectors of
βH⊥. As V and H commute and the eigenspaces of H are finite-dimensional, we
can diagonalize V on each eigenspace and choose ξk as an eigenvector of V with
eigenvalue µk as well. Then the inequality in (5.2.3) yields

0 < |ρβ(1)| ≤
n∏
k=1

∣∣∣∣∣1 + µ∓1
k e±βλk

1 + e±βλk

∣∣∣∣∣ =
n∏
k=1

∣∣∣1 + µ∓1
k e±βλk

∣∣∣
1 + e±βλk

=
n∏
k=1

∣∣∣1 + µke
−βλk

∣∣∣
1 + e−βλk

(5.2.4)

for all n ∈ N. The symmetry of σ(βH⊥) assures that the inequalities for + and −
are the same. Taking the limit n → ∞ shows

0 6=
∏
k∈N

∣∣∣1 + µke
−βλk

∣∣∣
1 + e−βλk

=
∏
k∈N

∣∣∣1 + µke
+βλk

∣∣∣
1 + e+βλk

,
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where the (βλk)k∈N is the sequence of positive spectral values of βH counted with
multiplicity and (µk)k∈N is the corresponding sequence of eigenvalues of V . Hence
cβH,V > 0.
2) ⇔ 3): By standard estimates translating infinite products into infinite sums, one
obtains

cβH,V 6= 0 ⇔
∑
k∈N

(
1 −

∣∣∣1 + µke
−βλk

∣∣∣
1 + e−βλk

)
< ∞.

This series can be compared to TrEig1(V )⊥

(
e−|βH⊥|

)
. We denote µk = eiνk and make

the comparison in the limit βλk → +∞.

1 − |1+µke
−βλk |

1+e−βλk

e−|βλk| = 2(1 − cos(νk))
(1 + e−βλk)(1 + e−βλk +

√
sin(νk)2 + (cos(νk) + e−βλk)2)

This is bounded in the limit by lim inf = 1 − cos(νmin) > 0 and lim sup = 2, where
µmin = eiνmin is the eigenvalue of V which is closest to 1 on Eig1(V )⊥. By the
comparison criterion, cβH,V 6= 0 is equivalent to TrEig1(V )⊥

(
e−|βH⊥|

)
< ∞. Here it

was used that the TrEig1(V )⊥

(
e−|βH⊥|

)
is simply double the trace over the positive

spectrum.
3) ⇒ 1): The idea of this part of the proof is to use Proposition 4.4.7. We choose
an orthonormal basis (ξk)k∈N of P (Eig1(V )⊥) of βH⊥ and V simultaneously with
corresponding eigenvalues (βλk)k∈N and (µk = eiνk)k∈N. Here P = EβH(R+) the
projection to the positive part of βH and note that βλk > 0 for all k ∈ N. Consider
the operators Pk := Φ(ξk)Φ(Γξk). The anti-commutation relations imply that the
Pk are mutually commuting orthogonal projections satisfying

eiνkPk = 1 + (eiνk − 1)Pk = Φ(V ξk + Γξk)Φ(ξk + Γξk).

The unitaries implementing the weakly inner grading from Proposition 4.4.7 are here
taken as

vn :=
n∏
k=1

eiνkPk ,

as Advn approximates γ. As a suitable subalgebra, we take A0 to be the ∗-algebra
generated by the Φ(ξk), k ∈ N, and Φ(η), η ∈ Eig1(V ) analytic for U . This algebra
satisfies the assumptions of Proposition 4.4.7. Moreover, we have

vnΦ(ξm)v∗
n =

eiνmΦ(ξm) m ≤ n

Φ(ξm) m > n
, vnΦ(η)v∗

n = Φ(η), η ∈ Eig1(V ).

This yields ‖ Advn(A) − γ(A)‖ → 0 for any A ∈ A0.
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In view of the quasifree structure of ωβ, we have

ωβ(vn) = ωβ

(
n∏
k=1

Φ(V ξk + Γξk)Φ(ξk + Γξk)
)

=
n∏
k=1

ωβ (Φ(V ξk + Γξk)Φ(ξk + Γξk))

=
n∏
k=1

(
eiνk

1 + e+βλk
+ 1

1 + e−βλk

)
=

n∏
k=1

1 + eiνke−βλk

1 + e−βλk
.

The absolute value of this product was already analyzed in 2) ⇔ 3) and shown
to converge to cβH,V 6= 0 under the trace class assumption. It is then clear that
for n < m, we have ωβ(v∗

nvm) → 1 as n,m → ∞, verifying another assumption of
Proposition 4.4.7.
We may therefore apply Proposition 4.4.7 to conclude that
ρβ(a) := limn ωβ(avn) is indeed a γ-twisted KMS functional dominated by ωβ, this
proves 1).
By application of Proposition 5.2.1, we also get ρβ = ρβ(1)µCV

β
. According to

the estimate (5.2.4), cβH,V is an upper bound for |ρβ(1)| for any γ-twisted KMS
functional dominated by ωβ. Therefore this upper bound is attained, and (5.2.2)
follows.

Hillier studied boundedness questions for twisted KMS-functionals in [Hil15]. His
Theorem A.4 appears to be related to some parts of our analysis above in case the
twist V is selfadjoint. We mention in passing that a similar analysis is possible in
case V is not of finite order. On the one hand, our analysis generalizes to V = ei

µ
2π

with µ irrational. On the other hand, V can be contained in CARSD(K,Γ) under
certain spectral assumptions on V and thus defines a twisted functional.
We do not need a concrete realization of the GNS representation of ωβ for our
analysis. For completeness, let us still point out that this representation can be
realized as a double Fock representation, see [AW64; Ara71; BJL02]. For this, we
work with the basis projection P = EH((0,∞)) and consider the associated splitting
H = PK, Φ(ϕ ⊕ ψ) = a∗(ϕ) + a(ψ), H = PHSDP , V = PVSDP and Fock vacuum
Ω. For emphasis, the index SD is used again for the self-dual objects. Then the
representation associated to the KMS state ωβ can be realized as

F−(H)β = F−(H) ⊗ F−(H), Ωβ = Ω ⊗ Ω, Vβ = Γ(V ) ⊗ Γ(V ),

a∗
β(ϕ) := πβ(a∗(ϕ)) = a∗(

√
Tϕ) ⊗ 1 + (−1)N ⊗ a(

√
1 − Tϕ),

aβ(ϕ) := πβ(a(ϕ)) = a(
√
Tϕ) ⊗ 1 + (−1)N ⊗ a∗(

√
1 − Tϕ),

where T = (1+e−βH)−1, Γ denotes second quantization and F−(H) denotes the com-
plex conjugate Hilbert space of F−(H). The modular conjugation of the enveloping
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von Neumann algebra M is given by J = [I1 ⊗ I1]F , where F denotes the tensor flip
and I1 = (−1)

N(N−1)
2 .

Physically, the thermal Fock space F−(H)β can be interpreted as describing both
particles F−(H) and thermal holes F−(H). The thermal creation operator a∗

β(ϕ)
is in superposition between creation of a particle and annihilation of a thermal
hole, whereas the thermal annihilation operator aβ(ϕ) is in superposition between
annihilation of a particle and creation of a hole. Both operators do not annihilate
the thermal vacuum Ωβ but rather create a particle resp. thermal hole. The modular
conjugation switches particles with holes and thus describes a symmetry between
these.
In the notation of the proof of Proposition 5.2.2, the product

V :=
∞∏
k=1

eiνka
∗
β(ϕk)aβ(ϕk)

converges strongly to a non-zero operator if

TrEig1(V )⊥

(
e−|βH⊥|

)
< ∞

and vanishes otherwise. It is then unitary and V ∈ Z(M, γ). As the KMS state
ωβ is unique, M is factor and therefore, Corollary 4.4.4 can be applied. This shows
Z(M, γ) = V · C.
In applications to finite group actions, the above proposition specifies when twisted
functionals corresponding to a single automorphism exist or vanish. Putting the indi-
vidual functionals together works well, as long as the Vs have a common eigenbasis.
This should be seen as a consequence of the G-action being given by Bogoliubov
transformations.

Theorem 5.2.3. Let (K,Γ, U, V ) be a finitely-twisted one particle space and kerH =
{0}. Further assume that the Eig1(Vs) coincide for all s 6= e and denote K⊥ =
Eig1(Vs)⊥.

If TrK⊥

(
e−|βH⊥|

)
< ∞ and either G is abelian or dim Eigλ(H) = 1 for all λ ∈ σ(H),

then there exists a unitary representation V : G → Mωβ
satisfying V ∈ Sγ(G,Mωβ

)
and

Sβ(CARSD(K,Γ) ⋊ G)ωβ
' Char(G) · V ;

∂e(Sβ(CARSD(K,Γ) ⋊ G)ωβ
) ' IrrChar(G) · V .

On the converse, if TrK⊥

(
e−|βH⊥|

)
= ∞, then ω̂can

β is the unique KMS state on
CARSD(K,Γ) ⋊ G.

Proof. In case TrK⊥

(
e−|βH⊥|

)
= ∞, Proposition 5.2.2 tells us that there exist no

γs-twisted KMS functionals on CARSD(K,Γ,U) for s 6= e. The absence of twisted
functionals directly implies that the KMS state ω̂can

β is unique, see Corollary 4.5.7.
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Let now the trace class condition be satisfied. By Proposition 5.2.2, for every s ∈ G
there exists a γs-twisted KMS functional ρβ,s dominated by ωβ in case Eig1(Vs)⊥ is
infinite dimensional. In case Eig1(Vs)⊥ is finite dimensional, the discussion at the
beginning of the chapter applies. Here ρβ,e = ωβ and ρβ,s(·) = 〈Ω, (·)VsΩ〉, where
Z(M, γs) 3 Vs = ∏∞

n=1 e
iνs,kPs,k as a SOT-limit in the notation of Proposition 5.2.2.

We now show that V : G → M is a unitary representation in case dim Eigλ(H) = 1
for λ ∈ σ(H) or G abelian.
As V : G → U(K) is a unitary representation and commutes with the spectral
measure of H, we find Vrs|Eigλ(H) = (VrVs)|Eigλ(H) for every λ ∈ σ(H). Using that
dim Eigλ(H) = 1 or G abelian, we find that all Vs can be diagonalized simultaneously
on PK. Therefore, on taking the simultaneous eigenbasis (ξk)k∈R on PK, we find
in particular Ps,k = Pr,k =: Pk is independent of the group element. Taking the
diagonal sequence yields

VsVr = lim
N

N∏
k=1

eiνs,kPk

N∏
l=1

eiνr,lPl = lim
N

N∏
k=1

ei(νs,k+νr,k)Pk = lim
N

N∏
k=1

eiνsr,kPk = Vsr,

where it was used that Vrsξk = VrVsξk = ei(νs,k+νr,k)ξk. Having shown that γ is
weakly inner, Corollary 4.6.6 can be utilized and shows the assertion.

Observe that in case 1 /∈ σ(Vs) for all s 6= e, the trace condition of Theorem 5.2.3
of the self-dual Hamiltonian βHSD is equivalent to the actual Gibbs condition of
βH := PβHSDP , where P = EβHSD((0,∞)) is the vacuum basis projection. Hence
in this case, the second quantized Hamiltonian also satisfies the Gibbs condition,
namely TrF−(H)(e−βdΓ(H)) < ∞ [BR97, Prop. 5.2.22]. We can therefore use the same
idea as in Lemma 4.1.4 and obtain a Gibbs extension ω̂Gibbs

β of ωβ to the crossed
product. Since

ω̂Gibbs
β (Vs) =

∞∏
k=1

1 + eiνke−βλk

1 + e−βλk
= ω̂V

β ((−1)N),

this extension coincides with the KMS ω̂V
β defined by the unitary representation V .

This concludes our analysis of the KMS states of the crossed product for the CAR
system. We have not discussed the most general case of non-trivial kernel kerH 6=
{0} which mixes the tracial case H = 0 with the case kerH = {0}. We expect
that this can be done efficiently by splitting CAR(H) into a graded tensor product
[CDF21; AM03] with the factors corresponding to H = 0 and kerH = {0}, respec-
tively. Moreover, we have restricted our analysis in Theorem 5.2.3 to the cases where
either G is abelian or the eigenvalues of HSD are non-degenerate. We believe this can
be done in more generality with the interplay between the commutation relations of
the unitary operators and the underlying combinatorical fermionic structure.
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Examples from Mathematical
Physics

Crossed products appear in several places in mathematical quantum physics, for
example in the context of chemical potential in gauge theories [Ara+77], or in the
context of the lattice Ising model [AE83]. In the latter situation, one considers the
CAR algebra for the lattice Z (generated by a#(ϕn), n ∈ Z) and the grading given
by V−1ϕn = ε(n)ϕn with ε(n) = 1 for n ≥ 1 and ε(n) = −1 otherwise. This is an
example of a non-canonical Z2-grading γ in the sense that γ−1 = AdV−1 6= −1.
In lattice or continuum models with positive Hamiltonian H and positive inverse
temperature β > 0, the Gibbs type condition 3) coincides with the usual Gibbs
condition from statistical mechanics. By adding a potential term to the Hamiltonian
with suitable growth rate at infinity, one then has many examples in which 3) is
satisfied, sometimes only for small enough β (existence of maximal temperature). A
detailed investigation of the KMS states of such models and their interpretation is
still open.
Here we restrict ourselves to consider another example, a relativistic quantum field
theory on two-dimensional Minkowski space-time which can be described by Z2-
crossed products in a non-obvious manner. The model we are considering is often
referred to as the Ising QFT. It arises from a scaling limit of the two-dimensional
Ising lattice model [MTW77; SMJ78] and turns out to be a completely integrable
QFT with two particle S-matrix equal −1 and fits into a larger family of fermionic
models [BC21].
To see its relation with Z2-crossed products, we will describe it from an operator
algebraic perspective in which the connection with the Ising lattice model is no longer
relevant. The Ising QFT belongs to a family of integrable QFTs that can be analyzed
in the framework of algebraic quantum field theory in its vacuum representation
(zero temperature). We refer to the review for detailed information about this
construction [Lec15], and briefly explain the main points here.
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The Hilbert space of the model is the Fermi Fock space F−(H) over a one particle
space carrying the irreducible unitary positive energy representation U of the proper
orthochronous Poincaré group P0(2) in two dimensions with mass m > 0 and spin
zero, i.e. H = L2(R, dθ). With p(θ) := m(cosh θ, sinh θ), the group elements (x, λ)
(with x ∈ R2 denoting space-time translations and λ the rapidity parameter of a
Lorentz boost) are represented as

(U(x, λ)ψ)(θ) = eip(θ)·xψ(θ − λ).

In particular, the Hamiltonian of this representation is

(Hψ)(θ) = m cosh(θ) · ψ(θ). (6.0.1)

As before, we will write α to denote the dynamics given by adjoint action of the
second quantization of U((t, 0), 0) = eitH on B(F−(H)).
The construction of the QFT proceeds with the help of the fermionic fields Φ and a
localization structure. To describe it, we consider the map

S (R2) 3 f 7−→ f̂ ∈ H, f̂(θ) := f̃(p(θ)),

where f̃ is the Fourier transform of f . The field Φ is then defined using the CAR-
algebra by

Φ(ξ) := a∗(ξ) + a(ξ), ξ ∈ H.
These are not to be confused with the self-dual fields of the preceding chapter as
they are only R-linear. For any open subset O ⊂ R2, one then forms the C∗-algebras

C(O) := C∗({Φ(f̂) : f ∈ C∞
c,R(O)}) ⊂ B(F−(H)).

This construction provides us with a net of C∗-algebras transforming covariantly
under the second quantization of U , namely C(O1) ⊂ C(O2) for O1 ⊂ O2, and
Γ(U(g))C(O)Γ(U(g−1)) = C(gO) for all g ∈ P0(2). Moreover, the Fock vacuum Ω is
cyclic for C(O) for all open non-empty O.
The net O 7→ C(O) is however not local, i.e. C(O1) and C(O2) do not commute
for O1 spacelike to O2. This can be understood as a consequence of the Spin-
Statistics Theorem, since the field Φ is build from the CAR but U has spin zero. The
local content of the Ising QFT is uncovered by realizing a hidden locality property.
Namely, for the particular Rindler wedge region W := {(x0, x1) ∈ R2 : x1 > |x0|},
one finds that the vacuum Ω is also separating for C(W). Thus Tomita-Takesaki
theory applies to the pair (C(W)′′,Ω), and the modular conjugation JW turns out
to be given by [BL04]

JW = Γ(J) (−1)N(N−1)/2,

where Jξ = ξ is pointwise complex conjugation on H = L2(R). Therefore the second
field operator Φ′, defined as

Φ′(ξ) := JWΦ(Jξ)JW = (a∗(ξ) − a(ξ)) (−1)N ,

80



Chapter 6. Examples from Mathematical Physics

generates the commutant C(W)′ = C∗({Φ′(f̂) : f ∈ C∞
c,R(W ′)})′′. Its commutation

relations with Φ are given by

[Φ(ξ),Φ′(η)] = 2i Im〈ξ, η〉 (−1)N , (6.0.2)

which vanishes for ξ = f̂ , η = ĝ with the supports of f and g spacelike separated.
These observations lead to a local QFT by assigning to a double cone Ox,y :=
(−W +x)′ ∩ (W + y)′ (with dashes denoting causal complements) the von Neumann
algebra

A(Oxy) := C ′(−W + x)′ ∩ C(W + y)′.

This defines a quantum field theory satisfying all axioms of quantum field theory in
its vacuum representation, i.e. at temperature zero. In particular, the vacuum is
cyclic and separating for each A(Oxy), the proof of which relies on the split property
[Lec05]. It is interacting with S-matrix (−1)N(N−1)/2 and asymptotically complete
[Lec08].
To connect with crossed products, we consider the two global field algebras C(R2)
and C ′(R2) generated by the fields Φ and Φ′, respectively, and the extended global
field algebra

Ĉ := C∗(C(R2), C ′(R2)),
which contains both fields Φ and Φ′.

Theorem 6.0.1. The field algebras of the two fields Φ,Φ′ defining the Ising QFT
are C(R2) = C ′(R2) = CAR(H), and the extended field algebra is

Ĉ = C∗(CAR(H), (−1)N) ∼= CAR(H) ⋊ Z2,

where the crossed product is taken w.r.t. the canonical grading Ad(−1)N .

At each inverse temperature β 6= 0, the C∗-dynamical system (Ĉ, α) consisting of the
extended field algebra Ĉ and the dynamics given by the one particle Hamiltonian H
(6.0.1) has a unique KMS state.

Proof. The inclusion C(R2) ⊂ CAR(H) holds by definition. Passing to complex
linear test functions and limits, one notes a∗(f̂) + a(f̂) ∈ C(R2) for any (complex)
f ∈ S (R2). Hence one can choose f in such a way that f̂ = 0, and obtain a dense set
of vectors f̂ ∈ H in this way. This shows the opposite inclusion CAR(H) ⊂ C(R2).
In view of the definition of Φ′, we clearly have C ′(R2) ∼= C(R2).
The extended global field algebra Ĉ contains CAR(H) and, in view of (6.0.2), also
the grading operator (−1)N . Hence Ĉ = C∗(CAR(H), (−1)N).
As dim H = ∞, this grading operator is not contained in CAR(H) [Ara71]. Taking
into account that CAR(H) is simple, we may apply Lemma 4.1.5 and conclude
C∗(CAR(H), (−1)N) ∼= CAR(H) ⋊ Z2.
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The statement about existence and uniqueness of KMS states follows by application
of Theorem 5.2.3: The Hamiltonian H (6.0.1) has continuous spectrum and therefore
violates the Gibbs type condition 3). Hence the unique (α, β)-KMS state of CAR(H)
has a unique extension to Ĉ.

We note that all n-point functions of the KMS state ω̂β of Ĉ (in both field types)
can be read off from our construction in Section 5. It should furthermore be noted
that Ĉ contains many even local observables, because the even part of A(Oxy) is
generated by even polynomials in the field Φ [BS07]. Nonetheless, the field algebra
Ĉ differs from the quasilocal C∗-algebra A of the Ising QFT in its odd elements, so
that the KMS state constructed here describes only parts of the Ising QFT at finite
temperature β−1 > 0. In conclusion, we note that also the quasilocal C∗-algebra A
can be shown to have KMS states by combining the results of [BJ89; Lec05]. We
leave a more detailed investigation of their relation to a future work.
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Summary and Outlook

In this thesis, we have examined the KMS states on the crossed product of a C∗-
algebra A by a finite group G. We have found that every twist invariant KMS
state ω on A allows for a canonical extension ω̂can. The non-uniqueness of ω̂can can
be characterized by a variety of related objects: The center of the von Neumann
crossed product, families of twisted KMS functionals and operator-valued states
(Thm. 4.5.6).
These concepts are studied in detail for fermionic systems. In the application to the
(self-dual) CAR algebra, the underlying connection between the spectral properties
of the Hamiltonian and non-vanishing twisted KMS functionals is made precise. In
this case the Gibbs type condition

TrK⊥(e−|βH⊥|) < ∞

holds if and only if there exists a non-vanishing twisted KMS functional of
CARSD(K,Γ) dominated by ω. We then show that these functionals form a pos-
itively compatible and covariant family of twisted KMS functionals in case G is
abelian. This might hold as well for more general groups and should be analyzed in
a future work. Our derivation of the twisted KMS functionals was done for unitaries
of finite order. This assumption can certainly be weakened and thus generalizations
to other groups, especially U(1), are feasible. These results were then applied to
the thermal state of the extended field algebra of the Ising QFT. Although we have
calculated the KMS states of the crossed product of a fermionic system, we have
not yet given a physical interpretation of these states. We believe that, in case non-
vanishing twisted functionals exist, the corresponding KMS states on the crossed
product show a kind of generalized statistics. In particular, the relation between
the canonical Z2-twist γ = −1 and bosonization is worth investigating.
The focus of this thesis was on crossed products by finite and thus amenable groups.
A generalization of this work to crossed products by discrete groups would thus
require the discussion of amenability, see [BK18; Urs21]. Another possible direction
would be to specialize to abelian groups G. We have started considerations in this

83



Chapter 7. Summary and Outlook

direction in Corollary 4.6.7. This viewpoint has also been considered in [CT21] for
traces on A and KMS states on A ⋊γ G. This abelianess of G furthermore allows
for the application of Fourier theory to our question at hand. On a similar note, we
have seen that the existence of an M-valued unitary representation allows for the
decomposition of M-valued covariant inner states. It is however an open question
under which conditions the individual twisted centers allow for a construction of an
M-valued (partial) unitary representation. A consideration worth investigating in
this direction is the relation to projective unitary representations.
In the introductory section to KMS states, we recall the convex decomposition theory
of KMS states and especially the correspondence between extremality in the set of
KMS states and factoriality of the associated von Neumann algebra. Due to this
correspondence, we have mostly studied extensions of extremal KMS states to the
crossed product. It remains to be shown that the decomposition theory of KMS
states on A and A ⋊γ G respect these decompositions.
Regarding physical applications, it was briefly mentioned in the introduction as
well as Section 6 that the Z2-crossed product of the CAR-algebra can be used to
study the lattice Ising model. A generalization of said model is the Potts model
[Wu82], where the spin Hilbert space has arbitrary but finite dimension. This sys-
tem is mathematically well-behaved while still showing interesting physical features
[CGN01; Che22]. Hence, studying the thermal behavior of the Potts model from
the viewpoint of crossed products would be of interest.
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Appendix

Complex Analysis

Theorem A.1 (Liouville’s Theorem). [FB06, Theorem 3.7]
Every bounded entire analytic function is constant.

Theorem A.2 (Schwarz Reflection Principle). [Lan75, Theorem 13.1.1]
Let U+ be an open set in C+ and R contained in the closure of U+. Denote by U−

the reflection along the real axis and U = U+ ∪ R ∪ U−.
If f is a function on U+ ∪R, analytic on U+ and real-valued, continuous on R, then
f has a unique analytic continuation F to U , and

F (z) = f(z), z ∈ U−.

Theorem A.3. [FB06, Theorem 3.2]
Let O ⊂ C be an open and connected set and suppose f, g : O → C are analytic
functions which coincide on a subset S ⊂ O with an accumulation point in O. Then
f = g.

Operator Algebras and Dynamical Systems

Proposition A.4. [Tak01, Proposition 3.12]
Let A be a W ∗-algebra and ω a normal positive linear functional on A. Then the
corresponding GNS representation (π,H) is normal and in particular π(A) is a von
Neumann algebra and π is σ-weakly continuous.

Theorem A.5. [BR87, Section 2.5.3]
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Let (A, α) be a C∗-dynamical system. Then the set of entire analytic elements Aα

is norm-dense in A.
Let (M, α) be a W ∗-dynamical system. Then the set of entire analytic elements Mα

is a weakly-dense and strongly-dense subspace of M.

Definition A.6. [BR97, Definition 5.3.1]
Let (A, α) be a C∗-dynamical system and γ ∈ Aut A (not necessarily commuting
with α). A state ω ∈ S(A) is called α-KMS state at inverse temperature β ∈ R, or
(α, β)-KMS state, if

ω(aαiβ(b)) = ω(ba), a, b ∈ B,

where B ⊂ Aα is a norm-dense ∗-subalgebra. A functional ρ on A is called γ-twisted
α-KMS functional at inverse temperature β ∈ R, if it is continuous and

ρ(aαiβ(b)) = ρ(bγ(a)), a, b ∈ B,

where B ⊂ Aα is a norm-dense ∗-subalgebra.
Let (M, α) be a W ∗-dynamical system. A state ω ∈ S(M) is called α-KMS state at
inverse temperature β ∈ R, or (α, β)-KMS state, if ω is normal and

ω(xαiβ(y)) = ω(yx), x, y ∈ N ,

where N ⊂ Mα is a strongly dense ∗-subalgebra.
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Proofs

Proof. This passage completes the proof of Proposition 5.2.1
Given the recursion relation

ρβ(Φξ1 · · · Φξ2n+2) =
2n+2∑
j=2

(−1)j〈Γξ1, C
V
β ξj〉 · ρβ(Φξ2 · · · Φ̂ξj

· · · Φξ2n+2),

we use the induction hypothesis to expand the 2n-point function in terms of scalar
products in order to show that ρβ is indeed quasifree. To write down the combina-
torics more easily, we make the following distinction:

ρβ(Φ(ξ2) · · · Φ̂(ξj) · · · Φ(ξ2n+2)) = ρβ(1)(−1)
(n−1)n

2 ×{ ∑
σj

sgn(σj)
∏j−1
i=2 〈Γξσj(i), C

V
β ξσj(i+n+1)〉

∏n+2
i=j+1〈Γξσj(i), C

V
β ξσj(i+n)〉 if j ≤ n+ 1∑

σj
sgn(σj)

∏j−n−1
i=2 〈Γξσj(i), C

V
β ξσj(i+n)〉

∏n+1
i=j−n〈Γξσj(i), C

V
β ξσj(i+n+1)〉 if j > n+ 1

where the sum runs over all permutations σj of {2, · · · , j − 1, j + 1, · · · , 2n + 2}
satisfying the following j-dependent conditions.
For j ≤ n+ 1:

σj(2) < σj(3) < · · ·σj(j − 1) < σj(j + 1) < · · · < σj(n+ 2)
σj(i) < σj(i+ n+ 1) ∀ 2 ≤ i < j

σj(i) < σj(i+ n) ∀ j < i ≤ n+ 2

For j > n+ 1:

σj(2) < σj(3) < · · · < σj(n+ 1)
σj(i) < σj(i+ n) ∀ 2 ≤ i ≤ j − (n+ 1)

σj(i) < σj(i+ n+ 1) ∀ j − (n+ 1) < i ≤ n+ 1

Note that sgn(σj) is the sign of σj as a permutation of 2n elements.

For such a permutation σj of 2n elements, we will now construct a unique permu-
tation τj of 2n + 2 elements which still pairs the same elements as σj and further
pairs 1 and j.
Firstly, consider the case of j ≤ n+ 1. Define the permutation τj by(

1 2 . . . j − 1 j . . . n+ 1 n+ 2 . . . 2n+ 2
1 σj(2) . . . σj(j − 1) σj(j + 1) . . . σj(n+ 2) j . . . σj(2n+ 2)

)
.

It satisfies τj(i) < τj(i+ 1) for all i < n+ 1 and τj(i) < τ(i+n+ 1) for all i ≤ n+ 1.
Moreover, it pairs 1 and j, since τj(1) = 1 and τj(n + 2) = j, and respects the
pairings of σj.
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Next we show that τj is the unique extension of σj pairing 1 and j and satisfying
the properties

τj(1) < τj(2) < · · · < τj(n+ 1) and τj(i) < τj(i+ n+ 1) ∀ 1 ≤ i ≤ n+ 1.

Let τ be another extension of σj that pairs 1 and j and satisfies these properties.
Then τ(1) is smaller then τ(i) for all 2 ≤ i ≤ n + 1. These in turn satisfy τ(i) <
τ(i + n + 1) and therefore τ(1) is smaller than all other 2n + 1 elements, which
implies τ(1) = 1. Since τ pairs 1 and j, this already implies τ(n+ 2) = j. Similarly,
since τ is an extension of σj and satisfies τ(1) < · · · < τ(n+ 1), the remaining part
of the permutation is fixed. Thus it is given by τj.
The signs of σj and τj are related by

sgn(σj) = (−1)n−j sgn(τj).

This can be seen by counting the number of neighboring transpositions needed to
permute j to the j-th position.

Secondly, consider the case of j > n+ 1. We similarly define τj by
(

1 2 . . . n+ 2 n+ 3 . . . j j + 1 . . . 2n+ 2
1 σj(2) . . . j σj(n+ 2) . . . σj(j − 1) σj(j + 1) . . . σj(2n+ 2)

)
.

It satisfies τj(i) < τj(i+ 1) for all i < n+ 1 and τj(i) < τ(i+n+ 1) for all i ≤ n+ 1.
Moreover, it pairs 1 and j, since τj(1) = 1 and τj(n + 2) = j, and respects the
pairings of σj.
Next we show again that τj is the unique extension of σj pairing 1 and j and
satisfying the properties

τj(1) < τj(2) < · · · < τj(n+ 1) and τj(i) < τj(i+ n+ 1) ∀ 1 ≤ i ≤ n+ 1.

Let τ be another extension of σj that pairs 1 and j and satisfies these properties.
Then τ(1) is smaller then τ(i) for all 2 ≤ i ≤ n + 1. These in turn satisfy τ(i) <
τ(i + n + 1) and therefore τ(1) is smaller than all other 2n + 1 elements, which
implies τ(1) = 1. Since τ pairs 1 and j, this already implies τ(n+ 2) = j. Similarly,
since τ is an extension of σj and satisfies τ(1) < · · · < τ(n+ 1), the remaining part
of the permutation is fixed. Thus it coincides with τj.
The signs of σj and τj are again related by

sgn(σj) = (−1)n−j sgn(τj),

which can be seen by the same argument as above.
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Coming back to the expansion of the (2n+ 2)-point function, we have for j ≤ n+ 1
that

(−1)j〈Γξ1, C
V
β ξj〉 sgn(σj)

j−1∏
i=2

〈Γξσj(i), C
V
β ξσj(i+n+1)〉

n+2∏
i=j+1

〈Γξσj(i), C
V
β ξσj(i+n)〉

= (−1)n sgn(τj)
n+1∏
i=1

〈Γξτj(i), C
V
β ξτj(i+n+1)〉

Similarly, for j > n+ 1 we have

(−1)j〈Γξ1, C
V
β ξj〉 sgn(σj)

j−n−1∏
i=2

〈Γξσj(i), C
V
β ξσj(i+n)〉

n+1∏
i=j−n

〈Γξσj(i), C
V
β ξσj(i+n+1)〉

= (−1)n sgn(τj)
n+1∏
i=1

〈Γξτj(i), C
V
β ξτj(i+n+1)〉

Combining these results, we have

ρβ(Φ(ξ1) · · · Φ(ξ2n+2))

= ρβ(1)(−1)
(n−1)n

2

n+1∑
j=2

∑
τj

(−1)n sgn(τj)
n+1∏
i=1

〈Γξτj(i), C
V
β ξτj(i+n+1)〉

+
2n+2∑
j=n+2

∑
τj

(−1)n sgn(τj)
n+1∏
i=1

〈Γξτj(i), C
V
β ξτj(i+n+1)〉


= ρβ(1)(−1)

(n−1)n
2

∑
τ

(−1)n sgn(τ)
n+1∏
i=1

〈Γξτ(i), C
V
β ξτ(i+n+1)〉

= ρβ(1)(−1)
(n+1)n

2
∑
τ

sgn(τ)
n+1∏
i=1

〈Γξτ(i), C
V
β ξτ(i+n+1)〉.

This completes the induction and shows that ρβ is, up to the prefactor ρβ(1), a
quasifree functional.
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