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Abstract

A search for supersymmetry in events with a single electron or muon is performed
on proton-proton collision data with the CMS experiment at a center-of-mass energy
of 13 TeV, in a dataset corresponding to an integrated luminosity of 2.3 fb~!. Sev-
eral exclusive search regions are defined, based on the number of b-tagged jets, the
scalar sum of all jet transverse momenta, and the scalar sum of the transverse missing
momentum and transverse lepton momentum. The observed yields are compatible
with predictions from standard model processes. The results are interpreted in two
simplified models describing gluino pair production. In a model where each gluino
decays to top quarks and a neutralino, gluinos with masses up to 1.575 TeV are ex-
cluded for neutralino masses below 600 GeV. In the second model, each gluino decays
to two light quarks and an intermediate chargino, with the latter decaying to a W bo-
son and a neutralino. Here, gluino masses below 1.4 TeV are excluded for neutralino
masses below 725 GeV, assuming a chargino with mass midway between the gluino
and neutralino mass.
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1 Introduction

An inclusive search for supersymmetry (SUSY) in the single-lepton channel has been per-
formed with 13 TeV data taken in 2015 with the CMS experiment, corresponding to an inte-
grated luminosity of 2.3fb~'. Similar searches have been performed on 7 TeV data [1-3] and
on 8 TeV data [4-6] by the CMS and ATLAS collaborations. First results of searches in the sin-
gle lepton final state at 13 TeV are available as well [7-9]. In this note, a search for gluino pair
production is presented in signal regions with and without b-tag requirements in order to be
sensitive to a large variety of SUSY models. Exclusive search regions are characterized by the
number of jets, the number of b-tagged jets, the scalar sum of the transverse momenta (p) of
the jets (Hr), and the scalar sum of the lepton pt and the missing transverse energy (Lt).

For the background estimation a method similar to the one described in [4] as the “Rcs method”
is used, exploiting the fact that the main backgrounds are tt and W + jets events, with one W
boson decaying leptonically. The W-boson candidate pr is reconstructed as the vector sum of
the lepton pr and the missing transverse momentum vector (p™i). The latter is defined as
the negative vector sum of all reconstructed objects and its magnitude is referred to as missing
transverse energy EMsS. The azimuthal angle A® between the W-boson candidate and the
lepton is used to separate the signal from the background: For W + jets and semileptonic tt
events A® has a maximum value, which is fixed by the mass of the W boson and its momentum.
Conversely, in SUSY the EFS is not only caused by the neutrino from the W boson decay, but
also from the lightest SUSY particle (LSP), leading to a nearly uniform distribution of the A
values. Therefore, the main backgrounds can be suppressed by rejecting events with a small
A® angle. Other backgrounds, like tt events where both W bosons decay to a lepton and a
neutrino, and one lepton is out of acceptance or not identified, also populate the high A®
region. Since gluino-gluino production leads to final states with a large number of jets, the
signal-to-background ratio is very small in regions with a low number of jets, which is used
here to determine the normalization of the background without large signal contamination.
The QCD background is estimated separately.

Depending on the signal model, the signal regions have varying sensitivity. This search focuses
on gluino-gluino production in the T1t* model (Fig. 1, left) and the T5q4WW model (Fig. 1,
right). In T1t!, pair-produced gluinos each decay to a top-antitop pair (tt) and the lightest
neutralino (x?). In T5q*WW, the pair-produced gluinos each decay to a quark-antiquark pair
of the first or second generation (qq), and a chargino (X7) with its mass defined as Mys =

0.5(mg + m)a)) This chargino then decays to a W boson and the X!, where the W boson can be
virtual, depending on the mass difference between the chargino and the lightest neutralino.

The organization of this document is as follows. In Section 2 the CMS detector is described.
In Section 3 the event reconstruction and in Section 4 the event selection are discussed. The
background estimation with the Rcs method as well as the QCD background estimation are
given in Section 5. An overview of the main systematic uncertainties is presented in Section 6.
The results are discussed and interpreted in Section 7, and a summary is given in Section 8.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the superconducting solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap
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Figure 1: Graphs showing the simplified models T1t* (left) and T5q*WW (right). Depending
on the mass difference between the chargino ( )ﬁ[) and the neutralino ( )’E(l) ), the W boson can be
virtual.

sections. Forward calorimeters extend the pseudorapidity [10] coverage provided by the barrel
and endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel
flux-return yoke outside the solenoid.

The silicon tracker measures charged particles within the pseudorapidity range |1| < 2.5. Iso-
lated particles of a transverse momentum pt = 100 GeV emitted at ;7| < 1.4 have track res-
olutions of 2.8% in pr and 10 (30) ym in the transverse (longitudinal) impact parameter [11].
The ECAL and HCAL measure energy deposits in the pseudorapidity range || < 3, with
quartz-steel forward calorimeters extending the coverage to || < 5. When combining infor-
mation from the entire detector, the jet energy resolution amounts typically to 15% at 10 GeV,
8% at 100 GeV, and 4% at 1 TeV. The electron momentum is estimated by combining the energy
measurement in the ECAL with the momentum measurement in the tracker. The momentum
resolution for electrons with pr~45GeV from Z — ee decays ranges from 1.7% for nonshower-
ing electrons in the barrel region to 4.5% for showering electrons in the endcaps [12]. Muons are
measured in the pseudorapidity range || < 2.4, with detection planes made using three tech-
nologies: drift tubes, cathode strip chambers, and resistive plate chambers. Matching muons
to tracks measured in the silicon tracker results in a relative transverse momentum resolution
for muons with 20 < pr < 100 GeV of 1.3-2.0% in the barrel and better than 6% in the endcaps,
The pr resolution in the barrel is better than 10% for muons with pr up to 1 TeV [13].

The CMS trigger system consists of two levels, where the first level (L1), composed of custom
hardware processors, uses information from the calorimeters and muon detectors to select the
most interesting events in a fixed time interval of less than 4 us. The high-level trigger (HLT)
processor farm further decreases the event rate from around 100 kHz to less than 1 kHz, before
data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [10].

3 Event reconstruction

All objects in the event are reconstructed with the particle-flow event algorithm [14, 15] which
reconstructs and identifies each individual particle with an optimized combination of informa-
tion from the various elements of the CMS detector. The energy of electrons is determined
from a combination of the electron momentum at the primary interaction vertex as deter-



mined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum of
all bremsstrahlung photons spatially compatible with originating from the electron track [12].
Electron candidates are required to satisfy identification criteria in order to suppress contribu-
tions from misidentified jets, photon conversions, and electrons from heavy flavor decays. In
this analysis, a "tight” electron ID working point with an efficiency of about 70% is used for
the signal selection, a ‘'medium’ working point with an efficiency of about 80% for the estima-
tion of the QCD background, and a "veto” working point with an average efficiency of 95%.
Muons are reconstructed from a stand-alone muon track from the muon system serving as a
seed to find a corresponding silicon track [13]. The energy of charged hadrons is determined
from a combination of their momentum measured in the tracker and the matching ECAL and
HCAL energy deposits, corrected for zero-suppression effects and for the response function of
the calorimeters to hadronic showers. Finally, the energy of neutral hadrons is obtained from
the corresponding corrected ECAL and HCAL energy.

Jets are clustered with the anti-k; algorithm with a distance parameter R of 0.4 [16]. Jet mo-
mentum is determined as the vectorial sum of all particle momenta in the jet, and is found
from simulation to be within 5% to 10% of the true momentum over the whole pt spectrum
and detector acceptance. An offset correction is applied to jet energies to take into account the
contribution from additional (pileup) proton-proton interactions within the same bunch cross-
ing [17]. Jet energy corrections are derived from simulation, and are confirmed with in situ
measurements of the energy balance in dijet and photon+jet events [16]. Additional selection
criteria are applied to each event to remove spurious jet-like features originating from isolated
noise patterns in certain HCAL regions. Jets are selected with pr > 30GeV and || < 2.4. All
signal regions require at least five jets.

To discriminate jets originating from b-quarks, the inclusive combined secondary vertex (CSV)
tagger [18, 19] which contains both secondary vertex and track-based information. A working
point with about 70% b-tagging efficiency and 1.5% light-flavor misidentification rate is cho-
sen [20]. Depending on the targeted signal, the search regions are defined to contain either zero
b-tagged jets (called in the following ‘zero-b’), or at least one b-tagged jet (called ‘multi-b").

The electron or muon candidate is required to have a minimum pr of 25GeV, while "veto’
leptons are selected with loosened identification criteria and a minimum pt of 10 GeV. An iso-
lation variable is defined as the pt sum of all objects within a cone around the lepton candidate
(excluding the candidate itself), describing the activity around the object. An area correction
is applied in order to remove the pileup contribution. This analysis uses an isolation in a pr-
dependent cone around the lepton: for pr < 50GeV, R = 0.2; for 50GeV < pr < 200GeV,
R =10GeV / pr [GeV]; and for pr > 200GeV, R = 0.05. The isolation variable is then divided
by the lepton pt and a common requirement on this relative isolation of < 0.4 is applied for
all veto leptons, whereas selected muons and electrons have to satisfy 0.2 and 0.1, respectively.
The use of the lepton-pr dependent isolation cone enhances the acceptance of signal events
containing a large amount of hadronic energy.

Double counting of objects is avoided by not considering jet objects if they lie within a cone of
0.4 around a lepton. At the analysis level, events are selected if they contain exactly one lepton
and no veto leptons.

4 Trigger, simulation and event selection

The events are selected by the HLT requiring an isolated lepton (electron or muon) with pr of
at least 15 GeV in combination with an online reconstructed Ht of at least 350 GeV. The HLT
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is seeded by a Level 1 trigger satisfying Hx! > 150GeV. The trigger efficiency of 94 & 1% is
constant in the kinematic regime of the analysis, defined by lepton pr > 25GeV and Ht >
500 GeV.

While the main backgrounds are determined from data as described in Section 5, simulated
event samples are used to validate the techniques used, and to estimate extrapolation factors as
needed. In addition, some subdominant backgrounds are estimated entirely from simulation.
The MADGRAPHS [21] event generator with the NNPDF3.0LO [22] parton distribution func-
tions (PDF) is used for the simulation of tt, W + jets, Z+jets, and QCD multijet events. Single-
top events in the t and tW channels are generated using the POWHEGV1.0 [23-27] program,
and in the s channel using MADGRAPH5_aMC@NLO [28], both with the NNPDF3.0NLO [22]
PDE. All signal events are generated with MADGRAPHS5, with up to two partons in addition
to the gluino pair. The gluino decays are based on a pure phase-space matrix element [29].
The signal production cross sections [30-34] are computed at next-to-leading order (NLO) plus
next-to-leading-logarithm (NLL) accuracy.

Parton showering and hadronization of all simulated samples use PYTHIA 8.2 [29]. Pileup is
generated with a nominal distribution of proton-proton interactions per bunch crossing which
is weighted to match the corresponding distribution in data. The detector response for all
backgrounds is modelled using the GEANT4 [35] package, while for the signal the CMS fast
simulation program [36, 37] is used to reduce computation time.

In order to separate possible new-physics signals from background, the Lt variable ist used,
which is defined as the scalar sum of the lepton pt and the missing transverse energy E%ﬁss,
reflecting the “leptonic” scale of the event. A minimum Lt of 250 GeV is required. With this
requirement, the analysis is not only sensitive to events with high EX*$, but also to signal events
with very low EM¢, but higher lepton pr. An additional kinematic quantity important for the
search is given by the “hadronic” scale of the event Ht, which is the scalar sum of the pr of
all selected jets in the event. For the requirement of Ht > 500 GeV the trigger is fully efficient.
In addition to the minimum requirements on Lt and Hr, several search regions are defined in
bins of Np-tag, Mjet, LT, and Hr.

Depending on the b-jet multiplicity, the analysis is sensitive to different models. Defining
search bins in b-jet multiplicity enables the analysis to target specific event topologies and to
separate them from standard model (SM) backgrounds. The phase space is separated into ex-
clusive [0, 1, 2, > 3] b-tagged jet categories when defining search bins, with a minimum b-jet
pr of 30 GeV. For the simplified model T1t*, we expect a large number of jets and find that the
n-jet distribution peaks at 8 or more jets. We require at least six jets for the multi-b analysis and
define two independent 7 categories of 6-8 and > 9. The zero-b analysis, where the inves-
tigated simplified model (T5q*WW) has fewer jets, requires in the signal region 5, 6-7, or > 8
jets. Some SUSY models imply very high hadronic event activity. To accommodate this, we
define search bins in Ht: 500<Ht <750 GeV, 750<Ht <1250 GeV, and Ht >1250 GeV. Figure 2
shows the Hr distribution for the multi-b analysis and the Lt distribution for the 0-b selection.

After this preselection, the main backgrounds are leptonically decaying W + jets and semi-
leptonic tt events. For these backgrounds which both contain one lepton and one neutrino in
the final state, the azimuthal angle between the W-boson candidate and the charged lepton,
A®, is expected to be small, while the signal has an almost uniform distribution. Therefore, the
region with large A® is defined as the signal region, while the events with small A® are used
as the control sample. The ratio of control to signal region is determined in a side band with
a lower number of jets, as described in Section 5. For the zero-b analysis, A® is required to be
larger than 1.0 for most regions except for high Lt regions, where the requirement is relaxed to
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Figure 2: The Hr distribution for the multi-b analysis in (left) and the Lt distribution for the
zero-b analysis (right), both after the preselection, requiring at least six jets for the multi-b
analysis, of which at least one is b-tagged, and at least five jets for the zero-b analysis, with no
b-tagged jet. A minimum Hr of 500 GeV and a minimum Lt of 250 GeV is required in addition
to exactly one lepton with pr > 25 GeV. The simulated background events are stacked on top of
each other, and several signal points are overlaid for illustration without being stacked. For the
multi-b analysis, the model T1t* 1.2/0.8 (T1t* 1.5/0.1) corresponds to a gluino mass of 1.2 TeV
(1.5TeV) and neutralino mass of 0.8 TeV (0.1TeV), respectively. For the zero-b analysis, the
model T5q*WW 1.0/0.7 (T5q*WW 1.2/0.8 and T5q*WW 1.5/0.1) corresponds to a gluino mass
of 1.0 TeV (1.2 TeV and 1.5 TeV) and neutralino mass of 0.7 TeV (0.8 TeV and 0.1 TeV), respectively.
For the latter, the intermediate chargino mass is fixed at 0.85TeV (1.0 TeV and 0.8 TeV).

0.75, while the multi-b analysis has a relaxed A® requirement of 0.75 and 0.5 for medium and

high Lt regions. The A® distribution is shown in Fig. 3 after the preselection for the zero-b and
for the multi-b analysis.

A strong separation power in single-lepton searches is associated with Lt. Therefore, the search
bins are defined as 250< Lt <350 GeV, 300< Lt <450 GeV, 450< Lt <600 GeV, and Lt >600 GeV.
The search bins are defined such that high enough statistics is available in all bins to predict the
background in the signal region. The bin boundaries in Ht and Lt are aligned for both zero-
and multi-b analyses. The definitions of all signal regions are given in Table 1.

5 Background estimation

The dominant backgrounds in this analysis are tt and W + jets events with relative yields de-
pending on the multiplicity of b-tagged jets and the kinematic region. To determine these back-
grounds, we define for each bin in Lt, Hr, and 1y, g two regions: the signal region (SR) with
large values of A®, and the control region (CR) with low values of A®, with the explicit sepa-
ration requirement depending on the Lt value as shown in Table 1. In addition, we define side
band (SB) and main band (MB) regions, which have equal Lt and Ht requirements, but a dif-
ferent number of jets, which is lower in the SB region. These SB regions are used to determine
the ratio between control and signal region, Rcs, from data for each Ly, Hy, and 7y, region
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Table 1: Signal regions and the corresponding A® requirement.
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Figure 3: Comparison of the A® distribution for the multi-b (left) and zero-b analysis (right)
after the preselection, requiring at least six jets for the multi-b analysis, of which at least one
is b-tagged, and at least five jets for the zero-b analysis, with no b-tagged jet. A minimum Hrt
of 500 GeV and a minimum Lt of 250 GeV is required in addition to exactly one lepton with
pr > 25GeV. The simulated background events are stacked on each other, and several signal
points are overlayed without being stacked for illustration. For the multi-b analysis, the model
T1t* 1.2/0.8 (T1t* 1.5/0.1) corresponds to a gluino mass of 1.2 TeV (1.5 TeV) and neutralino mass
of 0.8 TeV (0.1 TeV), respectively. For the zero-b analysis, the model T5q*WW 1.0/0.7 (T5q*WW
1.2/0.8 and T5q*WW 1.5/0.1) corresponds to a gluino mass of 1.0 TeV (1.2 TeV and 1.5 TeV) and
neutralino mass of 0.7 TeV (0.8 TeV and 0.1 TeV), respectively. For the latter, the intermediate
chargino mass is fixed at 0.85TeV (1.0 TeV and 0.8 TeV).

separately. The background in each SR is then determined by the transfer factor Rcs multiplied
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by the number of events in the corresponding CR. To account for possible differences in this
extrapolation from SB to MB as a function of jet multiplicity, we define multiplicative correction
factors x from simulation.

When requiring one b-tag and four or five jets, about 80% tt events and 15%-20% W + jets
and single top events are expected, while in all other multi-b regions, tt is completely domi-
nant. Having only one physics background that dominates, a single Rcs factor is defined in the
multi-b analysis for each Lt, Hy, and 7y, range. When requiring zero b-tagged jets, both back-
grounds, W + jets and tt, are of equal importance. Here, an extension of the multi-b strategy is
employed, which takes into account differences in the Rcg values for these two backgrounds.

The low A® control regions include 10-15% QCD background that is subtracted before ex-
trapolating from CR to SR because no such background exists in the SR. The transfer factor is
determined in data in the SB region with a lower number of jets, for each signal bin separately:

SR
data __ Ndata
Res™ = NCR _ NCR : D
data QCD estimate

An overview of all regions used in this analysis is given in Table 2.

Table 2: Overview of the definitions of sideband and mainband regions.

Analysis Multi-b analysis Zero-b analysis

Mp-tag Mp-tag = 0 Mp-tag >1 inb—tag =0 Mp-tag = 1
Niet = 3 . Rcg(W™) det. (4 sample),
n]-et =4 QCD Fit (el. sample) C(SQ(CD 1)31t (el (gamplIeD) ) -

Jet Rcg det. - Rcs (tt) det.
njet = 5 MB
Njet > 6 MB

5.1 Rcs method for ny,,g > 1

For the multi-b analysis the SB region, where Rcg is determined, is required to have four or five
jets, while the the MB region satisfies nje; € [6 — 8] or njey > 9. For brevity, both of these MB jet
multiplicity regions will be referred to as nJSe1§ in the following formulae. The expected number
of background events in the SR, MB is then given by:

R R SR CR :
NI%/[B(”b-tag) = Rgasta(nb'tag’ Mijet < [4’ 5]) " KEWK - [N((i:ata(nb'tag’ njet) - NQCD estimate] , with (2)

RYS (111ag, 755, EWK)
KEWK =
Rg/[sc(nb—tagr Mjet € [4, 5], EWK)

/ ®)

where R%‘éta is the transfer factor determined from data in the SB region with a lower number
of jets, and NSX, the number of counted data events in the CR of the MB region. When re-
ferring to backgrounds other than QCD, the label EWK will be used. The residual difference
between the Rcg in the SB and MB is evaluated in simulation as a correction factor kgwk given



8 5 Background estimation

in Equation 3, where RYS (1p-tag, n]SeIt{) is the Rcs in a signal MB region from simulation and
RYS (Mp-tag, Njet € [4,5]) is the simulated Rcg in the corresponding SB region.

The xgwk factor is determined for each search bin separately, except that an overall kgwk-factor
is applied for the Npjet = 2 search bins with the same Ht and Lt, taking advantage of the fact
that the xgwi factors are very similar for the different number of b-tags. Similarly, Rcs at very
high Hr is determined jointly across all three 7y, 1,5 bins to increase statistics, as the overall
uncertainty of the background prediction for several of the search bins is dominated by the
statistical uncertainty due to the low number of events in the CR of the main band.

As the prediction extends from nje; € [4,5] to two search bins with nje; € [6 — 8] and nje; > 9, it
is important to understand the origin of all differences in detail. Two important aspects play a
role when Rcg is compared between SB and MB: the relative fraction of a certain background,
and the corresponding Rcs value of this component. For semileptonic tt events, Rcs typically
has values of 0.01 to 0.02, depending on the search bin. Similar values, ranging from 0.01 to
0.04 are found for W + jets events. In events with more than one high pr neutrino, e.g. in tt
events in which both W bosons decay leptonically, Rcs is higher with values of around 0.5.
This is expected from Fig. 3 which shows that in the A® tail a large fraction of events is due
to dileptonic tt, while the low-A® region is dominated by events with only one neutrino. A
larger Rcs is also expected for events with three neutrinos, such as ttZ, when the tt system
decays semileptonically and the Z boson decays to two neutrinos. Thus it is important that
the background composition does not change very much with increasing jet multiplicity when
going from SB to MB for backgrounds with very different values of Rcs.

Most of the signal bins with 6 or more jets are dominated by semileptonic tt events, therefore
this background dominates the total Rcg value of ~ 0.05. As the Rcs for dileptonic tt events
is an order of magnitude larger than for semileptonic tt events, a slight change in composi-
tion in the CR when going from low to high nj; multiplicity translates into a xgwk slightly
different from one. This change in the amount of dileptonic tt is accounted for by assigning an
uncertainty on the ;e extrapolation based on a dileptonic control sample in data.

5.2 Rcs method for np g = 0

For search bins where b-tagged jets are vetoed, the background contributions from W +-jets and
tt events are estimated by applying the Rcs method separately to each of the two components.
This strategy implies the use of two sidebands enriched in W + jets and tt events, respectively.
For each Lt and Ht bin we denote the nje; signal region by n]Seli and write the total background
in this SR (with a A® requirement as shown in Table 1) as:

NSR(0b) = N§R(0b)+ NR(0b) + NSRMC) (gp) ()

other

where the number of predicted W + jets and tt events is denoted by Nalf and NER, respec-

tively. Additional backgrounds from rare sources are estimated from simulation and denoted
by NSROMO)

other

The expected number of events for each of the components can be described by:
N = NGa - fi - Res , with i = [W, tf] )

where NZa% is the total number of events in the CR of the mainband and f; is the relative
yield of component i. The relative contributions of the two components are determined by a
fit of templates obtained from simulation to the 7y, ey multiplicity distribution in the CR of the
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MB region. The contribution of the QCD multijet background in the CR is fixed to the yield
estimated from data as described in Section 5.3. The contribution of other, rare background
components is obtained from simulation here as well, as is done in the SR. Uncertainties in these
two components are propagated as systematic uncertainties to the final prediction. Examples
of these fits are shown in Fig. 4.

Two Rcs values for W + jets and tt are measured in two low ;e SB regions. For the tt estimate
a sideband with the requirements 4 < nje < 5 and Nptag = 118 used. The Rgs is then given by:

RE(0b, n3%) = iy - 10 - REY2(1b, mjes € [4,5]) (6)

The correction factor x, corrects for a potential difference of Rgs between samples with 0 or 1
b jet and for the small contributions of backgrounds other than tt or QCD multijet events. The
factor x; corrects for a residual dependence of Rgs on 1jet, in analogy to the xpwi factor defined
in Section 5.1. Both values, x}, and x, are close to unity, and statistical uncertainties from the
simulation are propagated to the predicted yields.

Similarly, the W + jets contribution is estimated using Rcg values from a sideband with 3 <
njet < 4 and npjer = 0. With respect to the SB used for the estimate of Rgs a lower jet multiplic-
ity is chosen in order to limit the contamination from tt events. Only the muon channel is used
since it has a negligible contamination from QCD multijet events, contrary to the electron chan-
nel. A systematic uncertainty is derived from simulation in order to cover potential differences
between the y and the combined e and u samples. The RYY, is given by:

RE(0b, n3Y) = xw - R (0b, e € [3,4]) ?)

Again, the factor ky corrects for a residual dependence of R on the jet multiplicity,. The raw
value of R&2™ measured in the SB has to be corrected for the contamination of tt events. The tt
yields are subtracted in the numerator and denominator according to:

NSR o Rﬁ,MC . f7 . NCR
Rdata(corr) Ob, 1o € [3,4]) = data CS tt data . 8
cS ( jet [ ]) (1 _ f&) . NER ( )

data

The event yields N{X and N3R are measured in the control and signal regions of the sideband.
The fraction of tt events f;; is again obtained by a fit to the n,je; multiplicity in the CR of the SB.

The Rcg value for tt in this SB is obtained from simulation.

Systematic uncertainties are assigned to «;; and xw according to the difference between the Rcg
values in the sideband and the result of a linear fit over the full range of jet.

5.3 QCD background estimation

QCD multijet events enter this analysis mostly when reconstructed electrons originate from
misidentified jets or from photon conversion in the inner detector. This background is es-
timated from the amount of ‘anti-selected” electron candidates in each region, where anti-
selected electrons have to pass looser identification and isolation requirements but fail the cri-
teria of the medium electron working point. These events are scaled by the ratio of "fake” QCD
electrons passing the tight electron identification requirements to the number of anti-selected
electrons, which is determined from a QCD-enriched control sample with zero b-tagged jets
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Figure 4: Fits to the ny, g multiplicity for control regions in (a) 3 < njer < 4 (250 <Lt <
350GeV, Ht > 500GeV, A® < 1, muon channel) and (b) 6 < Njet < 7 (250 <Lt < 350GeV,
Ht > 750GeV, A® < 1) in data. The solid lines represent the templates scaled according
to the fit result (blue for tt, green for W + jets, turquoise for QCD and red for the remaining
backgrounds), the dashed line shows the sum after fit, and the markers represent data.

and three or four jets. The estimation method has been introduced earlier [1, 38], and relies on
the Lp variable:

Lp = pT(ZW) cos(AD) , )

which reflects the effective lepton polarization from the W decay. Its shape, a falling distri-
bution between 0 and 1, is well known for SM backgrounds like tt and W + jets, while QCD
multijet events have a different shape, with a peak at Lp ~ 1.

The ratio of selected to anti-selected electrons is obtained from a fit to the Lp distribution in bins
of L. The shape of the QCD multijet contribution used in the fit is taken from the anti-selected
sample, while the shape of all other contributions is taken from simulation, as its behavior due
to the W polarization is well understood. The ratios are found to be in the range 0.1-0.2.

In principle, the Rcs method requires the knowledge of the QCD contribution in the signal
and control regions separately. Since the QCD background estimation is performed inclusively
with respect to A®, an R¢s factor for QCD multijet events is determined as well. In practice, the
resulting Rcs values are all found to be below 2%, the QCD contamination is thus negligible
for the SR. Therefore, the previously described Rcs method takes into account only the QCD
contribution in the CR, as written in Eq. 1. For the muon channel the expected contribution
from QCD multijet background is expected to be much smaller. In order to estimate this con-
tribution, a similar procedure to the one outlined above is applied and a 100% uncertainty is
assigned.
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6 Systematic uncertainties

Systematic uncertainties affect this analysis either by influencing x, and thus the background
prediction, or by affecting the expected signal yield.

The main systematic uncertainty of this analysis is due to the extrapolation of Rcs from the
SB with a lower number of jets to the MB with a higher number of jets. Here, the ratio of the
semileptonic to dileptonic tt decays for different number of reconstructed jets is of major im-
portance, since the total Rcg is driven by the fraction of the two decays and their corresponding
Rcs value, which differs significantly for semileptonic and dileptonic tt events. To ensure that
the data are described well by simulation, a high-purity dilepton tt control sample is selected
by requiring two opposite-sign leptons. For same-flavor leptons it is additionally required that
the invariant mass of the lepton pair is more than 10 GeV away from the Z boson mass peak. In
order to mock up the feed-down of the dileptonic events into the single-lepton selection, one
of the two leptons is deleted from the event. To crudely mimic a hadronic tau decay for this
“lost lepton”, a response of ~2/3 is assumed, counting it as an additional jet, and adding it to
EMiss accordingly. As a consequence, L, A®, and Hr of the now “single-leptonic” event are
recalculated. In order to maximize the number of events defining the control region, no AP
cut is applied and all events are used twice, with each reconstructed lepton being considered
as lost lepton at a time. The jet multiplicity distribution after the single-lepton baseline selec-
tion (excluding the signal regions) and the dileptonic control region are then compared to the
simulation. While observing in general the same behavior, the double ratio of the two ratios of
data over simulation is used to determine the uncertainty on the simulation, which is mainly
driven by the statistical error of the data samples.

Compared to the uncertainty due to the dileptonic control sample, all other uncertainties are
smaller. Corrections to the jet energy scale (JEC) are varied within the given uncertainties as
a function of jet pr and 7. These variations are also propagated to EXss. The scale factors ap-
plied to the efficiencies for the identification of b-quark and for the misidentification of c-quark,
light quark or gluon jets are scaled up and down according to their uncertainties. Uncertainties
for the efficiency of lepton reconstruction and identification are derived in the same way. For
pileup, a 5% uncertainty on the inelastic cross section is used to derive the impact of the uncer-
tainty on the pileup profile. All of these uncertainties apply both to the background prediction
and the signal yield. The luminosity is measured with the Pixel Cluster Counting method and
the absolute luminosity scale calibration is derived from an analysis of Van der Meer Scans
performed in August 2015, resulting in an uncertainty of 2.7% [39].

Both the W cross section and the tt cross section are varied by a conservative 30% in order
to cover possible biases in the estimation of the background composition in terms of W + jets
vs. tt events. These variations have a small impact on the zero-b analysis where the relative
fraction of the two processes is determined in a fit. The polarization of W bosons in W+jets
events is varied by 10% guided by theory uncertainty predictions and measurements found
in [40-43]. For tt events, the polarization is varied only by 5%, i.e. events are reweighted by w=
1 +(0.1 or 0.05)*(1-cos(6*))?, where cos(6*) is the angle between charged lepton and W boson
in the W rest-frame. For W +- jets this is done twice, once treating both charges the same and
once only reweighting positive charges, and the bigger resulting uncertainty is chosen. For the
tt background, the tt system is reweighted by a weight defined by \/SF(t) - SF(f) with SF =
exp (0.156 — 0.00137 - pr(t)) or 0.5, if the weight is smaller than 0.5. The difference between the
values of x in the reweighted and the original sample is taken as the uncertainty. The ttV cross-
section is conservatively varied by 100%. The systematic uncertainty on the QCD estimation
depends on 1jet and 7p.t5g, and ranges from 25% to 100%.
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In addition, for the zero-b analysis a systematic uncertainty based on the result of linear fits of
Rcs is applied as a function of nje; as described in Section 5.2. For the zero-b analysis, 50% cross
section uncertainty is applied to all backgrounds other than W + jets, tt, ttV, and QCD.

For the signal, an uncertainty on initial-state radiation (ISR) is applied, based on the pr of the
gluino-gluino system, which amounts to 15% uncertainty for gluino-gluino pt between 400
and 600 GeV, and 30% for higher momentum. Uncertainty on the signal cross section are taken
into account as well.

The impact of the systematic uncertainties on the total background prediction for the multi-b
and zero-b analysis are summarized in Table 3. While the systematic uncertainty is determined
for each signal point, the uncertainties typical for most signals are summarized for illustration
in Table 4.

Table 3: Summary of the systematic uncertainties for the total background prediction for the
multi-b and for the zero-b analysis.

Source Uncertainty [%] for multi-b | Uncertainty [%] for zero-b
dilepton control sample 8-20 8-40
JEC 0.2-11 0.6-8.2
b-tagging 0.1-17 1.4-4.5
o(W +jets) 0.3-6.4 <25
W polarization variation 0.1-2 0.2-3.4
o(ttV) 0.1-5 0.2-2.9
top pr reweighting 0.1-10 0.1-71
pileup 0.3-23 0.1-10
Rcs fit - 3.3-35
Total 8.0-28 10-54
MC statistics 3-30 8-48

Table 4: Summary of the systematic uncertainties and their average effect on the example signal
points. The values are very similar for the multi-b and the zero-b analysis, and are mostly larger
for compressed scenarios, where the mass difference between gluino and neutralino is small.

Source Uncertainty [%]
Trigger 1
PU 5
Lepton efficiency 5
Luminosity 2.7
ISR 3-20
b-tag HF 6-10
b-tag LF 2-3
JEC 3-10
Factorization /renormalization scale <3
Total 12-26

7 Results and interpretation

The backgrounds for all search regions are determined as described previously in different side
band regions with lower jet or b-jet multiplicities. The multi-b analysis consists of 30 exclusive
bins, while for the zero-b analysis contains 13 exclusive categories, as introduced in previous
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chapters. The result of the background prediction (in red), the observed data (black), and the
expected number of background events from simulation are shown in Figure 5 for the multi-b
case and in Figure 6 the zero-b case.

Table 5: Summary of the results in the multi-b search.

. 4
et Lr Hr My jet Bin name Expected signal T1t" mg; /mzo [TeV] | pygicred background | Observed
[GeV ] [GeV] 1.5/0.1 1.2/0.8
=1 LT1, HTO, NBI 0.00 + 000 | 041 =+ 002 9.03 + 207 9
[500, 750] =2 LT1, HT0, NB2 0.00 + 000 | 067 =+ 003 838 + 210 2
(250, 350] >3 LT1, HTO0, NB3i 000 + 000 | 067 + 003 123 4+ 039 1
¢ =1 LT1, HTTi, NBI 003 £ 000 | 015 £ 001 977 £ 299 4
> 750 =2 LT1, HT1i, NB2 007 + 000 | 027 =+ 002 708 + 274 6
>3 LT1, HT1i, NB3i 007 + 000 | 022 =+ 002 0.85 + 040 1
=1 LT2, HT0, NB1 000 £ 000 | 019 £ 002 2742 £ 09% A
[500, 750] =2 LT2, HT0, NB2 001 + 000 | 028 =+ 002 089 + 056 2
_ (350, 450] >3 LT2, HTO0, NB3i 001 + 000 | 024 =+ 002 010 + 008 0
) ¢ =1 LT2, HTTi, NBI 008 £ 000 | 016 £ 001 361 £ 175 5
o) > 750 = LT2, HT1i, NB2 012 + 001 | 024 =+ 002 375 + 1.90 2
>3 LT2, HT1i, NB3i 013 + 001 | 019 + 001 054 + 035 0
(500, 1250] =1 LT3, HT01, NBI 007 £ 000 | 018 £ 002 I1T £ 159 T
(450, 600] ’ >2 LT3, HT01, NB2i 019 + 001 | 042 + 002 402 + 211 0
¢ ~ 1250 = LT3, HT2i, NB1 008 £ 000 | 002 £ 000 062 * 069 T
= >2 LT3, HT2i, NB2i 029 + 001 | 008 =+ 001 059 + 0.66 1
[500, 1250] =1 LT4i, HT01, NBI 018 £ 001 | 005 £ 001 060 £ 051 0
> 600 ’ >2 LT4i, HTO1,NB2i | 057 + 001 | 016 4 0.01 025 + 039 0
= > 1250 = T4, HT2i, NBI 026 £ 001 | 007 £ 001 020 £ 027 0
= >2 LT4i, HT2i, NB2i | 095 + 002 | 016 =+ 001 042 + 053 0
(500, 1250] = LT1, HT01, NBI 001 + 000 | 022 =+ 002 052 + 019 0
’ = LT1, HT01, NB2 001 + 000 | 055 =+ 003 023 + 014 0
[250, 350] > 500 >3 LTT, HTO0i, NB3i 008 £ 000 | 074 £ 003 032 f 016 0
- 1250 = LT1, HT2i, NBI 002 £ 000 | 002 £ 001 017 £ 016 0
o = = LT1, HT2i, NB2 004 + 000 | 005 + 001 024 + 031 0
Al = T2, HT0i, NBT 0.04 £ 000 023 £ 0.02 028 £ 0.14 0
[350, 450] > 500 =2 LT2, HT0i, NB2 010 + 001 | 041 + 002 005 + 006 1
>3 LT2, HTOi, NB3i 012 + 001 | 051 =+ 002 004 + 005 0
> 450 > 500 = LT3i, HT0i, NBI 029 £ 001 | 023 £ 002 031 £ 020 0
= = >2 LT3i, HTOi, NB2i | 142 + 0.02 | 099 =+ 003 015 + 013 0
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Figure 5: Multi-b analysis: The data-driven prediction is represented by the filled histograms
preserving the individual background contributions from MC; the observed number of events
is shown in black. The colored lines show two signal benchmark points stacked on the predic-

tion.
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Figure 6: Zero-b analysis: observed and predicted event counts in the 13 signal regions. The
black points show the number of observed events. The filled, stacked histograms represent the
predictions for tt, W + jets events, and the remaining backgrounds. The colored lines illustrate
the expectations for three benchmark points of the T5Sq*WW model. The lower panel shows the
ratio between data and prediction. The error bars indicate the total statistical and systematic
uncertainty on the ratio.

Table 6: Summary of the results of the zero-b search with 2.3 fb™*.

Lt Hr . Expected signal TSq*WW 1) /mz [TeV] Predicted
et | [GeV] (Gey] | Binname 1.0/0.7 12/08  “15/01 background Observed
250,350] | >500 | LILHTI |1.67 + 027]068 + 007]003 + 001]128 =+ 291 13
o [[350,450] | >500 |LI2HT | 113 + 022|068 =+ 007|004 + 001|445 + 215 1
> 450 >500 | LT3,HTi | 148 £ 026|079 £ 008|051 + 00238 =+ 203 1
(250,350] | P00,750] [ LTLHTL [303° & 036 [106 + 009 [ 00 + 00[424 =+ 137 8
’ >750 | LTL,HT23 | 092 + 02036 + 005|008 + 001|479 + 16 4
S [3s0,450) | PO0.7%0] [LIZHIT [154 & 026 09 & 008 00 = 00[137 + LI2 0
) ’ >750 | LT2,HT23 | 115 + 021|041 + 005|013 + 001|129 + 074 2
~ 450 | [B00,1000] | LT3, HTI2 [ 199 + 029183 + 012|011 + 001 225 + 093 0
= >1000 | LT3,HT3 | 133 + 023|055 + 006|138 + 004|147 + 1.04 2
1250, 350) [500,750] | LTL,HTI | 09 + 02026 + 004] 00 + 00034 + 022 0
w ’ >750 | LT1,HT23 | 085 + 019|041 =+ 005|006 + 001| 1.1 + 061 1
Al [1350,450] | =500 | LI2,HTi | 141 + 023|075 & 007|009 & 001|045 & 028 0
> 450 >500 | LT3,HTi | 244 + 031|127 £ 009|084 + 003|039 + 026 0




15

1800 CMS preliminary 2.3 fo (13 TeV) CMS preliminary 2.3 fb (13 TeV)
— ———— _ = = 2 ) =
% pp - 99,9 - tt?; NLO+NLL exclusion =5 % 1200[PP ~ 99:9 ~ qa wW* Qi NLO+NLL exclusion o
—1 =1
O, 1600l — opserved + 1 0eory E s O =Observed * 10, ] S
— —— _ ; — e | ;
£ ag0| F33Expected £ 10, e 18 X0 FEEEpected £ 10, ey 1 38
r 1 z : mg = O.5(m§+m§ﬁ) 1 3
1200F . 2 e~ 1 2
E 1 H10* & 800~ - ORTIIN ] J10" C
- - 7 c - 3 c
1000 4 1 o r &5 1 7 o
L 1 4 = B 1 A =
g0l -1 E e 1] E
C 11 = r 1] @
600: 1 102 & 4001~ 1 2 2
E _ E > [ B E =]
400~ 14 3 5 14 3
C 1 4 O 200— - 4 (@]
2001 4 = i s
F 75 ] 7o) r ] e}
o) S I NN PRI - 1 ) R © J152 @

|
=
S}

o

PRI RS IR BIR B AR
800 1000 1200 1400 1600 1800 %0 800 1000 1200 1400 1600
my [GeV] my [GeV]

Figure 7: Cross section limits at 95% CL for the (left) T1t* and (right) T5q*WW models as
a function of the the gluino and LSP masses. In T5q*WW, the pair-produced gluinos each
decay to a quark-antiquark pair of the first or second generation (qq), and a chargino (x7°) with
its mass defined as mg+ = 0.5(mg + mﬁ). The black (red) lines correspond to the observed
(expected) mass limits, with the solid lines representing the central values and the dashed lines
the £10 uncertainty bands related to the theoretical (experimental) uncertainties.

In order to set limits, a likelihood function is built that contains Poisson probability functions
for all four data regions, needed to determine the background in the signal region of the main
band. Additionally, the x values derived from simulation are included to correct any resid-
ual differences between the side band and main band regions, and uncertainties on this value
are incorporated with log-normal constraints. The estimated contribution from QCD multijet
events in the two control regions is included as well. A profile likelihood ratio in the asymptotic
approximation [44] is used as the test statistic. Limits are then calculated at the 95% confidence
level using the CLs criterion [45, 46].

The cross section limits obtained for the T1t* model using the multi-b analysis, and for the
T5q*WW model using the zero-b analysis, are shown in Fig. 7 as a function of m(g) and m(x?),
assuming branching ratio of 100% as shown in Fig. 1. Using the gg pair production cross section
calculated at next-to-leading order plus next-to-leading-logarithm accuracy, exclusion limits as
a function of the mg/ Mz mass hypothesis are set.

8 Summary

A search for supersymmetry has been performed with 2.3fb™" of pp collision data taken in
2015 with the CMS experiment. The data is analyzed in several exclusive categories, differing
in the number of jets and b-tagged jets, the scalar sum of all jet transverse momenta and the
scalar sum of the transverse missing momentum and the lepton. Background is rejected by
requiring a large azimuthal angle between the lepton and the reconstructed W boson direction.
No significant excess has been observed, and the results are interpreted in two simplified mod-
els describing gluino pair production. For a simplified model, where each gluino decays to a tt
pair and the lightest neutralino, gluino masses up to 1.575TeV can be excluded for neutralino
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masses below 600 GeV. Neutralino masses below 850 GeV can be excluded for a gluino mass of
1.4 TeV. This extends the limits obtained from the 8 TeV searches by about 250 GeV. In a second
simplified model gluino pair production is investigated as well, here with gluinos decaying to
first or second generation squarks and a chargino, which then decays to a W boson and the
lightest neutralino. The chargino mass in this decay chain is defined as mg+ = 0.5(mz + m???)'
In this model, gluino masses below 1.4 TeV are excluded for neutralino masses below 725 GeV.

A Cutflow

Table 7 contains the cutflow for the preselection. For the initial selection, one lepton and Ht >
350 GeV is required.
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