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Abstract

This note describes the calibration of electromagnetistehs, as implemented in cur-
rent releases of the ATLAS reconstruction program. A sesfesorrections are applied to
calibrate both the energy and position measurements; twsections are derived from
Monte-Carlo simulations and validated using test-beara.d@ihe possibility of obtaining
inter-calibration energy corrections frofi— ee data is also discussed.



1 Introduction

In order to realise the full physics potential of the LHC, tRELAS electromagnetic calorimeter must
be able to identify efficiently electrons and photons withilarge energy range (5 GeV to 5 TeV), and to
measure their energies with a linearity better than 0.5%\Whoson mass measurement, not considered
here, will require better precision.

The procedure to measure the energy of an incident electrphaion in the ATLAS electromag-
netic (EM) calorimeter has been described in Ref. [1]. Edep of the energy reconstruction has been
validated by a series of beam tests over many years, botky wsily the calorimeter [2, 3] and also
combined with representative components from all detesibrsystems. This has allowed considerable
refinement of the calorimeter simulation. This simulatisthien used to model the behaviour of the full
detector.

One of the key ingredients for the description of the detgotoformance is the amount and position
of the upstream material. The understanding of the ATLA®detr geometry has also made progress
over the years; an overview of the present knowledge of ttectte and its expected performance can be
found in [4]. The amount of material in front of the calorireefor the as-built detector is significantly
larger than was initially estimated; this leads to largesrgyp losses for electrons and to a larger fraction
of photons converting (see Figs. 1 and 2).

The standard ATLAS coordinate system is used: the beamtidinedefines the-axis, and thecx-y
plane is transverse to the beam direction. The azimuthadé amnig measured around the beam axis and
the polar angléd is the angle from the beam axis. The pseudorapidity is defisgd= — In(tan(6/2)).

1.1 Electron and photon candidates

The “sliding window” algorithm [5] is used to find and recongtt electromagnetic clusters. This forms
rectangular clusters with a fixed size, positioned so as tommse the amount of energy within the clus-
ter. An alternate algorithm is available which forms clusteased on connecting neighbouring cells until
the cell energy falls below a threshold; this is not used leydifault electron and photon reconstruction.
The optimal cluster size depends on the particle type beaingnstructed and the calorimeter region:
electrons need larger clusters than photons due to thgerlarteraction probability in the upstream ma-
terial and also due to the fact that they bend in the magnedit, fiadiating soft photons along a range
in @. Several collections of clusters are therefore built byrdenstruction software, corresponding to
different window sizes. These clusters are the startingtpuiithe calibration and selection of electron
and photon candidates.

One of the recent improvements in the calibration procedutlat electron and photon candidates
are treated separately. For each of the reconstructecedugihe reconstruction tries to find a matching
track within aAn x A window of 0.05 x 0.10 with momenturmp compatible with the cluster enerdy
(E/p< 10 [6,7]). If one is found, the reconstruction checks forsprece of an associated conversion.
An electron candidate is created if a matched track is foumldn® conversion is flagged. Otherwise, the
candidate is classified as a photon.

This early classification allows applying different cotrens to electron and photon candidates.
It is the starting point of a more refined identification basmdely on shower shapes, described in
companion notes [6, 7]. Four levels of electron quality aefireed (loose, medium, tight, and tight
without isolation). The available photon selection copmxls to the tight electron selection (excluding
tracking requirements). The medium and tight selectioasisaed in some parts of the calibration analysis
described in this note. But the corrections derived are #épgied to all electron and photon candidates.
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Figure 1: Average energy loss vg)| for E = Figure 2: Fraction of photons converting at a ra-

100 GeV electrons before the presampler/stripsdius of below 80 cm (115 cm) in open (full) cir-
(crosses/open circles), and reconstructed energieges, as a function dy| [4].
before/after (solid/open boxes) corrections.

ARSI TIREE S |r’| range Ce"r’ size
Layer1 Layer?2
Barrel 0-1.4 0.025/8 0.025

1.4-1.475 0.025 0.075

end-cap 1.375-1.425 0.05 0.05
1.425-1.5 0.025 0.025

15-1.8 0.025/8 0.025

1.8-2.0 0.025/6 0.025

2.0-2.4 0.025/4 0.025

24-2.5 0.025 0.025

Figure 3: Sketch of the accordion structure of theTaple 1: Calorimetem granularity in layers 1
EM calorimeter [8]. and 2.

1.2 Calorimeter granularity

The electromagnetic calorimeter (Fig. 3) was designed fwrdjective inn, and covers the pseudorapid-
ity range|n| < 3.2. Precision measurements are however restrictégl|ta 2.5; regions forward of this
are outside of the scope of this note. The calorimeter iglilest in three cryostats: one containing the
barrel part (| < 1.475), and two which each contain the two parts of the end-t&87%< |n| < 3.2).

Its accordion structure provides complatesymmetry without azimuthal cracks. The total thickness
of the calorimeter is greater than 22 radiation lengtkg {(n the barrel and greater than2#in the
end-caps. It is segmented in depth into three longitudieefiens called layers, numbered from 1 to 3
outwards from the beam axis. These layers are often caltedt“f(or “strips”), “middle,” and “back.”
The n granularity of the calorimeter for the front and middle les/és shown in Table 1. The size of
cells is 0.025 in layer 2 and 0.1 in layer 1. Layer 3 has a geaitylof An x A@ = 0.050x 0.025. For
In| < 1.8, a presampler detector is used to correct for the energpyoslectrons and photons upstream
of the calorimeter. All these regions must be treated séglgrm deriving the individual corrections.

The effect of the choice of cluster size on electron and phetergy reconstruction has been studied
in Refs. [1] and [8]. These results are still the baselinéheffiresent software. For electrons, the energy
in the barrel electromagnetic calorimeter is collectedr @are area corresponding tox37 cells in the
middle layer, i.eAn x A@ = 0.075x 0.175. For unconverted photons, the area is limitedxdbXells in



the middle layer, whereas converted photons are treatectldctrons. The cluster width mincreases
with increasing|n |; therefore, an area of 65 cells in the middle layer is used for both electrons and
photons in the end-cap calorimeter.

1.3 Geometries and data sets

The present knowledge of the detector geometry, resultmmg the detector survey, is described in [4]
(Sec. 9). But even before the final survey, it was known thatininer detector services located in the
crack region would be wider than originally expected, arat the end-cap electromagnetic calorimeter
would be shifted by about 4 cm, compared to the nominal (aimtipg) geometry described in Ref. [1].
This is taken into account in the simulation, and is treated anisalignment in the cell calibration
procedure described below.

High statistics samples of single electrons and photormggsised with the full detector simulation
based orGEANT 4.7 [9], were used to derive and study the corrections. Twiealer geometries are
available. The first is the “ideal geometry,” which contathe best knowledge of the dead material,
but which has no misalignments except for the 4 cm shift ofghd-caps. The data sets based on
this geometry are used to derive the corrections and for widste performance studies. The second
available geometry is a distorted one, in which extra maltesiadded between the tracking detectors and
the calorimeters, and in which misalignments are introdué®r example, the amount of material in the
inner detector has increased in some regions by up to 7% dfiatian length for positivep, and the
density of material in the gap between the barrel and enctpaystats has increased by a factor of 1.7.
The distorted data-sets using this geometry are used toastsystematic uncertainties and to check the
sensitivity of the methods to additional material. In aidditto these single-particle data sefs,— ee
decays are also available.

The standard calorimeter reconstruction for simulated datiudes the effects of possible cell-level
miscalibrations by smearing the measured energy of eattbygedbout 07%), therefore increasing the
constant term of the energy resolution. (The fractionatgneesolution is conventionally parametrised
aso(E)/E = a/E @ b/vE @ ¢, wherea is the noise termb is the sampling term andis the constant
term.) Unless otherwise stated, the results in this noteatdntliude this additional smearing, and
therefore correspond to assuming a perfect cell-levebicion.

1.4 Energy and position reconstruction

The calibration of the LAr calorimeter is factorised intoreanel-by-channel calibration of the electron-
ics readout and an overall energy scale determination.

The first step, often called “electronics calibration”, eeris the raw signal extracted from each cell
(in ADC counts) into a deposited energy. The method usedhisstep, which is beyond the scope of this
note, was described in Ref. [1]. It was refined and validatedmfinal barrel and end-cap modules were
studied in test beams [2, 3]. In the past two years, the expeei gained and the algorithm developed
were integrated into the standard ATLAS calibration sofev4.0].

The second step deals with clusters. The energies depasited cells of each individual layer of
a cluster are summed, and an energy-weighted cluster gositicalculated for each layer. There are
several important effects which must then be understood:

e Due to the accordion geometry, the amount of absorber rahtedssed by incident particles varies
as a function ofp. This produces @ modulation of the reconstructed energy.

e The shower is not fully contained in thewindow chosen for clusters, and the cells have a finite
granularity. This introduces a modulation in the energy armlas in the measured position (“S-
shape”) which depend on the particle impact point withinla ce
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Figure 4: Cluster correction steps.

e A perfectly projective particle, coming from the origin ¢t coordinate system, intersects the cal-
orimeter at the samg position in all layers. The luminous region, however, egerignificantly
in z a particle from a vertex away from the origin intersectsdhrimeter at slightly differeng
positions in each layer. Properly combining th@seeasurements requires an accurate parametri-
sation of the shower depth within each layer.

An early study of these corrections, using both simulatiod &st beam data, can be found in [11].
The present prediction of these effects and their depefateinn the impact point and energy of the
incident particle are described in detail in this note.

The measured energy and position of EM clusters are codexgedescribed below (see Fig. 4).
The required scale of the correction is illustrated by thpangoints in Fig. 1, which shows the recon-
structed energies & = 100 GeV electrons before and after calibration. It is ab@3 bver most of the
calorimeter, but is larger in the transition region betwesjostats.

e To start with, the energies in the cluster cells are sumnmetiaa energy weighted) , @) position is
calculated for each calorimeter layer. Before applyingdster corrections, the energy resolution
has a constant term of abou66% (quoted for photons &f| = 0.3).

e As the first step, corrections are applied to the clustertippsimeasured in each layer. These are
described in Sec. 2. The position measurements from théviiosayers are then combined to de-
fine the shower impact point in the calorimeter, which cam the used for energy reconstruction.

e The next step is to combine the energies deposited in eaeh l&wo separate procedures have
been developed to do this which are described in Secs. 3.5.dndhe first one, per-layer energy
coefficients, called longitudinal weights, are adjustedptimise at the same time the energy
resolution and the linearity of the response. In the secoed the simulation is used to correct for
different types of energy loss one by one, by correlatindred¢hem with measured observables.
The corrections are calculated separately for electrodphntons, and determined as a function
of |n|. This reduces the local constant term to abo61.&b.

e The third step, described in Sec. 3.2, uses the shower inppatito correct the total energy for
modulations i and@. This reduces the local constant term to abodB8%.

In spite of the skill and care put into the detector constougtcalibration, and operation, some local
or “medium range” inhomogeneities in the calorimeter resgohave to be expected: localised high-
voltage or temperature effects or unexpected additiored deaterial must be detected and corrected for
using data. It is planned to uZe— ee decays to measure and correct for such effects and to helpefix t
absolute energy scale. The method developed and the preeigpected are described in Sec. 6.

2 Cluster position measurement

The position of a cluster is measuredjrand@. The positions are first calculated independently for each
calorimeter layer as the energy-weighted barycenterd ofuatter cells in the layer. (The barrel and end-
cap are also treated separately at this stage.) Seconellipdividual layer measurements are corrected
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Figure 5: Calorimeter depths versyg| for layers 1 and 2 and for 100 GeV photons. The points show
the derived optimal depths, and the curves are piecewigapulial fits to the points. For layer 2 of the
barrel, a single curve yielded an adequate fit acfp$s= 0.8; this may be revisited in future versions.
From 100 GeV photons.

for known systematic biases. Finally, the position measerds from layers 1 and 2 are combined to
produce the overall cluster position. The position coroest are derived using single-particle electron
and photon data samples. Each sample is mono-energeticharalailable samples span the range
5-1000 GeV.

The n positions that are calculated at this stage are “detectoréorresponding to the angle that
would be made by a particle originating from the origin of thetector coordinate system. In order
to properly compare the calculated deteajopositions with then of a generated incident particle,
which will in general have its production vertex offsetzifirom the detector origin, one must assume
a depth for each calorimeter layer. Here, “depth” refershtoriadial distance from the beam axis for
the barrel calorimeter, and to the distance from:they plane passing through the origin for the end-
cap calorimeter. The depths used are those which optimesg-ffosition resolution; they are shown in
Fig. 5.

2.1 n position correction (S-shape)

The clustemn position is first calculated in each layer as the energy-ted barycenter of the cluster
cells in that layer. (In layer 1, only the three strips arotimel cluster center are used, regardless of the
specified cluster size.) Due to the finite granularity of thadout cells, these measurements are biased
towards the centers of the cells. For examples, see Fig. i6.figlare plots the difference in between
the incident particle and the reconstructed clusfer € nyue — Nreco) @s a function ofy, the relativen
offset of the cluster within the cell, which varies fromil/2...1/2 across the cell. (The sign afy is
inverted for negativey, and in plots it is usually shown as a fraction of the eglvidth.) The general
functional form shown in this figure is often referred to asst@pe”.

Figure 6 shows the correction averaged ovetrgnrange. The actual correction, however, varies
continuously oven, due to changes in the detector geometry (the correctiomsgehto a much greater
extent near discontinuities in the calorimeter). For examtme calorimeter cells are not perfectly pro-
jective (as the inner and outer cell faces are parallel tbh#zan-line, rather than being perpendicular to a
line from the detector origin); this induces a bias away fthmcenter of the calorimeter. The correction
will also depend on the cluster energy, as that affects theage shower depth.

To derive the correction, the calorimeter is dividednirinto regions based on where the behaviour
of the correction changes discontinuously. Within eachorggan empirical function is constructed to
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Figure 6:An versusv before and after correction for different regions and fod GEV electrons. Note
the small systematic offset in the end-cap due to a chandwiarid-cap geometry since the corrections
were derived. For comparison, the “v12” points show res@t®nstructed using the same geometry as
that used to derive the corrections.

describe the correction, and an unbinned fit is performednalated data for a particular cluster size,
type, and energy.

The function used for the empirical fit is of the form
f(v) = Atan 'Bv+Cv+D|v| +E, (1)

where—1/2 < v < 1/2 across a cell (for the actual fit, the parameters are redefmesduce correla-
tions). To turn this into a function af, the fit parameters are written as polynomials (usually obsd
or third degree) inn|:

A=Y alnl, (2)

and similarly for the other parameters. The fit parametershan the coefficients, by, etc.

One feature to note about this function is that, in genef&k1/2) # f(1/2), so that it will be
discontinuous crossing a cell boundary. For layer 1, thisiglly acceptable, since reconstructed cluster
positions cluster well away from the cell boundary (Fig.)y.(a&dowever, in layer 2, the distribution of
reconstructed cluster positions remains populated athessuster boundary (Fig. 7(b)). Therefore, for
layer 2, the function is modified so th&t—1/2) = f(1/2).

In some cases, there is still a significant periodic residftak fitting to this form; in such cases, an
additional general trigonometric term is added to the fit:

f'(v) = f(v) + acogBrv+y). €))

Finally, a few regions near the calorimeter edges do notéxtiie S-shape form; a general polynomial
is used as the empirical function there.
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Figure 7:An versus |n| in layers 1 and 2 of the barrel, along with the empirical fitdtion.

The correction is evaluated separately for each clusterasid type (electrons, photons). The differ-
ence in the correction between electrons and photons is pdesent, and there is about a 10% difference
between 5¢ 5 and 3x N clusters.

The correction also depends on energy; over the range 26-G@80, the required correction varies
by ~ 20%. To apply the correction for a given cluster, the coroecis first tabulated for each of the
energies for which simulated data samples were availalihe. fihal correction is then found by doing
a cubic polynomial interpolation within this table. Noteuwbtety here: the energies at which the cor-
rections are tabulated are the true cluster energies. Haweben the correction is applied, only the
reconstructed cluster energy is known. Since the positiorections are done before the energy correc-
tions, the reconstructed cluster energy will be systeralyitower than the true energy. If this were used
for the interpolation, this would bias the position measeats. So, for the purpose of this interpolation,
a crude energy correction is performed by scaling the reénaried cluster energy by the ratio of the true
to reconstructed energy observed in a 100 GeV sample, ptaisedeas a function ofp|. This energy
correction is used only for the energy interpolation of thesifion corrections.

Plots ofAn before and after corrections for several regions are shoviig. 6. Note that since the
present corrections were derived, the simulated deteetmmgtry was changed slightly in the end-cap,
in order to match more closely the as-built detector. Thesilte in a small systematic offset 8(10~4)
in these regions.

Then position resolution for photons versyg| is shown for the two main calorimeter layers (strips
and middle) in Fig. 8. The resolution is fairly uniform as étion of || and is 25-35 x 10~* for the
strips (which have a size of 0.003 inin the barrel electromagnetic calorimeter) and 58 for the
middle-layer cells (which have a size of 0.025jh The regions with worse resolution correspond to the
barrel/end-cap transition region and, for the strips, €rtfgion with|n| > 2, where the strip granularity
of the end-cap calorimeter becomes progressively muctsenar

2.2 (@ position correction

The measurement of the clustgiposition must also be corrected. These corrections aresapmhly in
calorimeter layer 2 (the granularity is best in this layer). As opposed to thdirection, the accordion
geometry results in more energy sharing between cells ipftieection, which washes out the S-shape
in this direction. There is, however, a small bias in theneasurement which depends on the average
shower depth with respect to the accordion structure (amgldh|n|). A profile plot of AQ = @Grue — Geco
before the correction is shown in Fig. 9. (The sign of theaedffs flipped forn < 0, as the two halves

of the calorimeter are identical under a rotation.) The aisiouity at|n| = 0.8, where the absorber
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thickness and the middle layer depth change, is clearlplesi

The correction derived here is symmetricgnIn the real detector, the absorbers sag slightly due to
gravity, causing &-dependent modulation in thgoffset with a maximum value of about®mrad [8].
This has not been included in the present simulations, aisdlierefore not taken into account in this
correction. Studies have shown, however, that the extrasngeof the position measurement from this
effect has a negligible contribution to the widths of theairant mass distributions ef e~ pairs. (These
studies were performed by generating decays of massivielpantising a toy Monte Carlo, smearing the
decay products with energy and angular resolutions rougpgpyropriate to ATLAS, and comparing the
widths of the resulting invariant mass distributions befand after shifting the positions byAcosg.
No significant broadening was observed Aot 50 mrad.) The contribution of this effect to the constant
term of the energy resolution has not been studied quantitgtbut should also be small.

To produce a correction, the data are binned i he result for one sample is shown in Fig. 9. This
function is interpolated im; it is then also interpolated in energy as for theosition correction.

The @ position resolution versusgy| is shown for calorimeter layer 2 in Fig. 10. Electron cluster
which get smeared in the direction as they radiate while propagating through thematig field, have
a worse@ position resolution than do photon clusters. A discontusustep is seen in the resolution
at|n| = 0.8, where the absorber thickness changes, and the resolsitieorst in the transition region
between the cryostats.
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Figure 12: Angular and vertex resolution as functiongmdf(Gaussian fits), multiplied by E.

2.3 Position measurement combination

The individual layerm and ¢ measurements are combined to produce the ovgrahd ¢ for a cluster.
For @, only layer 2 is used, so the combination is trivial excephia overlap region, where the energy-
weighted average of the barrel and end-gapeasurements is used. Fprboth layer 1 and layer 2 are
averaged. However, layer 1 is weighted three times as muldyas? to roughly take into account the
better resolution in layer 1. This prescription, which doesuse the actual position resolutions and does
not account for correlations, is known to be suboptimal ailidoe improved in future software versions.

Note that the) combination implicitly assumes that the incoming partislprojective. If its produc-
tion vertex is shifted from the origin, then the combimgavill be biased. This is illustrated in Fig. 11,
which shows the resolution of the combined clusjemeasurement. Here, the measured clugtés
compared to thg position of the calorimeter intersected by the true patichck at a depth correspond-
ing to the cluster barycenter. This is shown both for all ®tsand for clusters with theposition of the
production vertex within 5 mm of the detector center.

2.4 Shower direction

At high luminosity, the inner detector cannot accuratelied®ine the interaction vertex due to the large
number of additional interactions. This is an issue for #enstruction of & — yy signal. For this
analysis, achieving the best possible resolution on thariamt mass of the photon pair is crucial for
separating the signal peak from the continuum backgrouhthelz-position of the interaction vertex
is unknown, then there will be a large uncertainty in the palagle of the photons and thus in the
pair invariant mass. We can, however, recover informatloouaithe incidence angle of the photons by
comparing the impact points that are reconstructed in teedird second layers of the EM calorimeter.
To do this, we need to know the photgnposition and the shower barycenter in each of the two layers
(Fig. 5). We can then draw a straight line between these(tyydepth points; extending this line to the
beam axis gives an estimate of the position of the intenactartex.

Here, this method is applied to single photons with energigspatible with photons frordl — yy
decays. Fomy = 120 GeV, these photons are predominantly in the range B00 GeV. Figure 12
shows the resolutions of the photon angle and the interaetiotex measurements as functiong rpff
Figure 13 shows the same resolution as a function of the phanergy, forjn| < 0.5.

3 Cluster energy measurement

Most of the energy of an electromagnetically interactingipie is deposited in the sensitive volume of
the calorimeter, including the lead absorbers and thediqugon gaps. A small fraction is deposited in

11
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Figure 13: Angular and vertex resolution as function& ¢fSaussian fits), fojn| < 0.5.

non-instrumented material in the inner detector, the ¢atesthe solenoid, and the cables between the
presampler and the first EM calorimeter layer. Energy alsapss from the back of the calorimeter.

The cluster energy is calculated as a linearly weighted dithre@nergy in each of the three calorim-
eter layers plus the presampler. The factors applied todhednergies are called longitudinal weights
and their purpose is to correct for the energy losses, prayioptimum linearity and resolution.

The ATLAS longitudinal weighting method was first describiedRef. [8]. However, recent ATLAS
test beam analyses [2, 3, 12] provided simple extensionsedtfeichnique. They also allowed validating
this method with real data.

The first section below describes the weighting correcti@at ts performed in current versions of
the reconstruction, called the 4-weight method. This ilfeéd by a description of the corrections for
n- andg-dependent modulations in the energy. A more advanced yeendent calibration scheme,
called the calibration hit method, is described separate8ection 5.

3.1 4-weight method

The weighting method described in this section is is a maifio of that described in Ref. [8] and is
currently the default in ATLAS reconstruction. The weighted are functions only df;|; no energy
dependencies are used. The method could be readily extaadadlude ¢- and energy-dependent
weights in order to minimise residual non-linearities. Teeonstructed energy is given by

Ereco = A(B + WpsEps+ El + E2 + VV:’}ES)a (4)

whereEps andE; 3 are the cluster energies in the presampler and the threeslajehe calorimeter
(including sampling fractions). The offset tehcorrects for upstream energy losses for which the
corresponding electron has not reached the presampler IfP8)e limiting case of no energy in the
PS, this offset corresponds to the energy an electron losfesebit undergoes a hard bremsstrahlung
for which the resulting photon passes through the PS witbonwerting (i.e., no energy recorded in the
PS). The parameters B, W5, andWs are calculated by g2 minimisation of(Eqye — Ereco)?/ 0 (Etrue)?
using Monte Carlo single particle samples, whei&;e) is a parametrisation of the expected energy
resolution. This minimisation is done for separaté bins, defined by thé&n = 0.025 granularity of
the second layer of the calorimeter. Equal-sized samplés aviergies between 10 and 200 GeV are
combined for the fits (the linearity of low energy points abbk improved by using more events at those
energies.) The fits are done separately for each clusteasitearticle type (electron and photon).

A special parametrisation is applied in the gap region betwibe barrel and end-cap calorimeters
(1.447 < |n| < 1.55), within which the parametrisation of Eq. (4) is not adetigu Moreover, this region
is instrumented with scintillator tiles that can be usedemorver some of the energy lost in the gap. The
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parametrisation used in the crack is

wh

sig

of

cal

Ereco = A(B + Eb + Ee + WscintEscint),

nificantly better than that used in [1].

The longitudinal weights in Eq. (4) were extracted for alees and photons and are shown as a
function of |n| in Fig. 14. In Fig. 14(a) one can see that the overall sédtar electrons (solid) is larger
than that for photons. The reason is due to the fact that pedravel on average/9X, before they
start losing energy. This effect is close to 1% in the middithe barrel and increases with the increase
upstream material. The offset terghis shown in Fig. 14(b); photons have a very small offset, as
expected. (Future versions of the correction will use laggatistics to reduce the scatter observed in the
fit results.) The PS weighjs shown in Fig. 14(c) is the usual factor applied to preshgevesampler
energy responses to correct for upstream losses. Finaliigi 14(d)W; is a weight applied to the last

orimeter layer to correct for energy leakage behind #ieroneter.

Detailed studies have revealed that the physical meaniriguaed to these weights is only approx-
imate. For example, the weights compensate for lossesthéd?S via the minimisation procedure. In
addition, the weights have a non-negligible energy depsteleHowever, this energy dependence does
not result in large non-linearities because the weightasadheir values to compensate. These effects
are more evident at low energiés< 15 GeV, and with large amounts of upstream material. A more

rigorous treatment of the longitudinal weighting is prdsernn Sec. 5.

The performance of this method is shown in Sec. 4

13

()

ereEy andE. are the energies the cluster deposits in the barrel andamdatorimeters, respectively.
Escintis the scintillator energy, antli: the weight applied to it. This parametrisation is found tdiqren
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the modulation fit.

3.2 Cluster energy modulation corrections

As the@ impact position of a particle shifts across the accordiaucstire of the absorbers, the amount of
passive absorber material it encounters and thus theRatiBeco/ Errye Varies slightly, with a periodicity
equal to that of the absorber spacing. This effect is smith aimaximum value of about a half-percent.
Further, at lower energies, thlggposition resolution becomes comparable to the absorbeingpahis
contributes to washing out the effect at these energiesr&dumnstructed energy is corrected for this.

To derive the correction, the calorimeter is binnednn The binning used is not uniform, but is
chosen so as to segregate regions of the calorimeter wittuniborm R. Within each|n| bin, R is
plotted versus the offset of the cluster relative to the absorber. These platsigided intog bins, each
bin is fit to a Gaussian, and the means of the fits are plotte@ r&$ulting plot is then normalised to
unity and fit to a two-term Fourier series:

f(¢) =1+AlacogNe+C)+ (1—a)cog2Ne+D)], (6)

for fit parameterd\, a, C, andD. Parameten is restricted to the range 0—N is the total number of
absorbers in & (1024 in the barrel and 768 in the end-capend-cap). An exawofduch a fit is shown
in Fig. 15.

Fits are performed separately for each energy, clusteraiwkparticle type. To apply the correction,
it is calculated for each and energy bin. Itis then interpolated bothjrand in energy. This correction
reduces the constant term in the energy resolution (forgutsoat|n| = 0.3) from 061% to 050%.

Energy modulations are also observed alongrihdirection. The energy of a cluster is defined as
the energy within a rectangular window of fixed sizajirx ¢. The window can only shift by an integral
number of cells; however, the impact point of a particle mayabywhere within a cell. Thus, on average,
a larger fraction of the cluster energy will be containech@ window when the particle hits at the center
of a cell than if it hits near an edge. The size of this effec few tenths of a percent, and is larger
for smaller cluster sizes. The modulation can be fit well veituadratic; see Fig. 16. Note that this
modulation is very smalk< 0.1%, in theg direction, due to increased energy sharing between the cell
this modulation is not presently corrected. (A larger matloh was seen in the test beam [13], which
used 3x 3 clusters.)

The plots to fit are prepared in a similar manner as forghmodulations, except that theaxis
is taken to be the offset within a cell. The plots from all bins where the deteds mostly uniform
are then combined into a single plot; that is, thé ranges @5-Q75, 085-130, and 170-250. The
resulting plot is then scaled so as to average to unity and &itquadratic. The correction is performed
separately for each energy, cluster size, and particle tfiipe final correction is then determined by
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Figure 17: Difference between measured and true energyatised to true energy & = 100 GeV.

interpolating in energy. An example fit is shown in Fig. 16.pApng this correction further reduces the
constant term to .@3%. A major contribution to the remaining constant ternrasf theg-dependency
of the inner detector material distribution. (The preseaighting correction is averaged owgy)

4 Energy calibration performance

This section shows the performance of the calibration cbhaed in the current version of the ATLAS
reconstruction software used for all of the electron andgoeconstruction and identification studies
reported here and elsewhere.

4.1 Single electrons and photons

In Fig. 17, the energy response, plotted as the differentedesm measured and true energy divided by
the true energy, is shown for electrons with an energy of 18@ &r two illustrative n-positions in
the barrel electromagnetic calorimeter. The central valuihe energy is reconstructed with excellent
precision & 3 x 10~%) if one assumes perfect knowledge of the material in fronhefcalorimeter. Both
the Gaussian core and the non-Gaussian component of tloé ttaél energy distribution are significantly
worse at the point with largen | due to the larger amount of material in front of the calorienefThe
resolution and non-Gaussian tails are better for photaoas fhr electrons, but are somewhat worse for
all photons than for photons that do not convert before teathe volume of the inner detector.

The linearity (relative difference between the fitted meaergy and the true energy) and resolution
are shown in Fig. 18 for electrons and photons. The expeagdrmance is very similar for electrons
and photons, with a somewhat larger degradation at largeewvaf|n| in the case of electrons, as
expected from the impact of upstream material. For elestritre linearity is shown fgn | = 0.3 (barrel)
and|n| = 2.0 (end-cap). The deterioration of the performance seendrettu-cap is attributed to the
absence of a presamplen( > 1.8) and the relatively limited statistics of the simulatedhgées. The
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Figure 18: Energy linearity (left) and resolution (righdy felectrons (top) and photons (bottom).

resolution shown in Fig. 18(b) is given for thrge| points: || = 0.3 (inner barrel),|n| = 1.1 (outer
barrel), andn| = 2.0 (end-cap). The resolution drop at larggf is attributed to the significant increase
of upstream material in front of the calorimeter with reggeche smalln| region. The extra material
causes increased early showering upstream of the calennetich affects the lateral shower shape in
the calorimeter. Since Eg. (4) absorbs the correctionsaterdl losses into the overall scale consiant
an increase in lateral-loss fluctuations will result in aedetation of the resolution. The fits in Fig. 18(b)
give a sampling term of10.17+ 0.33)% at smalljn|, and(14.5+ 1.0)% in the end-cap.

In Fig. 19, the energy resolution for electrons and photsrshown as a function ¢f|. The photon
resolution is better than the electron resolution in regiaith more material in front of the calorimeter.
The extracted constant term of the resolution is shown fotgis in Fig. 20 after the weight and mod-
ulation corrections. This figure also shows the constam t@vserved when the standard simulation of
cell-level miscalibrations is enabled in the reconstarciirogram. In Fig. 21, the linearity and resolution
as a function ofn| is shown for a range of energies for single photons.

4.2 Mass resolution obtained irH — 4eand H — yy final states

Figure 22 shows the reconstructed distribution, aftebcation, of the invariant mass of the electrons
in H — 4e decays, withmy = 130 GeV. (Loose electron selection applied, as defined iy foplobal
constant term of 0.7% has been included in the electromiagradbrimeter resolution for the two plots in
this subsection. The central value of the reconstructearigmt mass is correct to 1 GeV, correspond-
ing to a precision of 0.7%, and the expected Gaussian résoist~ 1.5%. The non-Gaussian tails in the
distribution amount to 20% of events lying further tham wvay from the peak. They are mostly due to
bremsstrahlung, particularly in the innermost layers efittner detector, but also to radiative decays and
to electrons poorly measured in the barrel/end-cap tiangieégion of the electromagnetic calorimeter.
Figure 23 shows the reconstructed photon pair invarianstioasi — yy decays withmy = 120 GeV
(tight photon selection applied and barrel/end-cap ttemmsregion excluded). The photon directions are
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Figure 21: Energy linearity and resolution for photonx(® clusters).

derived from a combination of the direction measuremenhénelectromagnetic calorimeter described
above (see Section 2.4) with the primary vertex informaffom the inner detector. The central value of
the reconstructed invariant mass is correctt0.2 GeV, corresponding to a precision of 0.2%, and the
expected resolution is 1.2%. Most of the non-Gaussian tails at low values of the rettocied photon
pair mass are seen to be due to photons which convert in teedstector. The shift in the means comes
from the fact that the corrections to-date do not distinglistween converted and unconverted photons.

4.3 Study of systematic effects usingl — 4e

The energy linearity for electrons i — 4eis shown in Fig. 24(a) for samples based on the ideal (full
triangles) and distorted (circles) geometries. The deparfrom linearity for the distorted geometry is
attributed to the presence of extra material in front of thliimeter. The corresponding resolution is
shown in Fig. 24(b) for the distorted geometry.

The uniformity in¢@ andn observed in this sample is shown in Fig. 25. The non-unifbesiseen
at higher|n| and at positivap are due to simulated extra material in these regions. Ipthaiformity
plot (Fig. 25(a)) a residual modulation is observed. Thiad@st likely due to an artefact in the simulation.
The longitudinal weights used in the reconstruction depmrid onn, and are averaged over Adding
a dependency o as well would make the energy scale alopgnore uniform and also improve the
mass resolution of — ee.
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5 Energy correction using calibration hits

This section describes an alternate method for calculdtiagotal energy from the energies in the in-
dividual calorimeter layers and the presampler. It is a igraent of ideas introduced in [14, 15] to
analyse test beam data and is described in some detail ingp6kial simulations are used in which the
energy deposited by a particle is recorded in all detect@enads, not just the active ones. Through these
simulations, the energy depositions in the inactive maltedn be correlated with the measured quanti-
ties. For example, the energy lost in the material in frorthefcalorimeter (inner detector, cryostat, etc.)
can be estimated from the energy deposited in the presanipierresult is a method which provides a
modular way to reconstruct the energies of electrons antbpbkdyy decoupling all the different correc-
tions. This approach eases comparisons between electrdihatons, and might be particularly useful
in the initial stages of the experiment.
The cluster energy is decomposed into three pieces, whitbevireated separately below:

E= EcaI + Efront + Eback, (7)

whereEc, is the energy deposited in the electromagnetic calorimBtgg: is the energy deposited in
the presampler and in the inactive material in front of thHeroaeter, andEp,ck is the energy that leaks
out the rear of the EM calorimeter.

This analysis uses simulated single-particle, mono-atierglectron and photon samples, with en-
ergies ranging from 25 to 500 GeV.

5.1 Reconstruction of the energy deposited in the calorimet

The energy deposited by a particle in the EM calorimdigy;, is estimated as

Ecal :Ccal(xar])(l"‘ fout(x7r’))Ec|7 (8)

where

o Eq= zf;l E;, andE; 3 are the energies deposited in each of the three calorinzgterd in a given
cluster. In the following Eps will denote the energy deposited in the presampler. Thegeas;
available at this stage of the reconstruction are the eeerpposited in the liquid-argon ionisation
medium divided by a region-dependent sampling fraction.

e X is the the longitudinal barycentre or shower depth, defined b

X — 33 1 EiXi + EpsXps 9)
S21Ei+Eps

whereE; is as above ang; is the longitudinal depth, expressed in radiation lengbfisompart-
menti, computed from the centre of the detector. Thewhich are computed using a geanho
scan, are functions afj.

e 1] is the cluster barycentre, corrected for the S-shape dBeetSec. 2.1).
e foutis the fraction of the energy deposited outside the cluster.

e Ccq(X,n) is the calibration factor for the energy in the EM calorimete

2)A “geantino” is an imaginary non-interacting particle usedhe simulation. The properties of the material crossethly
particle are recorded.
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Figure 26: Correction factdZ., and fraction of out-of-cluster energy as a function of thevetr depth
X, averaged over all energies, at two representdtjygoints. The dashed lines show the results of the
parametrisation.

The calibration facto€.q is defined as the average ratio between the true energy tegbosthe EM
calorimeter (both absorbers and ionisation medium) andettenstructed cluster energy. It is within
a few percent of unity, and takes into account effects sudhaslependence of the sampling fraction
on n and on the longitudinal profile of the shower. Once the coiwacfactorC.y is expressed as a
function of X it is fairly energy independent. The correction factor aged over all energies is shown
in Fig. 26(a). Its dependence &his parametrised with a second order polynomial. The fit isopered
excluding the bins with less than 0.5% of the total statstithis criterion is also applied to all the fits
performed in the following.

Due to the presence of the magnetic field and bremsstrahhohgtion, the fraction of energy de-
posited in the calorimeter outside of the cluster is enemgyeddent. Since only single electrons and
photons with no noise or underlying event are simulated, fthaiction is easily calculated. The profile of
the out-of-cluster energy is asymmetric with the tail onltigh side. However the most probable value,
obtained with a Gaussian fit around the maximum of the digioh (—20, +1.50), is energy indepen-
dent when plotted as a function Xf The most probable value of the fraction of energy depositddide
the cluster averaged over all energies is shown in Fig. 26fbglectrons and photons and the typg
values. Electrons and photons behave similarly in the abrggion but differently in the forward region.
This is due to the large difference in the amount of materiasent in front of the calorimeter(2.5Xg
at|n| = 0.3 and~ 7Xp at |[n| = 1.65) combined with the presence of bremsstrahlung and theatag
field.

5.2 Energy deposited in front of the calorimeter

The energy lost in the material in front of the calorimetem@r detector, cryostat, coil, and material
between the presampler and strips) is parametrised as t@ofui the energy lost in the active material
of the presamplerH):

Efront = &(Ecal, 1) + b(Ecal, N )Eps+ ¢(Ecal, 1) ESS- (10)

An example of this relation is shown in Fig. 27. All coefficierare parametrised in terms of the
energy deposited by a particle in the calorimetég,) and . The coefficientc is used only in the
end-cap, B5< |n| < 1.8, and is set to zero otherwise. Note explicitly tEat,; includes the energy
deposited in the presampler and between the presampleharstrips. An alternate form fdEsont,
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rived for electrons.
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Figure 29: Fraction of energy deposited behind the caldemeaveraged over particle energies, as a
function of the shower dept. The parametrisation used is superimposed.

which depends on the energy in the first calorimeter layeddit®n to E,s, was also tried. This did not
improve the resolution, so the simpler parametrisatiorvati®retained.

In the region 18 < |n| < 3.2, not instrumented with the presampler, the energy degbsitfront of
the calorimeter is parametrised as a functiorXoivith a second degree polynomial. Figure 28 shows
this correlation for electrons and photons of 100 GeVhat= 1.9. The coefficients of this polynomial
are parametrised in terms B

5.3 Longitudinal leakage correction

The energy deposited by the showers behind the EM calonmnsetemputed as a fraction of the energy
reconstructed in the calorimeter. This fraction, when paisised as a function of, is fairly energy
independent both for electrons and photons. Averaged begpdrticle energies, it is parametrised by

fleak = Eback/Ecal = fcl)eak(rl )X + fleeak(rl )e?(
Figure 29 shows the leakage and the result of the fifrfpr= 0.3 and 1.65.

(11)
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5.4 Results

The total cluster energy is computed by adding these thretilotions. Example distributions of re-
constructed energies are shown in Fig. 30. Mean values andatd deviations are found from a fit to a
Crystal-Ball function (a Gaussian with a low-side tail oétform (1 —x)~").

The resolution is shown in Fig. 31 as a function of the partehergy for electrons and photons at
two |n| values and in Fig. 32 for various photon energies ang athlues. The sampling term is shown
in Fig. 33 as a function ofp| for electrons and photons.

For electrons, the sampling term increases from 8.7% afrjowo 21% atin| = 1.55. This worsening
of the energy resolution is related to the increase of thenzin front of the calorimeter. This effect is
much less relevant for photons, which have a maximum sampdirm of 12%. The constant term is in
general lower than 0.6% and is related to the energy modulatia cell (see Sec. 3.2), not corrected at
this stage. The linearity, the ratio between the fitted medimevand the true particle energy, is shown in
Fig. 34. It is better than 0.5% over the flij | range and in the energy interval 25-500 GeV.

The results from the calibration hits correction are corapl in terms of resolution and linearity
with the longitudinal weights method. However there arevadéferences worth mentioning. The coef-
ficients of the longitudinal weights method are averaged avange of energies, while the parametrisa-
tions of the calibration hits method are energy dependehis Means that it should be easier to extend
the calibrated energy range for the calibration hits metlitdout compromising energy linearity. An-
other important difference is that while the coefficientshaf longitudinal weights method have no direct
physical meaning, the parametrisation of the calibratit® tnethod allows isolating the different com-
ponents of the calibrated cluster energy: that depositettiéncalorimeter, inside and outside of the
cluster, and in front and behind of it. The knowledge of themsgarate contributions, which depend on
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accurate and detailed simulations of the tracker and ttwioadters, could be particularly useful in the
early stages of the experiment, for example to disentarfigete such as a miscalibration of the calo-
rimeter or an imperfect knowledge of the inner detector nieltdt is also worth noting that the estimate
of the energy lost in front of the calorimeter is crucial tdaibing a good resolution and linearity; at
low energies and large rapidities, a large fraction of thergy of an electron is deposited in front of the
calorimeter. The calculation of missing momentum could &ksnefit from this separation of effects.

6 In-situ calibration with Z — ee events

6.1 Motivation

In the EM calorimeter, the construction tolerances and #hibm@tion system ensure that the response is
locally uniform, with a constant terma 0.5% over regions of sizAn x A¢@ = 0.2 x 0.4. This has been
shown with test beam data [13]. Electron pairs frarboson decays can then be used to intercalibrate
the 384 regions of such size within the acceptancgok 2.4. These regions must be intercalibrated
to within 0.5% in order to achieve a desired global constant terra: @7%. The basic idea of this
calibration method is to constrain the di-electron invarimass distribution to the well-know# boson

line shape. A second goal of the calibration is to provideaitolute calorimeter electromagnetic energy
scale. This must be known to an accuracy-08.1% in order to achieve the ATLAS physics go&ls

6.2 Description of the method

Long-range non-uniformities can arise for many reasorduding variations in the liquid argon im-
purities and temperature, amount of upstream materialharécal deformations, and high voltage (as
localised calorimeter defects may necessitate operatamgadl number of channels below nominal volt-
age). For a given region we parametrise the long-range non-uniformity modifyihg measured elec-
tron energy a&/*®°= E"¢(1+ a;). Neglecting second-order terms and supposing that the &egieen
the two electrons is perfectly known, the effect on the de&bn invariant mass is:

aitaj Bii
2

Mirjecoz Mﬂue(l—i_ 5

) =M1+ =), (12)
wherefj = a; + aj.

The method to extract the’s is fully described in [17] and is done in two steps. Firsig B’s
are determined, then th@’s. For a given pair of regiong, j), the coefficientB; and its associated

uncertainty are determined by minimising the following-dgelihood:

Nij .
—In I—tot: Z —InL <Mk/<1+&>,0'|\/|7k> s (13)
K=1 2
wherek counts all selected events populating the pair of regiong, M is the di-electron invariant
mass of evenk, andL(M, oy) quantifies the compatibility of an event with tlZeboson line shape
and is described below. Fits with only one event are remo¥&ace theB’s are determined from the
minimisation, thea’s can be found from the overdetermined linear system giyefi o= a; + aj. This
is done using a generalised least squares method, and gieesbytic solution.
TheZ boson line shape is modeled with a relativistic Breit-Wigdistribution [18, 19]:

MZ

BW(M) ~
A (VR VIR VI VER

(14)

3)Except for theW boson mass measurement, which needs a much better knoveEtigeenergy scale~ 0.02%).
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Figure 35: (a2 boson mass distribution faryTHIA events fitted with a Breit-Wigner distribution with
(solid line) and without (dashed line) the parton lumingséctor. x2/Npor is 1.09 and 3.96, respec-
tively. (b) Residual distribution fitted with a Gaussian.

whereMz andl 'z are the mass and the width of tBeboson. They were measured precisely at LEP;
the values used are, respectively, 188+ 0.002 GeV and 295+ 0.002 GeV [20]. In proton-proton
collisions, the mass spectrum of tAdoson differs from the Breit-Wigner shape of the partonimcpss
cross section. The probability that a quark and antiquatkeérinteractingpp system produce an object
of massM falls with increasing mass. In order to take this into ace¢ptire Breit-Wigner is multiplied
by the ad-hoc parametrisatiaff (M) = 1/MP. The parton luminosity parametgris assumed to be a
constant and is determined by fitting thdoson mass distribution obtained with events generatdd wit
PYTHIA version 6.403 [21]. Figure 35(a) shows thdoson mass distribution fitted with a Breit-Wigner
with and without the parton luminosity factor. The fitteduwalof the parametg8 is 1.59+ 0.10; this
will be used in the following. Since the photon propagatat tire interference term between the photon
and theZ boson were not taken into account in the previous pararagbrsg the parton luminosity term
also accounts for the effects of these two terms.

Finally, in order to take into account the finite resolutidntlee electromagnetic calorimeter, the
Breit-Wigner multiplied by the parton luminosity term isremluted with a Gaussian:

400 e \/203

L(M,om) = » BW(M —u).Z(M —u) oo

wheredy, is the resolution of the measured mass. It is related to #wtreh energy resolution via

Oom 1 Og, 2 Ok, 2
V:é\/<E—1) “(E)- (o)

At |n| = 0.3, the sampling term of the electron energy resolution isabtpu10.0% and increases with
increasing|n|. Technically, the integral is converted to a discrete sutionaver the convolution pa-
rametemu which takes values betweerboy and+50y,.

du, (15)

6.3 Generator-level tests

The method is first tested on generator-leXel> ee Monte Carlo events. These were generated using
PYTHIA 6.403 [21] withMz = 91.19 GeV and 7z = 2.495 GeV. Events are required to have at least one
electron withpr > 10 GeV andn| < 2.7 and a di-electron invariant mab&e > 60 GeV. To simulate
the detector resolution, generated electron energiesvaared to obtaiwg /E = 10%//E/ GeV.
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Figure 36: (a) Mean value of the Gaussian fitting the residigatibution as a function of the number of
iterations for different mean values of the injected; (b) Constant term as a function of the number of
events or as a function of the luminosity.

For each calorimeter regidna biasa; is generated from a Gaussian distribution with a mgag
and widthopias These will be called the “injectedi’s, aip;.

For the first testspyias is fixed to 0 andopias to 2%. The calibration method explained above is
applied to 50,000 events after selection. The residuatilligion (afit — Qinj) is shown in Fig. 35(b).
The mean value of the residual distribution correspondbdaenergy scale, and its width to the energy
resolution. Thus it can be seen that the fitting method gimesased estimators of the injecteck.

In the case wher@i,ys is different from zero, the mean value of the residual digtibn will be
different from zero. For example, fQupias = —3%, (afit — tinj) = 0.1%. This is a consequence of
neglecting the higher-order terms in the Taylor expansibia (12). Iterating the procedure twice
suffices to recover an unbiased estimate ofdls as shown in Fig. 36(a).

Figure 35(b) also shows the resulting uniformity. After flisthe RMS of the distribution has been
reduced from 2% to 0.4%. The RMS of the residual distribuidm measure of the expected long-
range constant term. Figure 36(b) shows the long-rangetamnerm as a function of the number of
reconstructed — ee decays or of the integrated luminosity assuming an eveatseh efficiency of
25%. Therefore, by summing the local constant term of 0.5%a thie long-range constant term of 0.4%
obtained here, a total constant term of about 0.7% could bieasd with~ 100 pb . These results
assume perfect knowledge of the material in front of thetedatagnetic calorimeter.

6.4 Results with distorted geometry

The previous section showed results based on generatdrMante Carlo. The results in this section
usePYTHIA events with full detector simulation and reconstructiosing a geometry with additional
material in front of the electromagnetic calorimeter.

The number of events available is 349,450 corresponding totagrated luminosity of- 200 pb L.
Events with at least two reconstructed electrons are kdp.two leading electrons are required to be of
at least medium quality [6], to hayer > 20 GeV andn| < 2.4, and to be of opposite sign. Finally, the
di-electron invariant mass is required to be within-B®le < 100 GeV. The total selection efficiency is
21.5%; the efficiency for finding two electron candidates withjfn < 2.4 is 50%.

The calibration method is applied first without injectingydnases §inj = O for all regions). How-
ever, the presence of the misalignments and extra mateg@hsthat there will be some biases intrinsic
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to the simulation. These “true” biases can be estimatedjugenerator information:

1 N; ecak genk

Otruei = WI Z %7 (17)

Pr

wherek counts over theé; electrons falling in regiori, and p°®* and p?*"® are the reconstructed

and true transverse momenta of electkonThe distribution ofaye is shown in Fig. 37(a), as is the
results of the fit. The low-end tail corresponds to regiorsted in the gap between the barrel and end-
cap cryostats (Fig. 38(a)), where the density of material been increased by a factor of 1.7. There
is fair agreement between thes extracted using the data-driven method and those estirfabm
generator information. Figure 37(b) shows the differeneavieenas; and agyye; a Gaussian fitted to
this distribution has a mean of 0.1% and a width of 0.5%. Tls¢ribution of as; as a function ofp
and g is shown in Fig. 38 for the ideal and distorted geometriese asymmetry between positive and
negativeg is due to the effect of the extra material in the inner deteatgositive@. The difference
between positive and negatigevalues is about 0.6%.

The same exercise is also done by introducing, on top of theuniformities due to extra material, a
biasai, generated from a Gaussian distribution with a mggg = 0 and widthoyias= 2%. Results are
shown in Fig. 39. The Gaussian fitted to this distributiorodilas a mean of 0.1% and a width of 0.5%.

One can conclude that, using 87,000 reconstructed — ee events (which corresponds to about
200 pb 1), and with an initial spread of 2% from region to region, thad-range constant term should
not be greater than 0.5%.This should give an overall constant terr0.7%. The bias on the absolute
energy should be small and of the order &f%. If the exercise is repeated with only 100 plof data,
the Gaussian fitted to the residual distribution also hasanmé0.2%, but the width is larger, leading to
a long-range constant term of 0.8%.

7 Estimation of the systematic uncertainty on the energy sda

The absolute energy scale has been obtained using elefisong — ee decays. It has been determined
on events simulated with the misaligned geometry while ¢mgjitudinal weights were found with the
ideal geometry. On top of the non-uniformities due to extiarial, a bias modeling the calorimeter
non-uniformities is introduced and is generated from a Gansdistribution with a meapy;;s= 0 and
width gpias = 2%. The resulting bias on the energy scale can be assessanpaiing the fitteda’s
with those from generator information; the bias is equal.8%@ This bias is understood and is due to
the fact that the model of thé boson line shape doesn't take into account the effects ofisstrahlung.
Work is ongoing to improve this issue.

The background has been neglected but it has been checkdtdl@ntribution from QCD events
where the two jets are misidentified as electrons is smallsTi should have a negligible effect on the
determination on the energy scale.

Electrons fromZ boson decays have @ spectrum with a maximum value around 45 GeV. Care
will thus have to be taken to extrapolate the calibratiorawistd fromZ — ee decays to electron energy
regions not well populated by these events. Correctionsriadéted withZ boson decays were applied
to single electron samples with different generated trars®/ momenta (20, 40, 120, and 500 GeV)
reconstructed with the misaligned geometry. Figure 40 sHow,e) after correction as a function @k
for four || bins. In principle,{ayue) should be equal to zero. This is true for the 40 GeV electrompéa
at a level of 2% except in the bin (# < |n| < 2.0) containing the crack region. For central electrons
(In| < 0.6), the dependence verspsis smaller than B%. The effect is worse for non-central electrons.

4 Part of the RMS of the residual distribution is also due toantainties on the measurementogf,c.

28



0.05F

true

T
0.0<[n|<0.6
0.6<n|<1.4 %
1.4<n|<2.0
2.0<n|<2.4

0.04F

<q
»onQe

0.03

0.02 3 o
o —
: E

0.01

Oe
L] L2

-0.01

-0.02

ATLAS 1

o HHL\

Il Il Il Il 1
-0.03 100 200 300 200 500
pr (GeV)

Figure 40:(ayye) after correction as a function @k for four n bins.

For instance, apt = 120 GeV,aye after corrections varies from 1 to 1.6 percent. This nordnity is
due to the presence of extra material in front of the calaieme

To conclude, at th& boson energy scale, the estimate of the systematic unagriaiaround ®%.
At other energy scales, the systematic uncertainty is datethby effects of extra material. For central
electrons, corrections can be extrapolated over thepfubpectrum to a level of.6%. The linearity is
degraded for non-central electrons at a level of 1 or 2 péeaept in the crack region where it is worse.
These numbers depend on the amount of extra material addld toisaligned geometry compared to
the ideal geometry and will likely be different with real dat

The performance presented here corresponds to our cumdetsianding of the determination of
the absolute energy scale. Improvements are expected ievadystematic uncertainties smaller than
0.5%. For instance, including information from tEg p ratio measured for isolated high- electrons
from W — ev decays will compliment the direct calibration of the abselscale withZ — ee events.
Photon conversions can also help to determine the amounatefial in front of the calorimeter.

Conclusion

The methods and algorithms described in this note weredineeentioned in Ref. [1] many years ago.
Over the years, they have reached a higher level of stahititymaturity, and have been implemented in
the ATLAS reconstruction software. It is believed that,egivthe constraints of the ATLAS detector, in
particular the amount of dead material in front of the cahater, the performances described here will
not evolve much further.

The real challenge at the beginning of data-taking will ledbtection and correction for additional
inner detector material or calorimeter inhomogeneitiesctvlwould not have affected the somewhat
smaller-scale detectors used in the test beam. Discregsbetween data and simulation will have to be
understood prior to the use of the methods described abdweintsitu calibration wittz — ee events
described in Section 6 will play an important role, and refieats of the method presented here are
expected.
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