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Abstract

The Online Histogram Presenter is a general purpose,
highly configurable, interactive presenter developed in the
context of the Online Monitoring System of the ATLAS
experiment. The GUI is based on the Qt® framework, and
ROOT is the underlying technology for histogramming. In
this paper, a complete description of OHP requirements,
design and features is presented, as well as a description of
its workflow.

INTRODUCTION

ATLAS [1] is one the four experiments being assembled
at CERN at the Large Hadron Collider (LHC), the new ac-
celerator that will provide proton-proton collisions with an
energy of 14 TeV in the center-of-mass system of reference.

The ATLAS detector includes about 140 millions of
electronic channels. The LHC collides proton bunches at
a frequency of 40 MHz, and the output of the first level
trigger will be about 10° Hz. This frequency will be fur-
ther reduced by the higher trigger levels, and finally some
hundreds of events will be selected and stored every sec-
ond.

In view of the huge number of channels and the high
event rate, a monitoring system is an essential tool to assess
the status of the hardware and the quality of the data while
they are being acquired.

THE ATLAS ONLINE MONITORING
SYSTEM AND THE OHP

The Atlas Online Monitoring System is a highly dis-
tributed environment in which different processes run at the
same time on different machines. All these processes pro-
duce information that must be delivered from providers to
receivers.

Two different kinds of online monitoring data produc-
ers are foreseen in ATLAS. The low-level monitoring
(GNAM) [2] will be devoted to check the hardware con-
ditions (i.e. dead/noisy channels, electronic mappings) as
well as the data quality (e.g. synchronizations among dif-
ferent detectors). The high-level monitoring (Athena) [3]

will run mainly on the full events, and will check physics
related quantities, such as momentum spectra, invariant
masses and so on. Both these monitoring processes pro-
duce histograms summarising the results.

The ATLAS Trigger and Data Acquisition group
(TDAQ) [4] offers a number of services to share this in-
formation among processes. These services are exploited
to implement online monitoring applications. In particular,
the Online Histogramming Service (OHS) is of interest to
the OHP.

The Online Histogramming Service [5] manages his-
tograms, providing a transient storage between histogram
producers and displays. Histograms are published in the
OHS server, where they are available to the entire system.
The OHS also allows commands to be routed. Actually,
any application can issue a command related to a particular
histogram: the OHS takes care of sending the command to
the appropriate histogram provider.

If a process wants to receive histograms, it must set up
a histogram receiver and subscribe to the plots it needs.
Subscription allows the process to be informed whenever
the subscribed histogram change status, e.g. when the his-
togram is published or updated.

Two mechanisms are currently implemented in the OHS
to inform processes. In the first one, the full histogram is
sent to the subscriber every time its status changes (push
mode). In the second one, only a notification is sent to the
subscriber; the notified subscriber may then decide whether
to retrieve the histogram from the OHS (pull mode). As
we will see, this second mechanism is the key feature to
minimise the network traffic, as we will see in the Require-
ments section.

The OHP acts as a general purpose interactive presenter,
to display online monitoring histograms produced and pub-
lished through the Online Histogramming Service. From
this point of view, the OHP is a client of the OHS and
not of the histogram producer. It unifies the approach to
histogram visualisation inside the ATLAS online environ-
ment.



OHP REQUIREMENTS

A list of requirements the OHP has to fulfil has been pre-
pared. Requirements are divided into functional and non-
functional ones.

Functional requirements

1. OHP must allow the user to select a configurable set of
histograms to be displayed. The possibility of choos-
ing particular histograms is known as shifter mode;

2. OHP must allow the user to browse the whole con-
tent of the OHS. The possibility of browsing all the
histograms is known as expert mode;

3. OHP must allow the people on shift to interact with
the displayed histograms. This involves the possibil-
ity of zooming, fitting and changing the graphical ap-
pearance of the plots;

4. OHP must automatically display histograms when

they are available;

OHP shall manage reference histograms;

6. OHP shall interact with histogram producers. This
implies the possibility of changing histogram scales,
resetting histogram content, turning on/off histogram
production.

7. OHP shall allow the user to set the graphical attributes
of the plots. This includes, for example, the possibility
of setting the axis to a logarithmic scale.
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Non-functional requirements

1. OHP must be integrated into the ATLAS TDAQ sys-
tem;

2. OHP shall be independent from the histogram pro-
ducer, since many different kinds of producers, devel-
oped independently, are expected.

3. OHP shall minimize the network traffic.

DESIGN
OHP is composed of the following subsystems (fig. 1):

the Core Subsystem which provides access to the his-
tograms from the Graphical User Interface. It also
controls all the other components.

the Histogram Receiver which is responsible for receiv-
ing notifications and retrieving histograms from OHS
on request. Multiple subscriptions are possible: each
subscription creates a dedicated receiver.

the Cache which is used to store the received notifica-
tion and histogram, each Histogram Receiver owns
a cache. The aim of the cache. The cache is a key
component to minimise the network traffic, and the
description of its usage is described below.

the Filtering Subsystem which filters the notifications
that are related to the active canvas. The active canvas
is the one on focus, i.e. the one that the user actually
sees.
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Figure 1: Schematics of the Online Histogram Presenter
with all subsystems (Core, Cache, Histogram Recevier, Fil-
ters and GUI). The arrows indicate interactions between
subsytems or with OHS.

the Graphical User Interface (GUI) which is based on
the Qt® (Trolltech Inc.) framework. The underly-
ing technology for histogramming is ROOT [6], which
provides the user with all the functionalities to interact
with the histograms, such as zooming, fitting, chang-
ing the graphic aspect etc. Figure 2 shows a screen-
shot of the GUI as it appears when used to browse the
OHS content.
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Figure 2: OHP Graphical User Interface. The screenshot
shows how the GUI appears when used to browse the OHS
content, on the left side there is the list of histograms orga-
nized in a tree structure while on the right side the selected
histogram is displayed.

As previously mentioned, the OHS provides a mech-
anism of notification by subscriptions. Histograms are



identified by their names, which are strings of the
form ProviderName/HistogramName (e.g. ProviderNum-
berl/TotalEnergy histo). Subscriptions may be done either
with the histogram name or with regular expressions (e.g.
ProviderNumber2/.*). Whenever a histogram is published
or updated, the OHS notifies the event to the OHP, which
will decide whether to retrieve the plot and draw it on the
screen.

To better understand how the different subsystems op-
erate together, let us examine the OHP workflow in more
detail.
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Figure 3: A notification is sent to the Histogram receiver.

Suppose a provider P1 publishes (or updates) a his-
togram H1 in the Online Histogramming Service server. If
the OHP is subscribed to that histogram, the OHS sends it
a notification containing the time-stamp of notification T,
(fig. 3). This notification is sent to the Filtering Subsystem
and the cache is updated with the histogram name P1/H1
and with the time-stamp T,,. If the histogram P1/H1 must
be drawn in the active window, the notification is also prop-
agated to the GUI; otherwise it is discarded. Note that no
histogram is transferred over the network during this oper-
ation (fig. 4).

Let us now suppose the histogram P1/H1 must be drawn
in the active window. After receiving the notification, the
GUI asks the Core for the histogram P1/H1. The histogram
is searched for in the correct cache. If it is not found, the
histogram P1/H1 is withdrawn from OHS, stored in the
cache together with the time-stamp T, (where r stands for
retrieval) and sent back to the GUI that displays it on the
screen (fig. 5). On the contrary, if the histogram P1/H1
is found in the cache, the notification time-stamp T,, is
compared with the retrieval time-stamp T, . If T, < T,
the cached histogram is replaced with the more recent one
available in the OHS. Otherwise the cached histogram is
displayed immediately.

When the user changes the active window, the his-
tograms to be drawn are searched in the caches and, only if

OHP

HistogramReceiver

[P1/HLTn

==
Cache -
| 1~

Patterns

P2/H3
P2/H5
P1/H1

Core

Figure 4: The Filtering Subsystem compares the notifica-
tion with the names of histograms to be drawn in the active
window.
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Figure 5: When a histogram is not found in the cache, it is
withdrawn from the OHS.

needed, retreived from OHS.

The use of the notification mechanism together with a
caching system effectively contributes to reducing the net-
work traffic, since histograms are transferred only when ac-
tually needed.

The histograms in the active windows are continuosly
updated with the same frequency they are received. In or-
der to be able to interact with a particular histogram, for ex-
ample to perform a fit, when a histogram is double-clicked
the histogram is copied and displayed in a pop-up window.
This allows both to work on the selected histogram and to
keep the active window continuously updating. A screen-
shot of the OHP in this situation is shown in figure 6.

The complete set of received notifications can be
browsed to allow the users for a more detailed inspection.
The browser index, organized in a tree structure, is updated
as the notifications are received. The histogram names are
used to define a folder structure using the ’/° character as a
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Figure 6: Screenshot of the OHP as it appears in the shifter
mode, a preconfigured set of histogram is displayed in the
window when one of the grey tabs is clicked . The pop-up
window allows to perform operation on the selected his-
togram while keeping active window continuosly updating
as described in the text.

delimiter. The histograms can be displayed on request fol-
lowing the same retreival mechanism described above (see
fig. 2).

A reference histogram is associated to each retreived his-
togram. The default association logic is to search for the
reference histogram with the same name as the retreived
one in a local ROOT file or a dedicated provider. It is pos-
sible to change the association logic by specifying the ref-
erence histogram name in the configuration file.

CONFIGURATION

The Online Histogram Presenter can be fully configured
either through an ASCII file or via a graphical panel (see
fig. 7).

The following properties can be configured:

e the set of histograms to be received;
e the names of the tabs and their content;
o the graphical aspect of each histogram;

o the reference histogram sources (local ROOT files or
a histogram provider).

SENDING COMMANDS

Histogram Producers can receive commands from OHP.
The command modifies the histogram production mecha-
nism. At the moment four commands are supported:

Reset which forces a clean up of the histogram content.

Rebin which changes the number and/or width of the bins.

Update which forces the publishing of a histogram in the
OHS.

Custom This is a producer dependent command. The user
must fill in the command content.
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Figure 7: The GUI panel for the configuration, in figure the
“Display” panel is shown. Through this panel tab names
and content can be specified.

The commands Reset and Rebin may be addressed only to
one specific histogram or to all the histograms managed by
a producer.

TEST RESULTS AND CURRENT
APPLICATIONS

A prototype version of OHP with minimal functional-
ities was used during the test beam of a slice of the AT-
LAS detector in 2004 and is currently being used for the
commissioning of various ATLAS subsystems. This proto-
type version has driven the design of the new OHP version
to cope with the need for a network minimization system
(cache and filters).

The result of this has been described in this paper.

Each OHP component has been successfully tested in stan-
dalone mode. We are now performing a detailed test of the
entire application inside a more realistic environment.

A new development phase to optimise the code and add
new functionalities will be started soon after.
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