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Introduction

The observation of the Higgs boson (H), announced by the ATLAS and CMS collabo-
rations in July 2012, provided the last building brick for the Standard Model (SM) of
particle physics, which currently provides the best description of fundamental interactions.
Since its discovery, many properties of the Higgs boson, such as mass, spin, production
cross-section, and its couplings to fermions and bosons, have been measured. However, the
Higgs boson self-coupling, λHHH , is very far from being experimentally constrained. The
Higgs boson self-coupling provides insight into the structure of the Higgs potential, and
consequently into the spontaneous breaking of electroweak symmetry (EWSB) realized
by the Higgs mechanism, which is responsible for generating the masses of elementary
particles. This self-coupling can be probed directly by studying Higgs boson pair (HH)
production, a rare process that has not yet been observed.
At the Large Hadron Collider (LHC), HH production occurs mainly via gluon-gluon fusion
(ggF) and vector-boson fusion (VBF), both of which involve the trilinear self-interaction
vertex. Any deviation from the Standard Model prediction of the self-coupling λSMHHH ,
corresponding to a deviation of the coupling modifier κλ = λHHH/λ

SM
HHH from unity,

could indicate physics beyond the Standard Model (BSM).
This thesis presents the search for Higgs boson pair production in the final state with
two bottom quarks and two photons using data from the 2015–2018 Run-II proton-proton
collisions at

√
s = 13 TeV and the 2022–2023 Run-III data at

√
s = 13.6 TeV, collected

with the ATLAS detector at the LHC, corresponding to integrated luminosities of 140
fb−1 and 59 fb−1, respectively.
This final state, HH → bb̄γγ, has a small branching ratio (0.26%) but benefits from
a clear experimental signature due to the excellent di-photon invariant mass resolution
(∼ 2%), smooth background, and large H → bb̄ branching ratio (59%). This makes it one
of the golden channels for HH searches. The final state is fully reconstructable, with no
combinatorial issues in identifying the Higgs bosons.
As a reference, according to the SM, only 12 HH → bb̄γγ events are expected in the 140
fb−1 Run-II dataset, which corresponds to a suppression of six (three) orders of magnitude
compared to di-photon production (single Higgs production in the di-photon channel),
the primary background source for the HH → bb̄γγ search. Therefore, the analysis relies
on selecting good candidates for H → bb̄ and H → γγ decays to effectively separate signal
from the dominant continuum and single Higgs backgrounds.
A signal region is defined by selecting events with two well-reconstructed and identified
photons and exactly two hadronic jets consistent with originating from bottom quarks.
These events are then divided into mutually exclusive categories to maximize the signal-
to-background ratio and retain sensitivity to both the HH signal strength (the number of
expected events for HH production normalized to its SM prediction) and variations of the
trilinear Higgs self-coupling modifier κλ. Double Higgs production events would manifest
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as an additional resonant contribution, overlaid on the narrow single Higgs peak and the
smoothly falling continuum background in the di-photon invariant mass (mγγ) spectrum.
To distinguish the HH signal from the background, particularly the single Higgs back-
ground, the kinematic variables of the b-jets play a crucial role. Specifically, the invariant
mass of the two b-jets (mbb̄) shows, among the input variables of the Boosted Decision
Tree (BDT) used to separate signal and background, the highest discriminating power.
In the bb̄γγ channel, while the H → γγ component is exceptionally well reconstructed
with a few percent precision thanks to the ATLAS calorimeter, the H → bb̄ component
suffers from a 15% invariant mass resolution.
A key part of this thesis is the exploration, development, and optimization of the
Kinematic Fit Tool, which, by assuming a good transverse-plane balance between H → bb̄

and H → γγ, leverages the excellent reconstruction of the H → γγ decay to improve the
H → bb̄ resolution through maximization of an event-level likelihood function.
The thesis is completed by conducting the entire analysis workflow for the bb̄γγ channel,
using b-jets corrected by the implemented Kinematic Fit technique, to obtain the final
statistical results.

This thesis is organized as follows. The first Chapter covers the most relevant the-
oretical aspects, offering an overview of the Standard Model of particle physics, with a
focus on the scalar sector.
The second Chapter provides a technical description of the Large Hadron Collider and
the ATLAS experiment, as well as the reconstruction of physics objects, with a particular
attention on photons and b-jets.
The third Chapter summarizes the phenomenology of the Higgs boson at hadron colliders
and recent measurements of its properties, followed by a discussion on double Higgs
production and the latest results in the main analysis channels.
The fourth Chapter introduces the search for Higgs boson pair production in the bb̄γγ
decay channel using Run-II + partial Run-III data and presents preliminary considerations
for the analysis workflow.
The fifth Chapter focuses on the implementation and optimization of the Kinematic Fit
Tool, and, the final Chapter presents the complete analysis of the HH → bb̄γγ channel
and the statistical results.
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Chapter 1

The Standard Model of Particle
Physics

The Standard Model (SM) of particle physics stands as the pinnacle of our understanding
of the fundamental particles of nature and their interactions, excluding gravity. It
summarizes our current comprehension of quantum mechanics and field theory, combining
the Electroweak theory (Sect. 1.3) and Quantum Chromodynamics (Sect. 1.4), the
fundamental theory of strong interactions, into a coherent model, classifying all known
elementary particles, which include force carriers and matter particles (Sect. 1.1).
Developed in the early 1970s as result of intensive research in experimental and theoretical
particle physics [1], the SM has continually proven its merit, providing an extremely
successful and predictive description of experimental data across a vast range of energies.
Mathematically, its predictive power at different energy scales is thanks to its local
gauge-invariant formulation [2] that ensures the renormalizability of the theory [3].
The success of the Standard Model culminated in the discovery of the Higgs boson in
July 2012 by the ATLAS [4] and CMS [5] collaborations at CERN Large Hadron Collider
(LHC) [6]. This new particle with mass around 125 GeV plays a fundamental role in actual
physics because it can serve to quantify the accuracy of the Standard Model description
of the world. Moreover, it confirmed the Brout-Englert-Higgs (BEH) mechanism (Sect.
1.5), which is a keystone of the SM, solving the crucial problem of incorporating mass
terms for elementary particles.
Despite its powerful predictivity and accuracy, the Standard Model is unable to explain
certain experimental evidence in particle physics, opening up the possibility of physics
Beyond the Standard Model (BSM) requiring a transition to or extension with an even
more complete theory (Sect. 1.6).

1.1 The main ingredients of the Standard Model

The Standard Model classifies all the elementary particles in two categories: bosons and
fermions.
The fundamental interactions are mediated by gauge bosons, that are particles with integer
spin obeying Bose-Einstein statistics [7, 8]. The photon, massless and chargeless spin-1
particle, is the mediator of electromagnetic force between electrically charged particles and
it is described by the Quantum Electrodynamics. The charged W+, W− (mW = 80.4
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GeV) and neutral Z (mZ = 91.2 GeV) spin-1 gauge bosons mediate the weak interactions
between all fermions, responsible for processes like β-decay. Together with the photon they
are responsible for electroweak interactions. The gluons are the massless spin-1 force car-
riers for the strong interactions and they are described in the Quantum Chromodynamics.
Unlike photons, gluons being color charge carriers can interact with each other.
The Higgs boson (H), that is the only scalar spin-0 particle in the Standard Model, imparts
mass to other particles (W , Z, quarks and leptons) through the spontaneous symmetry
breaking mechanism described in Sect. 1.5.
Fermions, the fundamental particles with spin-1/2, are the building blocks of matter and
are classified into quarks and leptons. They obey Fermi-Dirac statistics and the Pauli ex-
clusion principle, which prevents two identical fermions from occupying the same quantum
state simultaneously. Each fermion has a corresponding antiparticle with opposite charge.
Quarks, which carry fractional electric charges, weak isospin and color charge, are in-
fluenced by all four fundamental forces, particularly the strong interaction mediated by
gluons. Quarks and gluons are grouped together and called partons. There are six flavors
of quarks: up (u), down (d), charm (c), strange (s), top (t), and bottom (b). Due to color
confinement, quarks are never found in isolation but are always bound within color-neutral
particles named hadrons, either as valence quark-antiquark (qq̄) pairs, the so-called mesons,
or as valence three-quark (qqq) combinations, the baryons, of which the lightest are the
nucleons: the proton and the neutron. In addition to the valence quarks a hadron contains
a population of other quarks. The color field is propagated by gluons with the creation of
quark-antiquark pairs and subsequent annihilations, which leads to a floating population
of quarks, called "sea quarks", that are essential to define their internal structure (Sect.
1.4.1).
Leptons, carry integer electric charges and interact primarily through electromagnetic and
weak forces, not participating in the strong force by being colorless. The lepton family
includes the electron (e), muon (µ), tau (τ), and their associated neutrinos (νe, νµ, and
ντ ), which are electrically neutral and interact via the weak force (and gravity), making
them difficult to observe experimentally.
The 12 elementary fermions of the Standard Model are organized into three generations
depending on their similar physical behavior. The lightest and most stable particles that
compose the ordinary baryonic matter belong to the first generation, while the heavier
particles that appear only in high-energy environments and decay rapidly make the second
and third generations. The six quarks are arranged into three families: the u − d quarks
form the first generation, followed by the c − s, then the t − b. The six leptons are also
divided into three families composed by the particle and its corresponding neutrino: e−νe,
µ− νµ, and τ − ντ .
All these particles with their properties are summarized in Figure (1.1). In the scheme the
graviton, the theorized spin-2 boson mediator of gravitational interaction but not predicted
by the SM, is also present.

1.2 Theoretical framework

The mathematical framework of the Standard Model is the relativistic Quantum Field
Theory (QFT), in which the fundamental objects are the quantized field ϕ(x) that are
functions of space-time coordinates xµ = (x0, x1, x2, x3) ≡ (t,x) and particles correspond
to excitation modes of these fields. The dynamics of a physical system involving a set of
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Figure 1.1: Summary of the interactions and particles with their properties composing the
Standard Model [9].

fields is determined by a Lagrangian density L(ϕ, ∂µϕ), that is a functional of the field itself
and its space-time derivative, yielding the action S [ϕ] =

∫
d4xL(ϕ, ∂µϕ). The equations

of motion of classical fields are described by the Euler-Lagrange equations:

∂L
∂ϕi

− ∂µ

(
∂L

∂(∂µϕi)

)
= 0 (1.1)

and they are obtained from the principle of stationary action δS = 0.
Imposing quantization conditions, in the form of equal-time (anti)commutation relations
(Heisenberg picture), ϕ(x) and its conjugate momenta Π(x) = ∂L

∂(∂0ϕ(x))
are promoted

to particle creation and annihilation operators acting on a quantum state1. The theory
includes a state of minimum energy, invariant under translations, the vacuum state, from
which creation operators produce states of a relativistic particle with a given mass, and
with a spin defined by the transformation properties of the corresponding field.
The spin-statistics theorem [10] states that fields corresponding to quanta of integer spin
(Bose–Einstein) must be quantized with commutation rules, while those with half-integer
spin (Fermi–Dirac) with anticommutation rules.
In order to describe the particles of the Standard Model, three different type of fields are
needed: spin-0 scalar field ϕ(x) (Higgs boson), spin-1/2 spinor fields, ψα(x) (fermions) and
spin-1 vector fields, Aµ(x) (gauge bosons).
The free (non-interacting) scalar fields obey Klein-Gordon field equation (□2+m2)ϕ(x) = 0

where □ is the d’Alembert operator2 andm is the mass of the field. This equation is derived

1The commutation rules are: [ϕ(x),Π(y)] = iδ(3)(x− y), [ϕ(x), ϕ(y)] = 0, [Π(x),Π(y)] = 0.
The anticommution ones: {ψα(x),Πβ(y)} = iδαβδ

(3)(x− y), {ψα(x), ψβ(y)} = 0, {Πα(x),Πβ(y)} = 0
2□ = ∂2

∂t2
−

∑3
i=1

∂2

∂(xi)2
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from the corresponding Klein-Gordon Lagrangian both in real and complex field case,

LKG
free = (∂µϕ

∗)(∂µϕ)−m2ϕ∗ϕ, (1.2)

where ϕ∗ is the complex conjugate of ϕ.
The Dirac spinor field ψα has 4 complex components, thus incorporating both particle and
antiparticle states and the kinematics is described by the free Dirac Lagrangian

LDirac
free = ψ̄(iγµ∂µ −m)ψ, (1.3)

where ψ̄ = ψ†γ0 and γ0 is the first of the four 4×4 Dirac matrices γµ obtained from the
three Pauli’s matrices σi3, yielding the equation for free fermions: (iγµ∂µ −m)ψ = 0.
The vector fields Aµ define the field strength Fµν = ∂µAν − ∂νAµ and in the massless case
follow the Maxwell Lagrangian

LMaxwell
free = −1

4
FµνF

µν (1.4)

that yields to equation of motion: ∂νFµν = 0. In the massive case, the equation of motion
equation ∂νFµν = m2Aµ is derived from the more general Proca Lagrangian

LProca
free = −1

4
FµνF

µν +
1

2
m2AµAµ. (1.5)

All free fields satisfying the respective equations allow plane-wave solutions

∝
(
ar(p)ur(p)e

−i(Et−p·x) + b†r(p)vr(p)e
+i(Et−p·x)

)
(1.6)

where E = +
√
|p|2 +m2 and ar(p), b

†
r(p) are annihilation and creation operators for a

general particle a and its antiparticle b of momentum p. The spinor or vector features of
the field, where needed, are encapsulated inside the non-operators ur(p), vr(p).
Particles are related to its antiparticle by the TCP transformation [11], a combination of
time reversal (t→ −t), charge conjugation (particle/antiparticle charge interchange), and
parity inversion (x → −x), that guarantees that the mass, spin and, when applicable, their
lifetime are exactly the same.
For a more comprehensive Lagrangian L, the interactions between particles are needed. In
general, L is the sum of the free part, already described and determined by fundamental
particles’ properties, mass and spin, and an interaction part, whose form is modelled
on experimental data to compare them with the predictions resulting from the working
hypotheses made about this specific part:

L = L0 + LI . (1.7)

In gauge theories, fundamental interactions are determined by requiring gauge invariance
of the Lagrangian: the vector boson fields are introduced into the theory making it
invariant under local transformations by interacting with the fundamental fields.
The Standard Model is a non-abelian Yang-Mills theory based on principle of local gauge
symmetry with the symmetry group given by SU(3)C × SU(2)L × U(1)Y .

3The γi matrices are defined as γi =

(
0 γi

−γi 0

)
, γ0 =

(
I 0
0 −I

)
, where I is the 2x2 identity

matrix and σi are the Pauli matrices: σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
.
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According to the Noether’s theorem [12], for each group symmetry, the associated charge
and current are conserved. In the SM framework, the SU(2)L×U(1)Y group parametrizes
the electroweak interaction and two charges are associated to this symmetry group: the
electric charge and the weak hypercharge. The SU(3)C group describes the Quantum
Chromodynamics, where three charges are present and they are named color charges.
The first gauge theory quantized was the Quantum Electrodynamics (QED) that is
parametrized by the local abelian symmetry group U(1). From the gauge invariance of
the QED the electromagnetic interaction rises.
The Quantum Electrodynamics formalization as gauge theory can be seen as a prototype
of the more complex electroweak and strong interaction theories that are characterized by
non-abelian symmetry groups, and it is briefly discussed below. The starting point is the
fermionic Lagrangian (Eq. (1.3)) and its invariance under U(1) global transformations of
the field ψ(x):

ψ(x) → eiθψ(x)ψ̄(x) → e−iθψ̄(x), (1.8)

and ∂µθ = 0 since θ is constant. By promoting global to local symmetry, that means
transformations of the field with a location-dependent phase factor θ(x) are considered, it is
not possible to obtain Lagrangian gauge invariance without introducing the electromagnetic
field. In this case, if in the Dirac equation (1.3) the mass term continues to be invariant,
the kinetic term does not

∂µψ → ∂µ

[
eiθ(x)ψ

]
= eiθ(x) [∂µψ + i∂µθ] . (1.9)

The local gauge invariance is obtained by using the covariant derivative Dµ(x), that con-
tains the gauge field Aµ(x), instead of the partial derivative. The vector field locally
transforms as

Aµ(x) → Aµ(x)−
1

q0
∂µθ(x), (1.10)

where q0 is a constant, and the Dµ(x) acts on the fermion field as

Dµ(x)ψ(x) = [∂µ + iq0Aµ(x)]ψ(x), (1.11)

recovering the local gauge invariance of the theory by cancelling exactly the undesired
θ(x) partial derivative term.
The resulting quantum electrodynamics Lagrangian, considering also the gauge and
Lorentz invariant kinematic term for Aµ (Eq. (1.4)), reads

L = −1

4
FµνFµν+iψ̄γ

µDµψ−m0ψ̄ψ = −1

4
FµνFµν+iψ̄γ

µ∂µψ−m0ψ̄ψ−q0Aµψ̄γ
µψ, (1.12)

where the last term, shown in Fig. (1.2), is the interaction between the electron (fermionic
field) and the electromagnetic force mediator, the photon (gauge field), that has not a
mass term since it is forbidden by gauge invariance. It is important to note that m is not
the physical mass of the electron, but the value that the mass would take in the absence
of interactions, i.e. for q0 = 0 that is the coupling constant. Typically, the interaction
strength is expressed as the fine structure constant α =

q20
4π ⋍ 1

137 . In perturbation theory,
that is allowed by the small size of α and it used to make predictions to compare with data
by calculating the transition amplitudes associated with collision processes, the electron
mass is indicated as m = m0+δm, where δm can be considered as the energy of the electric
(and magnetic) field produced by the charge (and magnetic moment) of the electron. With
this mass definition, L0 describes free electrons of mass m and the δm term is included
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into interaction part LI . Even q0 is not the measured electric charge of the electron, q,
that is obtained by applyng the corrections which rise from the interactions. Neither m0

nor q0 are observables but Lagrangian parameters, and only through the renormalization
procedure the theory results can be expressed in terms of the measurable quantites [13].
The QED manages to describe successfully the electromagnetic interactions up until very
high energies and is predictive power is still unprecedented. Its evolution into the unified
theory of the electroweak interactions is described in the next Section.

Figure 1.2: The Feynman diagram of the Quantum Electrodynamics vertex.

1.3 Electroweak (EW) interactions model

In 1934 Enrico Fermi formulated the theory of weak interactions to describe the β decay
of the neutron [14]. In this theory Fermi encapsulated Pauli’s intuition that to explain
the continuous spectrum energy of electrons in beta decay, it is necessary to consider the
emission of a massless neutral particle, later called neutrino, in addition to the electron.
Analogously to the electromagnetic interaction between electron-photon, in Fig. (1.2),
Fermi illustrated the weak interaction as the emission of an electron-neutrino pair during
neutron decay into a proton: n → p + e− + ν̄e and, taking as model the QED vectorial
current defined by the last term of Eq. (1.12), he made the hypothesis of a point-like
vectorial current (V) interaction, GF√

2
(p̄γµnēγµν). In this equation the particle symbols

indicate the corresponding generalized field operators and GF ∼ 1.17× 10−5GeV −2 is the
Fermi coupling constant and indicates the small strength of the weak interaction. The
process is represented in Fig. (1.3).
Since in 1956 the parity violation in weak interaction was discovered by T. D. Lee, C. N.

Figure 1.3: The Fermi four-point fermion interaction describing the β-decay.

Yang [15] and C. S. Wu [16], Fermi’s theory was modified to include an axial vector current
(A) that has ψ̄(x)γ5γµψ(x) form and does not change sign under parity transformation4.
It is the conserved current associated to the chiral symmetry, that is the invariance of

4γ5 = iγ0γ1γ2γ3
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the theory under the field transformation ψL(x) → eiθLψL(x) and ψR(x) → ψR(x), where
ψL(x) = 1−γ5

2 ψ(x) denotes a left-handed fermionic field and ψR(x) = 1+γ5

2 ψ(x) a right-
handed one. The violation of parity comes from a mixture of vectorial and axial currents
with the ‘V-A’ form discovered by Sudarshan and Marshak [17], Feynman and Gell-Mann
[18] and Sakurai [19] in 1957.
The electroweak theory was formulated by Weinberg [20] and Salam [21] in 1967 and it
is a gauge theory based on the SU(2)L × U(1)Y symmetry group formulated by Glashow
[22] in 1961. The subscript L denotes that the SU(2) group acts only on the left-handed
components of the lepton and quark fields that, consequently, are the only that interact
with the three gauge fields W i

µ(x) associated to the three generators T i = σi

2 (weak isospin
operators) of the symmetry group and corresponding to the γ, W± bosons. The U(1)Y
generator is weak hypercharge Y acting on both left- and right-handed components of these
fields and it is associated to a gauge boson Bµ corresponding to the Z boson. The electric
charge arises as a combination of Y and T 3, that are invariant under gauge transformations:

Q = T 3 +
1

2
Y (1.13)

Left-handed fermions behave as doublets under SU(2)L and they are written, conveniently
and following the generations’ classification, as

leptons:
(
νe
e

)
L

,

(
νµ
µ

)
L

,

(
ντ
τ

)
L

quarks:
(
u

d

)
L

,

(
c

b

)
L

,

(
t

b

)
L

.

(1.14)

The right-handed field components transform as SU(2)L singlets: eR, µR, τR and
uR, cR, tR, dR, sR, bR.
The U(1)Y transformation does not perturb the SU(2)L structure, since both components
of each doublets share the same weak hypercharge.
The electroweak Lagrangian can be written as

L = −1

4
BµνBµν −

1

4

3∑
i=1

Wµν
i W i

µν + iψ̄Lγ
µDµψL + ψ̄Rγ

µDµψR (1.15)

where the ψL,R(x) terms encapsulate the sum over all the left-handed doublets and right-
handed singlets. The Bµν and W i

µν are the kinetic gauge tensors associated to their re-
spective symmetry groups and can be expressed as

Bµν = ∂µBν − ∂νBµ, (1.16)

W i
µν = ∂µW

i
ν − ∂νW

i
µ − gϵijkW j

µW
k
ν (1.17)

where ϵijk is the Levi-Civita tensor whose components represent the structure constants
of the SU(2)L group, while g its coupling constant.
The covariant derivative is defined according to the acting of the two symmetry groups on
ψL(x) and ψR(x) as

Dµ(x)ψL(x) =

[
∂µ + ig′

Y

2
Bµ(x) + ig

σi
2
W i

µ

]
ψL(x), (1.18)

Dµ(x)ψR(x) =

[
∂µ + ig′

Y

2
Bµ(x)

]
ψR(x), (1.19)
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respectively, with g′ that is the U(1)Y coupling constant.
By linearly combining the two gauge fields W 1,2

µ (x) it is possible to obtain physical observ-
able fields of the two charged W± bosons

W±
µ (x) =

1√
2
(W 1

µ(x)∓W 2
µ(x)), (1.20)

that mediate the electroweak charge interactions corresponding to a up and down weak
isospin doublet components transition. By considering the terms of charge interaction
by the EW Lagrangian (Eq. (1.15)) and using the gauge fields defined above, the form of
the interaction-transition terms for leptons and quarks can be extrapolated: (ē, µ̄, τ̄)γµ(1−
γ5)W+

µ (νe, νµ, ντ )
T and (d̄, s̄, b̄)γµ(1−γ5)W+

µ VCKM (u, c, t)T (and their hermitian conjugate
with W−

µ ), respectively. The VCKM is the Cabibbo-Kobayashi-Maskawa (CKM) unitary
matrix ([23, 24]) describing the quark mixing through

VCKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 (1.21)

that is parametrized by three mixing angles and one complex phase, responsible for elec-
troweak CP-violation. Every single element of this matrix indicates the coupling constant
of a specific quark transition, and the universality of weak interactions is protected by
requiring the unitarity of the matrix. Both VCKM terms and its unitarity are tested at
high precision, but further studies are ongoing at different experiments, such as general-
purpose ATLAS and CMS, but especially Belle II [25] (SuperKEKB [26], Japan) and LHCb
[27] (LHC, CERN), on the unitary violation due to new phenomena beyond the Standard
Model.
The characterization of the neutral weak and electromagnetic interactions can be derived
by rotating the two remaining gauge fields, W 3

µ(x) and Bµ(x), in a two-dimensional space
by an angle θW :

Zµ(x) = −Bµ(x) sin(θW ) +W 3
µ(x) cos(θW ), (1.22)

Aµ(x) = Bµ(x) cos(θW ) +W 3
µ(x) sin(θW ), (1.23)

where (θW ) is the Weinberg angle (or weak mixing angle) and defined implicitly by the
relation: cos (θW ) = g√

g2+g′2
. The Aµ(x) field is associated to photon as described by

Quantum Electrodynamics, which is therefore incorporated into the EW theory, by requir-
ing that the electron charge e and the weak coupling constants g and g′ satisfy the relation:
e = g sin θW = g′ cos θW . The Zµ(x) field identifies the weak neutral interaction mediator
between fermions with the same weak charge, defined QZ = 1

sin θW cos θW
(T 3 −Qsin2θW ).

The diagrams of the EW charged and neutral interaction vertices can be seen in Figure
(1.4).
The gauge invariance of the theory implies the absence of any mass term associated to

the gauge bosons, that is a correct description for the photon but not for the W± and Z

weak bosons having large masses as confirmed by experimental evidence. The introduction
of this mass terms into the Standard Model Lagrangian represents the consequence of the
spontaneous electroweak breaking symmetry mechanism proposed by Brout, Englert and
Higgs and described in Section 1.5.
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Figure 1.4: Electroweak charged interaction vertices for leptons (left) and quarks (middle).
Vud indicates the CKM matrix element related to the up- and down-type quarks. On the
right, the EW neutral interaction term.

1.4 Quantum Chromodynamics theory

The Quantum chromodynamics (QCD) is the non-abelian gauge theory based on the
SU(3)C symmetry group describing the strong interactions between quarks and gluons
holding together in hadrons. The gluons are the gauge boson fields Gµ

a(x) with color
index a = 1, . . . , 8 associated to the 8 symmetry group generators ta = λa

2 , where λa

are the Gell-Mann matrices5. By being the strong force mediators they are exchanged
between quarks fields that are organized, following the group structure, in color triplets
qf (x) = (q1f (x), q

2
f (x), q

3
f (x)) for each flavor.

The QCD Lagrangian reads

L =
∑
f

iqfDµγ
µqf − 1

4
Ga

µνG
µν
a . (1.24)

The first term describes the free propagations of the quarks, for which mass term is ignored
and as it will be introduced by Higgs mechanism, and their interaction with the theory
gauge bosons delineated by the covariant derivative defined as

Dµ(x)qf (x) =

[
∂µ + igs

8∑
a=1

Ga
µ(x)t

a

]
qf (x) (1.25)

where gs being the strong coupling constant equal for every quark flavour.
The gluons’ kinematic is described by the Lagrangian second term through the field
strength

Gµν
a (x) = ∂µGν,a(x)− ∂νGµ,a(x)− gs

8∑
b,c=1

fabcGµ,b(x)Gν,c(x). (1.26)

The last term, proportional to SU(3)C structure constants fabc, represents the self-
interaction of the gluons and it is implied by the non-Abelianity of the theory symmetry
group. There is no equivalent term in QED as the chargeless photon interacts with
electrically charged fermions while gluon carrying the color charge itself is coupled to both
quarks and other gluons.
The Figure (1.5) depicts the Feynman diagrams related to the discussed QCD interaction

terms. It is important to note that in strong interactions, a quark can change color
charge by emitting or absorbing a gluon, but there is no mixing (flavour change) of quarks
families which is allowed only by weak interaction.
For the strong interactions it is possible to identify an energy range in which the

5The eight Gell-Mann matrices naturally generalize the Pauli matrices for SU(2) to SU(3), on which
Gell-Mann’s quark model (The Eightfold Way [28]) is based.
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Figure 1.5: The Feynman diagrams of the QCD fundamental vertex qqg (left) and the
gluon trilinear self-interaction (right).

perturbation theory can be applied and the related physical quantities expressed in series
of strong coupling αs = g2s

4π , that is usually used instead of gs. As direct consequence of
QCD renormalization, αs (running coupling) is a function of the momentum Q transferred
during the interaction. At high Q, αs ≈ 1

lnQ2/Λ2
QCD

, where ΛQCD ∼ 200 MeV is the
energy scale that sets the threshold between non-perturbative and perturbative regimes.
In the limit of Q2 → ∞, the strong running coupling goes to zero, that physically means
that partons behave as free particles. This property is known as asymptotic freedom
[29, 30]. When Q2 ∼ Λ2

QCD, the previous αs expression is divergent and so not valid,
αs(Λ

2
QCD) is large and the perturbative expansion does not provide reasonable predictions

for strong processes. At this energy scale, the quarks and gluons cannot be observed
in isolation but they must clump together to form colorless hadrons exhibiting another
fundamental property of strong interactions: the color confinement. As a consequence,
in the high-energy physics collisions produced in particle accelerators, partons can be
detected only as jets, that are narrow cones of hadrons generated by the hadronization of
gluons and quarks, except for the top quark that weak decays (t → Wb) faster than the
time scale of the process ∼ 1/ΛQCD.

1.4.1 Proton-Proton interactions

In proton-proton collisions induced by two beams of particles accelerated in opposite direc-
tions at hadron colliders, a parton a1 inside the proton p1 interacts with a parton a2 inside
the second proton p2 realizing a partonic sub-process P ≡ (a1a2 → b1b2. . . bn). The two
partons carry only a fraction x1 and x2 of the total momentum of the respective protons
and the sub-process energy is related to the center-of-mass s = (

∑2
i Ei)

2− (
∑2

i pi)
2 of the

two colliding protons through the relation ŝ = (x1p1 + x2p2)
2 ∼ x1x2s.

The total cross section for a specific hadronic process pp → X can be written as an inco-
herent sum of all partonic cross-sections

σ(p1, p2) =

∫
dx1dx2

∑
Pi

fa1(x1, µ
2
F )fa2(x2, µ

2
F )σ̂Pi(ŝ, αs(µR), Q

2;µF , µR) (1.27)

where the fai(xi, µ2F ) are the parton distribution functions (PDF), that indicate the proba-
bility that the parton involved in the interaction carries a fraction xi ∈ [0, 1] of the proton’s
momentum and they are convoluted with the σ̂(ŝ), that is partonic cross-section for a given
hard scattering process. The equation formalizes the QCD factorization theorem stating
how an inclusive cross-section can be factorized into a short distance contribution com-
putable in perturbative QCD as a power-series in αs, σ̂, and a long distance contribution,
the PDFs, that is not perturbatively calculable but it can be extracted from data. The
renormalization scale µR defines the scale for the strong coupling constant αs calculation,
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while µF is the factorization scale representing the scale that divides the short-distance
physics from the long-distance one.
The Formula (1.27) is the result of many theoretical studies and experimental observations
and its most important features are presented below.
The starting point is the parton model initially formulated by Feynman in 1969 for an-
alyzing the high energy hadron collisions [31]. According to this model, any hadron is
composed of point-like partons that in transverse scattering behave as quasi-free particles.
In the naive quark model, the parton distribution functions fi(x) were introduced. The
expected value of the fraction of proton momentum carried by the i-th parton is ⟨x⟩i =∫
dxxfi(x) and by summing on all partons of the proton the requirement is

∑
i

∫ 1

0
dxxfi(x) = 1. (1.28)

If the proton is considered to be composed solely of valence quarks, uud, which is the
constituent composition indicated by SU(3), the parton distribution functions fi(x) would
be peaked at x = 1/3. However, the quarks inside the proton are not completely free.
Due to their mutual interactions, they can emit Bremsstrahlung gluons which in turn can
produce quark-antiquark qq̄ pairs, including cc̄ and ss̄ pairs. These quarks are named "sea
quarks".
In the parton model, the parton distribution functions are directly related to the structure
functions F1 and F2, which are a measure of the partonic structure of hadrons and are
typically extracted from the deeply inelastic scattering processes:

F2(x) =
∑
i

e2ixfi(x) , F1(x) =
1

2x
F2(x), (1.29)

where the second equation connecting the two structure functions is known as the Callan-
Gross relation. In this equation, the x refers to Bjorken xBj , defined as x ≡ Q2

2Mν ⩽ 1,
where M is the mass of the proton and ν is the energy exchanged between the lepton
and the proton, which in deep inelastic scattering is so high that the proton structure is
fragmented into a multi-hadronic state X with an invariant mass greater than that of the
single proton (there is no conversion of kinetic energy into the formation of new hadrons).
The Bjorken x, varying from 0 to 1, defines how much a scattering is elastic: the limit
x = 1 corresponds to a totally elastic scattering and there is no proton fragmentation. If
x is fixed, the structure functions do not depend on Q2, and this phenomenon is known as
Bjorken scaling [32], which has been observed in deeply inelastic collisions.
If the proton and neutron are considered as bound states of only up and down quarks, uud
and udd, the sum rules, using the Equation (1.29), are∫ 1

0
dxF

(p)
2 (x) =

4

9
⟨x⟩u +

1

9
⟨x⟩d (1.30)

∫ 1

0
dxF

(n)
2 (x) =

1

9
⟨x⟩u +

4

9
⟨x⟩d. (1.31)

The possibility of quarks to radiate gluons has consequences for Bjorken scaling, which is
violated at high energy. The various emissions of soft and collinear gluons from a quark
extracted from a proton in a deeply inelastic collision follow one another in a cascade of
gluons that can, in turn, radiate other gluons and quark pairs, producing a parton shower.
These emissions are perturbative, since αs is small at the energy scales involved, and
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as emissions proceed, αs becomes larger until αs ∼ 1, where the perturbative region is
no longer valid, and the phenomenon of color confinement cannot be ignored. This is the
hadronization process, and considering the formula in exam, (1.27), it is regulated by the µR
renormalization scale: the transition from perturbative parton shower to non-perturbative
hadron composition corresponds to the decrease of Q2 below the value of µR.
Most of the radiation produced does not lead to the formation of a jet of hadrons different
from the one forming around the initial quark. Hard gluons or those emitted at a large
angle are very rare at high energy, but not suppressed, and their presence is important as it
modifies the structure functions. Through a theoretical treatment of radiative corrections
to the partonic cross-section, aimed at addressing the soft and collinear divergences that
arise from the use of matrix element prescription, the structure functions (Eq. (1.29)) take
the following form:

F2(x,Q
2)

x
=
∑
i

e2i

[
fi(x, µ

2
F ) +

αs

2π

∫ 1

x

dy

y
fi(y, µ

2
F )Pqq

(
x

y

)
ln
Q2

µ2F

]
(1.32)

where the first term in parenthesis corresponds to the renormalized naïve parton model
quark distribution6, and x/y = z is the ratio of quark momentum before and after the
emission of a gluon that carries a fraction of momentum 1− z (soft divergence for z → 1).
Pqq(z) is the splitting functions, that are proportional to the probability to find a daughter
quark with momentum fraction z of the parent quark from which it is split.

Figure 1.6: Evolution of the parton distribution functions for protons from a µ2 = Q2 = 10
GeV2 (left) scale up to 104 GeV2 (right). It can also be noted the different contributions
that sea and valence quarks have at low and high x.[33].

The formula (1.32) indicates that in QCD, F2 and the quark PDFs are also functions of
Q2, contrary to the predictions of Bjorken scaling, whose violation is a trace of gluon
radiation. By using a similar approach, an additional correction to the equation is given
by the process of gluon annihilation into a qq̄ pair from which the dependence of gluon’s
parton distribution function on Q2 emerges. Moreover, an usual and consistent choice is

6Specifically, fi(x, µ2
F ) = fi(x) +

αs
2π

∫ 1

x
dy
y
fi(y)Pqq

(
x
y

)
ln

µ2
F
λ

, where λ is a lower transverse momentum
cut-off to regularize the gluon collinear divergence.
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to set µ2R = µ2F ∼ Q2, avoiding large logarithms in partonic cross-sections.
From (1.32) the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equation [34, 35, 36],
describing the PDF evolution from a Q2 scale to any other Q2 scale (Fig. (1.6)), is derived:

µ2F
∂fi(x, µ

2
F )

∂µ2F
=
∑
j

∫ 1

x

dz

z
Pij(z)fj(

x

z
, µ2F ). (1.33)

It is a master equation of QCD, since even if the parton densities cannot be computed,
it allows to extract PDFs at some energy scale (for example,

√
s = 318 GeV at HERA

[37]) from experimental data and evolve upwards to make LHC (
√
s = 13 − 13.6 GeV)

predictions.
In the modeling of proton-proton collisions, additional residual effects must be considered.
Beyond the partons involved in the hard scattering process, the remnants of the colliding
protons, known as ’spectator’ partons, need to form color-neutral hadrons due to QCD
color confinement. These spectators may interact with particles resulting from the hard
interaction. Furthermore, multiple parton interactions (MPI) with significant momentum
transfer can occur within a single proton-proton collision. These interactions can over-
lap and produce indistinguishable detector responses, creating a large QCD background
(underlying event) that make the rare and interesting processes difficult to reveal. Lastly,
there is the possibility for additional particle emissions, such as photons and gluons, both
in the initial and final states. These processes, known as initial state radiation (ISR) and
final state radiation (FSR), represent ’real’ corrections to Standard Model processes, as
these emitted particles are detectable in the event. An illustration of the pp collision is
presented in Fig. (1.7).

Figure 1.7: A picture of a pp collision with correlated processes [38].
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1.5 Spontaneous Symmetry Breaking: The
Brout-Englert-Higgs mechanism

The most important feature of the Standard Model is the mechanism of spontaneous elec-
troweak breaking symmetry (EWBS) to the electromagnetic symmetry, SU(2)L×U(1)Y →
U(1)Q, by which the masses of weak vector bosons (and fermions) are generated preserving
the gauge symmetry of the theory at high energy. This process was proposed about forty
years ago by Higgs, Brout and Englert (BEH) [39, 40].
In order to cause the breaking of the symmetry, a new type of complex scalar spin-zero
field called the Higgs field is introduced. In the SM scheme this new field is a SU(2)L
doublet with nonzero U(1) hypercharge, but a singlet in color space. The breaking is a
consequence that the Higgs field, unlike the other fields, has a nonzero vacuum expecta-
tion value: it’s supposed that the vacuum state, where usually there are no particles, is
populated by massive Higgs bosons.
In the Standard Model the Higgs field reads

Φ =

(
ϕ+

ϕ0

)
=

1√
2

(
ϕ1 + iϕ2
ϕ3 + iϕ4

)
, Yϕ = +1 (1.34)

where ϕi with i = 1, ..., 4 are properly normalized real scalar fields. The Higgs Lagrangian
can be written as an extension of that of the Klein-Gordon for a complex field (Eq. (1.2))
with the addition of a self-interaction term of strenght λ:

L = (DµΦ)
†DµΦ− µ2Φ†Φ− λ(Φ†Φ)2 = (DµΦ)

†DµΦ− V (Φ) (1.35)

where the invariant product is Φ†Φ = 1
2(ϕ

2
1 + ϕ22 + ϕ23 + ϕ24) =

1
2ϕiϕ

i.
The first term of Eq. (1.35) contains the kinetic and gauge-interaction terms via the
electroweak covariant derivative expressed in Eq. (1.18). The second term, V (Φ) =

µ2Φ†Φ + λ(Φ†Φ)2, is the scalar Higgs potential. By imposing λ > 0 to ensure that the
potential is bounded below, two cases can be distinguished: for µ2 ≥ 0, there is no sponta-
neous symmetry breaking since V (Φ) has an unique minimum at Φ0 = 0, while for µ2 < 0

it has a minimum at:

Φ†Φ =
−µ2

2λ
=
v2

2
, (1.36)

where v is the the vacuum expectation value (VEV) of the field, ⟨0|Φ|0⟩. In this case,
V (Φ) minimization can be reached via infinite possible configurations of the field which
is reflected in a degeneracy of equivalent minima along a circumference. The shape of
the potential is shown in Fig. (1.8). The gauge transformations of SU(2)L × U(1)Y
group correspond to rotations in a four-dimensional space: there are four independent
transformations but only three independent rotation directions for a vector in a four-
dimensional space. There is one combination of the SU(2)L and U(1)Y transformations
that leaves the vacuum state invariant and it is not broken by the Higgs field and represents
the gauge transformation of electromagnetism. The potential V (Φ) is invariant under these
rotations [42].
The basis of states ϕ1, ..., ϕ4 is chosen to be oriented however we like relative to the local
vacuum value and choose the VEVs of the four field to be

⟨ϕ3⟩ ≡ v =

√
µ2

λ
, ⟨ϕ1⟩ = ⟨ϕ2⟩ = ⟨ϕ4⟩ = 0 (1.37)
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Figure 1.8: Higgs potential V (Φ) shape with µ2 < 0 in the Re(Φ)-Im(Φ) space [41].

with this choice, for µ2 < 0, the component that develops a nonzero vacuum value is the
neutral one:

Φ0 = ⟨0|Φ|0⟩ =
(

0
v√
2

)
. (1.38)

In this way, the conservation of electric charge is ensured. In fact the electric charge on
the doublet in Eq. (1.34) is represented by the matrix:

Q =

(
+1 0

0 0

)
(1.39)

so the Φ0 is invariant under U(1)Q transformations:

eiαQΦ0 =

(
eiα 0

0 1

)(
0
v√
2

)
= Φ0. (1.40)

The breaking symmetry induced by Φ0 ̸= 0 realizes the SU(2)L×U(1)Y → U(1)Q scheme.
By defining a new real scalar field H(x), with zero vacuum value, as ϕ3(x) = v + H(x),
the doublet becomes

Φ =
1√
2

(
ϕ1 + iϕ2

v +H(x) + iϕ4

)
. (1.41)

A two-dimensional spinor can be expressed to a spinor with the only down and real compo-
nent through a transformation of the symmetry group, depending on the point (as shown
in Ref. [43]). This is called the non-linear realization:

Φ =
1√
2
exp

(
iξa(x)σa

v

)(
0

v +H(x)

)
(1.42)

where H(x) and ξa(x) are fields. This expression is equivalent to Eq. (1.34) up to first
order in the fields, i.e., for infinitesimal fluctuations around the vacuum7.
Consider the SU(2)L gauge transformations of Φ:

Φ(x) → exp

(
iλaL(x)

σ2

2

)
Φ (1.43)

7To linear order, ξ1 = ϕ2, ξ2 = ϕ1, ξ3 = −ϕ3.
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if we choose λaL(x) = −2ξ2/v we arrive at a gauge, called unitary gauge, in which

Φ =
1√
2

(
0

v +H(x)

)
. (1.44)

By using this Φ expression inside the kinetic term of the Higgs Lagrangian (Eq. (1.35)),

(DµΦ)†(DµΦ) =
1

2
(∂µH)2

+
g2v2

4
W+,µW−

µ +
1

2

g2v2

4cos2θW
ZµZµ

+
g2v

2
W+,µW−

µ H +
g2v

4cos2θW
ZµZµH

2

+
g2

4
W+,µW−

µ H
2 +

g2

8cos2θW
ZµZµH

2,

(1.45)

the mass terms (second row of the previous equation) for the W±
µ and Zµ gauge fields

emerge
mW = mZ cos θW =

gv

2
. (1.46)

The last two rows of the Eq. (1.45) indicate the cubic (HV V ) and quartic interactions
(V V HH) between the Higgs field and the two gauge bosons, respectively. The couplings
are proportional to the W and Z boson masses.
The potential term of the Higgs Lagrangian becomes

V =
µ2

2
(0, v +H)

(
0

v +H

)
+
λ

4

∣∣∣∣(0, v +H)

(
0

v +H

)∣∣∣∣2 (1.47)

and using the relation v2 = −µ2/λ, one obtains

V = −1

2
λv2(v +H)2 +

1

4
λ(v +H)4. (1.48)

Thus, V takes the usual form8:

V = λv2H2 + λvH3 +
1

4
λH4 (1.49)

and from this potential, one can see that the Higgs boson mass reads

m2
H = 2λv2 = −2µ2 (1.50)

here the Higgs vacuum expectation value v ≃ 246 GeV can be related to the Fermi constant,
v = (

√
2GF )

− 1
2 , and measured in muon decay. By indicating the Higgs trilinear and quartic

self-couplings with λSM
3 and λSM

4 , respectively, the scalar potential can be written as

V =
1

2
m2

HH
2 + λSM

3 vH3 + λSM
4 H4, (1.51)

λSM
3 =

m2
H

2v2
∼ 0.13, λSM

4 =
m2

H

8v2
, (1.52)

where mH ∼ 125 GeV. Since the leading-order contributions to double Higgs boson pair
production directly cross section depend directly on the Higgs trilinear coupling, di-Higgs

8Doing the calculations another term comes out − 1
4
λv4 but it is not H dependent and contributes to the

vacuum energy.
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is the standard process for studying λ3SM at the LHC and its observation could precisely
define the Higgs potential, finally probing in a satisfactory way the scalar sector of the
Standard Model. Even the single Higgs production is sensitive to modifications of the
Higgs trilinear self-coupling, but in this process such coupling affects only the higher-order
corrections to cross section. However, manifestation of new physics could modify the Higgs
potential at low energy, by altering the value of the Higgs self-interactions. A deviation
from the SM predicted self-coupling value λSM3 , corresponding to a deviation of its modifier
parameter

κλ =
λ3

λSM3
(1.53)

from unity, may point to physics beyond the Standard Model (κ-framework [44]). In
Chapter 3 the phenomenology of the Higgs boson at the hadron colliders will be discussed,
with particular attention to the Higgs boson pair production.
Lastly, for the generation of the fermion masses through spontaneous symmetry breaking
it is necessary to construct a new Lagrangian term. The gauge invariance of the theory
forbids fermion mass terms due to its chiral structure, as the SU(2)L × U(1)Y group acts
differently on left-handed and right-handed spinor components, making the mass term of
Eq. (1.3), m(ψ̄LψR + ψ̄RψL), not gauge invariant. The most general invariant Lagrangian
terms involving the Higgs doublet and fermions are the Yukawa interaction terms

LY ukawa = −
∑
f=l,q

yf (ψ̄LΦψR + ψ̄RΦψL) (1.54)

where yf are the Yukawa couplings for leptons and quarks. In this case, the flavor-mixing
for the quarks produced by EW charged interactions and expressed by VCKM matrix is
neglected9.
By using the Φ field expression after symmetry breaking, Eq. (1.44), the Lagrangian terms
take the forms

Lleptons
Y ukawa = − yl√

2
(vl̄LlR + l̄LlRH) + h.c (1.55)

Lquarks
Y ukawa = − 1√

2
v(ydd̄LdR + ỹuūLuR)−

1√
2
(ydd̄LdR + ỹuūLuR)H + h.c (1.56)

for leptons and quarks10, respectively. The conjugate component of the scalar doublet
Φ̃ = iσ2Φ

∗ is necessary for the presence of right-handed down-type quarks and generates
the ỹ couplings. The fermion masses corresponds to the terms proportional to the VEV
and they are correlated to the Yukawa coupling through the relation

mf =
yfv√
2
, (1.57)

that manifests how the dependence of interaction between the massive fermions and the
Higgs field is proportional to the involved fermion mass (− yf√

2
ψ̄ψH): the larger the fermions

mass, the larger the coupling to the Higgs.

9The results obtained under this assumption corresponds to those derived in the complete scheme after
the rotation to the fermion eigenstate basis that diagonalizes the Higgs-fermion interaction mass matrix.

10uL,R indicates the up-type quarks (u, c, t), dL,R the down-type quarks (d, s, b).
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1.6 Beyond the Standard Model

Despite its high predictivity and validation through numerous experimental measurements,
the Standard Model (SM) is known to be an incomplete “effective” theory. It does not in-
corporate gravity and, while neutrino oscillations provide evidence for neutrino mass, the
Standard Model requires a minimal extension to account for it, such as through the addi-
tion of three mass terms and a mixing matrix in the Pontecorvo-Maki-Nakagawa-Sakata
(PMNS) formalism [45, 46], analogous to the CKM treatment of quarks (Eq. (1.21)). Fur-
thermore, while the SM does not directly explain the nature of dark matter, and it does
not offer a direct explanation for dark energy either, some hypotheses suggest that dark
energy could be related to elements already within the Standard Model framework, such as
the zero energy associated with the Higgs potential. These issues are significant given that
dark matter and dark energy constitute most of the universe’s energy (∼75%) and matter
(∼95%). Additionally, it does not account for the observed matter-antimatter asymmetry.
One of the main theoretical challenges suggesting the SM’s incompleteness is the hierarchy
problem. This problem arises from the large discrepancy between the electroweak scale
(∼100 GeV) and the Planck scale (∼1019 GeV). The Higgs boson mass should naturally be
much higher due to quantum corrections, which are proportional to the Plank energy scale.
To match the observed Higgs mass of ∼125 GeV, these large corrections must cancel out
almost perfectly, which seems highly improbable without fine-tuning. This implies theo-
retically, under the assumption of a fundamental theory at the Planck scale incorporating
the SM, that new physics might be needed at the TeV scale to stabilize the Higgs mass
and solve this problem.
These theoretical and experimental gaps suggest that the Standard Model needs to be
extended or complemented with additional theories to provide a consistent description of
all physical systems.
A theoretical framework addressing these issues is supersymmetry (SUSY), which posits
that for every boson, there is a fermion partner, and vice versa. This theory could poten-
tially unify general relativity and quantum mechanics through supergravity. However, no
experimental evidence for SUSY particles has been found so far.
Another approach to extending the Standard Model is through the use of the Standard
Model Effective Field Theory (SMEFT) by including higher-dimensional operators that
respect the SM symmetries. These operators parameterize possible new physics effects at
energy scales above the electroweak scale, providing a bridge between the observed physics
at this low energy scale and the theoretical challenges posed by the Planck scale, offering
insights into whether and how new physics might solve the hierarchy problem and address
other fundamental issues of the Standard Model.
The new physics effects are included into the effective field theory (EFT) framework by
adding new operators with canonical dimensions D larger than 411 to the SM Lagrangian:

L = LSM +
∑
i

c
(6)
i

Λ2
O

(6)
i +

∑
i

c
(8)
i

Λ4
O

(8)
i + · · ·. (1.58)

Here ci are the Wilson coefficients and Λ is the SM cut-off, i.e. the scale at which the new
dynamics is present and the Higgs self-coupling values deviate from all ones predicted by

11LSM is defined dimension 4 since the action S =
∫
d4xLSM is always dimensionless and

[
d4x

]
= −4.

From the dimensional analysis of QFT Lagrangians: [ϕ] = [Aµ] = 1 and [ψ] = 3/2.
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the Standard Model and it is typically set to 1 TeV12. The OD
i are SU(3)C×SU(2)L×U(1)Y

invariant operators and their contribution to amplitudes of physical processes at the energy
scale of order v goes as (v/Λ)D−4. Since v/Λ < 1 by construction, the EFT in its validity
regime typically describes small deviations from the SM predictions.
The main motivation for using this framework is its model-independent nature that allows
to interprete the constraints on the EFT parameters as bounds on masses and couplings
of new particles in many beyond the Standard Model theories: translation of experimental
data into a theoretical framework has to be done only once in the EFT context, rather
than for each BSM model separately.
The leading new physics effects are associated with EFT operators with the lowest di-
mensionality, namely the dimension-6 ones. The contributions from D ≥ 8 operators are
suppressed by at least (v/Λ)4 and they will be assumed negligible. In this simplified case,
the new physics is considered CP-preserving and flavor universal and thanks to these re-
strictions, there are only 10 independent operators that influence Higgs physics at leading
order.
A convenient choice for dimension-6 operators is provided by the Higgs basis in which the
Higgs is assumed to be part of an SU(2)L doublet, as described in the previous Section,
linearly realizing (the expansion in Higgs powers is valid) the EW simmetry. Otherwise,
a more complex structure is necessary, considering that a much larger set of dimension-6
operators could, in principle, be relevant for Higgs physics. The advantage of this basis
is that the operators connected to the LHC Higgs searches are separated from the others
that can be estimated in observables not involving the Higgs. The 10 effective operators
can be split into three class: the first one contains deformations of the Higgs couplings to
the SM gauge bosons, parametrized by

δcz, czz, cz□, ĉzγ , ĉγγ , ĉgg, (1.59)

the second class is related to modifications of the fermion Yukawa’s couplings

δyt, δyb, δyτ , (1.60)

and the last effect is a variation of the Higgs trilinear self coupling

δλ3. (1.61)

In the unitary gauge, the relative corrections to the Higgs boson interaction are given by

L ⊃ H

v

[
δcw

g2v2

2
W+

µ W
−µ + δcz

(g2 + g′2)v2

4
ZµZ

µ

+cww
g2

2
W+

µνW
−µν + cw□g

2(W−
µ ∂νW

+µν + h.c.) + ĉγγ
q2

4π2
AµνA

µν

+czz
g2 + g′2

4
ZµZ

µ + ĉzγ
q
√
g2 + g′2

2π2
ZµνA

µν + cz□g
2Zµ∂νZ

µν + cγ□gg
′Zµ∂νA

µν

]
+

g2s
48π2

(
ĉgg

H

v
+ ĉ(2)gg

H2

2v2

)
GµνG

µν −
∑
f

[
mf

(
δyf

H

v
+ δy

(2)
f

H2

2v2

)
f̄RfL + h.c.

]
−(λSM3 + σλ3)vH

3

(1.62)

12The odd energy dimension operators are excluded because they violate lepton number conservation, for
D=5, and B-L invariance, for all odd D. However, these effects are very small and can be neglected.
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where δcw = δcz, ĉ
(2)
gg = ĉgg is the Higgs contact interaction with gluons, and the others

parameters cww, cw□, cγ□, δy(2)f are dependent quantities obtained by combining the 10
effective parameters. The variable δλ3, used in Eq. (1.62), denotes the shift of the SM
trilinear coupling due to new physics.
The Lagrangian (Eq. (1.62)) of this SMEFT minimal model as proposed in Ref. ([47])
describes the most important operators contributing to the single Higgs process, which
is sensitive to self-coupling deformation but only indirectly at higher-order cross section
corrections and it is overshadowed by other effects produced by new physics resulting
in deviations of Higgs couplings with other gauge fields and fermions. In this case, a
global analysis considering deviations in all Higgs couplings simultaneously is essential for
accurate evaluation. The identification of a minimal set of effective operators describing
the effects due to the modified Higgs self-coupling is easier for the di-Higgs processes,
since being directly dependent by such coupling, suffer less than possible corrective
contributions generated by the other interactions.
The goal of many analyses is to impose increasingly stringent constraints on the Wilson
coefficients of operators of the EFT Lagrangians describing the anomalous Higgs interac-
tions that can alter single-Higgs and di-Higgs production cross-sections, kinematics and
decay rates.

Lastly, interesting considerations arise when exploring the relationship between the
Higgs potential structure (Eq. (1.51)), its self-coupling, and the cosmological theory of
inflation [48]. Inflation addresses key cosmological questions such as the universe’s flatness,
homogeneity, and isotropy, along with the origin of primordial density fluctuations that
seeded structure formation.
Theories of cosmological inflation postulate a scalar field, the inflaton, that drives the
rapid expansion of the universe during the inflationary epoch, which is hypothesized to
have occurred shortly after the Big Bang. Although the inflaton remains unidentified,
it could be any scalar field capable of mimicking a slow-moving field during the early
universe. While most models treat the inflaton as an additional field beyond those found
in the Standard Model of particle physics, some propose that the Higgs field itself could
fulfill this role, thus linking particle physics and cosmology. This possibility, however,
depends on the precise behavior of the Higgs potential at high energies.

Figure 1.9: Higgs self-coupling running following from the SM renormalization group equa-
tions for several values of the top quark Yukawa coupling at the EW scale, with the Higgs
boson mass fixed at 125.5 GeV [49].
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As shown in Fig. (1.9), the Higgs self-coupling λ, following from the SM renormalization
group equations, evolves with the energy scale µ, decreasing across configurations for
various top quark Yukawa couplings (yt). In some cases, it remains positive up to the
Planck scale, while in others, it potentially turns negative, even before the inflationary
scale of ∼ 1016 GeV, raising concerns about vacuum stability at high scales. The corre-
lation between mt (the top quark mass) and electroweak vacuum stability is crucial for
discussing Higgs-driven inflation models, as variations in mt impact whether the universe
remains stable. Despite current data suggest stability, and the SM can be extended
up to the inflationary scale, with the Higgs field coupled to gravity being responsible
for inflation, future experiments may reveal metastability. This raises open questions
regarding the feasibility of Higgs inflation and motivates further investigation into the
connection between high-energy cosmology and particle physics [49, 50].





Chapter 2

The ATLAS experiment at the LHC

2.1 The Large Hadron Collider at CERN

Large Hadron Collider (LHC) [6] is the world’s most powerful particle accelerator, and it
was constructed by the European Organization for Nuclear Research (CERN) in the same
27-km circular tunnel that housed its Large Electron-Positron Collider (LEP) [51], situated
100 meters of depth underground on the France-Switzerland border.
Particle colliders accelerate two beams of particles in opposite directions to induce col-
lisions for subsequent study in adjoining particle detector experiments. Lepton colliders
initially demonstrated significant results, including the co-discovery of the J/Ψ particle in
1974 [52, 53] alongside fixed-target hadron machines, contributing to the understanding of
charm physics. However, the necessity for higher center-of-mass energies to explore new
physics phenomena posed challenges for lepton colliders.
Circular colliders, unlike linear variants, allow particles to pass through accelerating sec-
tions repeatedly during each revolution to gradually increase their energy up to desired
nominal value. During the radial acceleration, to maintain circular trajectory, particles
emit synchrotron radiation with an energy loss proportional to E4

m4R
. Large accelerators

like LEP, where electrons collided with positrons at energies of 209 GeV travelling along
a 27-km circumference, are favored by the inverse dependence of the energy loss on the
bending radius R, but practical size constraints restrict achievable energies for circular
lepton colliders. Moreover, the energy loss also goes with the inverse of the fourth power
of the particle mass, indicating as the use of protons in colliders, like the LHC, is preferred
for achieving higher collision energies, thanks to an energy loss reduction by a factor of
(mp/me)

4 ∼ 1013.
In two parallel beam pipes mantained at ultrahigh vacuum and temperature close to ab-
solute zero, the LHC is designed to accelerate protons in a ring to energies up to 7 TeV
and lead atoms up to 2.76 TeV per nucleon.
The LHC represents the final step of a multi-stage accelerator system illustrated in Fig.
(2.1). Starting with a hydrogen source, a metal cylinder (duoplasmatron) surrounded by
an electrical field is used to strip hydrogen gas of its electrons, creating a proton beam
with an energy of 90 keV. The protons are then accelerated in four stages. First, a linear
accelerator (LINAC 4), consisting of radio-frequency (RF) cavities, increases the protons’
energy to 50 MeV. Next, the Proton Synchrotron Booster (PSB) pushes the energy up to
1.4 GeV. This is followed by the Proton Synchrotron (PS), a 628-meter-long synchrotron
that further accelerates the protons to 25 GeV. The PS can also accelerate α particles,
oxygen ions, electrons, positrons and antiprotons. Finally, the Super Proton Synchrotron

23



CHAPTER 2. THE ATLAS EXPERIMENT AT THE LHC 24

(SPS), a synchrotron with a circumference of about 7 Km, accelerates the proton beams
up to 450 GeV before injecting them in the LHC’s two beam pipes.
Upon entering in the LHC, the protons are separated into two beams travelling in opposite

Figure 2.1: The CERN accelerator’s complex. The LHC is the last ring (dark blue line) of
this chain of particle accelerators and where the four largest experiments are located [54].

directions. In the LHC, counter-rotating particles are accelerated by resonant electromag-
netic waves generated in eight radio-frequency cavities per beam. Each cavity operates in
a superconducting state at a temperature of 4.5 K, maintaining an accelerating field of 2
MV per cavity at a frequency of fRF ∼ 400 MHz. The total theoretical energy gain per
revolution is of 16 MeV per proton. The longitudinal acceleration provided is necessary to
increase the beam energy to the maximum current energy of 6.8 TeV.
Bending magnets provide the transverse acceleration necessary to keep the particles on
a circular trajectory. At the LHC, 1232 dipole superconducting magnets maintain the
protons in orbit [55]. These magnets are cooled to a temperature of 1.9 K by superfluid
helium, supplying a magnetic field of 8.33 T. To enhance the probability of pp interactions,
quadrupole magnets focalize the accelerator beams that are confined to a diameter of ap-
proximately 10 µm.
Moreover, to further increase the possibility of having collision interactions, protons are
grouped in bunches along their travel in the accelerators’ chain. During the Proton Syn-
chrotron acceleration, proton bunches are separated by a 25 ns interval and can contain
up to ∼1011 protons. Once the protons reach their maximum energy, the two oppositely
directed bunches are made to collide, resulting in the so-called Bunch Crossing (BC).
At four specific IPs the experiments are located to collect and analyze the collisions deliv-
ered by the LHC: the ATLAS and CMS experiments [4, 5] are multipurpose detectors lo-
cated at the opposite LHC sides (Fig. (2.1)) and they focus primarily on proton-proton col-
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lisions. Despite differing architectures and particle detection methodologies, both achieve
comparable performance levels and serve as crucial cross-checks for physics measurements,
yielding independent results. These experiments are designed to explore physics by ex-
ploiting the large energy and luminosity of the LHC, probing both the Standard Model
of particle physics and potential new physics phenomena. Additionally, both experiments
investigate collisions involving lead ions.
The Large Hadron Collider beauty (LHCb) experiment [27] is a single arm forward spec-
trometer and it specializes in precise particle tracking to analyze rare decays of long-lived
b and c hadrons aiming at measuring with high accuracy the CP violation.
The Large Ion Collider Experiment (ALICE) is dedicated to studying collisions involv-
ing heavy lead ions to examine the properties of quark-gluon plasma [56]. In the CERN
accelerator complex, several smaller experiments are also present. The Total Elastic and
Diffractive Cross Section Measurement (TOTEM) experiment studies charged particles
emitted near the beam line in the forward direction within the CMS detector to determine
the total proton-proton cross section and an independent measurement of the instanta-
neous luminosity [57]. The Large Hadron Collider forward (LHCf) experiment, which
consists of two detectors located on either side of the ATLAS experiment in a distance
of 140 m to the interaction point, analyzes neutral forward particles to studies models of
hadron interactions at very high energies [58]. The Monopole and Exotics Detector at the
LHC (MoEDAL) experiment, an extension of LHCb, aims to discover particles carrying
magnetic charge (magnetic monopoles) [59].

2.1.1 Luminosity and pile-up events

A collider is mainly characterized by two work parameters: the center of mass energy
√
s,

that determines the type of particles that can be produced, detected and then studied, and
the instantaneous luminosity L, that is related to the discovery of rare events.
The instantaneous luminosity depending on the beam parameters of the particle accelerator
provides the collider performance, and it can be written as

L =
nbeamN

2
bunchfrevγ

4πϵnβ∗
(2.1)

where nbeam is the number of proton bunches inside the ring (2808 for 25 ns), Nbunch is the
number of particles per bunch (nominal at 25 ns 1.15·1011), frev is the revolution frequency
of the bunches in the LHC tunnel(11.2 kHz for protons), γ is the proton beam energy in
unit of rest mass (∼7460), ϵn is the normalized transverse beam emittance (nominal design:
3.75 µm), β∗ is the beta function (focal length) at the collision point (nominal design: 0.55
m) and F represents the geometric luminosity reduction factor due to the incidence angle of
the beams (0.85 at β∗ = 0.55) [60, 61]. The frequency of collisions is given by multiplying
the frequency frev by the total number of filled bunches: fcollision = 40 MHz.
With these nominal parameters, the accelerator can operate with luminosity up to 1034

cm−2s−1. While ATLAS and CMS were designed to operate at this high luminosity, LHCb
and ALICE at low luminosity, 1032 cm−2s−1 and 1027 cm−2s−1, respectively.
The rate of production of a particular process Nevent with cross section σevent is directly
proportional to the instantaneous luminosity:

dNevent

dt
= L · σevent. (2.2)
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The total number of events produced and collected can be obtained by integrating the
previous equation in a given time interval

Nevent =

∫
L · σeventdt = L · σevent (2.3)

where L is the integrated luminosity that measures the size of the collected dataset. An
increase of the accelerator luminosity results in a larger number of signal events. Moreover,
the previous equation shows that the cross section of a certain event can be calculated by
measuring the number of events produced and the accelerator luminosity: to produce
events with very low cross sections, a very high luminosity is necessary.
Hence, maximizing luminosity is crucial for particle accelerators. Although it is very
challenging to enhance luminosity by increasing the bunch revolution frequency frev and
the number of colliding bunches Nbunch, because protons in the ring already travel near the
speed of light, the LHC performance upgrades focus on increasing the number of protons
in each bunch nbeam and reducing the total bunch collision area by squeezing the proton
beams in the transverse plane.
Despite the advantages for physics of working with high luminosity, it can also result in a
negative impact on the detectors’ performance, primarily due to difficulty in distinguishing
interesting hard interactions from the rest of the soft particle collisions. This effect is
known as the pile-up contamination of the event, and it is usually treated as a background
for the physics analyses performed by ATLAS. In addition to the general in-time pile-
up, which refers to the contamination of signal events by multiple interactions occurring
simultaneously within the same bunch crossing, there is also out-of-time pile-up, that
indicates the contamination of the detector by collisions from previous and subsequent
bunch crossings in the accelerator.
The pileup at the LHC is quantified by the mean number of interactions per crossing ⟨µ⟩,
calculated as the mean of the Poisson distribution of the number of interactions per bunch
crossing µ. This quantity depends on the instantaneous luminosity of the beams

⟨µ⟩ = L · σinel
frev

(2.4)

where σinel is the total inelastic cross-section. Although not precisely known, a reference
value of σinel = 80 mb [62] is conventionally used by all LHC experiments for pp collisions.
The pile-up contamination affects also the reconstruction of the event physics objects
(jets, photons and leptons), that will be discussed in Section 2.3, degrading their energy
resolution and creating a denser environment in the particle detector’s tracker making the
reconstruction of tracks and vertices more challenging.

2.1.2 LHC operational roadmap

Since the LHC first became operational in September 2008, albeit with initial testing
delayed until November 2009 due to a magnet quench incident causing extensive mechan-
ical damage, the accelerator at CERN has consistently increased its center-of-mass energy
and luminosity to achieve the nominal design operational values of

√
s = 14 TeV and

L = 1 · 1034cm−2s−1. The entire operational history of the Large Hadron Collider can
be divided into several alternating phases of data-taking and long shutdowns dedicated to
upgrades of the LHC and experiments’ detectors to gradually improve their performance.
Even though the ATLAS detector was designed to perform optimally under the LHC nom-
inal conditions for proton-proton collisions, and for a peak instantaneous luminosity of
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L = 1027 cm−2s−1 of heavy ion (p+Pb and Pb+Pb) collisions at 5.5 TeV per nucleon pair,
it operated effectively despite the more demanding conditions reached by the LHC over the
years. The performance, by upgrading the subsystems and their electronics, and analysis
techniques were adjusted and improved to maintain the experiment’s excellent physics.
During the last data acquisition period (2015-2018), ATLAS has achieved a data-taking
efficiency of approximately 95%, which represents the fraction of time during stable LHC
collisions that ATLAS collects data. Additionally, ∼ 97.5% of the collected data is declared
good for physics analysis [63].
The first phase is the Run-I (2009-2013), in which the LHC had its first recorded proton-
proton collision in 2009 at an energy of 450 GeV per beam. In 2010 the proton beam
energy had been increased up to 3.5 TeV making the LHC the highest energy particle
collider ever built and starting the first period of data acquisition, which ended in 2013. In
2012, the center-of-mass energy was upgraded from its original

√
s = 7 GeV up to 8 GeV

and a peak instantaneous luminosity of 7.7 · 1033cm−2s−1 is reached, even if at double the
design bunch-crossing separation, 50 ns instead of 25 ns. The total delivered luminosity
was around 30 fb−1. The discovery of the Higgs boson and the precise measurements of
its properties were made possible by the data collected during this phase.
For ATLAS, it recorded 5 fb−1 of pp collision data at

√
s = 7 GeV and 21 fb−1 at

√
s = 8

GeV, 167 µb−1 of Pb+Pb collisions in 2010 and 2011 and 29.8 nb−1 of p+Pb collisions in
2013.
After Run-I, LHC underwent a two-year Long Shutdown 1 (LS1), from 2013 to 2015,
dedicated to upgrades and marking the beginning of the so-called Phase-0. This shutdown
focused on consolidating LHC machine components to raise the center-of-mass energy and
achieve the designed luminosity. Major repairs were carried out across the LHC and its
injector chain. The improvements included repairing over 10,000 high-current splices in
the superconducting magnets, replacing 18 dipole magnets, and implementing new safety
systems to support higher beam energies. Upgrades to the collimation system, injection
kicker magnets, and injection protection system were also made to handle longer bunch
trains with 25 ns spacing and increased luminosity.
The data-taking period during Phase-0 is known as Run-II and it started in 2015. The
LHC reached a peak instantaneous luminosity of 2.1 · 1034cm−2s−1 in 2018 (Fig. (2.2a)),
surpassing the designed value, and a

√
s of 13 TeV close to the nominal one. The total

luminosity certified to be good quality data for physics analysis is 139 fb−1 (Fig. (2.2b)).
There were on average 33.7 interactions per bunch crossing during Run-II, with a peak
value of over 60 interactions record in 2017-2018 as shown in Fig. (2.2c).

ATLAS recorded 147 fb−1 of proton-proton collision data at
√
s = 13 TeV; 179.8 nb−1 of

p+Pb collisions were recorded in 2016 and 1.76 nb −1 of Pb+Pb collisions were recorded
in 2018. After the end of Run-II in 2018 a second upgrade period of Long Shutdown
(LS2) began and the LHC Phase-I started.
During LS2 (2019-2022) [65], the current linear accelerator (LINAC 4) was installed into
the injector complex taking the place of its predecessor (LINAC 2) [66], and the Proton
Synchrotron Booster’s injection beam energy was upgraded to reduce beam emittance.
Moreover, new cryogenics plants were installed to improve the cooling systems of the su-
perconducting RF cavities and magnets. All these upgrades and others allowed the LHC
to handle beams up to 60% more intense in more safely condition.
The LHC is currently in the Phase-I data acquisition, the Run-III, started in 2022 and
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Figure 2.2: From Left to Right: the peak instantaneous luminosity delivered to ATLAS for
each LHC fill versus time (2018), the total integrated delivered (green), recorded (yellow)
and good quality for physics (blue) luminosity, and the average number of interactions per
bunch crossing ⟨µ⟩ during LHC Run-II 13 TeV pp collisions [64].

that will end in 2025. In this data-taking period the pp collision energy is increased to 13.6
TeV, while the peak instantaneous luminosity continues to be limited to approximately
2.2 · 1034cm−2s−1 in ATLAS, primarily due to heat deposition affecting the inner triplet
magnets, which are highly exposed to proton-proton collision debris, as they are responsible
for the final beam focusing before the interaction point. The Run-III expected integrated
luminosity is ∼250 fb−1, with an average of up to 60 interactions per bunch crossing. Fig-
ures (2.3) show the multi-year summary plots of the current Run-III data-taking including
a comparison with the previous Runs.
The Phase-II will begin after the conclusion of Run-III and LHC will be shut down for the
third two-year upgrade period (LS3) scheduled for 2026-2028. The significant enhancement
of LHC components, such as low-β quadrupole triplets and crab cavities at the interac-
tion regions, will result in its upgrade to the High-Luminosity LHC (HL-LHC), planned
to be operative from 2029 with the starting of the Run-IV data-taking. In HL-LHC, the
proton-proton center-of-mass energy will be of 14 TeV and the instantaneous luminos-
ity will increase up to 5.0-7.5 times its original design value, with a predicted pile-up of
⟨µ⟩ = 200 [67].
The ATLAS detector is expected to collect an integrated luminosity of approximately 3000
fb−1 by the end of LHC operations, improving the sensitivity to rare new physics processes
which are statistically limited. To address these HL-LHC conditions, the ATLAS trig-
ger and data acquisition system will undergo significant upgrades to ensure better physics
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object reconstruction, calibration, and pileup suppression, enabling the identification and
discrimination of new physics events.
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Figure 2.3: From Left to Right: delivered luminosity to ATLAS per day for 2011-2024 pp
collisions; total integrated luminosity as a function of time delivered to (green) and recorded
by ATLAS (yellow) during LHC Run-III (2022-2024) 13.6 TeV pp collisions; comparison
between interactions per crossing from all three Runs [68]. Updated to October 2024.

2.2 The ATLAS experiment

ATLAS (A Toroidal LHC ApparatuS) [4, 69] is a general-purpose particle detector at the
Large Hadron Collider. It is the largest particle detector ever built, with a length of 44
m, a diameter of 25 m and a weight of 7000 tons. The detector is structured in three
concentric cylindrical sub-detector systems at the centre of which lies the interaction point
(IP), which is the intersection between two beam pipes, that contain beams of protons
traveling at near light-speed in opposite directions. The protons collide with a center of
mass energy of approximately 13.6 TeV in the current Run-III configuration.
Close to the beam line, there is the Inner Detector (ID), that allows to reconstruct the tracks
and measure the momentum of the charged particles produced in collisions. It provides
also the identification of the interaction vertices. The calorimeter system is placed around
the ID and it is composed by an electromagnetic calorimeter (ECAL), dedicated to the
identification of electromagnetic showers, and a hadronic calorimeter (HCAL), needed to
identify and measure the energy of hadronic jets. Lastly, the Muon Spectrometer (MS),
located in the outermost region of the detector, is dedicated to the identification and high
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precision measurement of muons and their momentum.
These sub-detectors are divided longitudinally in three regions, the central part, called
barrel and the two edges of the cylinder, called endcaps. The geometric acceptance is close
to 4π sr in solid angle.
Two separate magnetic systems produce the magnetic fields that allow the measurement of
the momentum of the charged particles by curving their trajectory: a 2 T solenoid magnet
surrounds the Inner Detector, while a 8-coil toroidal magnetic system (0.1-3 T) plays the
same role for the Muon Spectrometer.
The ATLAS detector system is shown in Fig. (2.4).

Figure 2.4: Section view of the ATLAS detector’s Run-III configuration and the locations
of the all sub-systems [69].

2.2.1 Coordinate system and kinematic variables

ATLAS uses a xyz right-handed coordinate system centered in the nominal interaction
point of the beams, where the z-axis is defined along the beam direction, the x-axis points
towards the center of the LHC ring and the y-axis is pointing upwards. The detector part
in the positive z-direction is called side A, the part in the negative z-direction side C.
This reference system is usually defined by cylindrical coordinates: the radial coordinate
R, the distance from the beam line in the x − y plane, the azimuth angle ϕ, measured
around the beam, and the polar angle θ, measured with respect to the beam axis. In this
coordinate reference system, useful kinematic variables can be defined to be invariant for
Lorentz boost along the longitudinal axis, which is important for hadron collisions as the
interacting partons carry different longitudinal momenta whose spectrum is determined
by the parton distribution functions as explained in Sect. 1.4.1. The rest frames of the
parton-parton interactions will have different longitudinal boosts.
Since in the center of mass of the two protons the transverse momentum is zero and must
remain so after the interaction for momentum conservation, it is useful to define the boost-
invariant variables related to the projection on the transverse xy-plane.
For a particle of mass m and four-momentum pµ = (E, px, py, pz), two important longitu-
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dinal boost invariant quantities are

pT =
√
p2x + p2y = |p| sin θ, ET = E sin θ (2.5)

that define the transverse momentum and energy, respectively.
Instead of the polar angle θ to denote the directions, the pseudorapidity relative to the
z-axis is usually used and defined as

η = − ln tan
θ

2
. (2.6)

The pseudorapidity is the approximation in the limit of negligible particle mass, or equiv-
alently when the particle is travelling close to the speed of light, of another important
quantity used to describe physics objects at hadron colliders known as rapidity:

y =
1

2
ln
E + pz
E − pz

. (2.7)

This choice of preferring rapidity (or pseudorapidity) over the polar angle θ is motivated
precisely by the longitudinal Lorentz invariance of the difference between the rapidities ∆y
(∆η) of two particles. The ATLAS coordinate system and η distribution are illustrated in
Fig. (2.5).
From the previous quantities, another important z-axis boost invariant variable can be

(a) (b)

Figure 2.5: The ATLAS coordinate system (a), including LHC and the other three large
experiments, and the pseudorapidity η distribution (b) [70].

derived,
∆R =

√
(∆η)2 + (∆ϕ)2 , (2.8)

that is the angular separation between two physics objects in the η − ϕ plane, which is
useful for the reconstruction and definition of jets, as it will be discussed in Sect. 2.3.

2.2.2 Inner Detector

The Inner Detector system is the innermost sub-detector of the ATLAS experiment, and its
layout is shown in Figure (2.6). Enveloped in the 2 T axial magnetic field produced by the
central solenoid, the ID measures the momentum and the charge of the particles generated
in the pp collisions from the curvature of their trajectory, which are defined through high-
resolution position measurements, points typically known as hits. The information collected
by the ID are then utilized to reconstruct the charged particles’ tracks and identify the
primary vertices from particle interactions and the possible secondary vertices generated
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(a)

(b)

Figure 2.6: Cut-away view of the ATLAS Inner Detector (a) and its components (b) [69].

from the long-lived particles decay.
The inner detector provides an accurate and effective tracking for charged particles with
transverse momentum pT > 0.5 GeV in the pseudorapidity range of |η| < 2.5, achieving a
transverse momentum resolution of:

σpT
pT

≈ 0.05%pT ⊕ 1% , (2.9)

where ⊕ indicates that the two contributions are summed in quadrature. In |η| < 2.5, two
precision tracking detectors are present: the Pixel detector [71] and the Semiconductor
Tracker (SCT) [72]. The ATLAS Pixel detector includes three-barrel concentric layers
around the beam axis and three discs on each endcap side, comprising about 80 million
readout channels. The silicon pixel detectors near the vertex region have highest granu-
larity to resolve the primary and secondary interaction vertices. Each track crosses the
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three layers segmented in R−ϕ and z and composed of identical pixel sensors with size of
50 µm×400 µm, furnishing an accuracy in the barrel region of 10 µm on R − ϕ and 115
µm on z, while of 10 µm (R− ϕ) and 115 µm (R) in the endcaps.
An additional layer, the Insertable b-layer (IBL), was installed during LS1 in the inner
detector’s part and became operational at the start of Run-II data taking [73]. The IBL
sensors characterized by 50 µm×250 µm pixels allow to add a further measurement point
very close to the IP, enhancing the identification of secondary vertices and the detection
of jets from b-quark hadronization.
The SCT comprises eight strip layers and approximately 6.3 million readout channels,
providing four space points for each track. In the barrel region, the detector uses
small-angle (40 mrad) stereo strips to measure both R− ϕ and z, with 80 µm-pitch strips
in each layer parallel to the beam direction contributing to R − ϕ measurements. In the
endcap region, there are both radial and 40 mrad stereo strips with a pitch roughly similar
to that of barrel strips. The intrinsic accuracies per module in the barrel are 17 µm in the
R − ϕ plane and 580 µm along z-axis, while in the discs are 17 µm (R − ϕ) and 580 µm
(R).
The Transition Radiation Tracker (TRT) [74], located at the outermost part of the
ID, consists of several layers of gas-filled (70% Xe, 27% CO2, and 3% O2) straw tubes
interleaved with transition radiation material. A resolution of 130 µm on R−ϕ is reached
for charged particle tracks (pT > 0.5 GeV) whose reconstruction is extended up to |η| = 2

thanks to this detector, that serves for tracking and electron identification by detecting
transition radiation X-ray photons.

2.2.3 Calorimeter system

The ATLAS calorimeter system [75] is composed by two sub-systems: the electromagnetic
calorimeter and the hadronic calorimeter. Designed to be hermetic with a fine segmen-
tation, this system enables the reconstruction of photons, electrons, hadronic jets, and
neutrinos via the measurement of the missing transverse energy (MET), determining the
energies and positions of both charged and neutral particles that interact electromagneti-
cally or strongly.
The calorimeter system is positioned outside the inner detector and the central solenoid,
covering the pseudorapidity region |η| < 4.9. Over this η range, high-density absorbing
materials, that degrades the energy of incoming particles creating a shower of secondary
particles which are fully absorbed, are interleaved with active layers, that provide a mea-
surable signal by collecting the deposited energy.
ATLAS utilizes two sampling calorimeter technologies: Liquid Argon (LAr) [76] for the
electromagnetic calorimeters and all the endcap and forward calorimeters, and scintillating
Tiles [77] for hadron calorimetry in the central region.
The LAr Calorimeter system includes several subsystems, namely the LAr Electromag-
netic Barrel Calorimeter (EMB), the LAr Electromagnetic Endcap Calorimeter (EMEC),
the LAr Hadronic Endcap Calorimeter (HEC) and the Forward Calorimeter (FCal).
The EMB and EMEC cover the |η| < 3.2 region and they are complemented by a high-
granularity thin LAr presampler in |η| < 1.8 that corrects for energy loss in calorimeters’
material upstream and can reconstruct neutral pions decaying to two photons and parti-
cles whose shower begins in the inner detector. After presampler, in the η region where
the ID provides tracking, the fine granularity ∆η ×∆ϕ of the electromagnetic calorimeter



CHAPTER 2. THE ATLAS EXPERIMENT AT THE LHC 34

allows for precision measurements of electrons and photons. The rougher granularity of
the outer hadronic calorimeter suffices for detection of shower generated by hadrons and
started inside the EM calorimeter, jet reconstruction and missing transverse momentum
(Emiss

T ) measurements.
In the barrel region, |η| < 1.7, the hadronic calorimetry is given by a steel/scintillator-Tile
calorimeter.
The HEC consists of layers of copper absorber alternating with liquid Argon as active
material. This subsystem comprises two wheels for each endcap, located next to the EM
calorimeter endcaps, covering the region 1.5 < |η| < 3.2, with a slight overlap with the
Tile calorimeter. The FCal completes the solid angle coverage (3.1 < |η| < 4.9) with three
modules: the first optimized for electromagnetic measurements using copper/LAr, and the
other two modules for hadronic measurements using tungsten absorbers to minimize the
hadronic shower lateral spread.
The energy resolution of the ATLAS ECAL is:

σE
E

≈ 10%÷ 17%√
E

⊕ 0.7%, (2.10)

while that of the ATLAS HCAL in the barrel region is:

σE
E

≈ 50%√
E

⊕ 3%, (2.11)

and in the forward region it is σE
E ≈ 100%√

E
⊕10%. The ATLAS calorimeter detectors require

minimal modifications to work at luminosities significantly higher than their original design
since they were projected to operate both in LHC and HL-LHC. The main calorimeter
upgrades involved the LAr calorimeter electronics, upgrading the trigger system to handle
more efficiently the trigger rates by enhancing the selectivity and resolution of the trigger
signatures of the physics objects, and the discrimination power against pileup background.
The ATLAS calorimeter system is illustrated in Figure (2.7).

Figure 2.7: Schematic layout of the ATLAS calorimeters [69].
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2.2.4 Muon Spectrometer

The Muon Spectrometer [78, 79] forms the large outer part of the ATLAS detector and
it is designed to identify and measure the momentum of the charged particles that escape
the barrel and endcap calorimeters in the pseudorapidity range |η| < 2.7. Its layout is
presented in Figure (2.8).
The Muon Spectrometer (MS) is composed of trigger and high-precision tracking chambers

Figure 2.8: Section view of the ATLAS Muon System. The NSWs are visible.[69].

evaluating the deflection of muons in the magnetic field generated by the superconducting
air-core toroidal magnets. The field integral of the toroids spans between 2.0 to 6.0 T·m
throughout most of the detector.
In the barrel region, the MS comprises three concentric stations of chambers, each consist-
ing of multilayered Monitored Drift Tubes (MDT), that are used for precise tracking of
the magnetic bending coordinate η at a later stage of the muon trigger and in the offline
analysis, providing an overall spatial resolution for a single chamber of 35 µm. The middle
and outer stations (−1.05 < η < 1.3) are also equipped with Resistive Plate Chambers
(RPC) for fast and high timing resolution (15-25 ns) triggering, allowing to identify the
collision, and to measure the azimuthal coordinate ϕ of the tracks. Most of the barrel
detectors remain the same as they were in the original Run-I configuration.
In the endcaps, the detectors are placed in three wheels orthogonal to the z-axis, the New
Small Wheel (NSW) before the endcap toroid cryostats, the Big Wheel (BW) after them,
and the Outer Wheel at ∼6 m after the Big Wheel. An “extended” endcap detectors’ ring
is located outside the radius of each endcap toroid cryostat providing a third measurement
station between the NSW and BW for tracks with 1.05 < |η| < 1.3, which are outside
the Big Wheel acceptance. The outer wheels contain only MDTs, while the middle wheels
have both MDTs and Thin Gap Chambers (TGC), in the range 1.05 < |η| < 2.7 (2.4 for
trigger), that play the same role of the RPC in the barrel.
If the middle and outer wheels are unchanged from Run-I, the NSWs were the main upgrade
of the Long Shutdown 2 [80], replacing the previous inner wheels, known as Small Wheels,
and providing tracking over the same polar angle range: 1.3 < |η| < 2.7 (2.4 for trigger),
to exploit the high luminosity performance expected in Run-3 and High Luminosity LHC.
The huge increase of particle rates would have resulted in a loss in efficiency of the Small
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Wheel, affecting the trigger and tracking performances due to the presence of many fake
non-prompt muons and more background.
The ATLAS New Small Wheels utilize two innovative detector technologies: small-strip
Thin Gap Chambers (sTGC) and Micromegas (MM) both for trigger and tracking, pro-
viding excellent performances thanks to the high spatial resolution, that for MM is < 100

µm for small angles and 72 µm for perpendicular tracks. This allows to confirm, at high
expected rates, whether a particle originated from the interaction point and to reduce un-
wanted background events and thus a better efficiency.
The ATLAS muon system provides a momentum resolution between 2-3% and 10-15% in
a pT range between 10 GeV and 1 TeV.

2.2.5 Forward detectors

The ATLAS forward region is covered by four smaller detector systems. Positioned at ±17

m from the IP, the Luminosity Cherenkov Integrating Detector (LUCID) detects inelastic
proton-proton scattering in the forward direction and serves as the primary ATLAS online
and offline luminosity monitor [81].
The Absolute Luminosity for ATLAS (ALFA) Roman Pot detector [82], located at ±240

m from the collision point, uses scintillating fibre trackers within Roman pots that can
approach within 1 mm of the beam, and it is employed in low luminosity and high β∗

runs of the LHC, providing measurements of the total cross-section for proton-proton
interactions.
The ATLAS Forward Proton (AFP) detector [83], situated at ±210 m from the interaction
point, studies soft, hard, and central diffractive events at low luminosities using a silicon-
based tracker for momentum measurements and a time-of-flight system to correlate the
interacting protons to a single vertex, minimizing background noise from multiple proton-
proton collisions.
Lastly, the Zero Degree Calorimeters (ZDC) [84], placed at ±140 m from the IP and
composed of alternating layers of quartz rods and tungsten plates for measuring neutral
particles at |η| ≥ 8.2, are crucial for determining the centrality of heavy-ion collisions.

2.2.6 Trigger and Data Acquisition system

The Trigger and Data Acquisition (TDAQ) system [85] is crucial for the ATLAS experiment
since it determines in real time whether to collect data from collisions, selecting events with
distinguishing signatures of particles’ presence. The TDAQ operations have an important
impact on datasets used in offline physics analyses.
Due to data storage limitations and the extremely high event rate of LHC collisions, it’s
essential to reduce the recorded data: during Run-II, the LHC delivered an average of
33.7 proton-proton collisions per bunch crossing every 25 ns. Most data are produced by
low-pT inelastic and diffractive collisions that are not relevant to ATLAS physics goals.
Therefore, the TDAQ system is designed to efficiently select interesting physics data and
discard others.
The ATLAS TDAQ system operates on two online selection levels: the Level-1 Trigger (L1)
and the High-Level Trigger (HLT). L1, which consists of custom-built electronics, performs
an initial event rate reduction, accepting events from the 40 MHz bunch crossings at a rate
below 100 kHz, utilizing reduced-granularity information from the calorimeters and muon
system to identify events within 2.5 µs latency window. The spatial coordinates where the
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Level-1 Trigger finds interesting features inside the detector are called Regions of Interest
(ROIs).
The HLT, using software algorithms, makes the final event choice closely miming the offline
selection. It analyzes and refines the ROIs’ information, using full detector granularity and
reconstruction algorithms to decide on event recording. The event rate is further reduced
by HLT from 100 kHz, after the L1 selection, to approximately 3 kHz for offline analysis.
The Data Acquisition (DAQ) system transports data from custom subdetector electronics
to offline processing, based on the two-level trigger decisions.
A diagram of the Run-III TDAQ system is depicted in Figure (2.9).
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Figure 2.9: Overview of the Trigger and DAQ system [69].

2.3 Identification and reconstruction of physics objects in
ATLAS

The previous Section introduced how the ATLAS detector identifies particles resulting from
LHC pp collisions. To analyze high-energy physics, four-vectors suited for the interpreting
these collisions rather than raw detector signals are necessary. These four-vectors, known
as physics objects, represent the leptons, hadronic jets and photons resulting from the
collisions.
This Section outlines the definitions recommended by the ATLAS collaboration for Run-
II physics analyses and the reconstruction techniques for various physics objects in the
detector, with a particular focus on jet reconstruction, and photon reconstruction and
identification, as these are central to the analysis discussed in the last Chapters 4, 5 and
6.
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2.3.1 Tracks and vertices

Reconstruction is a complex process aimed at identifying particles produced in the events
by using track and cluster information built from all sub-detectors signals.
Tracking must be performed before constructing interaction vertices that ideally represent
single proton-proton interactions. This step is crucial for accurately measuring charged
particle momentum and minimizing mis-reconstruction effects from pileup interactions.
Tracks are reconstructed in the ID using a sequence of algorithms [86]. The inside-out
algorithm starts from the track seeds in the SCT, defined by three space-points representing
where the charged particle passed, created from the clusters of hits in the Pixel and SCT
layers. A combinatorial Kalman filter, an iterative algorithm that estimates the state based
on the projection of previous and current measurement [87], builds track candidates from
these seeds by incorporating additional space-points from the remaining Pixel Detector and
SCT layers compatible with the preliminary trajectory. Ambiguities due to possible sharing
of space-points between track candidates are resolved by a stringent solver algorithm, which
assigns a relative track score, via an artificial Neural Network (NN), based on the track
quality, cluster multiplicity, and χ2 of the track segment fit. The best candidates, with the
highest scores, are selected and extended into the TRT. In the second stage, a back-tracking
algorithm starts from TRT-reconstructed segments and extends inwards by adding silicon
hits to reconstruct secondary particles.
The final reconstructed tracks, using full information from all three detectors, are described
by five parameters: the impact parameter d0, defined as the minimum distance in the R−ϕ
transverse plane between the track and the primary vertex; the z coordinate of the point
(z0) where the track is closest to the interaction region; the pseudorapidity η and azimuthal
angle ϕ of the outgoing particle, and the track momentum or curvature q/pT , where q is
the charge. Good track reconstruction is indicated by low resolution on these parameters,
high reconstruction efficiency and low fake reconstruction rate.
Once tracks are created, primary vertices (PV) are reconstructed [86] using an iterative
vertex finding algorithm to identify the hard-scatter (HS) interaction with the highest
collision energy. Vertex seeds are derived from the z-position of the reconstructed tracks
at the beam axis. An adaptive vertex χ2 fitting algorithm [88] reconstructs the vertex
position taking as inputs the seed position and the surrounding tracks. Tracks are weighted
based on their χ2 compatibility with the fitted vertex, and those incompatible seed new
vertices. The procedure continues until all tracks are used, and vertices with at least two
associated tracks are considered primary vertices. Vertices are matched to interactions by
summing the weights of associated tracks.
The hard-scatter interaction, likely where significant physics occurs, is identified as the
primary vertex with the largest sum of squared transverse track momenta, defined for each
primary vertex PVi as

∑
tracks∈PVi

p2T . All other vertices are considered as pile-up vertices.

2.3.2 Electrons and photons

Electrons and photons are reconstructed starting from similar energy deposits in the
EM calorimeter due to their similar showers they produce. For electrons, one or more
tracks in the Inner Detector identify an electron/positron candidate from an EM shower,
while photons are identified solely by EM energy deposits. The process is complicated
by bremsstrahlung photon emission from electron/positron particles or photon conversion
into electron-positron pairs in the ID. Photons are defined as converted if their energy
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deposits match converted vertices or tracks; otherwise, they are unconverted, having
interacted upstream of the calorimeter to produce an electron-positron pair. Since 2017,
ATLAS has improved electron/photon reconstruction with a dynamic, variable-size cluster
type named supercluster [89], useful for recovering energy from bremsstrahlung photons
or electrons from photon conversions.
The supercluster formation procedure consists of two stages. First, topoclusters, which
are clusters of energy topologically connected with EM and hadronic calorimeter cells 1,
employed indeed also for jet reconstruction, are evaluated one by one as seed clusters. An
electron supercluster seed must have a minimum transverse energy ET of 1 GeV with a
matched track containing at least four hits in the silicon tracking detectors. For photon
supercluster seeds, topoclusters are required to have a minimum ET of 1.5 GeV, without
any track requirements.
The second stage involves finding supercluster satellites within an η × ϕ window centered
on the seed barycenter. For both electrons and photons, a topocluster is considered a
satellite if it falls within a η × ϕ = 0.075 × 0.125 range, representing secondary showers
from the same initial electron or photon. Only for electrons, a larger η×ϕ = 0.125×0.300

window is applied, and its ’best-matched’ track is also used for the seed cluster track.
For photon conversion with a conversion vertex determined by silicon tracks, matching
electron satellites are added to the supercluster. The different superclusters formed by all
seed clusters with their associated satellites are depicted in Fig. (2.10).

Figure 2.10: Schematic representation of the superclustering formation for photons and
electrons: seed clusters are indicated in red, satellite clusters in blue [89].

The analysis-level electrons and photons are then created. Because superclusters are
built independently for electrons and photons, a single seed cluster can produce both an
electron and a photon. The easier scenario involves an physics object that can be easily
identified only by a photon, or electron, supercluster whose seed is not also matched to

1Topoclusters are formed from seed calorimeter cells that have more than 4σ of energy, where σ is the
expected noise. All cells adjacent to these spatial seed cells are grouped together iteratively. These
topoclusters are then calibrated at both electromagnetically, treatin the isolated topo-cluster as the sum
of the cell energies, and hadronically, which accounts for the differences between the electromagnetic and
hadronic interaction in the ATLAS calorimeter.
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an electron, or photon, then only a photon or an electron object is created for analysis.
Otherwise, both an electron and a photon are reconstructed from the same initially
object. For this ambiguity case, the object is flagged as ambiguous and each analysis is
responsible for its final classification, depending on their specific requirements.
The electron and photon creation and ambiguity resolution procedures are presented in
Figure (2.11).
After supercluster creation, a calibration procedure using multivariate (MVA) techniques
trained on Monte Carlo (MC) simulation is employed to derive the electron and photon
energy starting from the simple sum of the energy deposited in each ECAL cell. This
calibration corrects for the longitudinal containment imperfections of the EM shower
generated by electron or photon that can lose energy encountering inactive material before
entering ECAL, for the lateral (along the η and ϕ directions) energy loss outside the
reconstructed cluster, and for the energy deposited in the ECAL inactive layers.

Figure 2.11: Workflow diagram of the logic for resolving ambiguities in particles initially
identified both as photons and electrons. E/p represents the ratio of the supercluster
energy to the momentum of the corresponding track, while Rconv and RfirstHit indicate
the radial position of the conversion vertex and initial hit of the track, respectively [89].

Additionally, EM shower energy leakage into the HCAL is accounted for. The above
phenomena affect the linearity and the resolution of the photon (and electron) energy
measurement: The energy calibration is crucial to address all these phenomena and ensure
accurate photon and electron energy measurements.
A Boosted Decision Tree (BDT) regression algorithm corrects uncalibrated energy in
different η and transverse momentum intervals, trained separately for electrons, converted
photons, and unconverted photons using simulated single-particle events without pile-up.
Input variables include energy deposits in different EM Calorimeter regions and cluster
geometry.
Further corrections are applied to both data and simulated events to refine energy
measurement precision. In data, scale factors derived from Z → e+e− events account for
detector imperfections not modeled by simulations. The energy resolution from simulated
events is adjusted to match data observations, validated using J/ψ → e+e− and Z → llγ

events [89]. A comparison of the di-electron invariant mass distribution between data
and simulated Z → e+e− events, after applying the complete calibration procedure, is
presented in Fig. (2.12).

Electron identification relies on a multivariate likelihood discriminant to distinguish
prompt, isolated electrons from misidentified particles, based on ID track properties
and longitudinal/lateral shower development in the EM calorimeter [89]. Three working
points (WP), Loose, Medium and Tight, are defined by different likelihood discriminant
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Figure 2.12: Comparison between Z → e+e− data and simulation of the electron pair
invariant mass distribution after the calibration chain application. The simulation total
number of events is normalized to the data. The green uncertainty band of the bottom
panel shows the effects of the uncertainties in the calibration correction factors [89].

thresholds, providing average electron efficiencies of 98%, 90% and 80%, depending on
whether the likelihood assigns a probability indicating the candidate particle is more
electron-like or more background-like using a sample of simulated dijet, Z → e+e− and
W → eν events binned in η and ET . Additional and more stringent track quality and pT
requirements are applied for the Medium and Tight working point.
Photon identification criteria optimize the selection of prompt, isolated photons while
suppressing background from misidentified hadronic jets. Three working points, Tight,
Medium and Loose, like for electrons, are identified and optimized for photon identification
separately in different pseudorapidity ranges to accommodate calorimeter geometry and
upstream material effects on shower shape variables. The Tight working point’s selection
efficiency is ET -dependent, ensuring a selection efficiency up to 20% for photons with
ET > 30 GeV with respect to ET -independent strategy and simultaneously enhancing
background rejection at high ET as shown in Fig. (2.13).
The Tight identification distinguishes the converted and unconverted photons based on
shower width in the ϕ direction that is wider when an electron-positron pair is generated
by a converted photon inside the ID and its trajectory is curved due to the solenoidal
magnetic field.
Photon isolation requirements further reduce fake photon backgrounds, mainly coming
from high-energy π0 → γγ decays, measured by surrounding hadronic activity quantified
through nearby energy deposits in the calorimeters or close-by tracks in the ID. Calori-
metric isolation is defined by Econe0.2

T as the sum of the transverse energy of topoclusters
within a cone of radius ∆R =

√
(∆η)2 + (∆ϕ)2 = 0.2 centered on the photon supercluster

barycenter, removing both the contribution of the photon energy itself by subtracting
the energy deposited in a core window of size ∆η ×∆ϕ = 0.125 × 0.175 and pile-up and
underlying events. The calorimetric isolation variable is visualized in Fig. (2.14).
Track-based isolation is similarly defined by pcone0.2T as the scalar sum of the transverse

momentum of all selected tracks within a cone of radius ∆R = 0.2, excluding tracks
matched to photon conversion case of a converted photon candidate.
These procedures, exhaustively discussed in the aforementioned Ref. [89], ensure accurate
reconstruction and identification of electrons and photons, critical for precise high-energy
physics analyses.
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(a) (b)

(c) (d)

Figure 2.13: Tight photon identification efficiencies for unconverted (a) and converted (b)
Z → llγ signal photon, and for unconverted (c) and converted (d) Z → ll+jets background
photons, with ET < 25 versus photon transverse energy. In each case, a comparison (and
ratio) between ET -independent and ET -dependent approaches is present [69].

2.3.3 Jets

Jet reconstruction aims to combine quarks and gluons produced in the collisions, which
hadronize into a physics object, the jet, that reveals information about the initial parton.
The process involves two main steps: defining input objects and implementing the jet
building algorithm.
Currently, for the first stage, ATLAS uses the ParticleFlow (PF) algorithm [90] for most
analyses, including the HH → bb̄γγ analysis discussed in this Thesis (Section 4). This ap-
proach combines information from the ATLAS calorimeters and the Inner Detector to form
signals representing all stable particles in the event. These identified and reconstructed
ParticleFlow objects, ideally originating from the hadronization of the same parton, are
the basis for jet clustering and reconstruction. The ParticleFlow method leverages the
strengths of both the calorimeters and the Inner Detector, compensating for each other’s
limitations. For low-energy charged particles, the tracker provides better momentum res-
olution than the calorimeters. Conversely, calorimeters offer superior energy resolution at
higher energies, have a larger pseudorapidity acceptance, and can detect neutral particles.
The Inner Detector enhances the angular resolution for measuring charged particles’ direc-
tions, captures low-energy tracks, and matches tracks to the primary interaction vertex,
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Figure 2.14: Cut of the cone with radius ∆R (shown in yellow) surrounding the photon
energy cluster, that is excluded (the white rectangle) from the calculation of the Econe0.2

T .
The blue cells indicate corrections for out-of-core energy leakage, while the red cells repre-
sents the topoclusters within the cone, whose combined energy constitutes Econe0.2

T .

which is crucial for pile-up rejection during jet clustering.
Both the hadronic jets and the soft activity reconstruction use this combination. Outside
the geometrical ID acceptance, only the calorimeter information is used, with topoclusters
as inputs for PF jet reconstruction. In the region |η| < 2.5, to avoid overlaps between
the ID and calorimeter energy measurements, the charged track’s calorimeter signal is
identified and subtracted cell-by-cell, ideally leaving only a measurement of the electrically
neutral particles. This is done only for well-reconstructed ID tracks meeting stringent track
hits requirements. The main challenge of this technique is accurately subtracting all the
energy of a single particle without affecting other particle energy deposits.
ParticleFlow objects are then used as inputs for the jet-bulding algorithm. An important
feature of these algorithms is infrared and collinear (IRC) safety, meaning the final set of
jets remains unchanged by arbitrary collinear or soft gluon emissions. At LHC, the current
widely used anti-kt clustering algorithm [91] sequentially combines PF inputs into larger
objects based on the momentum-weighted distance between two clusters, given by:

di,j = min(k2pti , k
2p
tj )

∆R2
ij

R2
(2.12)

and the momentum-weighted distance between a cluster and the beam, given by:

di,B = k2pti (2.13)

where ∆R2
ij is the η−ϕ distance defined in Eq. (2.8), while kti is the transverse momentum.

The parameter R is the jet radius. ATLAS typically uses two kinds of jets: the small-R
jets (R = 0.4) for quark/gluon-initiated jets that are used by most of the physics analyses,
and the large-R jets (R = 1.0) for reconstructing boosted particles decaying to quarks (e.g.
top, W, Z).
The integer parameter p defines different sequential-recombination algorithms, with the
anti-kt algorithm specified by p = −12. The algorithm identifies the minimum distance
between dij and diB, starting from the highest momentum entity i. If dij < diB, i and j

2p = 1 indicates the kt algorithm, while p = 0 represents the Cambridge/Aachen algorithm.
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combine into a single pseudo-jet; otherwise, i is considered a final state and removed from
the list of entities. The distances are then recalculated between the objects in the updated
list, and the procedure is repeated until no entities remain. The anti-kt algorithm tends to
cluster soft particles with hard objects before combining soft particles among themselves,
making it sensitive primarily to hard particles proximity and less to soft radiation, resulting
in conical-shape jets (Fig. (2.15)).

Figure 2.15: Visualization of the active catchment areas of the resulting hard jets clustered
using the anti-kt algorithm [91].

2.3.3.1 Jet calibration

While the calorimeters accurately measure the energy of electromagnetic particles (elec-
trons, positrons, and photons), they underestimate the energy of hadronic particles due
to undetectable energy losses from their interaction processes. Additionally, factors like
pileup and energy leaks can cause further energy loss in the final jet measurement, which
must be corrected for accurate reconstruction. Jet calibration involves adjusting the en-
ergy, momentum, and direction of reconstructed jets to match truth jets [92]. The stages
of the ATLAS jet calibration for small-R jets are summarized in Fig. (2.16).

Applied as a function of
event pile-up pT density

and jet area.

Removes residual pile-up
dependence, as a 

function of μ and NPV.

Reconstructed
jets

Jet finding applied to 
tracking- and/or 

calorimeter-based inputs.

Corrects jet 4-momentum
to the particle-level energy
scale. Both the energy and

direction are calibrated.

Reduces flavour dependence
and energy leakage effects
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differences.
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pile-up correction

Residual pile-up
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Global sequential
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Figure 2.16: Steps of jet energy scale calibrations applied to the four-momentum of the jet
[92].

The first relevant calibration step is removing pileup effects using two consecutive correc-
tion techniques: the ρ-area subtraction, where by using the jet area A and the jets’ median
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pT density ρ in the η−ϕ plane an average pileup contribution is removed, and the residual
correction which adds a further subtraction parametrized by the number of primary ver-
tices NPV and interaction per bunch crossing µ. The total area correction can be written
as

pcorrT = precoT − ρ ·A− α · (NPV − 1)− β · µ, (2.14)

where preco refers to the EM-scale pT of the reconstructed jet, and α, β are parameters of
the residual correction.
The energy of the jet objects is then calibrated using truth simulated jets in a process
known as Jet Energy Scale (JES) calibration, correcting for energy loss in inactive areas,
mis-reconstruction, different HCAL and ECAL energy scales and biases in the jet η re-
construction. This relies on the jet energy response defined as R = Ereco

jet /E
truth
jet , where

the reconstructed jets are anti-kt matched to truth jets within R = 0.3, and utilized as
correction factor for the jet four-momentum.
After the initial calibrations, residual dependencies of the JES on longitudinal and trans-
verse features due to the jet’s particle composition and its internal energy distribution are
corrected, reducing flavor dependence and energy leakage effects, applying a series of six
sub-calibrations known as Global Sequential (GSC) Calibration. It improves the jet pT
resolution and reduces the associated uncertainties by removing the reconstructed jets re-
sponse dependencies on observables extracted from all sub-detector systems’ information.
The above discussed calibrations are applied to both data and MC simulations. The
final step of the calibration chain involves reducing discrepancies in jet response be-
tween data and MC simulations, that stem from detector material imperfect simula-
tion, particle showering and pileup. To address this, the jet response is measured us-
ing data, but unlike MC simulations, the associated events lack generator information
needed to estimate the true energy. Therefore, well-calibrated physics objects (such as
photons, Z bosons, and multijets) recoiling against a jet are used to evaluate the correct
jet energy. This calibration method, known as the in-situ calibration, uses the quantity
Rin−situ = pjet,recoT /pref,recoT , where pref,reco is the transverse momentum of the reference
object and pjet,reco the transverse momentum of the recoil jet, and it is applied via the
double ratio c = Rdata

in−situ/R
MC
in−situ, which is a valid measure of the jet energy scale differ-

ence between MC simulation and data being robust to well-modelled simulation secondary
effects [92].
Different in-situ calibrations are applied in sequence and then statistical combined to cor-
rect the disagreement across a large pT range (up to ∼ 2 TeV).
Additionally, the Jet Vertex Tagger (JVT) tool is employed to further suppress pile-up [93].
This technique is based on a MVA analysis of pile-up sensitive track information, such as
the transverse momentum associated to the track, to discriminate between pile-up jets and
jets originating from the primary vertex. The MVA discriminant score ranges from 0 and
1, indicating the likelihood of a jet being due to pile-up, with 0 being the most probable.
Cuts performed with this algorithm belong to one of three common working points, Loose,
Medium and Tight, corresponding to a JVT score of 0.14, 0.64 and 0.92, respectively. For
jets outside the Inner Detector acceptance (|η| > 2.5), where the JVT cannot be applied
due to the lack of tracking information, the fJVT algorithm is used instead [94].
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2.3.3.2 b-jets

The identification of jets originating from bottom quark hadronization, known as b-jets,
is crucial for distinguishing these particular jets from the broader background of jets con-
taining other quark flavors. This is an essential task for many physics processes of interest
involving b-quarks in the final state, such as the decay of the Higgs boson into bottom
quark pairs (H → bb̄) with a branching ratio (BR)3 of approximately 59%, as detailed
in the next Chapter, or the decay of a top quark into a W and bottom quark t → Wb

(BR∼100%). Additionally, decays of new particles into heavy quarks are prominent in
many BMS models.
Particles composing bottom-initiated jets are characterized by the presence of a long-lived
b-hadron, having a lifetime of the order of τ = 1.6 ps [95], which allows the hadron to travel
a small but significant distance in the detector before decaying. This length, for a B meson
with a transverse momentum of 50 GeV, is of the order of 2-3 mm from the primary vertex.
The (charged) decay products of B mesons are expected to produce tracks originating from
a secondary vertex, distinct from the primary vertex where the B meson was produced.
Key indicators for identifying b-jets include the distance between the secondary and the
primary vertex, the mass of the daughter particles, that are much less massive than B
mesons (≥ 5 GeV)4, the large impact parameter d0 of the products’ tracks, the presence
of low energy, non-isolated leptons (typically a muons) inside the jet cone, and the hard
fragmentation with B-hadrons carrying ∼ 3/4 of jet’s energy. A schematic illustration of
a b-hadron decay into a jet is depicted in Figure (2.17).

Figure 2.17: The typical features of b-hadron decay inside a jet, resulting in a secondary
vertex with three charged particle tracks, are shown.

The ATLAS experiment employs various algorithms for b-jet identification, known as b-
tagging algorithms, utilizing the features of B-hadron decays [96, 97]. The strategy has

3The branching ratio, also known as the branching fraction, of a final state is defined as the fraction of
decays into this particular final state compared to all possible final states.

4They possess a momentum of a few GeV in the rest frame of the parent particle, with a substantial
transverse component relative to the jet axis.
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two stages. Firstly, detector specific low-level algorithms exploit the properties of b-jets.
The two IP2D and IP3D algorithms [97] use the large impact parameters of tracks from
b-hadron decays. ATLAS improved the flavor-tagging procedure by introducing a new
Recurrent Neural Network based IP algorithm (RNNIP) [98] that explores correlations
among tracks, treating track collections as sequences [99] and and addressing the assump-
tion made by IP-based taggers that each track is independent of the others within the
same jet, which fails to accurately represent the jet’s characteristics. Displaced vertices
indicative of b-hadron decays inside jets are formed starting from the ID tracks, that
are constructed by a secondary-vertex-tagging SV1 algorithm [100]. Lastly, a topological
multi-vertex finding algorithm, the JetFitter [101] uses the topological structure of the
weak decays of heavy flavour hadrons to reconstruct the full b-hadron decay chain.
In the second stage, the low-level algorithms’ outputs are combined using multivariate
techniques into a single output to enhance the b-jet identification performance. There are
mainly two high-level algorithm series, MV2 and DL1, that differ for their architecture.
MV2 algorithms are based on a Boosted Decision Tree [96], while DL1, introduced at the
beginning of Run-II, on a deep feed-forward neural network (DFNN), providing a contin-
uous variable output with three different probabilities (pb, pc and plight) combined into a
final discriminant:

DDL1 = ln

(
pb

fc · pc + (1− fc) · plight

)
. (2.15)

Here, fc is the effective c-jet fraction in the background hypothesis and it is optimized for
performance improvement for both light and c-jets rejection.
An improved version of the DL1 algorithm is the DL1r [102], used in most Run-II searches
including the legacy HH → bb̄γγ analysis [103], which significantly enhances light-and
charm rejection by optimizing the network architecture and including kinematic jet vari-
ables, as jet pT and η, and RNNIP output probabilities.
Several working points, defined by the efficiency of b-jet identification, are provided for
each b-tagging algorithm. Typically, these working points are set to achieve b-tagging
efficiencies of 60%, 70%, 77%, and 85%. Jets that meet the criteria of the chosen b-tagging
algorithm are referred to as b-tagged jets. The Fig. (2.18) illustrate a comparison of the
performance of the MV2 and DL1 algorithms from 2018, alongside the DL1r algorithm,
which was optimized in 2019. The DL1r from 2019 demonstrates a significant improvement
over the other algorithms
In 2022 DL1r evolutes in DL1d [104] developed for Run-III. The RNNIP is replaced by

Deep Impact Parameter Sets (DIPS) algorithm [105], which treats tracks in the jet as an
unordered, variable-sized sets rather than sequences, significantly reducing training and
evaluation time. DIPS is based on the Deep Sets architecture [106], which features a
permutation-invariant and highly parallelizable design. Since the decay products of b-
hadrons do not have an inherent sequential order, the Deep Sets architecture is more
physically appropriate.
From 2023, the b-jet trigger relies on a new algorithm GN1 [107], based on a single and so-
phisticated Graph Neural Network (GNNs) [108], which predicts the jet flavour by directly
taking tracks and jet information as inputs. This means that this technique is independent
of low-level flavour tagging algorithms. The GN1 combines a GNN with the two auxiliary
training objectives for common vertex track grouping and underlying physics process pre-
diction, providing a better performance and adaptability through a greater understating
of the jet’s internal structure.
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Figure 2.18: The rejection factors for light-flavour jets and c-jets as a function of b-jet
efficiency are examined for the high-level b-tagging algorithms MV2(c10), DL1, and DL1r.
In the two bottom panels the comparison between the rejection of light-flavour jets and
c-jets by these algorithms relative to MV2c10 is illustrated. The colored bands represent
the statistical binomial uncertainties of the rejection factors [102].

The best performance is achieved by updating GN1 to GN2 [109], adopting the transformer
architecture [110] and optimizing for the model hyper parameters. The expected trigger
rate as a function of the b-tagging efficiency for the DL1d, GN1 and GN2 algorithms is
presented in Figure (2.19). The performance of the GN1 and GN2 taggers surpasses that
of DL1d, which was the main tagger in 2022.

Thanks to a 4x improvement in background rejection compared to DL1 and the expect
strong benefit on ATLAS physics program at Run-III LHC and HL-LHC, GN2 is the cur-
rently ATLAS recommended b-tagging algorithm. The HH → bb̄γγ analysis presented
in this thesis adopts this algorithm. There is also the potential to incorporate additional
information on leptons and neutral particles into the jets for possible future improvements.

2.3.3.3 b-jet energy corrections

The standard JES calibration described in Section 2.3.3.1, applied to all jets, is optimized
for multi-jet events, which predominantly consist of light-quarks jets. This correction is not
ideal for b-jets due to the complications introduced by the frequent production of muons
and neutrinos in B meson decays, whose energy escapes the ATLAS calorimeters, and the
large mass of the b-quark which reduces the jet’s boost resulting in a large fraction of
particles outside the usual jet cone (out-of-cone radiation).
The previously discussed calibration chain (see Figure (2.16)) is integrated with an addi-
tional calibration specific to b-jets. Two corrections, µ-in-jet and pT -Reco, are combined
in a decoupled method denoted b-jet energy calibration, implemented via a BJetCali-
bration (BCal) Tool adopted as the standard b-jet calibration across all di-Higgs boson
channels involving b-jets in their final states (HH → bb̄γγ, HH → bb̄bb̄, HH → bb̄ττ ,
HH → bb̄ll+MET and HH → bb̄V V . More details in Sect. 3.4.1.
The leptonic and semileptonic b-hadrons branching ratio is approximately 42%, including
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Figure 2.19: In (a), the c-jet and light-jet rejections of versus the b-jet efficiency for jets
in a tt̄ sample with 20 < pT < 250 GeV for DL1d, GN1, GN2 algorithms are shown,
with their ratio compared to the DL1d performance in the bottom panels. Binomial errors
are denoted by the colored shaded bands. In (b), the improvement of different ATLAS
flavour tagging algorithms with respect to the DL1d c−jet (green) and light-jet (turquoise)
rejection (77% WP) over time in tt̄ MC simulation is shown [109].

electron and muon contributions. Therefore, b-jets are expected to contain a muon about
20% of the times.
Default jet energy calibrations do not account for these events, as muons are generally not
excluded from jet reconstruction algorithms because they are minimum ionizing particles
that deposit a small amount of energy, typically a few GeV, in the calorimeter, degrading
the mass resolution for the signal processes in the case of semileptonic B meson decays. The
µ-in-jet correction addresses this issue. When a non-isolated medium muon with pT > 5

GeV is found within a distance

∆R = min(0.4, 0.04 +
10

pT [GeV]
) (2.16)

from the jet axis. Its 4-momentum is added to that of the jet and the small fraction of en-
ergy deposited by the muon in the calorimeters is subtracted. Rather than applying a fixed
∆R cut of 0.4, a variable cut is used to account for the fact that jet boost decreases the
angular muon separation. If multiple muons are identified, only the one with the highest
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transverse momentum is considered. Jets that include a muon are labelled as semileptonic,
while those without are are labelled as hadronic.
In addition to the muon-in-jet correction, a global pT -dependent scale factor is applied
to the jet four-vector to account for the presence of neutrino in semileptonic decays and
out-of-cone radiation. The pT -Reco correction is based on Monte Carlo simulations, which
model the expected response of reconstructed b-jets in comparison to a scenario where jet
clustering includes all stable hadrons, non-isolated muons, and neutrinos, i.e., truth infor-
mation from the simulations. This correction adjusts the reconstructed b-jets to correct
for energy leakage outside the b-jet cone and by the energy carried away by undetected
neutrinos. Corrections are calculated separately for b-jets from B mesons undergoing ei-
ther semi-leptonic or fully hadronic decays. To be applicable for any analysis involving
b-jets in the final state, the correction factor is derived from tt̄ samples and covers a wide
pT range up to 400 GeV.
As will be detailed in the following Chapters, the di-Higgs channel of interest of this The-
sis, the Higgs HH → bb̄γγ, benefits from the H → γγ part which features a very narrow
peak in the mγγ spectrum. This narrow peak aids in rejecting a significant amount of
background by allowing the definition of precise mγγ-spectrum window to select the Higgs
boson signal. Conversely, the H → bb̄ suffers from the b-jet miscalibration and has a larger
resolution in mbb̄ compared to mγγ . Any mbb̄ improvement is advantageous for background
rejection. The enhancement in b-jet energy resolution achieved through the BCal decou-
pled method results in approximately 22% improvement in mbb̄ invariant mass resolution,
as shown in Figure (2.20).

Figure 2.20: Comparison between the di-jet invariant massmbb̄ distribution constructed us-
ing the conventional ket energy calibration (turquoise) and after implementing the specific
b-jet energy calibrations (pink) for simulated HH → bb̄γγ events [103]. The distributions
are fitted using the Bukin function, with the peak, resolution, and relative improvement
detailed in the legend.

The main focus of this Thesis, discussed in Section 5, is the implementation and optimiza-
tion of a new tool for the correction of b-jets through a Kinematic Fit, which constrains
the HH system to be balanced on the transverse plane via a negative log likelihood mini-
mization. This is applied after BCalibration to further improve mbb̄ by exploiting the high
precision on the H → γγ component.
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2.3.4 Muons

Muons are reconstructed using independent information from the Inner Detector, Muon
Spectrometer tracking detectors, and calorimeters, which help determine track parameters
and quantify energy loss [111].
The combination of each sub-detector information allows to reconstruct the muon track
by fitting together segments, that are short straight-line tracks made by hits found in each
layer within the muon chambers. A track candidate is accepted only if its fit χ2 meets
specific selection criteria. Hits with large contributions to the χ2 are removed, and the
track fit is repeated. Four types of candidate muons are defined based on the dominant
sub-system involved in their reconstruction.
A Combined Muon is formed by performing a global fit taking all the hits correlated to
tracks reconstructed in ID and MS.
A Segment-Tagged Muon is reconstructed when an ID track is extrapoleted to a precision-
plane track segment in the MS.
A Calorimeter-Tagged Muon is identified from an ID track matched with an energy de-
posit in the calorimeters compatible with the passage of a minimum ionizing particle. This
recovers the muon reconstruction acceptance in detector’s regions where the MS is only
partially instrumented to allow cabling and services for the ID and the calorimeters.
An Extrapolated Muon is reconstructed only from MS hits with its track loosely matched
to the primary interaction vertex.
To suppress contamination from muons originating from hadron decays, prompt muons
must meet specific identification criteria, similarly to electrons and photons. Muon iden-
tification is based on variables quantifying the fit quality of the muon track. Background
muons from charged meson decays typically result in poorer-quality track fits compared
to prompt muons. Five identification working points are defined: Tight, Medium, Loose,
High-pT , and Low-pT . The Medium WP provides a good balance for many analyses,
maintaining low systematic uncertainties in prompt muon reconstruction efficiency and
background rejection. The Loose WP offers higher efficiency at the cost of reduced purity
and increased systematic uncertainties. The Tight WP delivers the highest purity and
improved background rejection, with a slight efficiency loss for prompt muons compared
to Medium WP. Lastly, The High-pT WP and Low-pT WP are designed to enhance mo-
mentum resolution for muon tracks above 100 GeV and below 3 GeV, respectively.
The efficiency of a selected WP indicates the probability that a prompt muon is recon-
structed and meets the WP criteria, while the purity of a WP is one minus the hadron
misidentification rate, reflecting the fraction of light hadrons reconstructed as muons that
meet the WP criteria.

2.3.5 Taus

Tau leptons, with a mean lifetime of approximately 290 fs, decay before reaching the
ATLAS detector. They can decay leptonically, τ → lνlντ , l = e, µ, or hadronically,
τ → ντ+hadrons, with branching ratios of 34% and 66%, respectively.
Hadronic visible tau candidates (τvishad) are seeded by jets formed using the anti-kt algorithm,
with a distance parameter of 0.4. These candidates are required to have pT > 10 GeV and
|η| < 2.5. In tau reconstruction, track selection is performed via BDTs that categorize
tracks based on their pT , the number of tracking detector hits and their transverse and
longitudinal impact parameters relative to the tau vertex. The primary class, intended to
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collect the charged tracks (mostly π±) from tau decay, is defined by the core cone region,
∆R < 0.2, and specific track quality criteria.
Dedicated algorithms identify the hadronic tau decays’ visible products. Depending on
cuts on a Recurrent Neural Network score, four working points with increasing background
rejection (Very loose, Loose, Medium and Tight) are defined for use in physics analyses.
The τvishad reconstruction process is detailed in Ref. [112].

2.3.6 Missing Transverse Energy

Since neutrinos and other invisible particles produced in pp collisions cannot be directly
detected, their presence is revealed from an imbalance in transverse momentum, known as
missing transverse momentum (MET, or Emiss

T ). As mentioned in [113], the total transverse
momentum of a pp collision is expected to be zero. By imposing its conservation:∑

i∈particles
piT =

∑
i∈visible particles

piT +
∑

j∈invisible particles

pjT = 0, (2.17)

the event-based quantity Emiss can be defined as the total transverse momentum carried
by invisible particles:

Emiss
T =

∑
i∈invisible particles

piT = −
∑

i∈visible particles

piT

=
∑

peT +
∑

pµT +
∑

pγT +
∑

pτT +
∑

pjetT +
∑

psoftT .

(2.18)

The magnitude Emiss
T is used to detect invisible particles produced in pp collisions by

examining all the fully calibrated visible physics objects in the event. These objects are
combined with the MET soft-term, which is the soft hadronic activity associated with
tracks that have pT > 0.5 GeV and |η| < 2.5, matched to the primary vertex and not
related to any reconstructed physics object.



Chapter 3

Phenomenology of the Higgs boson
at the LHC

The existence of the Higgs boson was predicted with the formulation of the Higgs mech-
anism in 1964. Nearly half a century later, following significant theoretical developments
and extensive searches at LEP and Tevatron [114], the ATLAS and CMS experiments
observed a particle consistent with the Standard Model Higgs boson, with a mass of ap-
proximately 125 GeV, in July 2012 [115, 116].
This landmark discovery confirmed the existence of a spinless quantum field that perme-
ates the universe and gives mass to massive elementary particles. It initiated a new era
of research at the LHC focused on detailed and precise measurements of the Higgs bo-
son’s properties, that are crucial for testing the predictions of the Standard Model and
potentially invalidating certain beyond-the-Standard-Model theories or even uncovering
new physics, directly or indirectly.
Within the Standard Model, the interaction strength, or ‘coupling’, between the Higgs
boson and other particles is determined entirely by the particle’s mass and type. The
initial measurements during the LHC Run-I were primarily accessible via production and
decay channels associated with the Higgs boson’s couplings to the vector gauge bosons
(W , Z), thereby validating the presence of gauge couplings as a fundamental test of the
spontaneous electroweak symmetry breaking mechanism. Additionally, precise analyses of
the proton–proton collision data from this period provided evidence that, unlike all other
known fundamental particles, the properties of the observed particle were consistent with
the hypothesis that it has no spin [117].
The exceptional performance of the LHC during Run-II, offering 30 times more events
than at the time of the Higgs discovery due to the higher collision rate of collisions and
an increase in collision energy from 8 to 13 TeV, enabled ATLAS and CMS to indepen-
dently confirm the couplings of the Higgs boson to the third-generation charged (the top
quark, the bottom quark, and the τ lepton). In high mass resolution decay channels,
such as those involving four leptons (electrons or muons) or diphoton final states, the
mass of the Higgs boson mH has been measured with permille precision. Furthermore,
there is compelling experimental evidence for the Yukawa interactions of the Higgs boson
with second-generation fermions from the search for Higgs decays to muons. Nonetheless,
several Higgs decay channels present significant experimental challenges at the LHC. The
expected Standard Model couplings of the Higgs boson to first-generation fermions remain
beyond the current experimental reach. Finally, the Higgs boson can interact with itself.
The self-coupling is one of the Higgs key properties still to be measured, which is directly
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accessible through the Higgs boson pair production, the focus of this thesis.
In this section, an overview of the production and decay modes of a single Higgs (H) boson
is presented, along with the latest measurements from ATLAS and CMS regarding its mass,
width, and couplings. Following this, Higgs boson pair (HH) production is discussed, with
a summary of the most recent results obtained by the two Collaborations.

3.1 Single Higgs production channels and decay modes

The Feynman diagrams depicting the main production mechanisms of the Standard Model
Higgs bosons are shown in Figure (3.1). These include gluon-gluon Fusion (ggF ), Vector
Boson Fusion (V BF ), associated production with a vector boson (V H), also referred to
as Higgs-strahlung, and associated production with a pair of top quarks (ttH) or b-quarks
(bbH). Other qqH processes contribute minimally and are experimentally inaccessible.
Only about 0.05% of Higgs bosons are produced in association with a single top quark
(tH). Figure (3.2a) illustrates the cross sections for each production mode of a SM Higgs
boson as a function of the center-of-mass energy of the pp collision.

Figure 3.1: The Feynman diagrams for the main Higgs boson production and decay pro-
cesses are illustrated. The Higgs boson can be produced through ggF (a), VBF (b), Higgs-
strahlung (c), top or bottom quark pairs (d), or a single top quark (e). Bottom panels
depict the Higgs boson decaying into a pair of vector bosons (f), photons or a Z boson
and a photon (g), quarks (h), or charged leptons (i). [118].

The most probable production mechanism for a Higgs boson is gluon-gluon Fusion gg →
H +X, accounting for approximately 87% of the total production rate. This dominance
is due to the abundance of gluon-gluon interactions during proton-proton collisions at the
Large Hadron Collider’s energies. In this process, two gluons interact through a loop of
quarks, producing a Higgs boson emerging from the third vertex of the triangular loop.
Since the Higgs boson’s coupling to quarks depends on the quark mass, the loop predomi-
nantly consists of the heaviest quark, the top quark.
Vector Boson Fusion is the second most significant SM Higgs production mode at the LHC,
with a cross section at the LHC (7%). Higgs boson production via VBF, qq → qqH, occurs
through the scattering of two (anti-)quarks, mediated by the exchange of a W or Z boson,
with the Higgs boson radiated off the exchanged weak-boson. The scattered quarks gen-
erate two energetic jets in the forward and backward regions of the detector with a large
rapidity gap. Due to the color-singlet nature of the weak-gauge boson exchange, gluon
radiation from the central-rapidity regions is significantly suppressed. These distinctive
features of VBF processes can be exploited to differentiate them from overwhelming QCD
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backgrounds, providing a clean environment for Higgs boson searches.
Higgs-strahlung, with a 4% cross section, ranks third among Higgs production modes. In
this process, pp → V H +X, the Higgs boson is emitted by a W or Z boson produced by
quark-antiquark annihilation, resulting in the Higgs boson and the decay products of the
vector boson in the final state. Providing complete kinematic information for the decay
products can further aid in suppressing large QCD backgrounds. The WH and ZH pro-
duction modes offer a relatively clean environment for studying Higgs decays into bottom
quarks.
Lastly, associated production with top quarks has the smallest cross section among these
production modes (1%). This process yields two top quarks, pp → tt̄H, which can be
identified by their decays, alongside the Higgs boson decay products.
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Figure 3.2: (Left) The cross sections for H production as a function of the center of mass
energy (

√
s) for proton-proton collisions. Here, the VBF process is denoted as qqH. (Right)

The BRs for different decays of the SM Higgs boson near mH = 125 GeV [119, 120].

Once produced, the Higgs boson is predicted to decay almost instantaneously, with a life-
time of 1.6× 10−22 seconds. The branching ratios (BRs) of various final states are crucial
since experiments often specialize in detecting a single final state to minimize background
events. Therefore, it is essential to identify final states that not only have high BRs but
are also clearly and precisely identifiable. An interesting aspect of the Higgs BR is its de-
pendence on the masses of the particles it decays into. Specifically, the decay probability
is proportional to the square of the final particles’ masses for decays into vector bosons
(λH,Boson ∝ m2

Boson), while for decays into fermions, it is directly proportional to the par-
ticles’ masses (λH,Fermion ∝ mFermion).
Although it might seem preferable to prioritize massive vector boson final states due to
their favorable coupling scaling and high masses, these processes are not kinematically
feasible because the Higgs boson mass of ∼125 GeV, that, for instance, is insufficient to
physically create two WW bosons, whose production has a kinematic threshold of ∼160
GeV. Consequently, for the process to occur, one particle must be virtual. This results
in a rich theoretical landscape for Higgs decays, with numerous accessible decay modes,
allowing the measurement of its couplings to several particles. In Fig. (3.2b) the branching
ratios for the most relevant decay modes of the SM Higgs boson as a function of mH are
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depicted.
More than 90% of these decays occur through eight decay modes (see bottom diagrams in
Figure (3.1)): decays into gauge boson pairs, W bosons with a branching fraction of 22%,
Z bosons 3%, photons 0.23%, Z boson and photon 0.2%, as well as decays into fermion
pairs, i.e., b-quarks 58.9%, which is the dominant decay mode, c-quarks 3%, τ -leptons 6%,
and muons 0.02%. Decays into massless gauge bosons, such as gluons and photons, are
possible via a loop of heavy quarks or even W bosons in the case of photons. The decay
into gluons has a larger BR (9%) but is indistinguishable from the vast QCD background
produced in a hadron collider. Conversely, despite its tiny BR, the decay into a photon
pair offers an extremely clear signature.
The Higgs boson may also decay into invisible particles, with a rate exceeding the SM
prediction of 0.1%, which is an area of active investigation. Such decays are conceivable
in theories that extend beyond the Standard Model, proposing, for instance, the existence
of dark matter particles that do not interact with the detector.

3.2 Higgs mass and width measurements

The mass of the Higgs boson is a fundamental and free parameter within the Standard
Model. Its precise measurement is critical since the Higgs boson’s mass influences key
properties, including production cross-sections and decay branching fractions.
The ATLAS and CMS experiments exploit mainly two decay channels, the H → γγ [121,
122] and H → ZZ∗ → 4l, (l = e, µ) [123, 124]. Together with H →WW ∗ → lνlν channel,
these are considered the golden-channels that contributed to the discovery of the Higgs
boson in 2012. Additionally, other decays channels, such as H → bb̄ and H → τ+τ−,
are also utilized. Although the two primary H → γγ and H → ZZ decay modes have
low branching fractions, they are characterized by final states with exceptionally clean
signatures in the detector and an excellent mass resolution (1-2%), allowing for a more
precise measurement of the Higgs boson mass compared to other leading channels.

70 80 90 100 110 120 130 140 150 160 170

 (GeV)4lm

0

50

100

150

200

250

E
ve

nt
s 

/ 2
 G

eV

Data

H(125)

*γZZ*, Z→gg

*γZZ*, Z→qq

Z+X

 (13 TeV)-1138 fbPreliminary CMS

(a) (b)

Figure 3.3: CMS [124] observed data and the expected pre-fitm4l distributions and ATLAS
[121] post-fit mγγ distribution, targeting the H → ZZ∗ → 4l and H → γγ channels.

In Figure (3.3), the distributions of the two most significant variables for the two golden
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channels are shown: the four-lepton invariant mass (CMS) and the diphoton mass (ATLAS)
in their respective full Run-II analyses.
ATLAS [125] has performed a full Run-I and Run-II combination for the H → ZZ∗ →
4l and H → γγ channels, while CMS [122] conducted a full Run-I and partial Run-II
combination:

mH(ATLAS) = 125.11± 0.09stat. ± 0.06syst. GeV, (3.1)

mH(CMS) = 125.38± 0.11stat. ± 0.08syst. GeV. (3.2)

The Higgs width is predicted to be tiny by the SM, ΓH = 4.07 MeV [119], since the boson
couples to Standard Model particles via their masses, which leads to very small couplings
for accessible final states for a 125 GeV Higgs boson. Consequently, Beyond SM decays
could significantly enhance this width. Measuring the Higgs width directly is impossible
since ΓSM

H is much narrower than the experimental precision (∼0.1 GeV) of ATLAS and
CMS, which is far smaller than the experimental resolution for diphoton or four-lepton
masses. An indirect measurement, however, is possible. Exploiting gg → H → ZZ∗

events, and targeting 4l and 2l2ν decays, ATLAS [126] and CMS [124] measured Higgs
widths consistent with the SM prediction:

ΓH(ATLAS) = 4.5+3.3
−2.5 MeV, ΓH(CMS) = 2.9+1.9

−1.4 MeV. (3.3)

3.3 Higgs coupling measurements

In the Standard Model, fermions acquire mass through gauge-invariant interactions with
the Higgs field, encoded in the Yukawa couplings. The Higgs is also responsible for
the electroweak symmetry breaking, thereby generating the masses of gauge bosons, as
discussed in Sect. 1.5. Although this straightforward solution is elegant, Investigating
the couplings of the Higgs boson to both vector bosons and fermions is thus crucial, as
Beyond Standard Model physics could significantly alter the predictions of the SM.
Beyond-the-SM physics is expected to influence production modes and decay channels
in a correlated manner if governed by similar interactions. For instance, any change in
the Higgs boson’s interaction with W bosons and top quarks would not only impact
the H → WW or H → γγ decay rates but also alter the production cross sections for
ggH, WH, and V BF modes. To probe such deviations from SM predictions, a set of
parameters κi, which normalize the couplings relative to their SM predicted values, is
employed. These parameters modify the Higgs boson coupling strengths without affecting
the kinematic distributions of a given process. To determine the value of a specific
Higgs boson coupling, a simultaneous fit of multiple production times branching fraction
measurements, parameterized by the multiplicative coupling strength modifiers κ, is
required.
Various scenarios have been explored. A simplified approach to fitting Higgs boson
couplings introduces two parameters, κV and κF , which scale the Higgs boson’s couplings
to massive gauge bosons and fermions, respectively. With the limited data available at
the time of discovery, this fit provided initial indications of the existence of both types of
couplings. With the current dataset, the sensitivity has significantly improved, and both
coupling modifiers are now measured with considerable consistency with the Standard
Model predictions, as shown in the left plot of Fig. (3.4).
In a more detailed model, the coupling modifiers for heavy gauge bosons (κW , κZ) and
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Figure 3.4: ATLAS Higgs-to-fermion versus Higgs to heavy gauge boson coupling mea-
surement for the full Run-II dataset. (Right) ATLAS reduced coupling strength modifiers
per particle type with effective photon, Zγ and gluon couplings. Binv. and Bu. are the
branching fractions corresponding to decays to invisible and undetected non-SM particles,
respectively [118].

fermions (κt, κb, κτ , κµ) are treated independently and assumed to be positive1. Processes
that occur via loops of intermediate virtual particles in the SM, such as Higgs boson
production via ggH or decay to a pair of gluons, photons, or Zγ, are parameterized in
terms of these κi. In extensions of the SM where invisible or undetected (due to large
backgrounds) non-SM Higgs boson decays are considered, loop-induced processes may
receive additional contributions. A more comprehensive fit for deviations in Higgs boson
couplings can be defined by introducing additional modifiers for the effective coupling to
gluons (κg), photons (κγ), and Zγ (κZγ). ATLAS results for this fit are shown in Fig.
(3.4b).
All measured coupling strength modifiers are compatible with their Standard Model
predictions, with no evidence of new physics or deviations detected.

Higgs self-coupling via single Higgs production Although the trilinear Higgs self-
coupling can be directly probed through Higgs pair production processes, as detailed in
the next Section, it can also be explored indirectly via single-Higgs production: it does not
depend on λ3 at Leading Order (LO), but it is affected by λ3 at Next-to-Leading Order
(NLO), where loop-level contributions make the measurements sensitive to variations in the
Higgs trilinear self-coupling. The relevant Feynman diagrams are depicted in Fig. (3.5).
Unlike a scenario typically considered to study the self-coupling modifier, where only the
trilinear Higgs coupling is assumed to vary, large corrections to the Higgs self-couplings

1The coupling to c-quarks is usually constrained by κc = κt to address the low sensitivity to this coupling,
though in some studies it is treated as free parameter.
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Figure 3.5: Illustrations of one-loop Feynman diagrams that depend on the λ3 parameter
are shown for (a) the Higgs boson self-energy, and for single-Higgs production in the (b)
ggF, (c) VBF, (d) VH, and (e) ttH channels [127].

are rarely isolated and are usually accompanied by changes in other Higgs interactions.
These corrections modify single-Higgs processes at tree level, producing effects comparable
to those induced at loop level by deviations in the Higgs self-coupling.
Therefore, a precise determination of κλ necessitates a global fit that also accounts for
distortions in single-Higgs couplings. While the expected sensitivity from such global fit
is not as strong as when only the Higgs boson self-coupling is allowed to deviate from its
SM value, this approach is less model-dependent.
The results and constraints on self-coupling obtained through this indirect single-Higgs
approach are less precise than those derived from double Higgs analyses. However, they
could become more competitive in the future, even thoughHH measurements are currently
dominated by statistical uncertainties and are expected to improve more rapidly than the
precision of H measurements.
The most stringent constraints on Higgs boson self-interactions to date are provided by
combining di-Higgs and single-Higgs boson production analyses, as performed by the AT-
LAS collaboration using its full Run-II dataset, detailed in Ref. [127].

3.4 Higgs boson pair production

In the Standard Model, the Higgs field potential is assumed to be a quartic potential,
which is the minimal level required to construct a gauge-invariant Lagrangian. Following
electroweak symmetry breaking, this leads to both trilinear and quartic self-interactions
for the Higgs boson, as outlined by Equation (1.51).
If the Higgs boson potential that induces EWSB precisely matches that of the Standard
Model, the λSM3 ∼ 0.13 with sub-percent accuracy. Any alterations to this potential would
affect this relation. Direct measurement of the Higgs boson self-coupling is the only method
to determine the exact form of the BEH potential.
The lowest-order Higgs boson self-interaction is the trilinear one. The most effective and
straightforward approach to measuring this coupling is by detecting pairs of Higgs bosons
in the final state. However, the production rate of such events is approximately 1000 times
less than that for single Higgs bosons, making their measurement difficult at the current
LHC capabilities. In the same way that Higgs pair production is essential for studying
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the trilinear self-coupling, triple Higgs production via gluon fusion, gg → HHH, is crucial
for investigating the quartic self-coupling. The cross-sections for these processes, which
are suppressed by a factor of v compared to the trilinear self-coupling (Eq. (1.51)), are
significantly smaller than those for HH production, suggesting that λ4 is likely to remain
elusive and challenging to access for a long time.

Figure 3.6: Total cross sections for double Higgs production at hadron colliders in SM
via gluon-gluon Fusion, Vector-Boson Fusion, double Higgs-strahlung and double Higgs
bremsstrahlung off top quarks [128].

Searches for double Higgs production at the LHC focus on the two main production mech-
anisms: gluon-gluon fusion and vector-boson fusion, similar to single Higgs production
processes. Their cross-sections, along with those for less dominant production modes with
such small cross-sections that are not experimentally accessible at present, are illustrated
as a function of the center-of-mass energy of the pp collision in Fig. (3.6).

(a) (b)

Figure 3.7: The two Feynman diagrams for the dominant gluon–gluon fusion
HHproduction processes [127].

The dominant loop-induced ggF mechanism is characterized by destructive interference
between the Leading Order (LO) box diagram (Fig. (3.7a)) and the triangle diagram (Fig.
(3.7b)), the latter of which involves the trilinear Higgs coupling. The box diagram does not
contribute to the Higgs boson self-couplings and is solely driven by the Higgs-top quark
Yukawa interaction, with the coupling modifier κt = yt/y

SM
t . The relative contributions

of these two amplitudes, as well as their interference, can be observed in the Higgs pair
invariant mass distribution mHH shown in Fig. (3.8).
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Figure 3.8: Leading-order distribution of the Higgs pair invariant mass for the various
contributions to the gluon fusion production process and their interference [128].

The mHH variable is crucial in experimental analyses for characterizing the properties of
the HH system: higher values of mHH are associated with increased transverse momen-
tum of the Higgs bosons and more energetic event kinematics. The box diagram has an
invariant mass spectrum peaking around 2mt ≈ 350 GeV. The effect of the trilinear Higgs
self-coupling in the LO total cross section results in a reduction of approximately half
compared to the box-only contribution, and the invariant mass spectrum becomes gener-
ally softer as the triangle contribution increases. Changes in the mHH distribution due to
anomalous values of κλ are depicted in Figure (3.9).

(a) (b)

Figure 3.9: HH invariant-mass distribution in ggF for various values of κλ assuming κt = 1.
For κλ = 0, i.e. no triangle contribution, the distribution shows a cross-section increase for
mHH > 2mt and a large high-mHH tail. For κλ = 10, the triangle diagram dominates. At
κλ = 2, maximum destructive interference occurs between the box and triangle diagrams.
Since the interference is destructive when κλ is positive, a deficit is observed between 2mH

and 2mt. Although the deficit is less pronounced when κλ = 5, interference still occurs at
high mHH values, resulting in a narrower distribution compared to the case when κλ = 10
[129].

The ggF cross section can be expressed as a second-order polynomial in κt and κλ:

σ(κt, κλ) ∼ κ4t |MB|2 + κ3tκλ(MTMB +MBMT ) + κ2λκ
2
t |MT |2 (3.4)
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where the MB and MT denote the amplitudes of the box and triangle diagrams, respec-
tively. Their destructive interference results in a very small cross section [130, 131],

σSMggF (HH) = 30.77(34.13)+6%
−23%(scale +mtop)± 2.3%(PDF + αs) fb (3.5)

calculated at next-to-next-to-leading-order (NNLO) in αs for pp collisions at a center-of-
mass energy of 13 (13.6) TeV and a Higgs boson mass equal to mH = 125 GeV. The
“scale” uncertainty accounts for missing higher-order perturbative QCD calculations, the
“PDF+αs” uncertainty addresses the variations in the strong coupling constant and parton
distribution functions, and “mtop” covers missing finite top-quark mass effects. This value
is a three order of magnitude smaller than the corresponding production rate for a single
Higgs boson via ggF (σSMggF (H) = 48.6 pb [95]).
The sub-dominant VBF production mode, similar to single Higgs production, is dominated
by W and Z exchange. At

√
s = 13 (13.6) TeV, it accounts for a double Higgs production

rate about 18 times smaller than ggF HH, according to SM predictions at next-to-next-
to-next-to-leading-order (N3LO) in QCD: σSM (HH) = 1.687(1.874)+0.05%

−0.04(−0.03)%(scale) ±
2.7%(PDF + αs) fb [132, 133].

(a) (b) (c)

Figure 3.10: Leading-order diagrams contributing to Higgs boson pair production via Vec-
tor Boson Fusion [127].

This involves diagrams from two Higgs radiations off virtual W or Z bosons (Fig. (3.10a-
b)), and diagrams where a single off-shell Higgs boson decays into a Higgs pair (Fig.
(3.10c)), which scale with κ2V , κ2V , and κλκV , respectively. κV and κ2V describe the
coupling strengths of the HV V and HHV V interaction vertices, normalized to their SM
predictions. Thus, double Higgs production via VBF depends on the trilinear Higgs boson
self-coupling modifier κλ and provides a unique probe of the quartic interaction vertex
between two vector bosons and a Higgs boson pair (namely, κ2V ). While κV is currently
well constrained by searches for single Higgs boson production via VBF, the other two
couplings remain far from measurement. Deviations from unity for κλ and κ2V strongly
enhance double Higgs production via VBF, leading to a quadratic dependence of the VBF
HH cross-section on the two coupling modifiers:

σ(κ2V , κV , κλ) ∼ κ22V |Ma|2 + κ4V |Mb|2 + κ2V κ
2
λ|Mc|2

+ κ2V κ
2
V |MaMb +MbMa|+ κ2V κV κλ|MaMc +McMa|

+ κ3V κλ|MbMc +McMb|,
(3.6)

where Ma, Mb and Mc are the amplitudes of the diagrams in Fig. (3.10). The defining
feature of the final state in the VBF HH production mode, the presence of two forward and
highly energetic hadronic jets, in addition to the double Higgs final state, aids in efficiently
distinguishing the signal from competing background processes, making the investigation
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of HH produced via VBF particularly compelling.
Given the extensive range of Higgs boson decay modes described in Sect 3.1, numerous
signatures can be leveraged when searching for Higgs boson pair production. The branching
ratios associated with each final state are summarized in Fig. (3.11).

Figure 3.11: Branching fractions for different final states in di-Higgs decay processes.

Searches in multiple HH decay modes are performed and combined in order to obtain
the best sensitivity. All channels have trade-offs between BR and the final state signal
purity. Complementarity of research in different decay channels reflects the complementary
sensitivity to couplings’ variations. Due to the large Higgs boson Branching Ratio (BR)
to bottom quarks (59%), most searches require at least one H → bb̄ decay while different
decay modes of the second Higgs boson are considered.

3.4.1 State-of-the-art of HH searches in ATLAS and CMS

ATLAS and CMS have dedicated a significant effort to HH searches with full Run-II data
collected in pp collisions at

√
s = 13 TeV with an integrated luminosity of about 140 fb−1

in different channels and interesting results are released by the two Collaborations’ analy-
ses: HH → bb̄V V (CMS [134, 135]), HH → bbll + Emiss

T (ATLAS [136]), HH → WWγγ

(CMS [137]), and HH → Multileptons (ATLAS [138] and CMS [139]). In the following,
the HH non-resonant searches with full Run-II data by the ATLAS and CMS experiments
in the three most sensitive (golden) channels, bb̄bb̄, bb̄ττ and bb̄γγ are discussed. The com-
binations of the different analyses from the two Collaborations and a brief overview of the
resonant searches and the HL-LHC projections are also presented.
In all three ATLAS and CMS analyses, the jets are reconstructed using the anti-κt jet
clustering algorithm with a radius parameter of 0.4 and those originating from b quarks
are identified through specific multivariate classification techniques, the ATLAS DL1r al-
gorithm, examined in Sect. 2.3.3.2, and the CMS DeepJet [140] model, that is also a
Deep Neural Network (DNN) combining information from ParticleFlow jet constituents,
track-based variables and secondary vertex properties. Different thresholds on the DeepJet
algorithm output define working points based on b-tagging accuracy: Loose with 94% effi-
ciency (10% misidentification for light-flavor and charm jets), Medium with 84% efficiency
(1% misidentification), and Tight with 58% efficiency (0.1-0.2% misidentification).
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3.4.1.1 Nonresonant HH → bb̄bb̄ process

The fully hadronic final state is characterized by the largest BR of 34% and the challeng-
ing multi-jet background. Both in ATLAS [141] and in CMS [142] the events selection
requires exactly four reconstructed jets b-tagged using the DL1r working point that gives
77% efficiency (1/170 and 1/5 misidentification for light-flavor and c-jets, respectively) for
jets associated with true b-hadrons and the Tight DeepJet working point. The jets then
paired, according to the increasing distance between highest-pT jets, to form the two Higgs
boson candidates H1, H2 (> 90% correct H → bb̄ matching).
In ATLAS, the ggF and VBF signal regions are cathegorized by the pseudorapidity sep-

aration |∆η| and the discriminant XHH =

√
(
mH1

−124 GeV
0.1mH1

)2 + (
mH2

−117 GeV
0.1mH2

)2, in order

to improve the HH analysis sensitivity. The invariant mass of the Higgs boson candidate
pair, mHH , is used as the signal-background discriminating variable. In CMS, the signal is
extracted via a multivariate BDT score and the mHH in the ggF and VBF subcategories,
respectively. There is no deviation from a background-only hypothesis and the observed
(expected) upper limits at 95% confidence level (CL) are set on HH production cross sec-
tion compared to the SM expectation σ/σSM to 5.4 (8.1) and on the coupling modifiers
−3.9 < κλ < 11.1 (−4.6 < κλ < 10.8) and −0.03 < κ2V < 2.11 (−0.05 < κ2V < 2.12)

for ATLAS, while to σ/σSM < 3.9 (7.8), −2.3 < κλ < 9.4 (−5.0 < κλ < 12.0) and
−0.1 < κ2V < 2.2 (−0.4 < κ2V < 2.5) for CMS.
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Figure 3.12: The CMS profile likelihood test statistic scan on data as function of κλ, κ2V
[143] (a) and the ATLAS Observed values of −2 lnΛ versus κ2V for the boosted (dashed
blue), resolved (dotted green) analyses, and their combination (solid black) are shown in
(b) [144].

The most interesting results about the κ2V is produced from the CMS boosted regime
analysis, [143]: 0.62 < κ2V < 1.41 (0.66 < κ2V < 1.37) at 95% CL. This is the more
stringent limit excluding κ2V = 0 at 6.3σ. In this analysis, only events with both Higgs
bosons in the highly Lorentz-boosted regime, i.e. with sufficiently large transverse momen-
tum (pT > 300 GeV) for the decay products of each Higgs boson to become merged into
a single large-radius (∆R = 0.8) jet, are selected and reconstructed via a graph neural
network algorithm, ParticleNet [145].
ATLAS has recently performed a boosted HH → bb̄bb̄ analysis in VBF topology [144], con-
straining the κ2V coupling to be within 0.55 < κ2V < 1.49 (0.37 < κ2V < 1.67) at 95% CL.
The κ2V = 0 exclusion observed (expected) significance is 3.8 (3.3). The two required (+2
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VBF jets) Higgs boson candidates H → bb̄ are reconstructed as large-R jets with R = 1.0

and pT ∈ [250− 3000] GeV. They are identified by applying a double b-tagging algorithm
based on a deep neural network [146]. To enhance sensitivity to the κ2V parameter, the
boosted analysis is combined with the resolved analysis (Fig. (3.12b)).

3.4.1.2 Nonresonant HH → bb̄ττ process

The decay channel has a moderate branching fraction (7.3%), the cleaner final state thanks
to a good compromise between background and final state reconstruction but electroweak
and top backgrounds can mimic signal. The events are selected in three separate signal
categories characterized by the presence of exactly two b-tagged jets and two oppositely
charged τ leptons that can both decay hadronically, τhadτhad, or one decays hadronically
and the other leptonically (electron or muon), τlepτhad. In ATLAS [147], the main back-
grounds including the production of top-quark pairs (tt̄), single top quarks, W/Z+jets and
fake-τ , are estimated by both MC simulation-based and data-driven methods.
After a careful preselection for each of the three signal regions using a combination of
multiple trigger cuts based on the fundamental properties of the involved taus and leptons,
the selected events are divided into three mutually exclusive categories.
A set of multivariate BDT discriminants is used to extract the signal from background.
The statistical analysis allows to set an observed (expected) upper limit at the 95%
CL on ggF+VBF σ/σSM corresponding to 5.9 (3.3), while the coupling parameters are
constrained to a 95% confidence interval of −3.1 < κλ < 9.0 (−2.5 < κλ < 9.3) and
−0.5 < κ2V < 2.7 (−0.2 < κ2V < 2.4).
In CMS [148], hadronic τ leptons are identified using a convolutional neural network, the
DeepTau algorithm. The main background sources are tt̄ production, Z/γ∗ → ll produc-
tion and QCD multijet events: the first two contributions are modeled using simulation
methods, the third using data-driven approach. A binned maximum likelihood fit of a
DNN discriminant is performed in all the ggF and VBF categories. Upper limits at 95%
CL are set both on σ/σSM to 3.3 (5.2) and on −1.7 < κλ < 8.7 (−2.9 < κλ < 9.8) and
−0.4 < κ2V < 2.6 (−0.6 < κ2V < 2.8).

3.4.1.3 Nonresonant HH → bb̄γγ process

This final state is characterized by a small branching ratio (0.26%), but also by a clear
experimental signature, thanks to the excellent di-photon invariant mass resolution (∼ 2%),
and a smooth background, mainly di-photon continuum (γγ+jets) and single Higgs boson,
that is estimated using data-driven methods in CMS [149] and in combination with MC
simulation in ATLAS legacy analysis [103]. The final state is fully reconstructable and
there are not combinatoric issues for H identification.
A signal region is defined looking for events with two well reconstructed and identified
photons and exactly two hadronic jets compatible with originating from the hadronization
of bottom quarks.
The reduced invariant mass of the diphoton plus b-tagged jets system is defined as

m∗
bb̄γγ = mbb̄γγ − (mbb̄ − 125 GeV)− (mγγ − 125 GeV) , (3.7)

and it is used in ATLAS to divide the selected events into two regions, targeting the SM
signal, m∗

bb̄γγ
> 350 GeV, and the BSM one, m∗

bb̄γγ
≤ 350 GeV. This corrected invari-

ant mass is designed to improve the resolution of the four-object mass mbb̄γγ by reducing
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the effects of detector resolution. In each region, a dedicated BDT is trained to isolate
HH signals from backgrounds relying on ggF-targeting and VBF-targeting input variables.
Among the BDT input variables, the dijet mass shows the highest discriminating power.
The diphoton invariant mass is used as the final discriminant variable to obtain the statis-
tical results via a maximum likelihood fit to its distribution in the range [105, 160] GeV,
performed simultaneously over all the five categories defined by m∗

bb̄γγ
and BDT score.

No significant excess of events is observed in the data with respect to the expected
background and observed (expected) upper limits at 95% CL are set on the HH cross-
section, σ/σSM < 4.0 (5.0). The 95% confidence intervals for the coupling modifiers are
−1.4 < κλ < 6.9 (−2.8 < κλ < 7.8) and −0.5 < κ2V < 2.7 (−1.1 < κ2V < 3.3).
In the CMS analysis, a particular attention is reserved to the ttH background and in order
to reduce it, a DNN, ttHScore, is used. A 2D fit in the (mγγ , mjj) plane, in the mass
range 100 < mγγ < 180 GeV and 70 < mjj < 190 GeV, is performed for the signal extrac-
tion simultaneously in all the 14 mutually exclusive categories (14 ggF, 2 VBF) categories
defined by the outputs of two MVA classifiers used separately for ggF and VBF events to
discriminate signal and background and Higgs boson pair system mass expressed similarly
to the ATLAS analysis (Eq. (3.7)).
The observed (expected) 95% CL limits on σ/σSM is 7.7 (5.2) and on coupling modifiers
are −1.7 < κλ < 8.7 (−2.9 < κλ < 9.8), and −1.3 < κ2V < 3.5 (−0.9 < κ2V < 3.1).

(a) (b)

Figure 3.13: (Left) The ATLAS profile likelihood test statistic scan on data as function of
κλ, κ2V . All other coupling modifiers are fixed to 1 [103]. (Right) The mγγ distribution for
the selected events in the data (black points) weighted by S/(S+B), where S and B represent
the signal and background events, respectively, derived from a signal-plus-background fit.
The lower panel displays the residual signal yield after subtracting the background [149].

3.4.1.4 Analyses combinations

The three discussed analyses, bb̄bb̄, bb̄γγ, and bb̄ττ , are combined to improve the HH

sensitivity. In ATLAS, the combination includes the bbll + Emiss
T and Multilepton decay

modes [150], whereas CMS considers the bb̄ZZ, bb̄WW , WWγγ, and Multilepton analyses
[151], providing complementary ways to investigate Higgs boson pair production for a more
comprehensive analysis and an improved sensitivity.
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In both collaborations, the assumption in performing a statistical combination, a global
likelihood function as the product of the individual analysis likelihoods in ATLAS and Pois-
son probability functions in CMS, that the analyses are statistically independent. In ab-
sence of HH signal, the statistical analysis of ATLAS combination sets observed (expected)
limits at 95% CL of ggF+VBF σ/σSM < 2.9 (2.4), while CMS of σ/σSM < 3.4 (2.5). The
ATLAS upper limits on modifier couplings are −1.2 < κλ < 7.2 (−1.6 < κλ < 7.2)

and 0.6 < κ2V < 1.5 (0.4 < κ2V < 1.6), while the corresponding CMS limits are
−1.24 < κλ < 6.49 (−2.28 < κλ < 7.94) and 0.67 < κ2V < 1.38 (0.61 < κ2V < 1.42)

excluding κ2V = 0 with a significance of 6.6σ (mainly thanks to the bb̄bb̄ boosted channel),
that establishes existence of the quartic coupling gV V HH .
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Figure 3.14: CMS observed and expected upper limits on the SM σHH/σ
SM
HH in different

final state searches and their combination. The green band and yellow bands represents
the regions containing 68% and 95%, respectively, of the limits under the background-only
hypothesis [152]. The ATLAS expected values (dashed lines) of the profile-likelihood-ratio
test statistic (−2 lnΛ) obtained for different values of κλ for the different decay channels
and their combination are shown in (b). The solid black line indicates the combination
observed values [150].

3.4.1.5 Resonant di-Higgs processes

Searches for resonant HH production rely on many beyond the Standard Model theories
predicting new heavy scalar particles that can decay into pairs of Higgs bosons. Models
as two-Higgs-doublets (2HDM), that is the natural choice for beyond-SM model containing
two Higgs doublets instead of just one, Minimal Supersimmetric Standard Model (MSSM),
that realizes the supersimmetry in which the Higgs has a symmetric fermionic superpart-
ner (the Higgsino), or Composite Higgs model (CHM), where the Higgs boson is a bound
state of new strong interactions, contain spin-0 resonances motivating the searches to probe
the existence of these particles in the mass range between 250 GeV and 5 TeV. Another
possibility is that the Higgs boson pair is produced resonantly via the decay of a spin-2
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Kaluza–Klein (KK) graviton, as suggested by the Randall–Sundrum (RS) model of warped
extra dimensions. The corresponding Feynman diagrams are depicted in Fig. (3.15).

(a) (b) (c)

Figure 3.15: Feynman diagrams for resonant Higgs boson pair production via gluon–gluon
fusion (a) and VBF (b) for a generic spin-0 boson, and ggF (c) for a Kaluza-Klein graviton
[153].

The analysis strategies adopted for the HH resonant processes are similar to nonresonant
ones in both the collaborations searches. Focusing on spin-0 resonance, the complementar-
ity of the ATLAS (CMS) analyses permits to explore the existence of scalar particle (X)
in the mass range 251 < mX < 5000 (280 < mX < 4500) GeV produced via gluon-gluon
fusion. For the bb̄γγ channel, that is the most sensitive at low mass mX ≲ 350 GeV (entire
resonant search mass range: 251 < mX < 1300 GeV), ATLAS [154] extracts the signal from
background, that includes SM HH, by using a BDT score obtained as combinations of two
separated BDT outputs, one for γγ and tt̄γγ and the other for single H backgrounds. The
diphoton invariant mass reconstructed with a 1% resolution is used as final discriminating
variable. CMS [155] performs, as in nonresonant case, a 2D fit on (mγγ ,mbb̄) resulting in
the largest deviation from the only background hypothesis, that is observed at 650 GeV
with a local (global) significativity of 3.8σ (2.8σ), Fig. (3.16a).

(a) (b)

Figure 3.16: CMS (a) and ATLAS (b) observed(expected) 95% CL upper limits on σ(X →
HH) for a spin-0 resonance as a function of its mass mX in the bb̄bb̄, bb̄γγ, and bb̄ττ
(plus bb̄WW and Multileptons for CMS) searches and their combination. For ATLAS the
upper limits observed (expected) are in the range 0.96-600 fb (1.2-390 fb), varying with
mX [154, 155].

In the ATLAS bb̄ττ search, that exhibits the greatest sensitivity in the intermediate res-
onance mass range 350 ≲ mX ≲ 800 GeV (total mass range: 251 < mX < 1600 GeV),
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the HH signal is estimated using a fit to Parametrized Neural Network (PNN) output
distribution, that is performed on mX . As visible in Fig. (3.16b), the largest deviation
from the Standard Model is observed at 1.1 TeV with a local (global) significativity of
3.3σ (2.1σ), and it is mainly due to bb̄ττ channel.
The bb̄bb̄ decay channel dominates for high mX > 0.8 TeV and both the Collaborations’
analyses focus mainly on the boosted regime that, being characterized by two high-energy
Higgs bosons each form a large-R jet identified as described in nonresonant analyses, allows
to extend the resonant searches up to 5 TeV.
CMS performs resonant searches in three other analyses covering a larger number of HH
signatures and combining them with the three golden decay modes: the HH → bb̄WW →
bb̄lνqq, bb̄2l2ν in resolved and merged regimes, sensitive at low-intermediate and high mass
resonance ranges respectively, and the HH → Multileptons (WWWW,WWττ, ττττ),
which differs from other typical channels that require at least one H → bb̄ and produces
a small local excess, 1.5-2σ, in the observed limits for masses above 600 GeV, as shown in
Figure (3.16a).

3.4.1.6 HL-LHC projections

As highlighted in Sect. 2.1.2, the High-Luminosity LHC project is scheduled to start in
2029, after the upgrades of the ATLAS and CMS detectors and trigger systems taking
place during the LS3, delivering a total integrated luminosity of 3000 fb−1 and a predicted
number of pile-up events of approximately 200 at a center-of-mass energy

√
s = 14 TeV.

The statistics will increase by a factor of 10 compared to combining Run-II+Run-III
data and a significantly improved sensitivity on HH production is expected, allowing a
concrete aim to discover and measure the Higgs self-coupling.
The ATLAS projections [156] rely on a extrapolation of the different HH analyses
based on the most recent results obtained with the full Run-II dataset and scaled by
multiplicative factors to take into account the increase in integrated luminosity and
center-of-mass energy from Run-II (126 fb−1, 13 TeV) to the HL-LHC (3000 fb−1, 14
TeV). The performance of the detector and trigger are assumed to be the same.
The systematic uncertainties (such as those related to the jet energy scale and resolution,
flavor tagging, theoretical quantities, and background estimation) are treated with
particular attention due to the difficulty to predict their changes at HL-LHC. Four
scenarios are outlined: the first, where only statistical uncertainties are considered,
excluding systematics (No syst. unc.); the second, the baseline scenario, where systematic
uncertainties are scaled down based on the expected improvements thanks to HL-LHC
dataset; the third (Theoretical unc. halved) is characterized by Run-II experimental
uncertainties while theoretical uncertainties are divided by two; and the last scenario,
where uncertainties are taken exactly as those of Run-II (Run-II syst. unc.).
At the end of HL-LHC running (3000 fb−1), in the first scenario without uncertainties,
the discovery significance combining the results of the three most sensitive HH channels
(bb̄bb̄ + bb̄γγ + bb̄ττ) is calculated to be 4.9σ, while in the baseline scenario it is 3.4σ.
In Fig. (3.17a), the confidence intervals on κλ obtained for all scenarios through the
combined statistical analysis are presented. For the baseline (No syst. unc.) case, the κλ
95% CI is [0.0, 2.5] ([0.3, 1.9]) .
The CMS prospects [151] are based on parametric simulation performed with the
DELPHES software [157] of the detector to model its response in the HL-LHC conditions,
taking in consideration the pile-up effects. The performance of the reconstruction and
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identification algorithms are parametrized through the simulation, while the statistical
and experimental uncertainties are scaled by 1/

√
L, the theoretical ones by 1/2.

Assuming the absence of HH production, both the ATLAS and the CMS collaboration
expect an 95% CL upper limit ggF+VBF σ/σSM < 1.0 (0.55 for the ATLAS baseline
condition and 0.75-0.8 for CMS Fig. (3.17b)) after the combination of bb̄bb̄, bb̄γγ and bb̄ττ
channels, indicating that the sensitivity is sufficient to confirm the existence of the SM
HH production.

(a) (b)

Figure 3.17: (Left) ATLAS projected negative log-profile-likelihood versus κλ for combined
HH → bb̄bb̄ + bb̄γγ + bb̄ττ at

√
s=14 TeV and 3000 fb−1 is shown in the four different

uncertainty scenarios [156]. The 68% and 95% confidence intervals are defined by the
intersections of the four curves with the dashed horizontal lines. (Right) CMS comparison
of observed and expected limits on HH production for bb̄bb̄, bb̄γγ, and bb̄ττ channels using
early LHC Run-II data (35.9 fb−1), full Run-II data (138 fb−1) and projected HL-LHC
data (3000 fb−1) [151].



Chapter 4

Search for Higgs boson pair
production in the bb̄γγ decay channel

This Chapter presents the search for nonresonant Higgs boson pair production in the two
bottom plus two photons final state is performed using 140 fb−1 of proton-proton collision
data at a center-of-mass energy of 13 TeV recorded by the ATLAS detector at the CERN
Large Hadron Collider. As outlined in Sect. 3.4, SM double Higgs production is an ex-
tremely rare process. The bb̄γγ state benefits from the high branching ratio for the H → bb̄

decay (59% for a SM Higgs boson), while the low branching ratio for the H → γγ decay
(0.23%) is offset by the excellent trigger and reconstruction efficiency for photons with the
ATLAS detector. Additionally, the invariant mass of the photon pair can be measured
with a resolution of 1-2 GeV, leading to a very distinct and clear signature. The branching
fraction for the bb̄γγ channel, 0.26%, is the lowest among the “golden channels” for the
di-Higgs searches (Fig. (3.11)).
To improve the signal-to-background ratio, which is crucial for this analysis, all competing
SM processes that could mimic the bb̄γγ signature must be thoroughly understood and
accurately modeled. The HH → bb̄γγ search includes Higgs boson pairs produced via
Vector Boson Fusion as signal, in addition to the dominant ggF production mode. As
discussed in Sect. 3.4, the VBF HH production mechanism depends on the trilinear Higgs
boson self-coupling modifier κλ, providing additional information that impacts the allowed
range of κλ by up to ∼ 7%. Moreover, it probes the cubic and quartic vertices HV V
and HHV V , which define the couplings of a single Higgs boson and a Higgs boson pair,
respectively, to two vector bosons.
In di-photon production, the invariant mass of the photon pair mγγ is expected to follow
a smoothly decreasing distribution, leading to the γγ+jets background being classified as
non-resonant, or continuum, background. The production of a single Higgs boson decay-
ing into two photons constitutes a subdominant background for the HH → bb̄γγ search.
The largest contributions are provided by ggF, Z boson-associated production, and tt̄H.
The two photons from H decay will appear as a narrow resonant peak centered around
mH ≈ 125 GeV in the mγγ spectrum, forming the resonant background.
Although the bb̄γγ final state has an expected BR significantly lower than those of bb̄bb̄
(34%) and bb̄ττ (7.3%), it achieves a higher expected signal-to-background (S/B) ratio and
greater trigger efficiency, mainly due to the H → γγ component, which in ATLAS has a
much higher efficiency (> 95%, Fig. (4.2)) compared to H → bb̄ or H → ττ . This results
in a larger acceptance in phase-space regions, such as at small HH invariant mass, where
potential deviations from the Standard Model might be more pronounced. These factors

71
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compensate for the lower expected event yield and provides a sensitivity comparable to
that of the other two decay modes.
In Fig. (4.1), the signal acceptance times efficiency, which depends on κλ, is shown for the
three golden channels. Generally, it is lower for BSM signals with variations in κλ, mainly
due to reduced trigger selection efficiency. This occurs because the softer spectrum results
in lower pT objects that fail to meet the trigger thresholds. Unlike bb̄γγ, other HH anal-
yses experience a more significant drop in the low mHH regions, where the self-coupling
modifier differs from 1.

Figure 4.1: Acceptance, defined as the fraction of signal events that are geometrically
detected, multiplied by efficiency, which is the fraction of signal events that pass the
selection cuts, as a function of κλ for the HH → bb̄bb̄, bb̄ττ and bb̄γγ analyses [129].

In this introductory section to the HH → bb̄γγ channel, following the description of the
data and Monte Carlo samples used in the analysis discussed in Chapter 6, the recon-
struction of the relevant physical objects is detailed, along with the event selection criteria
applied to retain only those events exhibiting a good bb̄γγ signature.

4.1 Data and simulation samples

The analysis is based on LHC full Run-II data from pp collisions at a center-of-mass
energy of 13 TeV collected by the ATLAS detector between 2015 and 2018, and partial
Run-III pp collision data for

√
s = 13.6 TeV between 2022 and 2023. After applying

data-quality requirements [63] to ensure optimal performance of the detector subsystems,
the total integrated luminosity amounts to 140 fb−1 for Run-II [62] and 59 fb−1 for partial
Run-III, with an uncertainty of 0.83% and 2%, respectively.

Simulated events are essential for accurately modeling both signal and background
processes, including the ATLAS detector’s response. Monte Carlo (MC) samples are
widely used in ATLAS physics analyses to estimate selection efficiencies, construct
distributions for key discriminating variables, and build expected statistical models under
background-only or signal-plus-background hypotheses.
The production of MC samples begins with the generation of physics events using process
amplitudes calculated at a specific order in perturbation theory. This step is carried out
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by an event generator. The subsequent emission of quarks and gluons (parton showering)
and their hadronization is also simulated by an event generator, which may differ from
the one simulating the hard scattering event. This generator typically also handles the
decays of unstable particles produced in the hard-scattering interaction. Underlying and
pile-up events are included in the MC samples (see Fig. (1.7)). The next step involves
simulating the interaction of stable particles in the final state with the ATLAS detector
and its response, achieved through a detailed simulation based on Geant4 [158]. Finally,
the reconstruction algorithms applied to both simulated and real data are identical.
The simulated event samples used in this analysis are summarized in Table (4.1). The
simulated HH → bb̄γγ samples are generated for both ggF and VBF HH production
modes. Events from ggF HH production were generated at next-to-leading order (NLO)
in QCD using the Powheg-Box v2 generator [159, 160] in the finite top-quark mass
approximation. The parton distribution functions from the PDF4LHC21 set [161] are
used in the matrix element. Parton showering, hadronization, and the underlying event
are simulated using Pythia 8.309 [162]. Four samples were generated for κλ = 1 and
κλ = 0, 5, 10. Events from VBF HH production are generated at leading order (LO)

Process Generator PDF set Showering Tune Accuracy

ggF HH Powheg Box v2 PDF4LHC21 Pythia 8.3 A14NNPDF23LO [163] NLO
VBF HH MadGraph5_aMC@NLO NNPDF30NLO Pythia 8.3 A14NNPDF23LO LO

ggF H Powheg Box v2 NNPDF30NNLO (Run-II) Pythia 8.3 AZNLO (Run-II)[164] NNLO
PDF4LHC21 (Run-III) A14NNPDF23LO (Run-III)

VBF H Powheg Box v2 NNPDF30 (Run-II) Pythia 8.3 AZNLO (Run-II) NLO
PDF4LHC21 (Run-III) A14NNPDF23LO (Run-III)

WH Powheg MiNLO [165] NNPDF30 (Run-II) Pythia 8.3 AZNLO NLO
PDF4LHC21 (Run-III) A14NNPDF23LO (Run-III)

qq → ZH Powheg MiNLO NNPDF30 (Run-II) Pythia 8.3 AZNLO NLO
PDF4LHC21 (Run-III) A14NNPDF23LO (Run-III)

gg → ZH Powheg MiNLO NNPDF30 (Run-II) Pythia 8.3 AZNLO NLO
PDF4LHC21 (Run-III) A14NNPDF23LO (Run-III)

ttH Powheg Box v2 NNPDF30 (Run-II) Pythia 8.3 A14NNPDF23LO (Run-II) NLO
PDF4LHC21 (Run-III) A14NNPDF23LO (Run-III)

bbH Powheg Box v2 NNPDF30 (Run-II) Pythia 8.3 A14NNPDF23LO (Run-II) NLO
PDF4LHC21 (Run-III) A14NNPDF23LO (Run-III)

tHjb MadGraph5_aMC@NLO NNPDF30 Pythia 8.3 A14NNPDF23LO NLO
tHW MadGraph5_aMC@NLO NNPDF30 Pythia 8.3 A14NNPDF23LO NLO

γγ+jets Sherpa 2.2.14 NNPDF30NNLO – – γγ+0,1(NLO),2,3(LO)
tt̄γγ (nonallhad) MadGraph5_aMC@NLO NNPDF30NLO Pythia 8.3 A14NNPDF23LO –

Table 4.1: List of the nominal event samples for the HH signal, H background, and con-
tinuum background for Run-II and Run-III. The Table includes the simulation generator,
the PDF and applied tuning parameters’ sets, with the QCD accuracy level of the event
generator.

using MadGraph5_aMC@NLO [166], with the NNPDF3.0NNLO PDF set [167] interfaced
to Pythia 8.309 for parton showering. The VBF HH samples are normalized using cross
sections evaluated at next-to-next-to-next-leading order (N3LO) in QCD. Twelve more
VBF HH samples were produced and simulated in addition to the SM sample, but with
varying values of κ2V , κλ, and κV as shown in Table (4.2), allowing for the construction
of signal regions sensitive to deviations from the Standard Model prediction.
The background samples include simulated events of single Higgs bosons decaying into
γγ, produced via ggF, VBF, and in association with a W or Z boson, a tt̄ or bb̄ pair,
or a single top-quark. Simulated event samples of continuum diphoton production in
association with top quark pairs (tt̄γγ) or with jets from quarks of other flavors (γγ+jets)
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κλ κ2V κV
1 1 1
1 1 0.5
10 1 1
1 1.5 1
2 1 1
-5 1 0.5
1 2 1
1 0 1
1 0.5 1
1 3 1
0 1 1
1 1 1.5
0 0 1

Table 4.2: Grid of coupling modifier values used for producing the VBF HH samples. The
SM sample corresponds to (1,1,1).

were generated and utilized to optimize the event classification described in Sect. 6.1.
These samples were simulated using MadGraph5_aMC@NLO, with the NNPDF30NLO
PDF set interfaced to Pythia 8.309 for parton showering, and the Sherpa v2.2.14 generator
[168], respectively.

Starting from the AOD (Analysis Object Data) format1 of the samples in Table
(4.1), which contain essential information about the reconstructed events for common
analyses, such as tracks, Particle Flow objects, and a limited amount of calorimeter
cell data, a derivation framework implemented in Athena [169], the ATLAS software
framework, is used to generate a reduced AOD model, termed Derived-AOD (DAOD).
The DAOD format retains only data relevant to specific physics groups, including object
and trigger information, a thinned track collection, generator-level (truth) information,
and any additional data required for calibration tools (known as Combined Performance
(CP) algorithms). Although the primary purpose of the framework is data reduction, it
also includes the reconstruction of secondary physics objects when only their inputs were
stored in the AOD. For instance, jets are reconstructed during the derivation process
using PF objects stored in the AOD; similarly, heavy-flavor tagging is performed based on
these jets and associated tracks stored in the AOD [170].
From Run-III, a common framework among HH analyses is adopted to produce from
DAODs2 the final flat ntuples, containing calibrated objects and user-level variables for
analysis: the Easyjet framework [171].

A specific weight is assigned to each event and calculated for each MC sample and for
each data period i, based on the corresponding luminosity Li reported in Table (4.3), as

wi =
σgenerated · FilterEff · kFactor · wMC · wpileup · SF∑

Ngen.
wMC

· Li . (4.1)

1The AOD are created from the Raw Data Objects (RDOs), which are C++ object representations of the
byte-stream information obtained from MC simulations or trigger data.

2Specifically, the DAOD_PHYS, that is the derivation format for ∼80% of all physics analyses, and its
future lightweight version DAOD_PHYSLITE, which already includes applied calibrations and contains
all necessary information for running systematics. This new format will be the default for the HL-LHC.
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Year Luminosity [fb−1]

2015-2016 36.6467

2017 44.6306

2018 58.7916

2022 31.3985

2023 27.7667

Table 4.3: Integrated luminosity recorded by ATLAS in Run-II and partial Run-III per
year of data taking.

Here, the σgenerated represents the theoretical cross-section for the generated processes.
The FilterEff accounts for the efficiency of event selections applied at the generator
level, while the kFactor adjusts the leading-order cross-section to account for next-to-
leading order (NLO) corrections. The term wMC is an event-specific weight assigned
by the generator, and wpileup adjusts the event weights to account for variations in the
number of vertices, compensating for differences in pileup conditions across data periods
relative to the fixed pileup configuration used during event generation. The denomina-
tor,

∑
Ngen.

wMC , represents the total sum of weights for all generated events, ensuring
proper normalization. Finally, SF encapsulates the scale factors applied to account for
simulation-to-data corrections for JVT, fJVT, b-tagging jet efficiencies, as well as photon
reconstruction and trigger efficiencies. The data events are unweighted.

4.2 Object reconstruction and event selection

The HH → bb̄γγ analysis, similar to the H → γγ analysis, employs different sets of
di-photon triggers for each data-taking year. All triggers require at least two photons,
calibrated for energy scale and resolution as described in Section 2.3.2, with transverse
momentum thresholds of 35 GeV for the leading- photon and 25 GeV for the subleading-pT
photon, both satisfying the Loose identification criteria for 2015-2016 and Medium for
other years to mitigate fake rates.

(a) (b)

Figure 4.2: Efficiencies of the diphoton triggers in 2015-2018 varying with the offline photon
(a) ET and (b) η. The ratios of data to MC simulation are shown in the bottom panel.
Photons in the calorimeter transition region (1.37 < |η| < 1.52) are not included [172].
Equivalent plots for Run-III are in production.
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Figures (4.2a-b) present the di-photon trigger efficiencies for each Run-II year as a function
of photon ET and η. Slightly lower efficiencies are observed in 2017–2018 due to the more
stringent photon identification criteria and there is no significant η-dependence in the
trigger efficiency, which remains close to 100%.
Selected events are required to include two photon candidates (Nphotons ≥ 2) within
the acceptance region of the finely segmented electromagnetic calorimeter (|η| < 1.37 or
1.52 < |η| < 2.37) and which satisfy the Tight identification criteria.
Among all potential collision vertices, the primary diphoton vertex is identified as the
hardest vertex, i.e. the vertex with the highest sum of squares of transverse momenta
of contributing tracks. Photon candidates must also meet a Loose isolation criterion,
Econe0.2

T < 0.065 · pT and Econe0.2
T < 0.05 · pT . The two leading photons that pass these

selection cuts are then required to have |η| < 1.37 or 1.52 < |η| < 2.37, an invariant
mass mγγ between 105 and 160 GeV, and transverse momenta with pT /mγγ > 0.35 and
pT /mγγ > 0.25.

Following the discussion of Sect. 2.3.3, jets are reconstructed from particle-flow ob-
jects using the anti-kt clustering algorithm with a radius parameter of R = 0.4. Jet
candidates must have pT > 25 GeV. A tight Jet Vertex Tagger (JVT) is applied to
distinguish jets from the hard scatter from those originating from pile-up. The selected
jets are calibrated using the calibration chain shown in Fig. (2.16).
To target H → bb̄ decays, events are required to contain exactly two b-tagged jets
(N77%

b−jet = 2), which are central jets within the acceptance of the inner detector (|η| < 2.5)
and satisfy the GN2 b-tagging algorithm with a nominal efficiency of 77%. This require-
ment ensures orthogonality with the HH → bb̄bb̄ channel, which requires more than
two b-jets. The two b-jets are then identified as leading or subleading, based on their
pseudo-continuous binned b-tagging score (pcbt). If both the selected b-jets have the same
b-tagging score, they are ordered according to their pT . The BCal correction (Section
2.3.3.3) is applied to the energy of the two b-tagged jets. The specific PtReco correction
factor has been updated to use the new GN2 b-tagging algorithm and it results in an
improvement of approximately 22% in the mbb̄ invariant mass resolution, similar to what
was observed in the legacy analysis that employed the DL1r algorithm, as shown in
Fig. (2.20) that translated to an approximately 7% enhancement in the expected signal
significance.
Jets that fail the b-tagging condition are ranked based on a discrete b-tagging score,
divided into three bins: central jets with GN2 efficiencies of 77%–85%, 85%–100%, and
non-central jets. As for the two Higgs candidate b-jets, jets with the same score are
further ranked by pT .
Events with six or more central jets are rejected to reduce background from tt̄H, where
the top quarks decay hadronically (qq, gg → (tt̄H) → bW+bW−H → bqq̄bqq̄γγ). No
requirements are imposed on the number of non-central jets.
The selection of the forward and highly energetic VBF jets in this analysis is based on
a BDT (the VBF jet tagger), trained exclusively on SM VBF HH events, since the key
variables related to the VBF topology, such as the di-jet invariant mass mjj and the
angular separation between the two VBF jets ∆η(j1, j2), show minimal dependence on the
coupling modifiers κλ and κ2V . The BDT is used to distinguish VBF jet pairs from other
di-jet systems. Specifically, the signal corresponds to jet pairs where both reconstructed
jets have an angular distance from a true VBF quark of ∆R < 0.3, otherwise they are
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classified as background. Reconstructed jets already classified as candidate b-jets cannot
be considered as VBF signals.
The VBF jet tagger model is applied to all possible jet combinations, excluding the two
candidate b-jets, and the jet pair with the highest BDT score is selected as the VBF jet
pair for each event.

Electron candidates are reconstructed from energy deposits measured in the electro-
magnetic calorimeter and matched to ID tracks. They must have pT > 10 GeV and
|η| < 2.47, excluding the region 1.37 < |η| < 1.52 corresponding to the EM calorimeter
crack. Additionally, they must pass Medium identification and Tight isolation criteria.
Muons are reconstructed from high-quality tracks in the Muon Spectrometer and are
required to have |η| < 2.7 and pT > 10 GeV, with a matching of these tracks to Inner
Detector tracks. Muons, like electrons, must satisfy Medium identification requirements.
Both electrons and muons are matched to the primary vertex by constraints on the
tracks’ longitudinal and transverse impact parameters, |z0| and |d0|, respectively. These
requirements are |z0| sin θ < 0.5 mm (where θ is the polar angle of the track) for both
electrons and muons, and |d0|/σd0 < 5 (3) for electrons (muons).
Events are required to contain exactly zero electrons and muons to reduce background
from single Higgs events produced via the tt̄H mechanism, where the top quark decay
chain creates leptons in the final state.

The missing transverse momentum Emiss
T is computed as the magnitude of the neg-

ative vector sum of the transverse momenta of all selected and calibrated physics objects
that are matched to the primary vertex, as explained in Section 2.3.6.

To avoid double-counting the same detector signals within a single event, an over-
lap removal procedure is applied. In this analysis, priority is given to photons, which
requires removing electrons, muons, and jets within ∆R = 0.4 of any selected photon.
Subsequently, jets within ∆R = 0.2 of electrons are removed. Finally, electrons and muons
within ∆R = 0.4 of any jet are also eliminated.

The efficiency of the event preselection for SM ggF (VBF) HH events is 13% (9%)
for both Runs, corresponding to expected yields of 1.537 (0.054) and 0.719 (0.0248) for
Run-II and Run-III, respectively, as shown in Table (4.4), which presents the yields for
all samples. The lower efficiency for VBF HH production compared to ggF HH is due to
the larger pseudorapidity of the two Higgs bosons in VBF production. Consequently, true
b-jets in VBF HH events are more likely to fail the |η| < 2.5 requirement, and photons
from H → γγ decays tend to have lower transverse momentum.
As the bb̄γγ group is aiming for a Run-II + partial Run-III publication by mid-2025, the
analysis is currently still blinded. Consequently, only data in the sideband regions are
considered, excluding the signal region 120 < mγγ < 130 GeV.
Lastly, Figures (4.3) show the level of agreement between data and MC prediction in mγγ

distributions for Run-II and Run-III.
The mγγ distribution in Run-II data exhibits a surplus near ∼115 GeV, which is absent
in the MC predictions. To quantify this excess, the local significance in the corresponding
bin is calculated as (S − B)/

√
S, resulting in 3.11σ. Localized fluctuations in data may

appear less significant when considered within the broader statistical context (commonly
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referred to as the look-elsewhere effect [173]). A simplified correction is applied to account
this effect, by multiplying the p-value (corresponding to the 3.11σ local significance) by
the number of bins in the mγγ distribution. This correction reduces the global significance
of the excess to 2.035σ, which suggests that the observed surplus is not strong enough to
indicate a significant incompatibility between data and MC predictions.
The background is estimated from MC samples, and the continuous γγ+jets component
is normalized to the data sideband.
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Figure 4.3: Comparison of the mγγ distributions between data and simulations for events
after preselection for Run-II (a) and Run-III (b). Background scale factors, calculated
as yielddata

sideband/yieldγγ+jets
sideband, are applied to the γγ+jets component. The bottom panels

display the ratio of data to simulation in each bin.
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Yields after preselection

Process Run-II Run-III

ggF HH SM 1.537 0.719
ggF HH (κλ = 0) 3.189 1.466
ggF HH (κλ = 5) 3.399 1.553
ggF HH (κλ = 10) 24.613 11.201
VBF HH SM 0.054 0.0248
VBF HH (0,1,1) 0.171 0.076
VBF HH (1,1.5,1) 0.214 0.103
VBF HH (1,3,1) 4.193 2.009
VBF HH (10,1,1) 4.038 1.800
VBF HH (-5,1,0.5) 0.361 0.173
VBF HH (0,0,1) 1.953 0.937
VBF HH (1,0,1) 1.501 0.704
VBF HH (1,0.5,1) 0.485 0.225
VBF HH (1,1,0.5) 0.677 0.322
VBF HH (1,1,1.5) 3.339 1.538
VBF HH (1,2,1) 0.954 0.464
VBF HH (2,1,1) 0.052 0.023
ggF H 4.631 2.145
VBF H 0.499 0.217
W−H 0.038 0.019
W+H 0.057 0.028
bbH 0.595 0.265
gg→ZH 0.764 0.357
qq→ZH 2.408 1.039
tHjb 0.878 –
tWH 0.079 –
ttH 7.915 3.857
ttγγ (nonallhad) 1.657 –
γγ-jets 735.031 328.377
data sideband 1114 459

Table 4.4: Yields of ggF and VBF, with various combinations of (κλ, κ2V , κV ) listed in
Table (4.2), HH → bb̄γγ and background events passing the pre-selections defined in Sect.
4.2. Here, WH is divided into W+H and W−H. At the time of this work, the tHjb,
tWH, ttγγ Run-III samples are not available as they are still undergoing validation.





Chapter 5

HH → bb̄γγ: Kinematic Fit Tool

The ongoing Run-III of the LHC presents a critical opportunity for the search for Higgs
boson pair production. The full dataset expected from Run-III offers the potential for a
first indication ofHH production. In this thesis partial Run-III data collected in 2022-2023
are used, which hold significant promise. For context, the sensitivity to HH production
improved by a factor of 3.5 between the full Run-II analysis and partial Run-III data. The
data gathered during Run-III is expected to yield even greater sensitivity enhancement.
Several improvements are expected in the reconstruction, identification, and calibration of
physics objects relevant for HH searches. Among these, the kinematic variables of b-jets
play a crucial role in distinguishing HH signals from backgrounds, particularly in the bb̄γγ
channel studied in this work, where the background from single H → γγ has the same
shape as the HH signal in the mγγ spectrum (the final discriminant variable), requiring to
explore with attention the H → bb̄ features. Among the input variables of the BDT used
for separating signal and background, mbb̄ shows the highest discriminating power.
In the HH → bb̄γγ channel, the 4-momenta of the H → γγ component are reconstructed
with excellent precision, within a few percent, but in contrast, the H → bb̄ part suffers
from a 15% invariant mass resolution. This is due to the imperfect nature of particle
detectors, such as finite segmentation, material impurities, and technological readout lim-
itations. Each recorded event contains variations in reconstruction effects, meaning the
relative contribution of these effects may vary on an event-by-event basis. Additionally,
contributions from initial and final state radiation effects further complicate the recon-
struction of the H → bb̄ system.
To improve the mbb̄ resolution, and consequently enhance the sensitivity to HH production
and the coupling modifier κλ, beyond what is achieved with the current analysis that uses
b-jets corrected via the BCalibration (Sect. 2.3.3.3), an event-level Kinematic Fit (KF) is
developed and implemented in this work as an additional correction for the b-jets.
The primary objective of the Kinematic Fit Tool is to improve the resolution of recon-
structed physical observables by imposing appropriate kinematic constraints. In the con-
text of the bb̄γγ channel, this approach is particularly valuable. Assuming a good balance
in the transverse plane between H → bb̄ and H → γγ, as shown in Fig. (5.1), it allows for
calibrating the HH system in this plane by exploiting the excellent reconstruction of the
H → γγ decay to achieve an additional improvement in the H → bb̄ resolution through
the maximization of an event-level likelihood function.
In this chapter, after introducing the basic concepts and fundamental components that ex-

press both the resolution of physics objects and the constraint conditions in the Kinematic
Fit Likelihood, its evaluation and optimization are discussed. Various configurations of its
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Figure 5.1: pT balance diagram.

application, including different versions of the likelihood expression, the impact of different
constraint parameterizations, and potential biases introduced by other simultaneous cor-
rections, are all tested. This is done while keeping in mind the integration of the algorithm
into the analysis framework and its computational time and resource consumption. Since
the Kinematic Fit Tool is first implemented, extensively explored, and optimized in the
previous Run-II analysis, nearly all the tests are conducted within the Run-II HGamCore
analysis framework [175]. Although this framework has a processing structure quite similar
to Run-III Easyjet [171], it presents differences compared to the current framework, which
incorporates the latest calibrations and analysis properties. A relevant example for the
proposed study is the use of a different b-tagging algorithm for jets, transitioning from the
Dl1r model to the more recent GN2. The results obtained in the transition between the
two frameworks are nonetheless comparable, as discussed in Sect. 5.5.

5.1 Kinematic Fit Likelihood Construction

The likelihood estimation at the event level is based on the maximum likelihood estimation
method [176]. This approach maximizes the probability density of observing a measure-
ment yobs (e.g., the reconstructed b-jet momentum from a Higgs boson candidate) given a
corresponding prediction ypred from a likelihood model, subject to constraints associated
with yi for a given event. The reconstructed event variables serve as inputs, and the
method returns the likelihood that these specific values represent the actual event. By
maximizing this likelihood through adjustments to these variables, a more precise set of
reconstructed events is expected.
The specific likelihood model, derived from Monte Carlo simulations, is based on the
expected HH → bb̄γγ kinematics. Inputs include the basic properties of the four-vectors
of the detected signatures, jets and photons, and their combinations. Specifically, the
model ensures that the reconstructed bb̄γγ system is balanced in the transverse plane. It
is optimized for events with two b-jet candidates and two photons, as well as for events
with up to three additional central jets (maximum number required by the analysis to
reject the tt̄H background), whether b-tagged or not, which must be accounted for in the
transverse momentum balance. This is particularly relevant for events with contributions
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from final state and initial state radiations.
The model includes a set of characteristic probability density functions (PDFs),
f(yobsi |ypredi ) representing both the kinematic constraint conditions and the resolution of
the observables. The latter distributions are referred to as transfer functions (TFs) and
will be discussed in more detail in next Section 5.1.1. These PDFs are then combined into
a single likelihood function:

L(yobs1 , ..., yobsN |ypred1 , ..., ypredN ) =
N∏
i

f(yobsi |ypredi ) . (5.1)

From this likelihood, the corresponding negative log-likelihood (NLL) −2 lnL is extracted.
This quantity can be minimized by simultaneously varying the parameters of the likelihood
model using numerical minimization techniques. The reason of this conversion is that
maximizing the likelihood is computationally challenging for several reasons (for example,
likelihood functions are products of probabilities, which can result in very small values) and
the optimization algorithms typically perform better when working with sums rather than
products, as sums are more easily manipulated. To address these issues, the logarithm of
the likelihood function is taken, transforming the product of probabilities into a sum. This
makes it computationally more efficient to maximize the log-likelihood (LL) with respect to
the likelihood itself. Additionally, most optimization algorithms are designed to minimize
functions instead of maximize them and consequently, the maximization problems are
typically converted into minimization ones. This is done by negating the log-likelihood.
Finally, from all these considerations, the following general form for the negative log-
likelihood function can be defined:

−2 ln (L) =
∑

v=E,η,ϕ

∑
j=jets,γ

[
− 2 ln [TFj

v(v
j
F it, v

j
Reco)]

]
− 2 ln (fConstr) (5.2)

where v represents the variables whose resolution is targeted for improvement, while the
indices j refer to the relevant objects in the analysis, such as jets and photons. The term
TFj

v denotes the transfer function corresponding to a specific observable of v for a given
object j, while fConstr represents the constraint applied in the likelihood function.
The effectiveness of the individual terms in the likelihood function is evaluated to select
the optimal components. These terms are then combined into a final likelihood function,
which will be presented in Section 5.2.

5.1.1 Transfer Functions

The likelihood function requires terms that encapsulate the resolution of reconstructed
variables, i.e., the uncertainty associated with a reconstructed observable measured with
suboptimal detector accuracy. Ignoring this information would lead to arbitrary reorder-
ing of event objects to satisfy constraints, without regard to their original values. This
information is embedded in PDFs, referred to here as transfer functions aimed to restore
reconstructed observables as closely as possible to their true values, accounting for poten-
tial detector-induced degradation and smearing.
These distributions are extracted from simulations, specifically from Monte Carlo Standard
Model gluon-gluon fusion signal sample, mc16a, corresponding to data from the 2015 and
2016 periods, comprising approximately 400,000 events.
In this study, TFs are evaluated only for jet observables, precisely the transverse momen-
tum pT , energy E, and both the azimuthal angle ϕ and pseudo-rapidity η. The TFs are
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calculated at jet-level, as the kinematic quantities of the reconstructed jets are directly
compared to those of the true jets. It is important to note that energy and transverse mo-
mentum are considered independent variables because they are calibrated independently
and cannot be derived from each other without additional information, such as the jet
mass and flight angle.
Given the excellent resolution of photon energies and angles, these quantities are assumed
to follow a Gaussian distribution with a 1% resolution, in line with earlier and preliminary
versions of this work [177]. All the studied transfer functions exhibit strong similarities,
with many general properties applicable across different distributions. In fact, they are all
well approximated by the same custom distribution function, created specifically for this
analysis using a step-function approach. This method is adopted due to the difficulty in
finding a continuous and analytical function capable of accurately representing the asym-
metric bell-shaped distributions seen in simulated data and influenced by various complex
effects, such as detector performance and reconstruction algorithms. The step-function
approach involves multiplying transient or step functions (which range from 0 to 1) with
opposite orientations. This process yields analytical and normalizable functions, making
them suitable candidates for PDFs, as they are positive definite and have a finite integral.
Additionally, multiplying these functions by other bell-shaped curves, such as a Gaussian,
can produce asymmetric variations. A comprehensive study is reported in [178].
The specific function developed for this analysis is referred to as TaOGaTa1, and its math-
ematical expression is given by:

TaOGaTa(x) = N ×
( 1
π

(
tan−1(a(x−m)) +

π

2

))α
× e

(x−µ)2

2σ2 ×

×
( 1
π

(
tan−1(−b(x− n)) +

π

2

))β (5.3)

where a, b, α and β are positive parameters, and N is a normalization factor. The distribu-
tions are produced by comparing the quantities of interest of the reconstructed jets, with the
BCalibration applied if they are DL1r b-tagged, to those of the true jets associated within
a distance ∆R(jReco, jTrue) < 0.1. A notable difference among the various distributions is
that, while for angles the transfer function is computed as the absolute difference between
the true and reconstructed values (TFangles = θTrue − θReco), in the case of energy and
transverse momentum, the difference is relative to the true value (TFEnergy = ETrue−EReco

ETrue
).

This approach provides more stable transfer functions with respect to changes in energy
scales. Nevertheless, there is still a strong energy dependence, so the energy and pT trans-
fer functions are divided into six regions based on their energy. Additionally, they are
subdivided into four categories depending on the value of pseudo-rapidity (η), as different
detector regions exhibit varying resolutions (see Section 2.2).
In total, 50 transfer functions were analyzed (24 each for energy and pT and one for each
angle). These distributions and their parameterizations will be discussed in the following
sections.

1The name is derived from syllables reminiscent of the components of the final result, where "Ta" represents
rising and descending arctangent step-functions, and "Ga" represents the Gaussian core, separated by a
capital "O".
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5.1.1.1 Energy Transfer Functions

Energy resolution varies depending on the detector region in which particles are detected.
The data is divided into the following four regions:

• Barrel: −1.37 < η < 1.37

the central lateral component of the detector.

• Crack: 1.37 ≤ |η| < 1.52

the region between Barrel and End-cap, characterized by poor resolution.

• End-cap: 1.52 ≤ |η| < 2.5

the forward region of the detector.

• No-track: 2.5 ≤ |η| < 4.4

the region closest to the beam pipe. Particles detected here do not pass through the
ID so their tracks cannot be reconstructed.

The energy transfer functions are analyzed as a function of ln(pT ), to address the wide
energy range. The results are depicted in the 2D plots shown in Figure (5.2).

The transfer function distribution changes significantly, particularly at low energies,

(a) (b)

(c) (d)

Figure 5.2: Energy TFs as function of ln (pT ) in the Barrel (a), Crack (b), End-cap (c)
and No-Track (d) regions. The colour scheme represents the concentration of events in the
specific points of the graph.

where the reconstruction algorithms tend to overestimate energy due to the noise suppres-
sion cuts applied during reconstruction. The energy measurement is an average of several
contributions, and less energetic measurements are excluded when they fall below the noise
threshold, leading to a higher mean energy.
Better results of the Kinematic Fit application are expected by treating different energy
ranges as separate cases. Despite the evident differences among various detector regions,
the shapes of the plots presented in Figure (5.2) are approximately consistent. This con-
sistency allows to divide the data into energy regions based on ln(pT ) intervals, ensuring
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comparable statistics across adjacent bins, across all spatial parts. The chosen intervals
are:

ln (pT [GeV ]) ∈ [2.0, 3.7], [3.7, 4.0], [4.0, 4.5], [4.5, 5.0], [5.0, 5.3], [5.3, 6.0]

Some examples of the resulting energy transfer functions, fitted with the TaOGaTa distri-
bution (Eq. (5.3)), are shown in Figure (5.3).

(a) (b)

(c) (d)

Figure 5.3: Energy transfer functions fitted with a TaOGaTa distribution (Equation (5.3))
for some η-ln(pT ) regions. The pulls on these plots are computed as x−λ√

λ
where x is the

data value and λ is the fit value while their errors are fixed to 1.

5.1.1.2 Momentum Transfer Functions

The behavior of the transverse momentum (pT ) transfer functions closely resembles that of
the energy functions. As shown in the 2D plots in Figure (5.4), the distributions are similar
to those observed for energy. Thus, the same division of events into η-ln(pT ) regions is
employed for momentum. The TaOGaTa distribution is again used for parameterization,
and examples of the fitted transfer functions are shown in Figure (5.5).

5.1.1.3 Angular Transfer Functions

Unlike the previous distributions, the angular transfer functions for jets are determined
by the absolute difference between the reconstructed and true values of the corresponding
quantities. The distributions are independent of the energy scale and are therefore char-
acterized by a single function.
Since the distribution is expected to be symmetric, a double Gaussian fit (the sum of two
Gaussians, one for the core and another for the tails) is initially attempted. However, the
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(a) (b)

(c) (d)

Figure 5.4: 2D graphs of the pT function plotted against the value of ln (pT ) in the Barrel
(a), Crack (b), End-cap (c) and No-Track (d) regions. The colour scheme represents the
concentration of events in the specific points of the graph.

(a) (b)

(c) (d)

Figure 5.5: Transverse momentum transfer functions fitted with a TaOGaTa distribution
(Eq. (5.3)) for some η-ln(pT ) regions. The pulls on these plots are computed as x−λ√

λ
where

x is the data value and λ is the fit value while their errors are fixed to 1.
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fit does not optimally represent the data, particularly in the tails, which do not overlap as
well with the data as the TaOGaTa distribution (Eq.(5.3)). The resulting fits, shown in
Figure (5.6), indicate the strong adaptability of the proposed function.

(a) (b)

Figure 5.6: Histograms representing the fitted simulated angular distributions, ϕ (Left)
and η (Right). In graph (a) the x axis is expressed in radians. The function used to fit the
data is the TaOGaTa (see equation (5.3).

5.1.2 Constraints

In complex processes like HH → bb̄γγ, multiple constraints are usually applicable. Aside
from the different conditions that may be selected as a focus, the manner in which the
same constraint is expressed can convey varying information to the analysis, potentially
affecting its performance. In the context of a collider experiment, one of the simplest
and most significant constraints is the total transverse momentum (p⃗T ). It is expected
that the total transverse momentum, i.e. the sum of all generated particles’ momentum
perpendicular to the beam direction, should be negligible for each event, as outlined in
Sect. 2.2.1. Since linear momentum is a vector, conservation implies that each component
along any axis should also be conserved.
By enforcing this condition, it is possible to leverage the highly precise measurement of the
photons’ transverse momentum to enhance the resolution of the jets’ momentum. Using
the same simulated Standard Model ggF signal sample employed for the transfer functions,
the probability that the total p⃗T differs from zero, both for its two independent transverse
components (pX and pY ) and its scalar magnitude (pT ), is evaluated by fitting the relevant
distributions.

5.1.2.1 Transverse Momentum Components

To thoroughly analyze the total transverse momentum along the x-axis (pX) and y-axis
(pY ) for each event, the simulated data are categorized based on the number of jets present
in the event, as this significantly affects the resolution. The analysis is optimized for up
to three additional central jets, the maximum considered by this analysis to reject the tt̄H
background. As a result, eight distributions are fitted: one pair for pX and pY in each
jet configuration. These pX and pY distributions are calculated using the momentum of
jets and photons at the truth level. As an example, the data for events with no additional
central jets (only the two required b-jets are present) are shown in Figure (5.7) for both
pX and pY . In cases where there are additional jets, the distributions exhibit a broader
spread as the number of jets increases.
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As with the angular distributions, rather than using the general Gaussian distribution,

(a) (b)

Figure 5.7: The pX (left) and pY (right) distributions of the bb̄γγ system for simulated
events with no additional jets. The function used to fit the data is the TaOTa (Eq. (5.4)).
The pulls on these plots are calculated as x−λ√

λ
where x is the data value and λ is the fit

value while their errors are fixed to 1.

which does not optimally fit the data, the constraints have been modeled using a custom
function, represented in Fig. (5.7), namely:

TaOTa(x) = N ×
( 1
π

(
tan−1(a(x−m)) +

π

2

))α×
×
( 1
π

(
tan−1(−b(x− n)) +

π

2

))β (5.4)

where a, b, α, and β are positive parameters, and N the normalization factor.

5.1.2.2 Scalar Transverse Momentum

An alternative approach to imposing momentum conservation on the transverse axis is to
combine pX and pY into a single quantity representing the total scalar transverse momen-
tum: pT =

√
p2X + p2Y . The resulting distribution is depicted in Figure (5.8).

It is important to note that this scalar quantity does not carry all the information pro-
vided by the two independent components. This is because pT is a scalar, which means
directional information is lost. However, given the symmetry of the experiment around
the beam axis, it may be assumed that this loss of information would not significantly
impact the final results. On the other hand, even the independent components pX and pY
do not capture all the possible information about the p⃗T resolution, as they are treated
as uncorrelated variables in the likelihood function. This could lead to cases where the
reconstructed total p⃗T is unrealistically large more frequently than expected.
The data is again fitted with a custom function:

ExOTa(x) = e−e−a(x−m) ×
( 1
π

(
tan−1(−b(x− n)) +

π

2

))β (5.5)

where a, b, and β are positive parameters, and N is the normalization factor.
After these considerations, the optimal approach seems to involve using all of these condi-
tions simultaneously. Although considering correlated conditions is typically avoided, as it
reduces the unique information added by each term, it is reasonable to assume that each
condition provides some independent information that can improve the analysis.
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(a) (b)

Figure 5.8: The pT distribution for events with no additional jets both in linear (left) and
logarithmic (right) scale. The function used to fit the data is the ExOTa (equation (5.5)).
The logarithmic scale demonstrates how the custom function appropriately handles the
asymmetric distribution tails. The pulls on these plots are calculated as x−λ√

λ
where x is

the data value and λ is the fit value while their errors are fixed to 1.

With this framework, different constraints will be employed in the next section to evaluate
their performance and determine the optimal configuration for this channel.

5.2 Tests, Optimizations and Results

The effectiveness of the Kinematic Fit (KF) technique is determined by its impact on
the invariant mass resolution of jets in signal simulations. This evaluation is typically
performed by processing a portion of 30,000 events of the same SM ggF sample used in
the previous section to derive the transfer functions and constraints employed in the KF
algorithm. The processed data are then utilized to calculate the jets’ invariant masses,
which are plotted as a histogram fitted using a Bukin function. The σ parameter of the
Bukin distribution (whose expression is provided in Appendix A) is generally used to
quantify improvements in resolution.
As previously indicated, this process has been repeated numerous times to test various KF
configurations and identify the most optimal one. The primary distribution discussed in
this section corresponds to the most inclusive case, which considers all the events with 0, 1,
2, and 3 additional central jets. This allows for a comprehensive discussion of the different
configurations. However, during the study, attention is also given to the behavior of all
non-inclusive distributions (and other inclusive cases, such as 0+1 and 0+1+2 additional
jets) to optimize the analysis, but these distributions are presented here only when they
are relevant to the discussion.
The shown distributions include events that pass the preselection criteria described in Sect.
4.2 and that are appropriately weighted according to the analysis (Eq. (4.1)).

5.2.1 Jet Energy and Momentum Resolutions

The first test performed involves the application of the KF as described in its initial
implementation [177], but with the new distribution functions for jet energy and trans-
verse momentum, that replace the original Gaussian distributions used for energy and
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pT -dependent response likelihood2.
At this stage, the jet angular distributions are fixed to their reconstructed values to in-
vestigate the impact of these terms separately. For photons, the angles follow a normal
distribution with a resolution of 1% (as in previous studies [177]).
Regarding the constraints, they are initially applied to pX and pY as Gaussian distributions
with a standard deviation (σbbγγ) of 14 GeV for 0 additional jets and 16 GeV for cases with
≥ 1 additional jet. These standard deviations were empirically determined to result in
optimal performance when using a Gaussian distribution to describe the constraint condi-
tions [177]. However, as mentioned in Sect. 5.1.2, these constraints do not follow a normal
distribution. The corresponding likelihood function is:

−2 ln (L) =
∑

j=jets

[
− 2 ln

[
TFE

(Ej
F it − Ej

Reco

Ej
F it

)]
− 2 ln

[
TFpT

(pjT,F it − pjT,Reco

pjT,F it

)]]
+

+
∑
j=γ

∑
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[(vjF it − vjReco

σv

)2]
+
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j=jets,γ p
j
X

σbbγγ

)2
+
(∑

j=jets,γ p
j
Y

σbbγγ

)2 (5.6)

The results are presented in Figure (5.9).
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Figure 5.9: Comparison of the di-jet invariant masses for jets reconstructed using nominal
correction (red), BCalibration (blue), and the Kinematic Fit (green) implemented with the
new transfer functions on E and pT . The solid (KF) and dashed (no corrections, BCal)
lines represent the fitted Bukin distributions. The best-fit parameters are determined
using the RooFit MLE method, with relative errors corrected for weighted datasets via
the SumW2Error option, ensuring accurate error estimates that account for the sum of
squared event weights.

2Specifically, the mean (Eµ) and standard deviation (Eσ) of the Gaussian distribution (ETrue − EReco ·
Eµ)

2/(ETrue · Eσ)
2 are extracted directly by taking the mean and root mean square from histograms of

energy obtained by binning tt̄ MC samples in b-jets’ pReco
T . Similarly, the jet pT response was interpolated

from (pReco
T · Eµ)/p

True
T on transverse momentum histograms.
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No Corrections BCal Kinematic Fit

Xp 117.82 ± 0.75 121.35 ± 0.58 116.80 ± 0.51

σ 18.40 ± 0.49 14.54 ± 0.34 13.46 ± 0.30

χ -0.30 ± 0.03 -0.18 ± 0.02 -0.15 ± 0.02

ρ1 -0.41 ± 0.09 -0.02 ± 0.03 0.04 ± 0.02

ρ2 0.21 ± 0.03 0.16 ± 0.02 0.18 ± 0.01

Table 5.1: Table with Bukin fit parameters for each of the corrections shown in Fig. (5.9):
Xp is the peak position, σ the peak width, χ the peak asymmetry, ρ1 and ρ2 the left and
right tails respectively.

The Kinematic Fit shows a higher peak and narrower width compared to cases with
either nominal correction or BCal correction. The differences in resolution between these
distributions are quantified by the relative percentage change in the σ parameter of the
fitted Bukin functions. In this test, the KF yields a σKF of approximately 13.46 GeV,
showing an improvement of 7.4% relative to the σBCal and 26.9% relative to the σNoCorr

case where no corrections are applied.

A previous attempt using a similar likelihood, but with a Bukin distribution for
the transfer functions, produced similar results. However, the new parameterization
is preferred for several reasons. Firstly, the Bukin function has certain undesirable
properties, such as its complexity and the lack of continuity in its derivatives. Secondly,
a distribution better suited to describe the transfer functions (such as the TaOGaTa
distribution) is expected to scale more effectively with increasing data sample sizes.

5.2.2 Angular Resolutions

The next aspect examined is the performance of the Kinematic Fit when angular resolu-
tions of the jets are introduced, resulting in the jet angles no longer being fixed to their
reconstructed values. The following results pertain to the inclusion of photon and jet an-
gles in the likelihood function. For photons, the angle transfer functions continue to follow
a normal distribution with a resolution of 1%. The jet angle transfer functions are derived
from the fit of simulated data, as detailed in Sect. 5.1.1.
The corresponding likelihood function is expressed as follows:
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∑

j=jets
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(5.7)

Despite this version of the KF outperforming both the nominal and BCal correction cases,
its resolution (σKF = 13.55 GeV) is slightly worse than the previous attempt with fixed
angles (σKF = 13.46 GeV). The difference is small enough to suggest that the observed
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Figure 5.10: Comparison of the di-jet invariant masses for jets reconstructed using nominal
correction (red), BCalibration (blue), and the Kinematic Fit (green), in which the jets
angles resolution are implemented. The solid (KF) and dashed (no corrections, BCal) lines
represent the fitted Bukin distributions. Best-fit parameters: Roofit MLE method.

variations are likely due to statistical fluctuations rather than a real performance change.
Therefore, the introduction of angular resolutions does not provide any significant improve-
ment over the previous method. This is expected, as the angular transfer functions are
represented by very narrow distributions (Fig. (5.6)).
Consequently, after confirming that the angular normal distributions of the photons also
do not have a significant impact on performance, all angular values are fixed for subsequent
tests, and no further investigations are conducted regarding this aspect.

5.2.3 Removal of PtReco Correction

The initial implementation of the Kinematic Fit technique for the HH → bb̄γγ analysis
[177] aimed to improve the mbb̄ resolution was based on studies from single Higgs analyses,
particularly the VH(bb) analysis [179], where this method is utilized. In that analysis,
the precise energy resolution of the Z → ll decay is used to constrain the H → bb̄ decay
through a log-likelihood fit balancing the VH system, thereby enhancing the resolution of
the two b-jets invariant mass.
In the single Higgs tests, the KF tool is applied only to events with two leptons, two b-jets,
and at most one additional jet, as no improvement is observed for events with four or more
jets. Specifically, the tool is used after the muon-in-jet correction application, without the
PtReco correction.
To evaluate the impact of the PtReco correction in theHH → bb̄γγ case, a test is conducted
by removing it while maintaining the muon-in-jet correction, replicating the conditions
from the single Higgs analysis.
Consequently, both the energy and momentum transfer functions are recalibrated on the
uncorrected samples before applying the Kinematic Fit. The results of this test are assessed
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for events with 0, 1, 2, and 3 additional jets. The specific case of 0 additional jets, analogous
to the 2l + 2 b-jets scenario from the single Higgs analysis, is shown in Figure (5.11), with
detailed results for all additional jets cases summarized in Table (5.2).

0 20 40 60 80 100 120 140 160 180 200
 [GeV]

bb
m

0

0.005

0.01

0.015

0.02

0.025

E
nt

rie
s 

/ 5
 G

eV

0 Additional Jets

PtReco included

Impr [%]No Corrections:

BCalibration:

 0.64± = 17.02 σ 1.19    ± = 118.33 pX

 0.55     19.3± = 13.73 σ 0.94    ± = 121.17 pX

BCal + KF:

)9.1 0.44    26.6 (± = 12.49 σ 0.77    ± = 115.32 pX

 

(a)

0 20 40 60 80 100 120 140 160 180 200
 [GeV]

bb
m

0

0.005

0.01

0.015

0.02

E
nt

rie
s 

/ 5
 G

eV

0 Additional Jets

PtReco removed

Impr [%]No Corrections:

BCalibration:

 0.64± = 17.02 σ 1.19    ± = 118.33 pX

 0.55     19.3± = 13.73 σ 0.94    ± = 121.17 pX

BCal + KF:

)-6.4 0.18    14.1 (± = 14.62 σ 2.72    ± = 113.94 pX

 

(b)

Figure 5.11: Di-jet invariant mass in the 0 additional jets case: red, blue and green lines
represent the samples with no correction, BCal correction and KF application, respectively.
The two plots show the different behavior of the KF when PtReco correction is included
(left) and removed (right). Best-fit parameters: Roofit MLE method.

Xpeak [GeV] σ σ-Improv [%]

BCal 121.17 13.73

0 Add jets KFwPtReco 115.32 12.49 9.03

KFNoPtReco 113.90 14.62 -6.50

BCal 122.52 15.28

1 Add jets KFwPtReco 116.79 14.29 6.50

KFNoPtReco 116.20 16.46 -7.70

BCal 118.80 17.50

2 Add jets KFwPtReco 115.60 15.90 9.14

KFNoPtReco 115.30 17.40 0.60

BCal 120.80 14.10

3 Add jets KFwPtReco 116.30 12.60 10.60

KFNoPtReco 115.90 16.80 -2.20

Table 5.2: Comparison of the peak position (Xpeak) and resolution (σ) for all (no inclusive)
additional jets cases, with and without the PtReco correction before KF application.

The results indicate that the KF performs significantly better on fully BCal corrected
events. Removing the PtReco correction leads to a noticeable reduction in the resolution
of the di-jet invariant mass, particularly in the 0 and 1 additional jet categories, which
contribute most significantly to the final result. Therefore, in subsequent studies, the
kinematic fit algorithm will always be applied after the complete BCalibration.
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5.2.4 Constraint Parametrization

The next aspect to consider is the parametrization of the constraint. Previously, the
constraint was modeled as a Gaussian term with a resolution dependent on the number
of jets, and this approach was evaluated empirically as explained in Sect. 5.2.1. From
Section 5.1.2, it is clear that the transverse momentum distributions do not follow Gaussian
distributions, making it appropriate to explore a more suitable parametrization for the
constraint condition.
The first constraint tested was a scalar momentum conservation term, following the ExOTa
distribution shown in Figure (5.8a) and expressed by the Eq. (5.5).
The likelihood function is thus formulated as:
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where fpT is the aforementioned distribution.
The typical results for the jet invariant mass resolutions are reported in Figure (5.12).
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Figure 5.12: Comparison of the di-jet invariant masses for jets reconstructed using nominal
correction (red), BCalibration (blue), and the Kinematic Fit (green) with only the pT
constraint. The solid (KF) and dashed (no corrections, BCal) lines represent the fitted
Bukin distributions. Best-fit parameters: Roofit MLE method.

This parametrization performs worse than the previous one, with a σKF of around 14.85
GeV, compared to the earlier best value of 13.46 GeV. In fact, this attempt even under-
performs relative to the BCal correction by 2%.
Next, the momentum constraint in the x−direction (pX) is added in addition to the scalar
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momentum constraint. The resulting likelihood is:
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where fpX is the TaOTa distribution of Eq. (5.4) and used in Figure (5.8). Results from
this updated parametrization are shown in Fig. (5.13).
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Figure 5.13: Comparison of the di-jet invariant masses for jets reconstructed using nominal
correction (red), BCalibration (blue), and the Kinematic Fit (green) with the pT and pX
constraints. The solid (KF) and dashed (no corrections, BCal) lines represent the fitted
Bukin distributions. Best-fit parameters: Roofit MLE method.

This approach shows improvement over the previous iteration, with a new σKF value of
14.16 GeV, slightly better than the BCal correction (σBCal = 14.54 GeV) but still worse
than the original parametrization.
The addition of the pY constraint resulted in further minor improvements, but the perfor-
mance remains inferior to that of the originally proposed parametrization, as summarized
in Table (5.3). This suggests that the standard Gaussian assumption for the constraint
may encapsulate an additional optimization factor that adjusts the strength of the con-
straint. This strength factor, which is a scalar multiplier applied to the constraint, is not
yet considered in previous tests.

5.2.5 Scan of the Constraint Strength Parameter (λ)

A new parameter, λ, is introduced into the likelihood function to control the strength of
the applied constraint. To ensure comparability with previous results, only the pX and pY
constraints are imposed in this analysis.
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0+1+2+3 Add jets

Xpeak σ σ-Improv [%]

BCal 121.35 14.54

Kinematic Fit

pT constraint

117.21 14.85 -2.13

pT − pX constraint

117.04 14.16 2.61

pT − pX + pY constraint

117.21 13.85 4.75

Gaussian constraint

116.80 13.46 7.43

Table 5.3: Comparison of the peak position (Xpeak), resolution (σKF ) and its relative
improvement over σBCal, for all tested constraint configurations.

The likelihood function thus takes the following form:
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(5.10)

A scan over different values of λ was conducted to determine the value that provides the
optimal di-jet mass resolution.
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Figure 5.14: Scan of λ values plotted against the Bukin width of the di-jet invariant mass
resulting from the KF application. The different lines represent the cumulative addition
of events with more additional jets.

As shown in Figure (5.14), the scan successfully identifies a minimum value for λ different
from the previously assumed value of λ = 1. The optimal value of λ is approximately 3.05.
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The results for parameter values close to this minimum are largely comparable; however,
the choice of λ = 3.05 offers a slightly improved resolution, particularly for cases with
fewer additional jets, which are the primary contributors to the final result.
Detailed results of the kinematic fit using this optimized parameter are shown in Figure
(5.15).
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Figure 5.15: Comparison of the di-jet invariant masses for jets reconstructed using nominal
correction (red), BCalibration (blue), and the Kinematic Fit (green) with both the pX and
pY constraints weighted by a λ factor of 3.05. The solid (KF) and dashed (no corrections,
BCal) lines represent the fitted Bukin distributions. Best-fit parameters: Roofit MLE
method.

This result represents the best outcome achieved using the Kinematic Fit, yielding a σKF

value of 12.80 GeV. This corresponds to a 5% improvement over the previous parameter-
ization, a 12% improvement relative to the BCalibration (σBCal), and a substantial 30%
improvement relative to the nominal correction (σNoCorr).
Interestingly, the addition of the pT constraint (with its own strength factor, λpT ) in the
new likelihood does not result in any noticeable improvements. This is demonstrated by
a scan of λpT , shown in Figure (5.16). The plot clearly shows that all values of λpT lead
to a higher or equal width in the mbb̄ distribution compared to the case without applying
the pT constraint (dashed lines), indicating that, in this parametrization, the scalar pT
distribution does not contribute significant information regarding the transverse momen-
tum of individual events. Instead, it introduces additional noise, weakening the pX and
pY constraints. Therefore, this term is not included.

5.2.6 Latest Considerations on Transfer Functions

To ensure that the kinematic fit is correctly implemented and that its application does
not distort the mbb̄ distribution of the background, tests are performed on two background
samples (30,000 events): the dominant continuum γγ+jets and the most relevant single
Higgs process, tt̄H. The mbb̄ distributions for the two b-jets are shown in Figures (5.17a)



CHAPTER 5. HH → bb̄γγ: KINEMATIC FIT TOOL 99

5−10 4−10 3−10 2−10 1−10 1 10 210 310
pTλ

12

13

14

15

16

17

18

B
uk

in
 w

id
th

 [G
eV

]

0 Add Jets

01 Add Jets

012 Add Jets

0123 Add Jets

 Inclusive Add jetspTScan Lambda

Figure 5.16: Scan of λpT values plotted against the Bukin width of the di-jet invariant
mass resulting from the KF application, including the weighted pX -pY constraint. The
different color lines represent the cumulative addition of events with more additional jets.
The dotted lines represent the Bukin width without the pT constraint term.

and (5.17c). The Kinematic Fit improves the resolution in processes where the transverse
momentum is conserved, such as γγ+jets. In contrast, for tt̄H, where part of the momen-
tum is carried away by neutrinos, no improvement is expected over the nominal and BCal
corrections. This behavior can be seen in both samples and it is confirmed by comparing
the reconstructed and true jet masses, as illustrated in Figures (5.17b) and (5.17d), indi-
cating that the TFs operate correctly. The full-event mbb̄ distributions, discussed in the
next chapter, further support these observations.
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Figure 5.17: Di-jet invariant mass distributions for jets reconstructed using nominal cor-
rection (red), BCalibration (blue), and the Kinematic Fit (green), for the γγ+jets (a) and
tt̄H (c) backgrounds. The plots (b) and (d) show a comparison between these distributions
and their corresponding true values to better understand the KF impact.
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A test is also conducted using different binning schemes for ln(pT ) to evaluate their impact
on the results. A wider binning,

ln (pT [GeV ]) ∈ [2.0, 3.0], [3.0, 4.0], [4.0, 5.0], [5.0, 6.0] ,

and a finer binning,

ln (pT [GeV ]) ∈ [2.0, 2.3], [2.3, 2.7], [2.7, 3.0], [3.0, 3.3], [3.3, 3.7], [3.7, 4.0], ..., [5.7, 6.0] ,

are tested. In the two plots (5.18a)-(5.18b), and when compared to Fig. (5.15), it can
be observed that both an excessively wider or finer pT -binning slightly worsen the mass
distribution resolution of the two jets. In particular, this may be due to a reduced
robustness of the fitting function, which, as can be seen, struggles to accurately reach the
peak height. This can be attributed to the shape of the peak, which, unlike the more
regular standard case, is defined less consistently, characterized by a single mbb̄ bin that
stands out compared to the others in both tests. In the case of overly wide binning, this
configuration could be explained by a reduced precision in characterizing the distribution.
The fact that a single bin represents a wide range of jet ln(pT ) implies that subtler
variations in the distribution’s behavior are not properly captured, resulting in a less
smooth mbb̄ distribution peak shape. In the plot on the right, with finer binning, it is
possible that some pT -bins contain an insufficient number of events, leading to greater
statistical fluctuations and providing a more accurate description only for those jets that
kinematically fall into the more populated bins. This results in a misregularization of the
more frequent events that comprise the mbb̄-peak and the adjacent bins.
The "standard binning" is confirmed as the optimal compromise.
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Figure 5.18: Comparison of the di-jet invariant masses for jets reconstructed using nominal
correction (red), BCalibration (blue), and the Kinematic Fit (green) that uses TFs with
a wider (Left) and finer (Right) pT binning compared to the standard configuration (Fig.
(5.15)). The solid (KF) and dashed (no corrections, BCal) lines represent the fitted Bukin
distributions. Best-fit parameters: Roofit MLE method.

A final test is conducted using the hadronic and semileptonic transfer functions separately
(see Sect. 2.3.3.3 for definitions of the two categories), to confirm that no information
is lost when using only the inclusive ones, which consider semileptonic (around 20%)
and hadronic events together. For the semileptonic case, there are only two "detector
(η) bins", Endcap (1.52 < |η| ≤ 4.4) and Barrel (−1.37 ≤ η < 1.52), as there are not
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enough events in the ’NoTrack’ and ’Crack’ zones (using the usual 400,000-event SM ggF
sample). In both cases, the distributions are fitted with a TaOGata function. The pT
transfer functions for the same bin are shown in Fig. (5.19), where it can be noted that
the semileptonic TF is broader. These considerations are analogous for the E transfer
functions.

(a) (b)

Figure 5.19: Transverse momentum transfer functions fitted with a TaOGaTa distribution
(Equation (5.3)) for a specific η-ln(pT ) bin in the semileptonic (Left) and hadronic (Right)
cases.

Xpeak [GeV] σ σ-Improv [%]

BCal 121.17 13.73

0 Add jets KFHadr/Semilep 118.46 12.39 9.76

KFIncluive 117.75 12.19 11.22

BCal 121.99 13.90

0+1 Add jets KFHadr/Semilep 117.76 13.00 6.47

KFInclusive 117.56 12.98 6.62

BCal 121.55 14.84

0+1+2 Add jets KFHadr/Semilep 117.93 13.64 8.09

KFInclusive 117.76 13.59 8.42

BCal 121.35 14.54

0+1+2+3 Add jets KFHadr/Semilep 117.86 13.37 8.04

KFInclusive 117.38 12.80 11.97

Table 5.4: Comparison of the Bukin mbb̄ fit peak position (Xpeak), resolution (σKF ), and
its relative improvement over σBCal, for the cases where hadronic and semileptonic TFs
are used separately or inclusively.

Although the results are acceptable (see Table (5.4)), they are slightly worse than the
inclusive case, which, together with considerations about code complexity, confirms the
choice of using the inclusive transfer functions for final use.

Finally, to describe the H → γγ component more accurately and realistically, the
photon energy, which in previous tests is modeled by a Gaussian distribution with a
fixed 1% resolution, is characterized by a transfer function similar to that used for jets,
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but using the TaOTa function, which is already employed for the pX − pY constraint.
The results are nonetheless very similar, and no further details are necessary, especially
considering the points discussed in the following Section 5.5.

5.3 Kinematic Fit second iteration: m∗
bb̄γγ

improvement

Following the exploration of potential improvements to the mbb̄ mass resolution, a new
term is introduced in the likelihood function (Eq. (5.10)) to further enhance the precision
of the four-object reduced invariant mass distribution, m∗

bb̄γγ
, as previously discussed in

Sect. 3.4.1.3. This term enforces the invariant mass of the jets to match the mass of the
Higgs boson, expressed as: LHiggs

Constraint = −(mbb̄ −mH)2.
The m∗

bb̄γγ
variable is critical for event selection in the analysis and it is used as an input

to the BDT to enhance signal-background discrimination. While this constraint has a sub-
stantial effect on the mbb̄ invariant mass, essentially rendering it unsuitable for evaluating
the Kinematic Fit effects due to the mass being forced toward the Higgs mass, it remains
a reasonable approach when considered in the broader context. The primary goal of the
Kinematic Fit is not just to reconstruct the most accurate event observables but to distin-
guish di-Higgs signal from the background more effectively.
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Figure 5.20: On the left, the four-object reduced invariant mass (m∗
bb̄γγ

) distributions
for jets reconstructed using nominal correction (red), BCalibration (blue), Kinematic Fit
(green) without (a) and with (c) the mass constraint. The Truth distribution of the
quantity is also present (black). The plots (b) and (d) show a comparison, as difference,
between the reconstructed and truth distributions o better understand the KF impact.
The DSCB is the fit function. Best-fit parameters: Roofit MLE method.
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Therefore, the Kinematic Fit algorithm is applied twice per event, in two separate and
independent configurations, to optimize both mbb̄ and m∗

bb̄γγ
. The outcome of the second

configuration, incorporating the mass constraint, provides the modified KF jets to use to
calculate bb̄γγ kinematics and relevant quantities, while from the first configuration only
the mbb̄ variable is extracted.
To evaluate the impact of this new constraint, simply plotting the m∗

bb̄γγ
distribution (Fig.

(5.20a) and (5.20c)) is insufficient, as the improvements are not visually distinguishable.
Therefore, the evaluation focuses on comparing the resolutions obtained from a Double-
Sided Crystal Ball (DSCB) fit (detailed in Eq. (6.6)) of the m∗,Reco

bb̄γγ
−m∗,T rue

bb̄γγ
distributions

(Fig. (5.20b)) and (5.20d)).
The shift from zero is likely due to a mismatch between the dijet mass constraint set at
exactly 125 GeV and the true di-jets mass, which does not have its mean precisely at this
value. The right-tail asymmetry arises from this discrepancy and the shape of the mTrue

bb̄

distribution, which exhibits typical asymmetry of mbb̄ distribution largely discussed in this
chapter.

5.3.1 Optimization of the invariant mass constraint (λm-scan)

Following the optimization procedure used for the pX + pY constraint, a new parameter
λm is introduced in the mass constraint term:

LHiggs
Constraint = −λm(mbb̄ −mH)2 . (5.11)

This parameter is scanned to properly weight the new constraint and identify the optimal
configuration for the best resolution of m∗,Reco

bb̄γγ
− m∗,T rue

bb̄γγ
. Although the scan (Fig.

(5.21)) suffers from instabilities in the DSCB fitting, a general trend is discernible, and a
minimum is found at λm = 0.1.
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Figure 5.21: Scan of λm values plotted against the DSCB width of the m∗,Reco

bb̄γγ
−m∗,T rue

bb̄γγ

resulting from the KF application. The different lines represent the cumulative addition of
events with more additional jets. The dotted lines represent the DSCB width with λm = 0.

The final result, represented in Fig. (5.22), demonstrates an additional 26% improvement
in the m∗,Reco

bb̄γγ
−m∗,T rue

bb̄γγ
resolution compared to the BCal correction. This improvement

is over 30% relative to the nominal jet calibration, and 25% better than the Kinematic
Fit configuration with λm = 0.
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Figure 5.22: The difference betweenm∗,Reco

bb̄γγ
andm∗,T rue

bb̄γγ
distributions for jets reconstructed

using nominal correction (red), BCalibration (blue), Kinematic Fit (green) using the mass
constraint weighted by a λm factor of 0.1. The solid (KF) and dashed (no corrections,
BCal) lines represent the fitted DSCB distributions. Best-fit parameters: Roofit MLE
method.

m∗
bb̄γγ

background tests Analogously to the first iteration of the fit, where tests dis-
cussed in Section (5.2.6) assess possible distortions of the mbb̄ distribution in the back-
ground due to the tool, the same validation is performed for the second iteration but
focusing on the m∗

bb̄γγ
distribution using the same 30,000-event background samples.

Figures (5.23a)-(5.23b) illustrate that, as in the mbb̄-tests of the first KF iteration, no
significant sculpting is observed for either the continuum γγ+jets or the single-Higgs tt̄H
background. The deviations from the truth distribution are expected and consistent with
the inclusion of the mass constraint term (Eq. (5.11)).
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Figure 5.23: The m∗
bb̄γγ

distributions for jets reconstructed using nominal corrections (red),
BCalibration (blue), and the Kinematic Fit with the mass constraint (green), for the
γγ+jets (a) and tt̄H (b) backgrounds. The truth distribution is also included (black).
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5.4 Implementation and Integration of the Kinematic Fit
Tool

The Kinematic Fit algorithm is developed in C++ and fully integrated with the CERN
ROOT data analysis framework, allowing for flexible compatibility with the associated
analysis frameworks. Up until the legacy analysis, the framework used to produce and
provide the final ntuples for statistical analysis was HGamCore, but starting from Run-III,
it is Easyjet, as briefly discussed at the beginning of this Chapter.
The Kinematic Fit Tool is integrated directly into the event loop process, immediately
after the BCalibration step. It is implemented as an optional component that can be
easily enabled or disabled with a simple flag, without requiring changes to other parts of
the framework’s code. This approach is essential for maintaining a clean and clear code
structure, and it is also extremely beneficial for R&D studies.
The Tool receives all reconstructed four-vectors of the jets and photons and performs min-
imization of the custom negative log-likelihood using MIGRAD, a minimization algorithm
implemented in ROOT’s Minuit class. MIGRAD searches for the function’s minimum us-
ing its gradient. The post-fit four-vectors are then returned to the analysis framework
for further processing, such as HH → bb̄γγ kinematics calculations, and they are directly
saved into the final ntuples.

Computational Time and Resource considerations During various tests and opti-
mizations, as previously discussed, careful attention was paid to ensuring that the compu-
tational time and resources required by the Kinematic Fit process were not excessive and
remained within the acceptable limits set by the analysis group for the final ntuple produc-
tion. In an experiment of the scale of ATLAS, even minor performance costs can lead to
significant delays in the analysis process. It is thus necessary to balance the improvement
in precision with the associated computational resources, as minimal gains may not justify
the increased cost.
In addition to considerations about the form of the different likelihoods tested -clearly,
those with more terms require more resources, as explicitly noted in studies on angular
variables and their subsequent removal (Sect. 5.2.2)- many studies were conducted at the
code structure level. For instance, the Kinematic Fit is not performed if more than 3
additional central jets are present in the event, since such events are anyway excluded dur-
ing preselection for statistical analysis. On the C++/ROOT side, a lot of optimizations
were made, for example in handling input files containing Transfer Function parameters
for each event and implementing of these TFs via RooFit, TF1, or C functions, with this
latter method chosen for balancing code clarity and simplicity while maintaining perfor-
mance and mbb̄ resolution results.
Thanks to the analysis of CPU time consumption (performed using the <chrono> C++
standard library) on the usual SM HH ggF sample with 30,000 events, the Kinematic Fit
is found to have an overall time performance impact of about ∼ 3% on the processing and
production of the final ntuples.
Finally, it was verified that the Kinematic Fit did not lead to excessive memory con-
sumption or cause excessive memory swapping during sample processing. Metrics such as
Resident Set Size (RSS), which measures non-swapped physical memory used by a pro-
cess, Virtual Memory Size (VMM), which is the total virtual memory allocated, and swap
memory usage were closely monitored. Comparisons with cases where the KF tool was
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not included confirm that there is no significant additional memory usage when the Tool
is used.

5.5 Porting the Kinematic Fit Tool from HGamCore to
Easyjet Framework

During the migration of the algorithm from the HGamCore3 to the Easyjet framework4,
the structure of the Kinematic Fit code is adjusted to better interface with the new, more
Python-like Easyjet environment. The performance is verified to be comparable with the
results achieved in the previous framework, despite the differences between the two analysis
approaches.
As described in Section 4.2, the two candidate b-jets are now selected using a 77% GN2
b-tagging working point.
To improve both code structure and CPU computation time -intuitively, it is no longer
necessary to update, save, the four-vectors for photons as well as jets- the energy terms for
photons are excluded from the Kinematic Fit. This change effectively treats the photon
excellent four-momentum as a true-level quantity, and the di-photon system H → γγ is
only included in the transverse momentum constraint of the bb̄γγ system.
This modification is applied only after confirming that the overall results of the Kinematic
Fit Tool are not significantly impacted by the removal of these terms.
The final form of the likelihood function is

−2 ln (L) =
∑

j=jets

[
− 2 ln

[
TFE

(Ej
F it − Ej

Reco

Ej
F it

)]
− 2 ln

[
TFpT

(pjT,F it − pjT,Reco

pjT,F it

)]]
+

− 2λ ln
[
fpX (pX)

]
− 2λ ln

[
fpY (pY )

]
−λm(mbb̄ −mH)2︸ ︷︷ ︸

included in KF 2nd iteration
(5.12)

and the relative results are shown in Fig. (5.24)-(5.25), considering all events from the
ggF Run-II mc20a sample5 (see more plots in Appendix B). An additional improvement of
12.7% (32.2%) in mbb̄ (m∗

bb̄γγ
) resolution is achieved compared to BCalibration correction.

This corresponds to a 28.7% (34.2%) improvement over the nominal jet calibration.
These results are comparable to those obtained with the previous HGamCore framework
(Figures (5.14)-(5.22)).

3HGamCore Kinematic Fit repository: https://gitlab.cern.ch/jdevivi/KinematicFit
4Easyjet Kinematic Fit repository: https://gitlab.cern.ch/r3hh-public/KinematicFit
5The difference between the previously mentioned mc16a and mc20a is in the version of the ATLAS
software, Release 21 and Release 22, respectively.

https://gitlab.cern.ch/jdevivi/KinematicFit
https://gitlab.cern.ch/r3hh-public/KinematicFit
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Figure 5.24: Di-jet invariant mass plot in Run-III easyjet framework: red line indicates
the nominal correction case, blue and green lines the BCal correction and the Kinematic
Fit ones, respectively. Best-fit parameters: Roofit MLE method.

No Corrections BCal Kinematic Fit

Xp 118.92 ± 0.20 125.14 ± 0.24 120.84 ± 0.15

σ 18.56 ± 0.15 15.17 ± 0.20 13.23 ± 0.15

χ -0.32 ± 0.01 -0.18 ± 0.01 -0.16 ± 0.01

ρ1 -0.45 ± 0.03 -0.03 ± 0.01 0.05 ± 0.01

ρ2 0.22 ± 0.01 0.13 ± 0.01 0.15 ± 0.01

Table 5.5: Table with Bukin fit parameters for each of the corrections shown in Fig. (5.24):
Xp is the peak position, σ the peak width, χ the peak asymmetry, ρ1 and ρ2 the left and
right tails respectively.
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Figure 5.25: Plot of the difference between m∗,Reco

bb̄γγ
and m∗,T rue

bb̄γγ
in Run-III easyjet frame-

work: red line indicates the nominal correction case, blue and green lines the BCal correc-
tion and the Kinematic Fit ones, respectively. Best-fit parameters: Roofit MLE method.

No Corrections BCal Kinematic Fit

µCB -3.07 ± 0.11 -0.95 ± 0.08 2.55 ± 0.06

σCB 12.20 ± 0.11 11.40 ± 0.20 0.09 ± 0.07

αLo 0.94 ± 0.01 1.17 ± 0.01 1.46 ± 0.01

αHi 1.78 ± 0.02 1.71 ± 0.01 1.12 ± 0.01

nLo 1.99 ± 0.01 1.91 ± 0.03 1.82 ± 0.03

nHi 1.99 ± 0.01 1.91 ± 0.03 1.99 ± 0.01

Table 5.6: Table with Double-Side Crystal Ball fit parameters (Eq. (6.6)) for each of the
corrections shown in Fig. (5.25).



Chapter 6

HH → bb̄γγ analysis

Following the introduction to theHH → bb̄γγ decay channel, the description of the dataset,
as well as all the simulated samples for the signal and background processes used in the
analysis, and the definition of the physics objects and the signal region (Sect. 4), which aims
to select events containing a pair of high-quality photons and two b-jets -corrected using
the kinematic fit technique described in the previous section- this Chapter first outlines the
event categorization for those passing the preselection. Subsequently, the modeling of the
di-photon invariant mass spectrum for both signal and background processes is described,
along with a detailed account of all systematic uncertainties affecting the analysis results.
All these components are combined to construct the statistical model, which ultimately
leads to the final results presented in Sect. 6.4. As the bb̄γγ group is targeting a Run-
II+partial Run-III publication for the half of 2025, the analysis is currently still blinded, so
only expected results can be provided in this thesis. The blinded region is 120 < mγγ < 130

GeV.

6.1 Event categorization

The events that pass the initial selection criteria are further classified into mutually exclu-
sive categories based on the reduced four-object invariant mass m∗

bb̄γγ
, already introduced

in Sect. 3.4.1.3 and defined by Equation (3.7), and the outputs of a Boosted Decision Tree,
resulting in 5 different regions.
This corrected invariant mass was designed in the previous analysis [180] to improve the
resolution of the four-object mass mbb̄γγ by reducing the effects of detector resolution. The
application of the Kinematic Fit enables a more accurate description of this distribution,
bringing it closer to its true shape (Sect. 5.3).
A High Mass region is defined by mbb̄γγ∗ > 350 GeV to target Standard Model ggF and
VBF HH production, both in a Standard Model-like scenario and for values of κ2V deviat-
ing from 1. Conversely, a Low Mass region, characterized by mbb̄γγ∗ ≤ 350 GeV, is used to
retain sensitivity to ggF and VBF HH production with Beyond Standard Model κλ values.
The 350 GeV threshold was chosen as a compromise to impose stringent constraints on κλ
mainly from the Low Mass region, while still maintaining significant sensitivity to SM HH

production and larger κ2V values via the High Mass region.
Figure (6.1) illustrates the dependence of ggF and VBF HH production on the coupling
modifiers κλ and κ2V .
Two separate BDTs, trained with XGBoost [181] and only simulated event samples, are
used for each mass region to discriminate HH signals from backgrounds, that include all

109
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Figure 6.1: Distribution of the reduced 4-body invariant mass m∗
bb̄γγ

for the (a) ggF and
(b) VBF HH process in the SM case and different BSM scenarios.

single Higgs processes (ggH, VBF H, WH, ZH, tt̄H, tHjb, tWH, bb̄H), as well as γγ
and tt̄γγ continuum background samples.
In the high mass region, the BDT training comprises SM ggF and VBF HH events, as well
as five non-SM VBF HH samples with different values for (κλ, κ2V , κV ): (0, 1, 1), (10, 1,
1), (1, 1.5, 1), (1, 3, 1), and (-5, 1, 0.5), and the background. In the low mass region, the
training signal samples consist of non-SM ggF HH events with κλ = 10 and κλ = 5, along
with the same five non-SM VBF HH samples. All the samples used for training, along
with the remaining ggF (κλ = 0) and VBF samples (Table (4.2)) generated alongside the
data, are utilized as test samples.
During training, per-process weights are applied to training samples to balance signal and
background contributions, avoiding to spoil the training performance and ensuring that
the BDTs effectively target both SM-like and relevant BSM-like scenarios in each mass
region. The application of the weights results in a normalization of the simulated events
to a specific scale factor times their expected yields (Table (4.4)). The relative scale fac-
tors are obtained after a hyperparameter optimization, that is an important ingredient
of the HH → bb̄γγ event selection. For each possible m∗

bb̄γγ
bin in the Low and High

mass regions, the per-process scale factors and the hyperparameters of the BDT models
are optimized simultaneously via a bayesian optimization algorithm [182], specifically the
Hyperopt algorithm [183], to maximize the expected number-counting significance (Ztot),
defined as:

Zbin =
√
2 · [(S +B) · log(1 + S/B)− S], Ztot =

∑
bin

Zbin , (6.1)

where S is the signal from HH production, and B includes continuum background and
single Higgs boson events. The sum is over all bins in all categories. The binning boundaries
are exhaustively optimized to achieve the highest combined significance. To ensure optimal
performance, the definition of signals are changed so that the counting significance targets
different figures of merits:

- Low mass region: number counting significance Ztarget κλ
, using, as signals, ggF HH

events with κλ = 5 and VBF HH events with κλ = 10, that is the only sample that
is purely anomalous in κλ (as shown in Figure (6.1b)).
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- High mass region: number counting significance Ztarget SM, using, as signals, SM ggF
HH plus SM VBF HH events.

For the hyperparameter optimization, a 5-fold cross-validation is employed to mitigate po-
tential bias arising from data splitting during the training of the MVA model. Once the
optimization process is complete, the selected hyperparameters are fixed within the model,
and it is retrained using a 50% training, 25% validation, and 25% test split.
After 1000 trials, the best configuration of the per-process scale factors and the hyperpa-
rameters (defined in [184]) in each mass region are listed in Table (6.1).

Hyperparameter Range Value for Low Mass BDT Value for High Mass BDT
min child weight [0,100] 27 84
colsample bytree [ 0.3, 1] 0.64 0.76
scale pos weight [0.0, 9.0] 1.71 1.55
max delta step [0.0, 20.0] 13.78 8.38

subsample [0.5, 1.0] 1.0 0.82
eta [0.01, 0.05] 0.01 0.01

alpha [0.0, 1.0] 0.40 0.62
lambda [0.0, 10.0] 9.70 6.76

max depth [3, 20] 20 20
gamma [0.0, 10.0] 0.0 3.13
max bin [10, 512] 286 56

Scale factor Range Value for Low Mass BDT Value for High Mass BDT
SM ggF HH [1, 200] - 128.06
SM VBF HH [1, 200] - 15.44

ggF HH κλ = 10 [1, 200] 83.74 -
ggF HH κλ = 5 [1, 200] 1.0 -

VBF HH κλ = 0, κ2V = 1, κV = 1 [1, 200] 1.0 5.43
VBF HH κλ = 1, κ2V = 1.5, κV = 1 [1, 200] 27.65 56.06
VBF HH κλ = 1, κ2V = 3, κV = 1 [1, 200] 1.0 1.0

VBF HH κλ = −5, κ2V = 1, κV = 0.5 [1, 200] 68.45 1.0
VBF HH κλ = 10, κ2V = 1, κV = 1 [1, 200] 118.76 1.0

γγ+jets [1, 200] 183.72 194.15
tt̄γγ [1,100] 35.29 11.41
tt̄H [1,100] 1.0 44.81

ggH + bb̄H [1,100] 1.0 38.65
qq → ZH + gg → ZH [1,100] 1.0 3.61

Table 6.1: Best values of the XGBoost hyperparameters and the per-process scale factors
for the High Mass and Low Mass BDTs after the hyperparameter optimization.

The baseline BDT input variables are listed in Table (6.2).
The same set of variables is used for both mass categories. The BDT merges several input
variables that leverage distinct kinematic characteristics of signal and background events
to distinguish them. It combines observables derived from the kinematic properties of the
reconstructed photons, such as the angular information of the leading and subleading pho-
tons, and the transverse momentum of the diphoton system normalized by its invariant
mass1, with jet-based information. The single topness variable (χWt) is also employed. It
plays a critical role in mitigating contamination from the tt̄H production mode and can
be understood as the likelihood of the event containing a top quark, defined as follows:

χWt = min

√
(
mj1j2 −mW

mW
)
2

+ (
mj1j2j3 −mt

mt
)
2

(6.2)

1This reduces the correlation between the input variables and the final discriminant,mγγ , ensuring unbiased
mγγ background distributions across the final categories.
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Variable Definition

Photon-related kinematic variables

pT /mγγ Transverse momentum of each of the two photons di-
vided by the diphoton invariant mass mγγ

η and ϕ Pseudorapidity and azimuthal angle of the leading and
subleading photon

Jet-related kinematic variables

b-tag status Tightest fixed b-tag working point (60%, 70%, or 77%)
that the jet passes

pT , η and ϕ Transverse momentum, pseudorapidity and azimuthal
angle of the two jets with the highest b-tagging score

pbb̄T , ηbb̄ and ϕbb̄ Transverse momentum, pseudorapidity and azimuthal
angle of the b-tagged jets system

mbb̄ Invariant mass of the two jets with the highest b-
tagging score

HT Scalar sum of the pT of the jets in the event
Single topness For the definition, see Eq. (6.2)

Missing transverse momentum variables

Emiss
T and ϕmiss Missing transverse momentum and its azimuthal angle

Table 6.2: BDT baseline input variables used in the analysis.

where mW and mt are the masses of the W boson and the top quark, respectively, and the
minimum is taken over all possible combinations of any three jets in the event, regardless
of their b-tagging status.
For events with at least four jets, additional variables include the pT , η, ϕ, and discrete
b-tagging score of the third and fourth jets. Such events may originate from VBF HH pro-
duction, in which case their invariant massmjj and the pseudorapidity difference ∆η(j1, j2)
are used as input variables for the event classification BDTs.
Another set of variables for the event classification BDTs consists of event-level kinematic
quantities such as m∗

bb̄γγ
and the angular separation ∆R(γ, γ) (∆R(b, b̄)) between the two

photons (b−tagged jets). Lastly, three event-shape observables are used: the transverse
sphericity S⊥ [185], which captures global information about the event’s full momentum
tensor, the planar flow Pf [186], a two-dimensional jet shape contrasting the linear flow
typical of QCD jets, and the transverse momentum balance defined as:

pbalance
T =

|p⃗ γ1
T + p⃗ γ2

T + p⃗ j1
T + p⃗ j2

T |
|p⃗ γ1

T |+ |p⃗ γ2
T |+ |p⃗ j1

T |+ |p⃗ j2
T |

. (6.3)

Model evaluation For assessing the performance of the BDT model, the commonly
used evaluation metrics are utilized: the "LogLoss vs epochs" and the Receiver Operating
Characteristic (ROC) curves. The first one tracks the logarithmic loss (a measure of the
uncertainty in probabilistic classification) as a function of training epochs. This curve
illustrates how the model’s performance improves or stabilizes as the number of training
iterations increases. The ROC curve graphically evaluates the performance of a binary
classification model by plotting the True Positive Rate (sensitivity) against the False
Positive Rate. These curves are presented in Fig. (6.2). The training process is designed
to minimize the validation loss as much as possible. To achieve this, the maximum number
of iterations is set to 3000, but early stopping is triggered if no improvement is observed
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Figure 6.2: The "LogLoss vs epochs" and ROC curves for both BDT Low mass (Left) and
High mass (Right) models.

over 20 consecutive iterations on metrics such as AUC (Area Under the Curve) and
LogLoss. Despite the potential for overtraining in Low mass region -indicated by a larger
gap between training and testing metrics in Fig. (6.2a)- this is not a concern here since
the inference is performed on the test dataset, avoiding bias. Reducing the number of
iterations would lead to an undertrained model. The BDT models for the High and Low
Mass categories achieve AUC of 0.95 and 0.93, respectively, as evaluated on the validation
dataset, indicating strong performance of the models (AUC equal to 1 represents the ideal
model that correctly classifies).
Regarding the ROC curves, in the Low mass region, there is an initial sharp drop in
background rejection as signal efficiency increases, a pattern not observed in the High
mass region. This rapid decrease may arise from challenges in distinguishing signal from
background, likely due to overlapping features between the two. In contrast, the high-mass
region exhibits a more stable and gradual transition, suggesting that background rejection
is less sensitive to changes in signal efficiency. In general, the two curves demonstrate
good performance.
Lastly, the feature importances of the input variables used for training the BDTs in both
the High Mass and Low Mass regions are presented in Figures (6.3).
Among the input variables, the invariant mass of the b-jet pair mbb̄ shows the highest
signal-background discriminating power in both the SM and BSM regions.
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Figure 6.3: Feature importances for BDTs trained in the Low Mass (Left) and High Mass
(Right) regions. The x-axis values reflect the average contribution of a feature to the
model’s predictive power when it is selected for splitting a node in the decision tree within
the model.

The distributions of the four most important discriminating variables (see Appendix C
for the other quantities) for the two categories are shown in Figure (6.4):
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Figure 6.4: The mbb̄ mass exhibits the highest discriminative power for signal over back-
ground in both the Low mass (a) and High mass (b) regions, followed by the mass of the
VBF jets (c) and the distance between the two photons (d) of the H → γγ system, respec-
tively. A comparison between data in the sideband region and MC simulation distributions
is provided. The histograms are normalized to unit area, and the simulation distributions
are not stacked.
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After training, three categories (labeled ‘High Mass i’, with i = 1..3) are defined in
the High mass region, and four categories (labeled ‘Low Mass i’, with i = 1..4) in the
Low mass region. A higher category index i corresponds to higher BDT scores and more
signal-like events. Events with a BDT score lower than the threshold for the lowest-index
category in the respective mass region are discarded. The BDT score thresholds that
define the categories are selected to maximize the expected di-Higgs significance Ztot

(Eq. (6.1)) in the diphoton invariant mass range 120 GeV < mγγ < 130 GeV. The
combined total significances Ztot SM and Ztot κλ

(Eq. (6.1)), calculated by taking the
square root of the sum of the squares of the individual significances of the categories
(Table (6.3)), for the corresponding HM and LM regions, are 0.63 and 1.43, respectively,
as also shown in the Plots (6.5). Each category must contain at least eleven expected
continuum background events in the mγγ sidebands, defined as 105–120 GeV and 130–160
GeV, to ensure sufficient events for constraining the shape of the diphoton invariant mass
distribution of the continuum background when applied to the data.
The outputs of the BDT and the thresholds that define the categories in each mass region
are shown in Figure (6.5) and Table (6.3).
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Figure 6.5: BDT output distributions for the Low mass (a) and High mass (b) BDTs. The
corresponding combined significance is also shown.

Category Selection criteria Significance

High Mass 1 m∗
bbγγ ≥ 350 GeV, BDT score ∈ [0.620, 0.870] 0.128

High Mass 2 m∗
bbγγ ≥ 350 GeV, BDT score ∈ [0.870, 0.930] 0.183

High Mass 3 m∗
bbγγ ≥ 350 GeV, BDT score ∈ [0.930, 1.000] 0.593

Low Mass 1 m∗
bbγγ < 350 GeV, BDT score ∈ [0.480, 0.825] 0.279

Low Mass 2 m∗
bbγγ < 350 GeV, BDT score ∈ [0.825, 0.895] 0.320

Low Mass 3 m∗
bbγγ < 350 GeV, BDT score ∈ [0.895, 0.955] 0.486

Low Mass 4 m∗
bbγγ < 350 GeV, BDT score ∈ [0.955, 1.000] 1.281

Table 6.3: The legacy analysis categories defined by the thresholds in m∗
bb̄γγ

and the BDT
output. The last column indicates the significance in each category, specifically Ztarget SM

and Ztarget κλ
(Eq. (6.1)) for HM and LM regions.
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The expected yields of signal, background and data events in each category are summa-
rized in Table (6.4).

Yields

Process HM1 HM2 HM3 LM1 LM2 LM3 LM4

ggF HH SM 0.4398 0.3161 0.9994 0.0609 0.0347 0.0406 0.0242
ggF HH (κλ = 0) 0.8497 0.6035 1.6749 0.2918 0.1576 0.1854 0.1127
ggF HH (κλ = 5) 0.3742 0.2354 0.5296 1.1883 0.6084 0.6913 0.4223
ggF HH (κλ = 10) 3.6815 2.3055 5.0894 7.3089 3.7056 4.2424 2.6892
VBF HH SM 0.0137 0.0085 0.0306 0.0025 0.0015 0.0027 0.0086
VBF HH (0,1,1) 0.0308 0.0201 0.0843 0.0117 0.0074 0.0143 0.0504
VBF HH (1,1.5,1) 0.0201 0.0176 0.2435 0.0024 0.0016 0.0033 0.0124
VBF HH (1,3,1) 0.4364 0.3430 4.7503 0.0444 0.0305 0.0558 0.2423
VBF HH (10,1,1) 0.4196 0.2864 1.4824 0.3825 0.2562 0.5054 1.9602
VBF HH (-5,1,0.5) 0.0209 0.01721 0.3579 0.0152 0.0102 0.0201 0.0715
VBF HH (0,0,1) 0.2643 0.1958 1.8792 0.0483 0.0314 0.0574 0.2277
VBF HH (1,0,1) 0.1976 0.1465 1.5558 0.0212 0.0122 0.0272 0.1019
VBF HH (1,0.5,1) 0.0714 0.05256 0.4752 0.0086 0.0056 0.0091 0.0378
VBF HH (1,1,0.5) 0.0710 0.05753 0.7441 0.0092 0.0063 0.0121 0.0496
VBF HH (1,1,1.5) 0.4709 0.3486 3.1728 0.0784 0.0470 0.0997 0.3481
VBF HH (1,2,1) 0.0888 0.0772 1.1032 0.0094 0.0062 0.0118 0.0471
VBF HH (2,1,1) 0.0092 0.0058 0.0188 0.0035 0.0025 0.0054 0.0196
ggF H 0.4774 0.1769 0.1919 0.3502 0.0670 0.0809 0.0370
VBF H 0.0840 0.0225 0.0262 0.0458 0.0146 0.0113 0.0169
W−H 0.0060 0.0007 0.0008 0.0036 0.0009 0.0005 0.0
W+H 0.0024 0.0003 0.0 0.0076 0.0009 0.0 0.0006
bbH 0.0258 0.0078 0.0003 0.0857 0.0126 0.0657 0.0614
gg→ZH 0.2611 0.0604 0.0509 0.0241 0.0065 0.0078 0.0032
qq→ZH 0.4680 0.1140 0.0832 0.4798 0.1052 0.0687 0.0244
tHjb 0.0794 0.0199 0.0185 0.0480 0.0125 0.0142 0.0102
tWH 0.0041 0.0003 0.0005 0.0093 0.0008 0.0022 0.0003
ttH 0.3761 0.0773 0.0522 1.0976 0.2660 0.1899 0.0636
ttγγ (nonallhad) 0.0244 0.0059 0.0015 0.1405 0.0287 0.0192 0.0074
γγ-jets 28.3552 6.7692 6.1004 83.9242 18.8519 14.9856 6.9235
data sideband 43 17 11 152 30 21 11

Table 6.4: Expected yields for the analysis categories with 140+59 fb−1 for HH signals, for
different values of κλ, and combinations of (κλ, κ2V , κV ) for the ggF and VBF production
modes, H and continuum backgrounds, and observed data in the sideband region.

In order to investigate the coupling modifier κλ through double Higgs production, the cross
sections for the ggF HH and VBF HH production modes are expressed as continuous
functions of κλ, resulting in a parametric model dependent on κλ (as well as κ2V and κV ).
Specifically, the parametrization of the ggF cross section in a quadratic form dependent
on κλ and κt (set equal to 1) takes the form (see Eq. (3.4))

c1 + c2κλ + c3κ
2
λ , (6.4)

while the parametrization for VBF production is (see Eq. (3.6))

a1κ
2
2V + a2κ

4
V + a3κ

2
λκ

2
V + a4κ2V κ

2
V + a5κ2V κλκV + a6κλκ

3
V . (6.5)



CHAPTER 6. HH → bb̄γγ ANALYSIS 117

Building a parametric model with respect to the coupling modifiers requires understand-
ing how the double Higgs signals behave as a function of κλ and κ2V in each category.
For ggF production, starting from the available Monte Carlo samples, simulated with
κλ = 0, 1, 5, and the corresponding yields for each category (Table (6.4)), a system of
linear equations (Eq. (6.4)) is solved to extract the coefficients ci. For VBF production,
in order to obtain the six coefficients ai, the basis consists of six samples: the Standard
Model sample and five additional samples corresponding to different combinations
of κλ, κ2V , and κV : (1,1,1), (1, 1.5, 1), (0, 1, 1), (10, 1, 1), (1, 3, 1), and (-5, 1,
0.5). Using the coefficients obtained through this procedure, the combined ggF and
VBF yield for each category can be calculated as a linear combination of the basis yields
(yieldcomb. = c1 ·yieldbasis1+...) and subsequently used in the statistical model (Eq. (6.11)).

6.2 Signal and background modeling

The presence of a di-photon resonance in the final state dictates the choice of the final
discriminant variable. The di-photon invariant mass, mγγ , is particularly effective at dis-
tinguishing the double Higgs signal from the dominant continuum background. The signal
appears as a narrow peak around mH ≈ 125 GeV, while the background exhibits a smooth,
decreasing distribution without any peak. Consequently, signal extraction involves mod-
eling both the signal and background processes within the mγγ spectrum for each defined
category.
The mγγ distributions for signal events and resonant backgrounds from single Higgs boson
decays to γγ are described by double-sided Crystal Ball (DSCB) function:

fDSCB(x) = N ·


ALo ·

(
BLo − x−µCB

σCB

)−nLo
for x−µCB

σCB
> −αLo

AHi ·
(
BHi +

x−µCB
σCB

)−nHi
for x−µCB

σCB
> αHi

exp
(
− (x−µCB)

2

2σ2
CB

)
for αHi <

x−µCB
σCB

< −αLo

(6.6)

where ALo, BLo, AHi, and BHi are normalization constants defined as follows:

Ak =

(
nk
|αk|

)nk

· exp
(
−
α2
k

2

)
(6.7)

Bk =
nk
|αk|

− |αk| . (6.8)

The Gaussian core of the DSCB distribution is characterized by its mean µCB and width
σCB, while αLo and nLo (αHi and nHi) describe the low (high) energy tail. The αk parame-
ters indicate the points, measured in units of σCB, where the Gaussian core transitions into
the power-law tails, with the tail exponents defined by the nk parameters. The Gaussian
core is useful for modeling the mass of well-reconstructed H → γγ candidates, although
tails can emerge due to experimental factors such as photon energy miscalibration. The
shape parameters of the DSCB distributions are determined in each category by perform-
ing an unbinned fit on the SM ggF and VBF HH Monte Carlo samples in the mγγ range
[115, 135] GeV2, as depicted in Fig. (6.6) for the two first analysis categories (see more in
Appendix D) of the two mass regions (’Low Mass 1’, ’High Mass 1’).

2This selected interval is slightly larger than the signal region to capture most events while avoiding small
fluctuations, thereby improving fit stability and overall fit quality.
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Figure 6.6: Distributions of mγγ for Standard Model ggF and VBF HH MC samples and
for the first two (a) Low and (b) High mass categories. The double-sided Crystal Ball fit
(red line) results are also present.

The mγγ distributions for the continuum nonresonant diphoton background are modeled
using exponential function, exp(a ·mγγ), with their normalization and shape parameters
derived from data fits.
The exponential model accurately describes the data in the mγγ sidebands, as well as the
continuum background normalized to data in the mγγ sidebands, and it is selected after
the spurious signal studies carried out in the previous bb̄γγ legacy analysis [103].
The potential bias from selecting a specific analytic function to model the continuum back-
ground is evaluated for each category. This bias is determined as the signal event yield
extracted from a signal-plus-background fit to the background-only diphoton invariant
mass distribution in the range 105 GeV < mγγ < 160 GeV, commonly referred to as the
‘spurious signal’ [187]. The number of fitted signal events is calculated for Higgs boson
masses at 0.5 GeV intervals between 123 GeV and 127 GeV. The bias is defined as the
maximum number of fitted spurious signal events within this 4 GeV mass window. Among
the tested analytic functions, the exponential function is selected for having the fewest
parameters and the lowest number of spurious signal events.

6.3 Systematic uncertainties

The sensitivity of the HH → bb̄γγ search is mainly constrained by statistical precision,
which depends on to the amount of data collected by the ATLAS detector during Run-II.
However, it is important to identify and evaluate each source of systematic uncertainty
that could influence the final results.
Since certain analysis choices and strategies are still under investigation, including those
related to systematics which involves the production of specific samples, the impact of these
uncertainties on the statistical results has been approximately estimated by adopting the
same values used in the legacy analysis. This approach is based on the assumption that
the overall difference should not be significant, provided the same analysis strategy is
maintained, including the same training variables, number of categories, signal modeling,
and other relevant aspects.
The systematic uncertainties are categorized based on their source characteristics into two
types: experimental and theoretical uncertainties.
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Both experimental and theoretical systematic uncertainties are calculated separately for the
ggF and VBF di-Higgs production modes and for the primarily single Higgs backgrounds.

6.3.1 Experimental systematic uncertainties

Experimental systematic uncertainties can affect either the yields of the double Higgs and
single Higgs production processes in each category or their shape in the mγγ spectrum.
This type of systematic uncertainties is related to the uncertainties of auxiliary measure-
ments used to construct the model, as the dedicated measurements [62] of the total inte-
grated luminosity collected by ATLAS during the Run-II and Run-III (a 0.83% and 2%
associated uncertainty, respectively), or those related to the reconstruction of physics ob-
jects, and the impact of applying trigger requirements on events in the signal region.
Uncertainties associated to the diphoton system, such as vertex selection efficiency [188],
trigger efficiency, photon energy scale and resolution, identification and isolation [89], are
systematically evaluated using control samples from Z boson decays, photon+jet events,
and J/ψ decays, and comparing data with simulation results, following the discussion pre-
sented in Section 2.3.2.
Jet energy scale and resolution uncertainties are determined using control samples of jets
recoiling against well calibrated particles, such as photons [92] while uncertainties in the
flavour-tagging efficiencies and misidentification rates are estimated by using tt̄ and Z+jets
events for b− /c−jets and light-flavour jets, respectively [102].

6.3.1.1 Yield uncertainties

The experimental systematic uncertainties affecting the event yields are evaluated using
auxiliary MC samples, where systematic variations are applied upstream.
Asymmetric variations in category yields are obtained for each HH signal process or single
Higgs production mode. The relative difference between these variations and the nominal
results is quoted as the final systematic uncertainty.
For example, the upper (+1σ) and lower (−1σ) systematic uncertainties affecting the
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Figure 6.7: ±1σ experimental systematic uncertainties on expected yields for the High
Mass ggF HH sample for the High Mass 3 (left) and Low Mass 4 (right) category. Only
the significant and non-negligible contributions are shown. The shaded bands correspond
to the statistical uncertainties of associated with the ±1σ systematic uncertainties.
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Figure 6.8: ±1σ experimental systematic uncertainties on expected yields for the High
Mass VBF HH sample for the High Mass 3 (left) and Low Mass 4 (right) category. Only
the significant and non-negligible contributions are shown. The shaded bands correspond
to the statistical uncertainties of associated with the ±1σ systematic uncertainties.

number of events for the i-th process in the c-th category are defined by

δN i
c(±1σ) =

N i
c(±1σ)

N i
c

− 1 , (6.9)

where N i
c and N i

c(±1σ) represent the nominal and varied yields, respectively.
Each systematic uncertainty has a statistical uncertainty, determined using the bootstrap
method [189]. If a variation δN i

c(±1σ) is smaller than 0.1%, it is deemed negligible, and
its value is set to zero. It is considered to have no impact and then excluded from the
statistical model.
Figures (6.7) and (6.8) show the experimental systematic uncertainties acting on yields
for the High Mass ggF HH and High Mass VBF HH samples for the two most sensitive
categories in the High mass region (High Mass 3) and Low mass region (Low Mass 4).
The experimental systematic uncertainties acting on yields were also evaluated for the ggF
HH sample with κλ = 10, and for VBF HH samples with different Low Mass couplings,
corresponding to (κλ, κ2V , κV ) = (0, 1, 1), (10, 1, 1), (1, 1.5, 1), (1, 3, 1), (−5, 1, 0.5).

Syst. unc. on mγγ peak position

High Mass 1 High Mass 2 High Mass 3 Low Mass 1 Low Mass 2 Low Mass 3 Low Mass 4

SM ggF HH +0.52
−0.52

+0.52
−0.52

+0.53
−0.53

+0.45
−0.45

+0.44
−0.44

+0.45
−0.45

+0.43
−0.45

SM VBF HH +0.55
−0.55

+0.54
−0.55

+0.55
−0.54

+0.42
−0.43

+0.44
−0.44

+0.43
−0.45

+0.44
−0.44

ggF H +0.54
−0.52

+0.52
−0.56

+0.52
−0.57

+0.40
−0.41

+0.48
−0.46

+0.47
−0.38

+0.36
−0.61

tt̄H +0.52
−0.53

+0.52
−0.52

+0.52
−0.53

+0.44
−0.44

+0.44
−0.44

+0.45
−0.45

+0.44
−0.45

qq → ZH +0.55
−0.55

+0.56
−0.54

+0.55
−0.55

+0.44
−0.44

+0.43
−0.44

+0.46
−0.45

+0.44
−0.43

gg → ZH +0.51
−0.51

+0.51
−0.51

+0.53
−0.51

+0.43
−0.43

+0.47
−0.48

+0.45
−0.35

+0.28
−0.45

Table 6.5: Systematic uncertainties on mγγ peak position (in %) extracted by applying
the ±1σ variations from the photon energy scale to the High Mass ggF HH and High Mass
VBF HH signals and the ggH, ZH, and ttH production modes.
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Syst. unc. on mγγ peak width

High Mass 1 High Mass 2 High Mass 3 Low Mass 1 Low Mass 2 Low Mass 3 Low Mass 4

SM ggF HH +12.72
−9.60

+14.00
−10.52

+15.80
−10.71

+10.21
−5.49

+10.09
−9.03

+13.12
−9.35

+12.58
−9.40

SM VBF HH +12.04
−7.48

+12.80
−8.57

+14.02
−9.77

+9.60
−7.04

+8.13
−6.69

+7.71
−11.69

+9.99
−7.94

ggF H +18.91
−10.86

+30.69
+0.00

+12.32
−10.19

+0.00
−5.42

+0.00
+0.00

+15.96
−29.42

+0.00
+0.00

tt̄H +14.42
−11.84

+14.32
−12.94

+16.24
−7.45

+10.09
−7.89

+8.80
−8.85

+12.91
−5.81

+11.88
−6.74

qq → ZH +15.12
−10.59

+16.00
−7.86

+17.04
−11.17

+9.36
−8.74

+8.41
−5.12

+11.11
−8.03

+6.76
−7.12

gg → ZH +14.04
−9.19

+15.21
−11.48

+16.80
−10.83

+11.86
−10.40

+12.92
−11.14

+0.00
+0.00

+0.00
+0.00

Table 6.6: Systematic uncertainties on mγγ peak width (in %) extracted by applying the
±1σ variations from the photon energy resolution to the High Mass ggF HH and High
Mass VBF HH signals and the ggH, ZH, and ttH production modes.

6.3.1.2 Shape uncertainties

A procedure similar to that discussed for the yield uncertainties is applied to calculate the
shape uncertainties for the mean µCB and width σCB of the Double-Sided Crystal Ball
(DSCB) distributions (Eq. (6.6)) that model the mγγ spectrum of resonant processes in
different categories. These uncertainties arise from the photon energy scale and resolution.
The impact of these two sources of systematic uncertainties are reported in Tables (6.5)-
(6.6).

6.3.2 Theoretical systematic uncertainties

Theoretical uncertainties that impact the total expected yields of single Higgs boson and
Higgs boson pair events and their contributions to each category, arise from several factors,
such as missing higher-order terms in the perturbative expansion of the cross section, the
PDF set, and the value of αs. These uncertainties are assessed by considering different
choices of factorization and renormalization scales, as well as alternative PDF sets and αs

values, and calculating the corresponding yields. The relative difference of the alternative
yields with respect to the nominal value is then used to compute the corresponding theo-
retical uncertainty acting on the expected yields for the i-th process in the c-th category.
The effect of the Scale and PDF+αS systematic uncertainties on the signal HH and main
single Higgs processes are summarized in Tables (6.7), (6.8), and (6.9).

ggF HH
High Mass 1 High Mass 2 High Mass 3 Low Mass 1 Low Mass 2 Low Mass 3 Low Mass 4

SM QCD Scale 0.370 0.527 1.325 2.658 2.449 2.684 3.023
PDF + αS 0.509 0.471 0.449 1.318 1.308 1.347 1.395

κλ = 0
QCD Scale 0.291 0.975 1.738 2.629 2.116 2.145 2.677
PDF + αS 0.316 0.299 0.457 1.061 1.035 1.045 1.059

κλ = 5
QCD Scale 2.430 3.338 4.337 1.598 1.118 0.668 2.152
PDF + αS 0.873 0.950 1.371 0.508 0.479 0.482 0.479

κλ = 10
QCD Scale 1.39 1.11 1.21 0.94 0.87 0.87 0.32
PDF + αS 0.27 0.30 0.40 0.42 0.41 0.44 0.42

Envelope QCD Scale 2.430 3.338 4.337 2.658 2.449 2.684 3.023
PDF + αS 0.873 0.950 1.371 1.318 1.308 1.347 1.395

Table 6.7: Systematic uncertainties on Scale and PDF+αS (in %) for the ggF HH signal,
in the SM case and for different κλ values. The envelope across all the ggF HH samples is
also quoted.

The impact of the Scale uncertainties on the signal SM ggF (VBF) HH sample is generally
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VBF HH
High Mass 1 High Mass 2 High Mass 3 Low Mass 1 Low Mass 2 Low Mass 3 Low Mass 4

SM QCD Scale 0.992 0.690 1.567 5.125 4.675 3.989 1.534
PDF + αS 2.430 3.668 3.612 6.776 10.277 6.213 2.203

κλ = 0, κ2V = 1, κV = 1
QCD Scale 0.365 0.058 2.042 4.089 3.365 2.980 0.819
PDF + αS 7.686 5.439 4.457 5.325 5.390 4.444 2.831

κλ = 10, κ2V = 1, κV = 1
QCD Scale 0.318 0.705 2.727 2.862 2.875 2.561 0.202
PDF + αS 4.925 6.700 5.003 4.835 7.324 5.474 10.143

κλ = 1, κ2V = 1.5, κV = 1
QCD Scale 3.414 2.657 0.614 7.951 7.899 7.770 4.491
PDF + αS 7.056 12.697 2.516 12.138 11.662 9.583 7.119

κλ = 1, κ2V = 3, κV = 1
QCD Scale 3.161 2.567 0.578 7.349 7.095 7.094 4.218
PDF + αS 5.583 5.586 2.179 15.849 9.901 12.804 7.131

κλ = −5, κ2V = 1, κV = 0.5
QCD Scale 1.008 0.643 2.299 7.720 7.453 7.547 4.908
PDF + αS 6.851 8.819 3.725 10.824 11.489 11.611 7.382

Envelope QCD Scale 3.414 2.657 2.727 7.951 7.899 7.770 4.908
PDF + αS 7.686 12.697 5.003 15.849 11.662 12.804 10.143

Table 6.8: Systematic uncertainties on Scale and PDF+αS (in %) for the VBF HH signal,
in the SM case and for different BSM (κλ, κ2V , κV ) points. The envelope across all the
VBF HH samples is also quoted.

Single Higgs

High Mass 1 High Mass 2 High Mass 3 Low Mass 1 Low Mass 2 Low Mass 3 Low Mass 4

ggF Scale 8.892 8.780 8.963 4.975 4.625 6.368 7.476
PDF + αS 2.026 2.116 2.106 1.613 1.907 1.823 1.846

VBF Scale 1.560 2.562 2.336 3.117 3.878 4.714 2.772
PDF + αS 3.608 4.575 3.729 3.025 3.778 3.675 4.072

Table 6.9: Systematic uncertainties on Scale and PDF + αS (in %) for the single Higgs
production for ggF and VBF production mode.

below 3% (up to 5%) in all categories. The combined PDF+αS is always less than 2%
(of the order of 10% depending on the category and the (κλ, κ2V , κV ) configuration) for
signal ggF (VBF) HH, in all categories and for all κλ.
The Scale and PDF+αS uncertainties that affect the di-Higgs cross sections, as shown in
Eq. (3.5), are included.
Uncertainties in the branching ratios of H → γγ (+2.90%

−2.84%), assigned to all the HH and H

processes, and of H → bb̄ (+1.70%
−1.73%), assigned to the ggF and VBF HH processes, are also

included [119].
Additionally, the uncertainty affecting the expected yields related to the choice of parton
shower model is evaluated by comparing the predictions of the nominal simulation using
Pythia 8 with those from an alternative simulation where the same generator-level events
are showered with Herwig v7.1.6 [190].

Parton shower uncertainties

High Mass 1 High Mass 2 High Mass 3 Low Mass 1 Low Mass 2 Low Mass 3 Low Mass 4

SM ggF HH 2.119 - −4.454 6.845 − − −
ggF HH κλ = 10 − - −8.260 − − −4.743 −7.973
SM VBF HH − - −9.943 − − − −
VBF HH κλ = 10, κ2V = 1, κV = 1 −10.131 - −5.940 − − − −10.652
VBF HH κλ = 1, κ2V = 0, κV = 1 7.269 - −6.232 − − −15.516 −6.591
qq → ZH − - − − 12.816 37.705 31.423
ttH −3.217 - − −2.690 −6.757 − −

Table 6.10: Systematic uncertainties on parton shower (in %) affecting the expected yields
for the signal HH samples and the main single Higgs backgrounds. Only the significant
contributions are quoted.

Table (6.10) shows the parton shower uncertainties for the available ggF HH samples (with
either κλ = 1 or κλ = 10), for the available VBF HH samples, corresponding to the cou-
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pling values (κλ, κ2V , κV ) = (1, 1, 1), (1, 0, 1), (10, 1, 1), and for the qq → ZH and ttH

backgrounds.
A further uncertainty is applied to the the yields of single Higgs boson ggF, VBF and
WH production modes, based on studies of heavy-flavour production in association with
top-quark pairs [191] and W boson production with b−jets [192].
Finally, Table (6.11) summarizes the results for the spurious signal, the sole source of sys-
tematic uncertainty associated with the continuum background, which is included as an
additional uncertainty in the expected HH yield.

Category Function Nsp max(Nsp/σbkg) [%] Prob(χ2) [%]
High Mass 3 Exponential 0.491 33.4 1.25
High Mass 2 Exponential -0.511 -40.5 40.2
High Mass 1 Exponential -0.707 -27 12
Low Mass 4 Exponential 0.168 16 63.7
Low Mass 3 Exponential -0.179 -10.4 1.98
Low Mass 2 Exponential -0.66 -24.2 9.54
Low Mass 1 Exponential -1.04 -20.3 5.46

Table 6.11: Spurious signal results using the γγ+jets template. For the exponential func-
tion and each category, the spurious signalNsp, theNsp relative to the expected background
uncertainty (with and without 2σ deviations in the MC template), and the χ2 probability
from a background only fit (using MC statistical errors) are shown.

As reference, the impacts of the systematic uncertainties, that are typically quantified by
propagating the uncertainty through the entire analysis and then expressed as the relative
difference between the nominal and varied results, on the expected 95% Confidence Level
upper limit on µHH and on the expected allowed κλ 95% CL range determined with the
statistical interpretation described in the next section, that remains the same of the legacy
analysis, are summarized in Tables (6.12)-(6.13).

Systematic uncertainty source Type Relative impact [%]
Experimental
Photon energy resolution Norm.+Shape 0.4
Photon energy scale Norm+Shape 0.1
Jet energy scale and resolution Normalization 0.1
Flavour tagging Normalization 0.1
Theoretical
Factorisation and renormalisation scale Normalization 4.8
B(H → γγ, bb) Normalization 0.2
PDF set and αS value Normalization 0.1
Parton showering model Normalization 0.2
Heavy-flavour content Normalization 0.1
Background model (spurious signal) Normalization 0.1

Table 6.12: Breakdown of the main systematic uncertainties in the expected µHH limit at
95% CL. Only systematic uncertainties with an impact of 0.1% or greater are included.
Uncertainties of the “Norm. + Shape" type affect both the normalization and the param-
eters of the functional form. The rest of the uncertainties affect only the yields.
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Systematic uncertainty source Type Relative impact [%]
Experimental
Photon energy resolution Norm.+Shape 0.3
Photon energy scale Norm+Shape 0.02
Jet energy scale and resolution Normalization 0.2
Flavour tagging Normalization 0.1
Theoretical
Factorisation and renormalisation scale Normalization 1.2
B(H → γγ, bb) Normalization 0.1
PDF set and αS value Normalization 0.05
Parton showering model Normalization 0.2
Heavy-flavour content Normalization 0.2
Background model (spurious signal) Normalization 0.1

Table 6.13: Breakdown of the main systematic uncertainties in the expected allowed κλ
95% CL range. Uncertainties of the “Norm. + Shape" type affect both the normalization
and the parameters of the functional form. The rest of the uncertainties affect only the
yields.

6.4 Statistical model and results

The results of the HH → bb̄γγ search are obtained via an unbinned maximum likelihood
fit on the diphoton invariant mass distribution mγγ in the window 105 < mγγ < 160 GeV,
excluding the blinded signal region (120 < mγγ < 130 GeV), performed simultaneously
over all the analysis categories. The likelihood function is defined as:

L =
∏
c

(
Pois(nc|Nc(θ)) ·

nc∏
i=1

fc(m
i
γγ ,θ) ·G(θ)

)
. (6.10)

For each event i in a category c, nc and Nc are the observed and the expected number
of events, fc is the value of the probability density function in the mγγ spectrum, θ are
nuisance parameters (NPs), and G(θ) are constraint probability density functions for the
nuisance parameters. The observed number of events nc is modeled by a Poisson distribu-
tion with expectation value equal to Nc(θ), which is calculated as the sum of the expected
event yields from the di-Higgs and single Higgs processes, the continuum γγ background,
plus the contribution from the spurious signal (SS):

Nc(θ) = µ ·NHH
c (θHH

yield, κλ, κ2V ) +NH
c (θH

yield) +NSS
c · θSS

c +Nγγ
c . (6.11)

As outlined in the previous section, the expected event yields of the HH and H processes
are affected by various sources of systematic uncertainties, that are included in the statis-
tical model via the nuisance parameters θ.
In the first term in Eq. (6.11) the signal strength µ is present, that depends on the coupling
modifiers κλ, κ2V affecting the expected HH yields. These quantities are the Parameters
of Interests (POI) in the statistical model.
The probability density function fc provides the shape information, represented by the
sum of the signal and resonant background double-sided Crystal Ball functions and the
continuum background exponential function.
The profile likelihood ratio test statistic [182] utilized for measuring the parameters of
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interest, the signal strength µ or κλ and κ2V , is given by:

Λ(µ) =
L(µ, ˆ̂θ(µ))
L(µ̂, θ̂)

. (6.12)

In this equation, µ is the general parameter of interest and θ denotes always the nuisance
parameters. In the denominator, the POI and NPs are set to the values µ̂ and θ̂, which
jointly maximize the likelihood, while in the numerator, the nuisance parameters are set
to the values ˆ̂

θ which maximizes the likelihood for a fixed value of µ.
In absence of signal, upper limits on the signal strength µ and on the di-Higgs production
cross-section at 95% CL are set, using the CLs method [193] and the profile-likelihood-ratio
test statistic q̃µ, defined as:

q̃µ =


−2 ln Λ(µ,

ˆ̂
θ(µ))

Λ(0,
ˆ̂
θ(0))

µ̂ < 0,

−2 ln Λ(µ,
ˆ̂
θ(µ))

Λ(µ̂,θ̂(µ))
0 ≤ µ̂ ≤ µ,

0 µ̂ > µ.

(6.13)

The asymptotic approximation [182] is used for the test-statistic distribution.
The expected results are derived by performing the statistical analysis on Asimov datasets
[182].

Upper limits
−2σ −1σ Expected +1σ +2σ

di-Higgs signal strength 2.12 2.85 3.96 6.08 9.81

Table 6.14: Expected 95% CL upper limits on the di-Higgs signal strength µHH
ggF+VBF.

Under the assumption of no di-Higgs production (the background-only Asimov dataset is
generated using the model of Eq. (6.10) with µ = 0), a 95% CL upper limit of 3.96 on the
total HH production signal strength µggF+V BF

HH is established. The expected limit with
its ±1σ and ±2σ error bands is quoted in Table (6.14).

(a) (b)

Figure 6.9: Comparison between the distribution of mγγ in data (points with error bars)
sideband and the background-only fit (solid line), where the peak near 125 GeV is due to
single Higgs production, for events in ’Low Mass 1’ (a) and ’High Mass 1’ (b) regions.
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As an example, Figures (6.9) show the result of a background-only fit to the data sideband
for the two ’Low Mass 1’ and ’High Mass 1’ analysis categories (see more in Appendix D).
Evaluating the profile log-likelihood ratio −2 ln(Λ) as a function of the coupling strength
factor κλ, assuming SM HH production (µHH = 1) and all other coupling modifiers equal
to their SM predictions, allows to extract the corresponding 68% and 95% confidence
intervals, as presented in Figures (6.10). In this case, the parametric model, i.e. the signals
are parameterized in terms of the coupling parameters (Eq. (6.4)-(6.5)), is considered.

4 2 0 2 4 6 8 100
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2
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5

6

7

2l
n   

140 fb 1+59 fb 1

HH bb

68% CL

95% CL
Expected
68% CL: [ 1.0, 5.8]
95% CL: [ 2.5, 7.5]

Figure 6.10: Expected value of −2 ln(Λ) varying with (a) κλ. All other coupling modifiers
are fixed to 1.

This analysis, which incorporates the systematic uncertainties discussed in Sect. 6.3, is
performed after a statistics-only analysis (see Appendix E). The inclusion of systematics
has a minor impact on the results, leading to a 7% increase in the upper limit on the
signal strength and a widening of 3% (1.5%) in the 95% (68%) CL confidence intervals for
the coupling modifiers, compared to cases where systematic uncertainties are neglected,
as summarized in Table (6.15). This variation in the results is consistent with what was
observed in the legacy analysis, confirming the validity of this approximate treatment of
systematic uncertainties.

Limit on µ Allowed κλ
95% range

Length of
κλ range

Allowed κλ
68% range

Length of
κλ range

Stat-only 3.703 [-2.4, 7.3] 9.7 [-0.9, 5.8] 6.7

Full-syst 3.96 [-2.5, 7.5] 10.0 [-1.0, 5.8] 6.8

Rel. Diff [%] -7.0 -3.1 -1.5

Table 6.15: Expected upper limit on the di-Higgs signal strength (µ) and allowed κλ 95%-
68% confidence intervals. The relative difference between the expected results emphasizes
the impact of the systematics on the results.

3The corresponding error bands are: +1σ : 5.44, −1σ : 2.66 and +2σ : 8.05, −2σ : 1.98.



Conclusions

In this thesis, a search for Standard Model Higgs boson pair production in the bb̄γγ channel
is presented. The analysis uses the full Run-II pp collision dataset, corresponding to an
integrated luminosity of 140 fb−1 at a center-of-mass energy of 13 TeV, recorded by the AT-
LAS experiment between 2015 and 2018, and partial Run-III data collected in 2022–2023
at 13.6 TeV, corresponding to 59 fb−1. Since the bb̄γγ group is targeting a combined
Run-II and partial Run-III publication for mid-2025, the analysis is currently blinded, and
only expected results are presented in this thesis. The statistical results are interpreted in
terms of the expected upper limits on the signal strength and an exclusion interval for the
trilinear Higgs boson self-coupling modifier κλ = λHHH/λ

SM
HHH . A 95% confidence level

(CL) expected upper limit of 3.96 is set on the HH → bb̄γγ signal strength, assuming no
di-Higgs production. Furthermore, a 95% (68%) CL expected allowed range for κλ is found
to be [−2.5, 7.5] ([−1.0, 5.8]), assuming SM HH production.
A direct comparison with the blinded results from the legacy analysis using the full Run-II
dataset, which set a 95% CL upper limit of 5.21 on the signal strength and a 95% (68%) CI
for κλ of [−2.8, 7.7] ([−1.2, 5.9]), demonstrates a significant improvement. This improve-
ment is largely due to the increased statistical power provided by the additional partial
Run-III data. Additionally, as Run-III offers unique opportunities for HH searches, par-
ticularly with the full Run-III dataset, several aspects of the analysis have been explored
to maximize the potential for an initial observation of HH production. Notable improve-
ments are obtained and expected in the reconstruction, identification, and calibration of
physics objects, as well as in the technical approaches across various stages of the analysis
workflow. At the time of this thesis, the final analysis strategy is still being defined.
Among the improvements related to the H → bb̄ component of the channel, which already
benefits from the use of a new b-tagging algorithm (GN2) compared to the full Run-II
analysis, the Kinematic Fit technique, developed and implemented as part of this thesis,
plays a significant role as an additional correction to the current b-jet calibration. This
tool, by minimizing a per-event negative log-likelihood function, balances the HH system
in the transverse plane and improves the invariant mass resolution of the H → bb̄ com-
ponent, which typically suffers from a precision of about 15%, by leveraging the precise
reconstruction of the H → γγ component. After extensive testing and optimization, the
Kinematic Fit improves the mbb̄ resolution (evaluated by fitting the distribution with a
Bukin function) by approximately 13%, specifically on a Monte Carlo sample of SM ggF
HH signal, relative to the current b-jet correction used in the analysis. This improvement
is crucial, as the invariant mass of the two b-jets is the most discriminating variable among
the inputs to the Boosted Decision Tree (BDT) used for separating signal from background,
and ultimately for extracting the results on parameters of interest.
Furthermore, to improve the four-object reduced invariant mass distribution, m∗

bb̄γγ
, which

is used for event selection and in the BDT, and to bring it closer to its true value, the

127



Conclusions 128

Kinematic Fit is run independently a second time for each event, with a different configu-
ration of constraints included in the likelihood function. In this case, the improvement in
the resolution of the distribution constructed from the difference between the reconstructed
m∗

bb̄γγ
and the true m∗

bb̄γγ
(fitted by a Double-Sided Crystal Ball function) is approximately

27% over the current b-jet calibration.
Finally, although the Kinematic Fit has been extensively studied and tested, ongoing
exploration of its properties suggests that further improvements in its functionality and
effectiveness may be possible, especially by leveraging the potential of the full Run-III
dataset.



Appendix A

Bukin Distribution

Originally known as Novosibirsk A distribution, the Bukin distribution is a highly complex
function able to fit a wide variety of asymmetric bell shaped curves and in this work it
is largely used to characterize the variable of interest mbb̄ and in this way evaluate the
performance of the Kinematic Fit Tool (Section 5).
Given its parameters (the peak position Xp, the peak width σ, the peak asymmetry χ, the
left and right tails ρ1 and ρ2), the quantity r2 is first evaluated in different ways depending
on the side of the curve relative to the peak.
Left side:
if x < x1 && |χ| > e−6 :

r2 =
ρ1(x− x1)

2

(Xpeak − x1)2
− log(2) +

√
2 log(2)

x− x1
σ

χ

log
(√

χ2 + 1 + χ
) ...

...

√
χ2 + 1

log
(√

χ2 + 1− χ
)

if x < x1 && else :

r2 =
ρ1(x− x1)

2

(Xpeak − x1)2
− log(2) +

√
2 log(2)

x− x1
σ

√
χ2 + 1

log
(√

χ2 + 1− χ
)

Centre:
if x1 ≤ x < x2 && |χ| > e−6 :

r2 =− log(2)

( log
[
1 + 4 · χ ·

√
χ2 + 1

(x−Xpeak)

2σ
√

2 log(2)

]
log
[
1 + 2 · χ · (χ−

√
χ2 + 1)

] )2

if x < x2 && else :

r2 =−
(x−Xpeak)

2

2σ2

Right side:
if x ≥ x2 && |χ| > e−6 :

r2 =
ρ2(x− x2)

2

(Xpeak − x2)2
− log(2) +

√
2 log(2)

x− x2
σ

χ

log
(√

χ2 + 1 + χ
) ...

...

√
χ2 + 1

log
(√

χ2 + 1− χ
)
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if x ≥ x2 && else :

r2 =
ρ2(x− x2)

2

(Xpeak − x2)2
− log(2) +

√
2 log(2)

x− x2
σ

√
χ2 + 1

log
(√

χ2 + 1− χ
)

where:
x1 = Xpeak + σ

√
2 log(2)

( χ√
χ2 + 1

− 1
)

and:
x2 = Xpeak + σ

√
2 log(2)

( χ√
χ2 + 1

+ 1
)

Ultimately, the resulting function is expressed as:

Bukin(Xpeak, χ, ρ1, ρ2, σ) = er2 (A.1)

It is clear from the condition-based nature of the function definition that its derivatives
will most likely be discontinuous and consequently the function will not be analytical.



Appendix B

Kinematic Fit - Final Result Plots

In this Appendix, the plots of the distributions mbb̄ and m∗,Reco

bb̄γγ
−m∗,T rue

bb̄γγ
obtained using

the final Kinematic Fit configuration are presented for both the non-inclusive case of events
with additional jets, Fig. (B.1)-(B.3), and the inclusive case, Fig. (B.2)-(B.4).
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(d)

Figure B.1: Di-jet invariant mass plot in Run-III easyjet framework for events with 0 (a),
1 (b), 2 (c) or 3 (c) additional jets: red line indicates the nominal correction case, blue
and green lines the BCal correction and the Kinematic Fit ones, respectively. Best-fit
parameters: Roofit MLE method.
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(b)

Figure B.2: Di-jet invariant mass plot in Run-III easyjet framework for events with 0+1 (a)
and 0+1+2 additional jets: red line indicates the nominal correction case, blue and green
lines the BCal correction and the Kinematic Fit ones, respectively. Best-fit parameters:
Roofit MLE method.
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(d)

Figure B.3: Plot of the difference betweenm∗,Reco

bb̄γγ
andm∗,T rue

bb̄γγ
in Run-III easyjet framework

for events with 0 (a), 1 (b), 2 (c) or 3 (c) additional jets: red line indicates the nominal
correction case, blue and green lines the BCal correction and the Kinematic Fit ones,
respectively. Best-fit parameters: Roofit MLE method.



APPENDIX B. KINEMATIC FIT - FINAL RESULT PLOTS 133

100− 80− 60− 40− 20− 0 20 40 60 80 100
* [GeV]Truth

yyjj* - mReco
yyjjm

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07
E

nt
rie

s 
/ 5

 G
eV

0+1 Additional JetsImpr [%]No Corrections:

BCalibration:

 0.32± = 13.30 σ 0.11    ± = -3.54 pX

 0.17     11.8± = 11.74 σ 0.12    ± = -0.72 pX

BCal + KF:

)32.7 0.06     40.6 (± = 7.90 σ 0.06    ± = 3.01 pX

 

(a)

100− 80− 60− 40− 20− 0 20 40 60 80 100
* [GeV]Truth

yyjj* - mReco
yyjjm

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

E
nt

rie
s 

/ 5
 G

eV

0+1+2 Additional JetsImpr [%]No Corrections:

BCalibration:

 0.13± = 12.31 σ 0.12    ± = -3.10 pX

 0.15     3.2± = 11.92 σ 0.10    ± = -0.80 pX

BCal + KF:

)31.7 0.06     33.9 (± = 8.14 σ 0.05    ± = 2.91 pX

 

(b)

Figure B.4: Plot of the difference betweenm∗,Reco

bb̄γγ
andm∗,T rue

bb̄γγ
in Run-III easyjet framework

for events with 0+1 (a) and 0+1+2 (b) additional jets: red line indicates the nominal
correction case, blue and green lines the BCal correction and the Kinematic Fit ones,
respectively. Best-fit parameters: Roofit MLE method.





Appendix C

BDT Input Variables

In this Appendix, the distributions of the input variables for the High Mass and Low Mass
BDTs in the HH → bb̄γγ analysis are presented.
The following convention is used for defining the training variables:

• All physics objects are rotated in the (x, y) plane such that the ϕ angle of the leading
photon is always set to zero (i.e., the leading photon is always aligned along the
x-axis in the transverse plane). Consequently, the ϕ variable of all physics objects
in an event is calculated relative to the azimuthal direction of the leading photon.

A comparison between data in the sideband region and MC simulation distributions is also
provided.
The histograms are normalized to unit area (except for the fourth jet pcbt), and the
simulation distributions are shown unstacked.

135



APPENDIX C. BDT INPUT VARIABLES 136

C.1 High Mass Region

0 100 200 300 400 500 600
Leading jet pT [GeV]

0

0.1

0.2

0.3

0.4

0.5
Fr

ac
tio

n 
of

 E
ve

nt
s 

/ 3
0 

G
eV   

140 fb 1 + 59 fb 1

HH bb
High mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(a)

0 100 200 300 400 500
Subleading jet pT[GeV]

0

0.1

0.2

0.3

0.4

0.5

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 2

5 
G

eV   
140 fb 1 + 59 fb 1

HH bb
High mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(b)

2 1 0 1 2
Leading jet 

0

0.05

0.10

0.15

0.20

0.25

0.30

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 0

.5
0   

140 fb 1 + 59 fb 1

HH bb
High mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(c)

2 1 0 1 2
Subleading jet 

0

0.05

0.10

0.15

0.20

0.25

0.30

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 0

.5
0   

140 fb 1 + 59 fb 1

HH bb
High mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(d)

0 0.5 1 1.5 2 2.5 3
Leading jet j1, 1

0

0.02

0.04

0.06

0.08

0.10

0.12

0.14

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 0

.1
3   

140 fb 1 + 59 fb 1

HH bb
High mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(e)

0 0.5 1 1.5 2 2.5 3
Subleading jet j2, 1

0

0.02

0.04

0.06

0.08

0.10

0.12

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 0

.1
3   

140 fb 1 + 59 fb 1

HH bb
High mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(f)

1 2 3 4 5
Leading jet b-tag status

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 1

.0
0   

140 fb 1 + 59 fb 1

HH bb
High mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(g)

1 2 3 4 5
Subleading jet b-tag status

0

0.2

0.4

0.6

0.8

1

1.2

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 1

.0
0   

140 fb 1 + 59 fb 1

HH bb
High mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(h)

Figure C.1: Kinematic distributions for leading and subleading jets.
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Figure C.2: Kinematic distributions for the third and fourth jets. The fourth jet pcbt
histogram is not normalized in order to more clearly illustrate the signal-background dif-
ferences.
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Figure C.3: Kinematic distributions of the H → γγ system.
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Figure C.4: Kinematic distributions of the H → bb̄ system and m∗
bb̄γγ
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Figure C.5: Kinematic distributions of the VBF system.
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Figure C.6: Distributions related to the Missing Transverse Energy variables.
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Figure C.7: Distributions of three event-shape observables and the single topness.



APPENDIX C. BDT INPUT VARIABLES 142

C.2 Low Mass Region

0 100 200 300 400 500 600
Leading jet pT [GeV]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
Fr

ac
tio

n 
of

 E
ve

nt
s 

/ 3
0 

G
eV   

140 fb 1 + 59 fb 1

HH bb
Low mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(a)

0 100 200 300 400 500
Subleading jet pT[GeV]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 2

5 
G

eV   
140 fb 1 + 59 fb 1

HH bb
Low mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(b)

2 1 0 1 2
Leading jet 

0

0.05

0.10

0.15

0.20

0.25

0.30

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 0

.5
0   

140 fb 1 + 59 fb 1

HH bb
Low mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(c)

2 1 0 1 2
Subleading jet 

0

0.05

0.10

0.15

0.20

0.25

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 0

.5
0   

140 fb 1 + 59 fb 1

HH bb
Low mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(d)

0 0.5 1 1.5 2 2.5 3
Leading jet j1, 1

0

0.02

0.04

0.06

0.08

0.10

0.12

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 0

.1
3   

140 fb 1 + 59 fb 1

HH bb
Low mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(e)

0 0.5 1 1.5 2 2.5 3
Subleading jet j2, 1

0

0.02

0.04

0.06

0.08

0.10

0.12

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 0

.1
3   

140 fb 1 + 59 fb 1

HH bb
Low mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(f)

1 2 3 4 5
Leading jet b-tag status

0

0.2

0.4

0.6

0.8

1

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 1

.0
0   

140 fb 1 + 59 fb 1

HH bb
Low mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(g)

1 2 3 4 5
Subleading jet b-tag status

0

0.2

0.4

0.6

0.8

1

1.2

Fr
ac

tio
n 

of
 E

ve
nt

s 
/ 1

.0
0   

140 fb 1 + 59 fb 1

HH bb
Low mass region

SM HH ggF
HH ggF, =10
SM HH VBF
HH VBF, =10
HH VBF, 2V=3
Single H

+jets
Data sidebands

(h)

Figure C.8: Kinematic distributions for leading and subleading jets.
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Figure C.9: Kinematic distributions for the third and fourth jets. The fourth jet pcbt
histogram is not normalized in order to more clearly illustrate the signal-background dif-
ferences.
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Figure C.10: Kinematic distributions of the H → γγ system.
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Figure C.11: Kinematic distributions of the H → bb̄ system and m∗
bb̄γγ
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Figure C.12: Kinematic distributions of the VBF system.
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Figure C.13: Distributions related to the Missing Transverse Energy variables.
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Figure C.14: Distributions of three event-shape observables and the single topness.





Appendix D

Analysis Fit Plots

In this appendix, the plots for the remaining event categories of the analysis of two fitting
procedures used in the workflow are presented: the resonant signal-background modeling
with the DSCB function, and the background-only fit to the data sideband. These fits are
shown in the corresponding Sections 6.2-6.4 only for the first two analysis categories in the
High and Low mass regions (Fig. (6.6)-(6.9)).

D.1 Signal and resonant background modelling
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Figure D.1: Distributions of mγγ for Standard Model ggF and VBF HH MC samples
and for the High Mass categories. The Double-Sided Crystal Ball fit (red line) results are
present.
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Figure D.2: Distributions of mγγ for Standard Model ggF and VBF HH MC samples and
for the Low Mass categories. The DSCB fit (red line) results are present.

D.2 Background-only fit to the data sideband

High Mass region

(a) (b)

Figure D.3: Comparison between the distribution of mγγ in data (points with error bars)
sideband and the background-only fit (solid line), where the peak near 125 GeV is due to
single Higgs production, for events in High Mass region categories.
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Low Mass region

(a) (b)

(c)

Figure D.4: Comparison between the distribution of mγγ in data (points with error bars)
sideband and the background-only fit (solid line), where the peak near 125 GeV is due to
single Higgs production, for events in Low Mass region categories.





Appendix E

Statistical Results

This appendix presents the statistical results obtained during the initial stage of the
analysis, excluding any systematic uncertainties.
The expected results are derived by performing the statistical analysis on Asimov datasets
[182]. Under the assumption of no di-Higgs production, a 95% CL upper limit of 3.70 on
the total HH production signal strength µggF+V BF

HH is set. The expected limit with its
±1σ and ±2σ error bands is quoted in Table (E.1).

Upper limits
−2σ −1σ Expected +1σ +2σ

di-Higgs signal strength 1.98 2.66 3.70 5.44 8.05

Table E.1: Expected 95% CL upper limits on the di-Higgs signal strength µHH
ggF+VBF.

Evaluating the profile log-likelihood ratio −2 ln(Λ) as a function of the coupling strength
factor κλ, assuming SM HH production (µHH = 1) and all other coupling modifiers equal
to their SM predictions, allows to extract the corresponding 68% and 95% confidence
intervals, as presented in Figures (E.1).
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Figure E.1: Expected value of −2 ln(Λ) varying with (a) κλ. All other coupling modifiers
are fixed to 1.
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