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Preface

The work presented in this thesis explores the properties and interactions of
two fundamental particles within the Standard Model (SM): the top quark
and the Higgs boson. Specifically, it aims to improve the understanding of the
top-quark Yukawa coupling and investigates the ttW process, one of the most
intriguing and challenging processes in the SM. Additionally, this work includes
detector performance studies focused on enhancing the precision of charged-
particle track reconstruction. The analyses are based on proton—proton col-
lision data collected by the ATLAS detector at the Large Hadron Collider
(LHC) during Run 2 (2015-2018), corresponding to an integrated luminosity
of 140 fb~ 1.

The first part of this thesis addresses the alignment of the ATLAS In-
ner Detector (ID), crucial for precise charged-particle track reconstruction.
The alignment procedure is based on the minimisation of a x? function, con-
structed from track-to-hit residuals. However, certain correlated geometrical
distortions——such as coherent rotations of the ID barrel layers—, known as
weak modes, can leave the alignment y? unchanged while still introducing sys-
tematic biases in the reconstructed track parameters. These weak modes can
be accounted for by incorporating constraints on track parameters within the
alignment algorithm. After alignment, the residual biases become sufficiently
small to be corrected directly at the track level, serving as indicators of the
alignment quality. A detailed study of the sagitta bias—a relevant weak
mode affecting the transverse momentum of the tracks—was conducted using
Z — putp~ decays. Minimal residual distortions were found in the central de-
tector region, while small distortions of up to 0.4 TeV~! were observed in the
endcap regions. Additional assessments of transverse and longitudinal impact
parameter biases showed values consistently below 0.33 pm and 5 pm, respec-
tively, across all LHC fills during Run 2. These small residual biases confirm
the robustness and stability of the alignment procedure, ensuring precise and
reliable track reconstruction throughout the entire dataset [1].

The second major contribution of this thesis involves the study of the top-
quark Yukawa coupling (y;), which stands out as a particularly sensitive win-

1
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dow to physics beyond the SM, due to the large mass of the top quark. The
optimal process for directly measuring 1 is the associated production of a
top-quark pair and a Higgs boson (ttH), where the coupling is measured
at tree-level, thus minimising interference from loop-induced contributions.
This thesis presents an analysis of the ttH process in final states with three
charged light leptons and zero hadronically-decaying 7 leptons (3¢ + 07haq)
using the full Run 2 dataset. Both inclusive and differential analyses were
carried out, using the Simplified Template Cross-Section (STXS) framework
for the differential studies. A dedicated Boosted Decision Tree (BDT) facili-
tated effective signal-background discrimination, and a Graph Neural Network
(GNN) reconstructed the Higgs boson transverse momentum (p¥ ). Differ-
ential cross-section measurements were conducted in three pg bins: [0, 120),
[120,200), and [200,00) GeV. The measured cross-section ratios to the SM
predictions in these bins are 0.6073 9%, 1.027193 and 2.217138 respectively,
all consistent with the SM. The inclusive signal strength measurement yielded
1.06703F = 1.0610-30 (stat.) & 0.21 (syst.), statistically dominated and consis-
tent with the SM, corresponding to an observed (expected) significance of 2.940
(3.050). The largest systematic uncertainties are linked to the Monte Carlo
modelling of the signal and main background processes.

Building upon this result, the full Run 2 combination of the 3¢+ 07,,q analy-
sis with five additional multi-lepton final states (20S5S +07yaq, 4¢, 2055+ 17404,
14427444, and 2005 +27y,,4q) is performed. This combination leads to improved
sensitivity in both the inclusive and differential measurements of the ttH pro-
duction cross-section. The combined inclusive signal strength is measured to be
e = 0.637022 = 0.621517 (stat.) & 0.11 (syst.), with an observed (expected)
significance of 3.260 (4.91¢). The dominant systematic uncertainties are asso-
ciated to the signal modelling. The results from individual channels are largely
compatible with the SM expectation, with the exception of the 2055 + 1.9
channel, which shows a downward fluctuation in the most sensitive region.
An STXS-based differential measurement is also conducted in the six analysis

channels, resulting in cross-section ratios to the SM prediction of 0.77f8:33,

remain dominated by statistical uncertainties, constitute the first differential
result in the t¢H multi-lepton channel.

0.08+8:g§, and 1.26+8:g:15 in the respective pg bins. These measurements, which

Alongside the study of the ttH process, this thesis investigates another
intriguing multi-lepton final state: the associated production of a top-quark
pair and a W boson (¢ttW). Previous discrepancies between experimental mea-
surements and theoretical predictions of the t£W¥ cross-section motivate further
exploration of this process. In this context, the third major contribution in this
work is the measurement of the leptonic charge asymmetry (Aé) in ttW events.
This analysis targets final states with three charged light leptons (3¢) using the
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full Run 2 dataset [2]. A BDT was employed to accurately associate leptons
with their parent top quarks. The measured asymmetry, A% = —0.12 + 0.14,
is consistent with the SM prediction and severely dominated by statistical un-
certainties. The significantly larger datasets expected from Run 3 and the
HL-LHC are expected to lead to a substantial improvement in the precision of
this measurement, thus enhancing the sensitivity to potential deviations from
the SM.

Overall, this thesis establishes a solid foundation for future precision and
differential measurements of the ttH and ttW processes, enhancing the under-
standing of multi-lepton final states and providing a stronger basis to probe
for signs of new physics.



D. Munoz Pérez




Chapter 1

The Standard Model of
Particle Physics

The Standard Model (SM) of Particle Physics is a highly predictive theory
that has driven many of the experimental, theoretical, and accelerator-science
achievements over the recent decades. It accurately describes the interactions
between matter and force fields, unified under a single formalism based on the
local gauge invariance of the Lagrangian. The remarkable success of the SM is
exemplified by experimental discoveries such as the top quark and the Higgs
boson.

In this chapter, the most important milestones that led to the development
of such theory will be reviewed. Then, the mathematical formulation of the
SM and the limitations of the theory will be discussed.

1.1 Towards the Standard Model

The discovery of radioactivity by Becquerel in 1896 could be considered as the
seed of nowadays’ particle physics and the first milestone towards the devel-
opment of the SM. Eighteen years later, in 1914, Chadwick showed that the
spectrum of the electrons emitted in the 8 decay was continuous, a fact that
was explained by Pauli in 1930 with the neutrino hypothesis [3]. This led
Fermi to the development of his theory for § decay in 1934 [4,5], based on the
four-fermion interaction Lagrangian

Lo — —3; (") (e7u) + hec., (1.1)

where G is the Fermi constant, p and n are the proton and neutron fields,
and e and v are the electron and neutrino fields.
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Muons and pions were discovered in cosmic rays in 1936 and 1947, respec-
tively. The fact that their lifetimes were found to be much longer than the
already known strong decays reinforced the theory of the existence of a new
force, which would be short-range and weaker than the electromagnetic and
strong interactions.

By the time the neutrino was discovered in 1956, the idea that there was
a new interaction, the weak interaction, was well established. After several
experiments, in 1957, it was finally confirmed by Wu that that this new in-
teraction violated parity conservation [6], contrary to the expectations of the
community. As shown in Eq. 1.1, the weak interaction was thought to be a vec-
tor (not axial) interaction. It was soon realized by several theorists (Feynman,
Gell-Mann, Sakurai, Sudarsha, Marshak and others) that all the experimental
evidences could be explained by a vector-axial current i.e.

JH = oy (1 —40)e. (1.2)

Using the standard definiton of the chirality projector Pr g = (1 F+°)/2, the
vector-axial current could be written as

JH < vpyter, (1.3)

where v, = Pri is the left-handed component of the lepton field. This reflects
the fact that the weak interaction is chiral i.e. it only couples to left-handed
particles and right-handed antiparticles.

Despite the success of Quantum Field Theory (QFT) in describing the elec-
tromagnetic interaction i.e. the so-called quantum electrodynamics, its appli-
cation to the weak interaction led to infinites in calculations that could not
be eliminated by the renormalization procedure. On the other side, QFTs for
strong interactions were renormalizable e.g. the original Yukawa theory, which
proposed the pion as mediator particle of the strong interacions. However, they
did have a different problem: strong interactions are strong, so perturbation
theory did not hold. During these years, the physics community was struggling
to quantize weak and strong interactions. However, there were three key ideas
developed during the 1950’s and 1960’s that helped overcome these problems
and led to the development of the SM as we know it nowadays [7]:

e The quark model proposed by Gell-Mann and Zweig in 1964 [8,9]. The
idea that hadrons were made of more fundamental particles was rev-
olutionary but also an elegant way of giving an answer to the zoo of
particles observed by particle-accelerator experiments during the 1950’s

and 1960’s.

e The idea of gauge (or local) symmetry, which was introduced by Yang and
Mills in 1954 for non-Abelian symmetry groups e.g. SU(2) [10]. Imposing
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gauge invariance leads to the introduction of new massless fields in the
theory, the gauge bosons, which can be interpreted as the mediators of
the interaction.

e The idea of spontaneous symmetry breaking: there are symmetries of the
lagrangian of the theory that are not symmetries of the vacuum state. In
1964, several authors—including Higgs, Brout, Englert, Guralnik, Hagen,
Kibble and others—independently found that the spontaneous breaking
of a gauge symmetry could generate the masses of the gauge bosons [11-
15].

1.2 Mathematical formulation of the Standard Model

The SM is a quantum field theory that describes the electromagnetic, weak
and strong interactions. The vectorial nature of both the electromagnetic and
weak interactions led to the idea of unifying them into a single theory, the Elec-
troweak (EW) theory. This together with Quantum Chromodynamics (QCD),
the gauge theory that describes strong interactions, form the SM. The particle
content of the SM is shown in Figure 1.1.

1.2.1 The Electroweak Theory

As described in the previous section, the leptonic and hadronic weak charged
currents read

J; = UpyH(1 — 75)em = UmrY"emr, (1.4)
Jg‘ = Upy* (1 — ’y5)dm = UmrY*dmrL, (1.5)

with m referring to the SM fermion families!. The simplest possibility to
generate such form of the weak currents is to consider SU(2) as the gauge group
of the theory and the left-handed components of the fermion fields making a

doublet i.e.
Um [ Um
emL - <em>L’ qmL = <dm>L. (16)

Since SU (2) transformations only mix the left-handed components of the fermion
fields, the gauge group is typically denoted as SU(2). The right-handed com-
ponents of the fermion fields i.e. e, g, Umpr and d,,z? are singlets under SU(2) 1,
transformations.

Tn the SM, m ranges from 1 to 3. For instance, m = 2 corresponds to (v, i) and (c, s).
2The right-handed component of the neutrino field v,,r is not considered since neutrinos
are assumed massless in the SM. This assumption was generally accepted in the 60’s.
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Standard Model of Elementary Particles

three generations of matter

interactions / force carriers

(fermions) (bosons)
| 1] 1]
mass =2.2 MeV/c? =1.28 GeV/c? =173.1 GeV/c? 0 =124.97 GeV/c?
charge @ % % % 0 0
spin | % u A C A t 1 g 0 H
up charm top gluon higgs

w4 o \——

=4.7 MeV/c? =96 MeV/c? =4.18 GeV/c? 0

- -% -% 0

Y d A S A b 1 y

down strange bottom photon

v o\ ——

=0.511 MeV/c? =105.66 MeV/c? =1.7768 GeV/c? =91.19 GeV/c?

-1 = = 0

% - % l.l % (Gl 1 ;

electron muon tau Z boson
\——

<1.0 eV/c? <0.17 MeV/c? <18.2 MeV/c? =80.433 GeV/c?

0 0 0 +1

% Ve Y% V}l % V’E 1 W

electron muon tau
neutrino neutrino neutrino \ W boson

Figure 1.1: Fundamental particles described by the SM together with their
properties. Figure extracted from Ref. [16].

While the weak charged currents shown in Eqs. 1.4 and 1.5 are generated
by combining 77 and 75 generators of SU(2) into

1
Ty = 5(T1 % 1Ty), (1.7)

the electromagnetic current term cannot be generated with 73. In other words,
T3 is not equivalent to the electromagnetic charge operator (. This requires
the introduction of a new group, U(1), with a generator Y that commutes with
all SU(2) generators. This operator Y is the so-called hypercharge and it is
found to be equal to @ — T5.

One can then state that the gauge group that describes the electroweak
interactions is SU(2)r x U(1)y. Table 1.1 shows the corresponding quantum
numbers for the SM fermions.

The most general renormalizable Lagrangian invariant under SU(2)r X
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(Tl ] Q Y

Ump | 1/2] 1/2 0 | —1/2
emr | 1/2 ] =1/2 | —1 | —1/2
€emR 0 0 -1 -1

Ump | 1/2 ] 1/2 | 2/3 | 1/6
dmp | 1/2 | =1/2 | =1/3 | 1/6
Ump | 0 0 | 2/3 | 2/3
dmr | 0 0 | -1/3|-1/3

Table 1.1: Electroweak quantum numbers for both left-handed and right-
handed components of the SM fermions. From left to right: isospin 7', isospin
component T3, electric charge ) and hypercharge Y.

U(1)y transformations is given by
L= Egauge + Ekin + £<I> + £Y- (18)

The gauge lagrangian includes the purely gauge terms of the theory i.e.

1 1
ﬁgauge = _ZW;}VWZLW — ZBMVBMV, (19)
with the gauge field tensors defined as
W, = 0,W — 9,W + ge™™ WiWy, (1.10)
B, = 0,8, — 0,B,, (1.11)

The fermion kinetic terms are given by

Lign = > in" Dy, (1.12)
%

with ¥ = {l;nL, €mRs GmL, UmR, dmr}. The covariant derivative is defined as
Dytp = (0 — igT* W — ig'Y B,,) 1), (1.13)

where g and ¢’ are the gauge couplings of SU(2)y, and U(1)y, respectively. For
instance, for the leptonic doublet ¢,,1, the covariant derivative reads

. o® g
D,u gmL = <6p, - Zg;W; + ZQB;U'> EmL, (114)

where ¢ are the Pauli matrices. For the leptonic singlet e,,r, one obtains

Dyemr = (0y+ i9'By) emp- (1.15)
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A complex scalar field ® is considered in the theory in order to generate the
masses of the gauge bosons®. The kinetic and potential energy terms allowed
by the gauge symmetry are given by

Ly = (D,®)N(D'®) - V(®), (1.16)
with
g " 'g/
D,® = {0, — zg;Wu - ’LEB# D, (1.17)
and
V(®) = 207D + A\(0TD)2. (1.18)

Notice from Eq. 1.17 that the scalar field ® has hypercharge Y = 1/2 and
transforms as a doublet under SU(2), transformations i.e.

= <‘§;> . (1.19)

Finally, £y contains the Yukawa interactions allowed by the gauge symmetry
i.e.
F — ~
Ly=—%" (YninemchenR S Y G ®ung + Y,in(ijCPan) +hee., (1.20)

m,n=1

with F' = 3 the number of SM fermion families and ® the charge conjugate of

the scalar doublet,
~ @01
D =ioc?dl = <_¢_> . (1.21)

Notice that the electroweak lagrangian does not contain any mass term
for the fermions or the gauge bosons since they are forbidden by the gauge
symmetry. The most elegant way to break the symmetry and obtain such
mass terms is the so-called Spontaneous Symmetry Breaking (SSB).

Figure 1.2 shows a representation of the Higgs potential V(®) given by
Eq. 1.18. Notice that the actual scalar potential in Lg is a function of the
SU(2) doublet ®, which has two complex fields as components, ¢+ and ¢° i.e.
four degrees of freedom in total. Figure 1.2 shows a simplified representation
of the potential with only two degrees of freedom for visualization purposes.

In QFT, one focuses on perturbations around the ground state (the vac-
uum), which has zero energy. Consequently, to analyse physical fields, one

3Imposing gauge invariance leads to the introduction of massless vector bosons. However,
in order for them to acquire mass, one needs to introduce a scalar potential and break the
gauge symmetry.
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Figure 1.2: Scalar potential V(¢) for A > 0 (needed for the potential to be
bounded from below) and p? < 0 (needed to avoid the trivial minimum at
¢ = 0). A represents the gauge-symmetric but unstable state of the system. B
represents a stable minimum for which the gauge symmetry is already (spon-
taneously) broken.

needs to redefine scalar fields by selecting a particular minimum of the scalar
potential V(®) e.g.

(®) = L (2) with v =1/ 2. (1.22)

Eq. 1.22 represents the so-called Vacuum Expectation Value (VEV) of the
Higgs field. One can easily show that

(D) # (@), (1.23)

with G = {T°% Y} the generators of the gauge group. In other words, the
vacuum is not invariant under the gauge symmetry. The scalar field ®(z) can
then be rewritten as

d(z) = exp {i";ea(l«)} \}Q <U N ?{ ($)> Lnitary gauge, \}i (v+ H(z)) (g) ,
(1.24)

with H(x) the so-called Higgs field with vanishing VEV. If one rewrites now
the lagrangian in terms of H(z), the mass terms of the gauge bosons and the
fermions arise, together with other relevant consequences.
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The Gauge and Higgs sectors

The mass terms for the gauge bosons are obtained from the kinetic term of the
scalar field ® in Eq. 1.16. Specifically, from the piece

a b /
GB v Lo g e b .9 v [0
= — 1 —We*+i1=B —ig—WH —iZ=BH | — .
£ ﬂ(o )<2g2 wTy “><Zg2 2 >\/§<1>

(1.25)
By defining
+ 1 1 1172 2 *v?
W,LL = E(Wu’ :|:’LWu), myy = T, (126)
2 2 !
o _ V(g —gg B

My=T <—99’ 9* ) G <WE> ’ (127

and operating, one obtains

_ 1

LB =mi W, W 4 §VMTM%/V“. (1.28)

While the mass term for the W* bosons is already visible, one needs to diago-
nilize the mass matrix M%/ in order to obtain the mass term for the Z boson.
This is done via the unitary transformation

B,\ [cosbw —sinfy\ (A, (1.29)

WS - \sinfy  cosOy Z,)’ '
where the Weinberg angle 0y, parameterizes the rotation from the gauge to
the mass eigenstates. After diagonilising, one finds

1 1
LB =mi W, W 4+ §m%Z“Z“ + imiAuA“, (1.30)
with
2 _ Vo 2
mz =" +g%), ma=0 (1.31)
and .
sin Oy = J cos by = S (1.32)

/g2 —i—g’Q’ /92 + g7
The full Higgs piece of the lagrangian L4 after SSB is
Lo = (D,®)(D'D) — V()
_ H(z)\? 1 H(z)\?
— 2 + 2
= mWW,u, WTH <1 + ’U) + imZZMZ“ <1 + T
1
+3 (8,H(x))* — V(H), (1.33)
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with A
A
V(H) = —% + 1 H(@) + NoH(2)* + S H )" (1.34)
Apart from the already-discussed mass terms for the gauge bosons, one can

also find a mass term for the Higgs fields H(x), with mass

h = V222 = VB, (1.3)

Eq. 1.33 also contains the canonical kinetic term for the Higgs field and the
gauge-Higgs interaction vertices ZZH?, WtW~H?, ZZH and WtWH.
Moreover, Eq. 1.34 contains the Higgs self-interaction terms H? and H*.

The Yukawa sector

After SSB, the Yukawa lagrangian Ly in Eq. 1.20 reads
—Ly = ap(M*+h*H)up+dp(M*4+hH)dp+er(M°¢+h°H)eg+h.c., (1.36)

where the fermion mass matrices M7 and the Yukawa coupling matrices hf
have been defined as

Moreover, ur, r, dr,r and ey, g are F-component vectors containing the fermion
fields e.g.

uL:(ulL uayr, ... UFL)T, uR:(ulR U2R ... UFR)T. (1.38)

Mass matrices M7 are are not necessarily diagonal in the flavour basis. One
can diagonalize them via biunitary transformations i.e. for the up-type quarks
one obtains

u  _ Auagu qut mass __ Au mass _ Au
Mfag = ATM" AR, up®® = Afur, upg BuR, (1.39)

with M§: diag the diagonalized mass matrix and u7'**® and u'5**® the mass eigen-

states. One can now write Eq. 1.36 in more famlhar terms i.e.

~ zf:fmf (1 N f) f (1.40)

with (for F = 3) f = {u,c,t,d,s,b,e,u, 7} the mass eigenstates of the SM
fermions and my their masses. Eq. 1.40 shows, for each fermion, the mass
term along with the ffH Yukawa interaction vertex, where the coupling is
proportional to my/v. This proportionality has been experimentally verified
by the ATLAS collaboration, as shown in Fig. 1.3. The top-quark Yukawa
coupling is predicted to be the largest due to its large mass.
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Figure 1.3: Measured values of the Higgs-boson couplings to fermions and
gauge bosons as a function of their masses for a vacuum expectation value of
v = 246 GeV by the ATLAS experiment. The SM prediction is shown as the
red line. The vertical bar on each point denotes the 68% confidence interval.
The lower panel shows the values of the coupling strength modifiers sy (for

Quark mixing: the CKM matrix

bosons) and kg (for fermions). Source: Ref. [17].

The interaction terms that couple the gauge bosons to the fermions come from
Liin in Eq. 1.12. In particular, the EW charged-current terms are given by

Loc = Py! U—1W1+ U—2W2 0 (1.41)
CcC — 7 92 17 92 I . .

After operating, Eq. 1.41 can be rewritten as

Lcc =

_ 9

2v2

(AW, + W), (1.42)

where the weak charged current is given by

J{/l[;r =2 Z [amL’YHdmL + ﬁmL’Y“emL] : (143)

m=1
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The amplitude for a t-channel four-fermion interaction e.g. the one shown
in Fig. 1.4 can be calculated in the SM by using Eqs. 1.42 and 1.43. If one
assumes small momentum transfer i.e. q%v < m%/v, the result can be compared
with that of the low-energy Fermi theory, obtaining the relation

GF 92 1
B smd  a (1.44)
w

By substituting the numerical value of the Fermi constant G, one can deter-
mine the weak scale v ~ 246 GeV. Consequently, according to Eq. 1.40, the
top-quark Yukawa coupling is found to be ~1, much larger than the Yukawa
coupling of the other SM fermions.

d e~

Figure 1.4: Tree-level Feynman diagram for a #d — e~ v, process mediated by
a W~ boson.

Notice that the charged curent in Eq. 1.43 is expressed in terms of the weak
eigenstates. In terms of the mass eigenstates, it reads

Ja/T = Qassy b AZTA% dJ95S 4 2pass. AETAE elpass, (1.45)
N— — ~
Vq Vi

where we have defined the quark and lepton mixing matrices V; and V;, respec-
tively. Since neutrinos are assumed to be massless in the SM, v7'*** = v, i.e.
rotations in the neutrino flavour space leave physics unchanged. Consequently,
one can choose A7 such that V, = 1, hence no lepton mixing is observed in
the SM. On the other hand, the SM does predict quark mixing since V; is a
3 X 3 unitary matrix—different from 1—that can be parametrized by three

angles 019, 013, 023 and one CP-violating phase ¢. This matrix is known as the
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Cabibbo-Kobayashi-Maskawa (CKM) matrix and it is parametrised as

Vud Vus Vub
Vokv = | Vea Ves Ve
Via Vis Vi
C12€13 512€13 s1ze” %
= —812023—6128238136“S 012023—812823813€i5 523C13 ,(1-46)
512523 — 6120238136“5 —C12523 — <‘>’1202381362“s €23C13

where ¢;; = cost);; and s;; = sinf);;. The SM does not predict the values of
the CKM matrix elements, they have to be measured experimentally. In the
context of this thesis, it is relevant to remark that the top quark almost exclu-
sively decays into a W boson and a b quark since experimental measurements
show that |Vip| > |Vis, |Vial-

1.2.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the gauge theory that describes the
strong interaction and, together with the EW theory, forms the SM. The gauge
symmetry group of QCD is SU(3)¢, where C' stands for colour. Each of the
six SM quark flavours {u,d,c,s,t,b} transforms under the fundamental rep-
resentation of SU(3)¢ i.e. as a triplet. Consequently, each of them has an
additional quantum number, colour, which takes values o = 1,2,3 or red (R),
green (G) and blue (B). Moreover, eight massless gauge bosons G (a = 1...8),
the gluons, are introduced as a consequence of gauge invariance. With these
ingredients, the QCD Lagrangian reads

Laco = G GE + 3 G} Pas — msBas)a]. (147
!
where the field strength tensor is
G4, = 0,G% — 0,G% + go f " GhGe, (1.48)
the covariant derivative
Dy’ = 9,8 +iL X’ a, (1.49)

gs the strong coupling constant, A\, the Gell-Mann matrices and ¢ the struc-
ture constants of the SU(3) group. From these equations, it is easy to read
the three QCD interaction vertices: the quark-gluon vertex gqg and the gluon
three-point and four-point self-interactions.
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As it happens with the EW theory, higher-order loop diagrams in QCD lead
to divergences that need to be addressed via renormalization. This procedure
results in the dependence of the strong coupling constant on an (unphysical)
renormalization scale pur. The S-function describes such dependence and is
given by

dao
Blas) Eu%ﬁ = —(boa? + bra + boat + ..., (1.50)
where b, are the so-called n-loop B-function coefficients and a5 = ¢2/4r.

Higher-order corrections are usually minimized when setting pr to the en-
ergy scale of the process i.e. /ﬁ% ~ @2, where @ might be the four-momentum
of an exchanged gluon. Figure 1.5 shows the running of the strong coupling
constant a; as a function of the energy scale Q).

0.35 . . ;
T decay (N3LO)
low Q2 cont. (N3LO)
03 Heavy Quarkonia (NNLO) ++— ]
HERA jets (NNLO) ++—
0.25 [ e*e jets/shapes (NNLO+NLLA) ++ ]
: e*e” Z% pole fit (N3LO) +e—
o pp/pp jets (NLO) +=—
g o02¢f pp top (NNLO) e~ +
g pp TEEC (NNLO)
0.15 | 1
o1 g 1
— og(mz?) = 0.1180 + 0.0009 bt
0.05 L . .
10 100 1000

August 2023 Q [GeV]
Figure 1.5: Experimental determinations of ag as a function of the energy
scale () compared to the theoretical calculation computed at five loops. The
current Particle Data Group (PDG) [18] average is found to be as(M2) =
0.1180 4 0.0009.

Contrary to the EW couplings, ag decreases as the energy scale increases.
This is due to the gluon self-interactions and implies the so-called asymptotic
freedom in QCD i.e. as becomes small at high energies (short distances) and
quarks and gluons become nearly free particles. Consequently, high energy
processes such as deep inelastic scattering processes happening in the Large
Hadron Collider (LHC), can be well described in perturbation theory. On
the other hand, at low energies (large distances), as becomes ~ O(1) and
perturbation theory no longer holds.

Another interesting feature about QCD is colour confinement. Isolated
quarks and gluons have not been observed in nature; they are believed to be
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confined, unable to exist freely due to the strong coupling and the gluon self-
interactions. This phenomenon restricts them to forming color-singlet states
such as mesons, composed of quark-antiquark pairs, and baryons, made up of
three quarks.

1.3 Limitations of the Standard Model

The SM of Particle Physics stands as one of the most successful theories in
the history of science, accurately predicting a wide range of phenomena and
passing stringent tests over decades. However, it is not without its limitations.
Some of the most relevant issues that the SM does not address are:

e Neutrino masses: During the years of development of the SM, neu-
trinos were always observed to be left-handed and no experimental ob-
servation pointed to them having non-zero masses. For those reasons,
neutrinos were assumed to be massless in the SM. However, the discov-
ery of neutrino oscillations proved that assumption wrong. One could
think that simply adding right-handed neutrinos to the SM and generate
their masses via SSB can be a solution. However, experimental measure-
ments show that neutrino masses are more than 5 orders of magnitude
smaller than the masses of the other fermions. Consequently, theorists
tend to agree that a good nuetrino mass model should not only explain
neutrino mass generation but also its smallness. The most popular mod-
els of this kind are the Seesaw models [19-22], which predict the existence
of heavy right-handed neutrinos, although no experimental proof of them
has been found yet.

e Gravity: This fundamental force is succesfully described at large scales
by the theory of General Relativity. However, attempts to describe grav-
ity in a quantum field theory framework e.g. including the hypothetical
graviton, have not been successful yet.

e Dark matter: Its existence is inferred from astrophysical observations,
which show that it constitutes ~ 25% of the matter-energy content of
the Universe. It is also known that dark matter (DM) mainly interacts
gravitationally and does not emit light. The SM does not provide any
valid candidate with such properties.

e Matter-antimatter asymmetry of the Universe: Observations in-
dicate that the matter content of the Universe is not equal to the amount
of antimatter. In fact, all the structures we observe e.g. stars, galaxies or
clusters, are made of matter. Since several considerations suggest that the
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Universe started in a symmetric state, there must be one or several mech-
anisms that explain the observed matter-antimatter asymmetry. While
the SM can contribute to this imbalance e.g. via the Charge-Parity (CP)
violation in the quark sector, it is not enough to explain the observed
asymmetry. One can look for hints of CP violation in other sectors of the
SM by parametrising these potential Beyond the Standard Model (BSM)
effects and measuring them experimentally.

Despite its remarkable achievements, the SM leaves several critical phenom-
ena unexplained, confirming that it is part of a larger, more complex puzzle.
The search for deviations from the SM predictions—one of the main goals of
this thesis—is a crucial task that could indicate directions for BSM models and
the LHC is one of the most powerful tools to address it.
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Chapter 2

The Top quark and the Higgs
boson

The Higgs boson and the top quark are two very special particles of the SM.
The former because its existence proves the Higgs mechanism, which explains
how particles acquire mass, and the latter because it is the most massive fun-
damental particle. Moreover, their interaction provides a unique window into
testing the SM, as the large mass of the top quark leads to a strong coupling
with the Higgs boson, making it a crucial player in EW symmetry breaking
and a sensitive probe for potential new physics beyond the SM.

2.1 The top quark

A third generation of quarks (top and bottom) was proposed by Kobayashi and
Maskawa in 1973 [23] to explain the observed CP-violating Kaon decays. The
bottom quark was discovered five years later [24]. However, the top quark, with
a mass ~ 40 times larger, was not discovered until 1995 once the required high
energy conditions were met at the Tevatron proton-antiproton collider [25,26].

In the following, the top-quark production mechanisms will be discussed,
highlighting the dominant processes at the LHC. Moreover, the various decay
modes of the top quark will be presented, detailing how these contribute to its
unique signatures. Charge asymmetries in top-quark production will also be
discussed. Lastly, an overview of the key aspects of the associated production of
a top-antitop quark pair with a W boson, namely ttWW, will also be presented,
given its relevance in this thesis, both as a major background in one of the
analyses (Chapter 6) and as signal in the other one (Chapter 7).

21
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2.1.1 Production mechanisms

At hadron colliders, the production of top quarks occurs primarily in pairs (¢¢)
via the strong interaction. At leading order (LO), the two leading subprocesses
are gluon-gluon fusion (ggF) and ¢g annihilation (see Figure 2.1). Given the
proton—proton nature of the LHC and the dominance of gluon parton densities
at the relevant energies, gluon fusion accounts for roughly 90% of the total tt
cross-section at a centre-of-mass energy of 13 TeV'. When considering next-to-
leading order (NLO) effects, quark—gluon initiated processes also contribute.

(a) gluon-gluon fusion (b) ¢G annihilation

Figure 2.1: Tllustrative leading-order Feynman diagrams for ¢t production in
hadronic collisions. Shown are gluon-initiated s- and ¢-channel diagrams (left
and center), and a ¢q annihilation diagram (right).

State-of-the-art theoretical predictions for the total ¢t production cross-
section have been obtained at NNLO accuracy in QCD, incorporating NNLL
resummation of soft-gluon emissions [27,28]. These predictions are in agree-
ment with measurements across different energies at the LHC and at the Teva-
tron, as illustrated in Figure 2.2.

In addition to pair production, a single top quark can be produced via
the electroweak interaction, either alone or in association with other particles.
The three primary modes are: t-channel exchange, s-channel production, and
associated production with a W boson (tW). These are represented in Fig-
ure 2.3. Although single-top production provides complementary information,
its cross-section is significantly lower than that of ¢t.

Beyond these dominant modes, the top quark can also be produced in more
complex final states. The SM predicts processes such as ttW, ttZ, tt~y, tt H, and
even tttt production, all involving additional particles. Single top production
can also occur in association with bosons, e.g. tv, tZ or tH. Figure 2.4 com-
piles the ATLAS measurements of the production cross-sections for all these

'In contrast, at the Tevatron—a proton—antiproton collider—¢q annihilation was the dom-
inant mechanism.
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(a) s-channel (b) t-channel

(¢c) tW associated production

Figure 2.3: Representative LO Feynman diagrams for single top-quark pro-
duction: s-channel (left), t-channel (middle), and tW associated production

(right).
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channels, together with the corresponding theoretical predictions.
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Figure 2.4: Measured cross-sections for various top-quark production channels
at ATLAS, spanning different centre-of-mass energies. All theoretical predic-
tions are at NLO or higher. Source: Ref. [29].

Among these processes, ttH and ttW production play a central role in this
thesis, as they correspond to the signal channels explored in Chapter 6 and
Chapter 7, respectively. Their phenomenological features will be examined in
more depth in the following sections.

2.1.2 Decay modes

Being the most massive particle in the SM, the top quark has a mass around
172.5 GeV [18]. As a result, its decay width is large, which translates into
a very brief lifetime of approximately 5.0 x 1072® s. This is roughly twenty
times shorter than the timescale of strong-interaction processes responsible
for hadronization. Consequently, the top quark is unique among quarks in
that it decays before forming bound hadronic states. This feature provides
a clean probe for studying its intrinsic properties, avoiding the complications
introduced by non-perturbative QCD effects.

Although the top quark participates in both strong and EW interactions,
its decays proceed exclusively via the weak interaction and are governed by the
elements of the CKM matrix (see Eq. 1.46). Without assuming unitarity, the
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measured values of the relevant CKM entries are [18]:

[Via| = (8.6 £0.2) x 1073,
[Vis| = (41.54+0.9) x 1073,
|Vis| = 1.010 + 0.027.

These values indicate a strong preference for the decay channel t — Wb,
which occurs with almost 100% probability. The characteristics of the final
state are then dictated by the decay products of the W boson. Figure 2.5
illustrates the possible decay modes of the tt system, along with indicative
branching fractions for the W and W~ bosons.

1/3

7/

electron+jets
muon+jets
tautjets

1/3

q/ve

‘e ¥ tautjets

ey
<. | e .
- =3 Q' muon+jets

a/tt 2 S electron+jets
lT ﬁ;q’* e lu|t ud c§
=

7/m wh— 1o 1o 1fo /s /s

Figure 2.5: Left: representative LO Feynman diagram for ¢t decay. Right:
classification of tf decay channels based on the W decay modes. Branching
ratios shown are approximate. Source: Ref. [30].

When both W bosons decay leptonically into a charged lepton and a neu-
trino (W — fv), the final state is referred to as dileptonic. If one W decays to
leptons and the other to a pair of quarks (W — ¢@’), the resulting final state is
labeled semileptonic or lepton+jets. If both W bosons decay hadronically, the
event is classified as all-hadronic. An approximate estimate of the branching
fractions for each ¢t decay mode can be derived as:

—_

n 1 1
P(ttdﬂep) (VVZEP) X P(I/Vlep) = N — === 11%,

_ 4
P(ttsemilep) [P(I/Vlep) x P Whad |: :| = § ~ 44%7

P(tt_allhad> (Whad) X P(Whad) - X 2- 3 = § ~ 44% (2.4)
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Although the calculation in Eq. 2.4 is simplified, the real branching fractions
measured in experiments are found to be very close to these estimates [18].

2.1.3 Top quark asymmetries

The production of ¢t pairs provides a valuable opportunity to explore various
asymmetry observables by comparing the angular distributions of the top and
antitop quarks. At LO in QCD, the Feynman diagrams describing ¢t produc-
tion (see Figure 2.1) are symmetric under the exchange of ¢ and ¢, leading to
no net asymmetry. However, this symmetry is broken at NLO, where inter-
ference effects between different diagrams introduce terms that are odd under
t <» t. This results in a preferential emission of the top quark along the in-
coming quark direction and the antitop quark along the incoming antiquark
direction [31]. The leading contributors to this asymmetry are virtual correc-
tions and real-emission interferences in gg processes, as well as quark-gluon
initiated contributions. On the other hand, diagrams with gluon—gluon initial
states remain symmetric even at NLO.

A widely used observable to quantify this behaviour is the forward—backward
asymmetry, defined as

. N(Ayt > 0) —N(Ayt < 0)
~ N(Ay > 0) + N(Ay, < 0)’

Arp (2.5)

where Ay, = y, — y7 denotes the rapidity difference (as defined in Section 3.3.1)
between the top and antitop quarks. At the Tevatron, where ¢t production is
dominated by ¢g annihilation due to the proton-antiproton (pp) beam config-
uration, this asymmetry is sizeable and was measured by CDF and DO experi-
ments to be Apg = 0.128 £ 0.025 [32], in agreement with the SM. In contrast,
the LHC is a symmetric pp collider, and the dominant gg-initiated production
substantially suppresses any such asymmetry [33-35]. Furthermore, the direc-
tion of the incoming quark and antiquark is unknown at the LHC, giving an
ill-defined Afpg.

Figure 2.6 sketches the expected top- and antitop-quark rapidity distri-
butions at Tevatron and the LHC. At the Tevatron, where the asymmetry
originates from initial-state qq interactions, top quarks tend to emerge more
often in the forward (positive rapidity) region or incoming-quark direction and
antitop quarks in the backward one or incoming-antiquark direction. At the
LHC, although the overall production is symmetric for both top and antitop
quarks, a difference in the width of the rapidity distributions arises from the
unequal momentum distributions of quarks and antiquarks inside the proton.
Specifically, valence quarks typically carry higher momentum fractions than
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sea antiquarks, leading to top quarks being produced with larger absolute ra-

pidities. This effect gives rise to a central-forward asymmetry between top and

antitop quarks, often referred to as the charge asymmetry (CA). It is defined

as

_ N(A]yt\ > 0) — N(A‘yt| < O)
N(Alys] > 0) + N(Alye| < 0)

Ac (2.6)
with Aly| = |y¢| — |yz| being the difference in absolute rapidity between the top
and antitop quarks. Although the asymmetries at the LHC are much smaller
than those at the Tevatron, the large t¢ datasets allow for studies in kinematic
regions enriched in gg-initiated events—for instance, when the tf system is
produced in a boosted regime.

— Top — Top
— Antitop — Antitop
y ]
(a) Tevatron pp collisions. (b) LHC pp collisions.

Figure 2.6: Representative sketches of the top- and antitop-quark rapidity
distributions in ¢ production. Source: Ref. [36].

Both ATLAS and CMS have reported inclusive and differential measure-
ments of the tt CA at /s = 13 TeV [37,38]. In the case of ATLAS, the
inclusive value was measured to be Ac = 0.0068 4+ 0.0015, differing from zero
by 4.7 standard deviations and consistent with SM predictions at NNLOgqcp +
NLOgw [39]. The differential studies probe dependencies on variables like the
invariant mass of the tt system, its transverse momentum, or that of the indi-
vidual top quarks. An increase in the asymmetry is observed in the boosted
regime, where the fraction of events initiated by ¢¢ annihilation is higher, in
agreement with theoretical expectations.

When direct reconstruction of the full ¢£ system is difficult, asymmetries can
instead be defined using the decay products of the top quarks. In particular,
the leptons from W boson decays offer a reliable handle, as their kinematics
are well measured. The lepton-based charge asymmetry, or leptonic charge
asymmetry (LCA), is given by

¢ N(Alne| >0) — N(Alne| < 0)

Aq = ,
7 N(Alne > 0) + N(AJne| < 0)

(2.7)
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where Aln| = |n, | — |n, | denotes the difference in absolute pseudorapidity
(see Section 3.3.1) between the antilepton from the top and the lepton from
the antitop quarks®. For tf production, the SM expects Aé to be smaller
than Ac, since leptons are not strongly correlated with the direction of the
parent top quarks, thereby diluting the asymmetry. Measurements of Aé by
both ATLAS and CMS at /s = 7 TeV [40,41] and 13 TeV [37] confirm this
suppression and are consistent with SM expectations.

2.1.4 tW production

The production of a top-antitop quark pair in association with a W boson,
namely ttW, is a rare process in the SM. Strong evidence of its existence
was found during the Run 1 of the LHC [42,43] although a precise inclusive
measurement and the first differential measurements have only become possible
with the full LHC Run-2 dataset [44-47]3.

Beyond the inherent interest in measuring such a rare process more pre-
cisely, better understanding of ¢tV production is also important since it is a
key background in many searches and other measurements at the LHC. For
instance, there are many BSM searches that exploit same-sign dilepton final
states [48-50] since there are only a few SM processes that can contribute;
ttW is one of them. Moreover, ttW production is the dominant background in
many measurements of other rare processes, such as ttH and tttt production,
that are important when probing the top-quark Yukawa coupling and the EW
SSB. The accuracy and understanding of the ttW modelling is one of the main
limitations on the sensitivity of these measurements.

Figure 2.7 shows illustrative Feynman diagrams contributing to the ttW
production at LO and NLO. In the t¢/W LO Feynman diagrams, the W boson
is radiated from the initial state and is therefore typically referred to as the
initial-state-radiation (ISR) W boson, in contrast to the W bosons originating
from the decays of the top and antitop quarks.

The complete NLO ttW cross-section can be written as

 LO NLO
Otw =~ Oy + Oy s (2.8)

2 Asymmetries defined in terms of pseudorapidity tend to be 10-30% larger than those
based on rapidity, due to kinematic effects. Moreover, pseudorapidity is directly measured at
detector level, which makes it more practical for such studies.

3Run 1 refers to the first LHC data-taking period from 2010 to 2013, during which proton-
proton collisions occurred at centre-of-mass energies of /s = 7 and 8 TeV, while Run 2
corresponds to the 2015-2018 period, with collisions at /s = 13 TeV.
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with
oiiy = O(a3a) + 0(a?),
——— ——
LO QCD  LO EW
oNHO = O(ada) +0(a?a?) + O(asa®) + O(at). (2.9)
~———
NLO QCD NLO EW
q t q t 9 t q q
9 2y g 7
_ _ ¢ \“\oq;: W
3 [ , h
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(a) O(aZa) (b) O(a?) (c) O(ada) (d) O(asa?)

Figure 2.7: Tlustrative Feynman diagrams at LO (a, b) and NLO (c, d). Pink
circles represent QCD vertices while blue ones correspond to EW couplings.

Additional interest in tW production has arised during the last years due to
the observation of data excesses over the SM prediction. These have been ob-
served consistently in dedicated ttW analyses [45-47] but also in other measure-
ments that are sensitive to ttW production, such as ttH [51,52] and ¢ttt [53,54].

While the exact reason of these tensions cannot be determined yet, several
advances in the precision of theoretical calculations show that there are higher-
order terms, naively thought to be negligible, that close the gap between theory
and experiment [55-57].

The most prominent example of these unexpectedly large corrections is
the O(asa®) contributions. While the LO EW terms O(a?) contribute with
~ 1% of the LO QCD cross-section, the supossedly-subleading O(asa?) terms
contribute with ~ 12% of the LO QCD cross-section [58,59]. The reason for
this is that such terms open tW-scattering diagrams (see Figure 2.7d) that are
not present at LO and enhance the ttW cross-section [60].

The state-of-the-art theoretical predictions for W production include, on
top of the LO and NLO terms in Eq. 2.9, the NNLO corrections in QCD,
predicting a cross-section oy = 745 + 50 (scale) + 13 (2-loop approx.) +
19 (PDF, a5) fb at /s = 13 TeV [61]. Using this prediction, the tension
with the latest ATLAS and CMS results [45-47] remains at the 1o - 20 level.

Another interesting feature of the t¢W production is that, unlike other ¢t-

associated boson production processes, it can only occur via ¢g annihilation
at LO (see Figure 2.8). This implies that the charge asymmetry between the
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top and anti-top quarks is significantly larger than that of the inclusive ¢t
production, which is dominated by the ggF initial state. Furthermore, the
emission of the W boson from the initial state acts as a polarizer for the
initial gq pair, effectively leading to the production of polarized top and anti-
top quarks. As a result, the decay products of the top and antitop quarks
display very asymmetrical distributions in rapidity already at LO [62]. This
effect enhances the charge asymmetry and it is typically referred to as the EW
component of the asymmetry.

Process gg initiated qq initiated ISR boson FSR boson
q t
tHH g X Ve
1 £
t t
g q
ttZ A 7 v Ve
g _
t q A
q t
7 w
t t
g q
ttry : v v
g _
t q

Figure 2.8: Illustrative Feynman diagrams at LO for ¢t + X (X =, Z, W, H)
production at the LHC. For ttW production, ¢ indicates a quark of different
flavour from that of the other initial-state quark g. Source: Ref. [36].

These particular features yield a LCA for ttW of about -13% compared to
the less-than-1% asymmetry of the ¢¢ production [62]. However, the fact that
the ttW cross-section is four orders of magnitude lower than that of ¢ makes
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the measurement of the ttW LCA a challenging task. It is also noteworthy
that the measurement of the t¢WW LCA is insensitive to the ¢ZW production
rate i.e. it provides an independent way of studying such process.

The ttW LCA measurement is not only sensitive to BSM physics, such as
axigluons and SMEFT four-fermion operators [62,63], but also has the unique
potential of discriminating between new physics signals with different chiral
structure that would have indistinguishable effects on cross—section observ-
ables [64,65].

Chapter 7 presents the measurement of the tt/W LCA using the full LHC
Run-2 dataset recorded by the ATLAS detector at /s = 13 TeV [2].

2.2 The Higgs boson

The Higgs mechanism described in Section 1.2.1 is the most crucial ingredient
of the SM, and the existence of the Higgs boson its most important prediction.
Despite significant efforts, the Higgs boson remained the last undiscovered fun-
damental particle of the SM until 2012. On July 4th of that year, the ATLAS
and CMS collaborations announced the discovery of a particle consistent with
the SM Higgs boson [66,67] with a mass of about 125 GeV [68-70]. Following
the discovery, extensive work has been conducted to measure the properties of
the Higgs boson and to test its compatibility with the SM predictions [17,71,72].

In the following, the production mechanisms and decay modes of the Higgs
boson will be discussed. Additionally, the most relevant features of the top-
quark Yukawa coupling will be presented, focusing on its direct measurement
via ttH production. Finally, the STXS framework, used in the differential
measurements of the Higgs boson production, will be introduced.

2.2.1 Production mechanisms

The Higgs boson can be produced in several ways at the LHC. The domi-
nant production mode is the gluon-gluon fusion (Figure 2.9a), due to the large
presence of gluons in high-energy pp collisions (details in Section 3.2.2). It
contributes with about 87.2% of the total Higgs production cross-section at
Vs = 13 TeV [73], one order of magnitude above the second-leading produc-
tion mechanism: vector-boson fusion (VBF) (Figure 2.9b), which accounts for
about 6.8% of the total cross-section. The third-largest contribution is the as-
sociated production with vector bosons (Figure 2.9¢), with a fraction of ~ 4%.
In the fourth place, the associated production with top- or bottom-quark pairs
(Figure 2.9d) contributes with a fraction of 0.92% and 0.88%, respectively.
The rarest considered production mode is the associated production with a
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single top quark (Figure 2.9¢), with a fraction of 0.16% [73]. The predicted
cross-sections for the aforementioned production mechanisms are shown in Fig-
ure 2.10, together with the experimental values observed by the ATLAS ex-
periment.

Wiz

()

Figure 2.9: Example LO Feynman diagrams of the dominant Higgs-boson pro-
duction modes at the LHC: (a) gluon-gluon fusion, (b) vector-boson fusion,
and associated production with (c) vector bosons, (d) top- or bottom-quark
pairs, or (e) a single top quark. Source: Ref. [17].

It is worth mentioning that, despite ggF provides access to the top-quark
Yukawa coupling, it does it in an indirect way since the top quark only enters
the diagrams via loops. Thus, potential BSM particles could affect the mea-
surement of the top-quark Yukawa coupling in this channel. On the other hand,
while ttH production being a rarer process, it provides a direct measurement
of the top-quark Yukawa coupling, which makes it a remarkably interesting
process to study.

One could argue that tH can also accomplish such task. However, the cross-
section for this process is much smaller than that of ttH. Moreover, there are
additional tH diagrams at LO that involve W-Higgs coupling (instead of the
top-Higgs coupling shown in Figure 2.9¢) [74], which implies that the top-quark
Yukawa coupling cannot be unambiguously probed in this process. On the
other hand, the interference between these two diagrams provides sensitivity
to the relative sign of the Higgs boson’s coupling to top quarks and to vector
bosons. In the SM, this sign is positive, leading to destructive interference and
thus a very small tH production cross section. However, in BSM theories, this
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Figure 2.10: Observed and predicted Higgs boson production cross-sections,
assuming SM values for the branching ratios. Both ATLAS measurements and
theory predictions correspond to a centre-of-mass energy of 13 TeV (LHC Run
2). Source: Ref. [17].

sign can be negative, resulting in constructive interference and a significantly
enhanced production cross-section [74].

2.2.2 Decay modes

The SM Higgs boson has a lifetime of 10~22 seconds, making direct observation
impossible i.e. it can only be detected indirectly through its decay products.
As detailed in Section 1.2.1, the Higgs boson can decay into any pair of massive
SM particles. Because the Higgs’s coupling strength to particles is proportional
to their masses, decays into heavier particles are favored as long as they are
kinematically allowed. Therefore, the Higgs boson predominantly decays via
tree-level processes into pairs of massive EW gauge bosons (Figure 2.11a),
heavy quarks (Figure 2.11b) and heavy leptons (Figure 2.11c). It can also
decay into lighter fermions but with lower probabilities. Its decay into a top-
quark pair is suppressed due to the mass of the top quark being greater than
that of the Higgs boson, thus none of the quarks can be produced on-shell.

As already mentioned, the Higgs boson does not couple directly to massless
particles. However, decays into pairs of massless gauge bosons (g, ) can occur
through loops involving virtual heavy particles, as illustrated in Figure 2.11d.
This implies an indirect coupling between the Higgs boson and these massless
vector bosons. Figure 2.12a shows the theoretical branching fractions of the
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different Higgs boson decay channels.

w/z b/c T/

w/z bl T/

Figure 2.11: Example LO Feynman diagrams of the Higgs boson decays into
(a) a pair of vector bosons, (b) a pair of photons or a Z boson and a photon,
(c) a pair of quarks, and (d) a pair of charged leptons. Source: Ref. [17].

Figure 2.12b shows the observed and expected branching fractions of the
measured Higgs boson decay modes at /s = 13 TeV. While H — bb, W+ W~
and 777~ are the dominant decay channels in terms of cross-section, they are
not the most sensitive ones from an experimental point of view. Their final
states involve neutrinos or large background rates, which makes the reconstruc-
tion of the Higgs boson quite challenging. On the other hand, the H — vy
and H — ZZ* — 4¢ channels provide final-state particles that can be pre-
cisely measured and generate cleaner experimental signatures. In fact, these
were the two main decay channels used in the discovery of the Higgs boson in
2012 [66,67].

2.2.3 Direct measurement of the top-quark Yukawa coupling

As already highlighted in previous sections, the top-quark Yukawa coupling
is significantly stronger than that of the other quarks in the SM due to the
large mass of the top quark. This makes y; more sensitive to potential BSM
effects. Moreover, the fact that y,; is close to unity suggests that it can provide
insight into the scale of new physics [75] and the nature of EW symmetry
breaking [76-78]. Finally, the measurement of the top-quark Yukawa coupling
can play a special role for determining the CP nature of the Higgs boson [79-83]
and for probing the Higgs self-coupling [84-86].
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Figure 2.12: (a) Theoretical Higgs boson branching ratios and their uncertain-
ties for the mass range around 125 GeV. Source: Ref. [73]. (b) Observed and
expected branching fractions assuming SM values for the cross-sections. Both
ATLAS measurements and theory predictions correspond to a centre-of-mass
energy of 13 TeV (LHC Run 2). Source: Ref. [17].

While the natural way to measure y; would be to observe the Higgs boson
decaying into a pair of top quarks, this is kinematically suppressed due to the
large mass of the top quark. The first constrains on y; came from measuring the
cross-section of the ggF production and the H — ~v decay [87]. However, in
these cases, the Higgs-boson coupling to the top quark arises indirectly through
a top-quark loop (see Figures 2.9a and 2.11d). Consequently, BSM particles
could also be present in the loops, potentially masking deviations in g;. Thus,
a direct measurement of y; is necessary.

As anticipated in Section 2.2.1, the most promising process for directly
probing y; is the ttH production. Apart from the inherent motivation of such
direct measurement, its comparison with the indirect measurement via ggF can
help to characterize the content of the ggF loop and identify potential BSM
contributions [88-90].

The ttH production mode was observed in 2018 by the ATLAS and CMS
collaborations [91,92]. Due to the small cross-section of this process, the ob-
servation was only possible after combining several analyses targeting different
Higgs boson decay modes. The study of the tH production is usually splitted
into three main analyses: H — bb, H — vy and H — multi-lepton (ML) i.c.
H—-WW* ZZ* 7T.
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The search for ttH production in the H — bb decay channel benefits from
the large branching fraction of this decay mode. However, the large back-
ground coming from the t¢f process with two additional b-quarks makes the
analysis quite challenging. Moreover, it is more difficult to identify b-jets than
photons or charged leptons, since the two latter provide cleaner experimen-
tal signatures. Finally, the modeling of events with additional heavy-flavour
quarks in the final state typically has large systematic uncertainties, which
degrades the sensitivity of the measurement. Despite these challenges, the
ATLAS collaboration has recently observed the ttH (H — bb) process with
an observed (expected) significance of 4.60 (5.40) using the full LHC Run-2
dataset [93]. Previous measurements in this channel by the ATLAS and CMS
collaborations were published in Refs. [94-96].

The search for ttH production via H — ~~ could be considered to have
opposite characteristics to the H — bb channel. It benefits from a very clean
experimental signature, since the invariant mass distribution of the diphoton
system shows a very clear peak at the Higgs boson mass. However, the branch-
ing fraction of this decay mode is three orders of magnitude smaller than that
of the H — bb channel [73]. Despite the low cross-section, the ttH (H — )
process has been the first observation of the ttH production mode in a single
Higgs-boson decay channel for both the ATLAS and CMS experiments [97,98].
Given the sensitivity, more extensive studies of the Higgs boson properties have
been performed by both collaborations in this channel [99,100].

The search for ttH production in the ML channel (H — WW*, ZZ*, 77)
lives in a middle ground between the previous two. These three decay modes
yield a branching fraction much larger than that of the H — ~+ but smaller
than the H — bb one. The reason why H — WW*, ZZ* and 77 are grouped
together is that these decay channels are difficult to disentangle, since they
share similar final states featuring the presence of multiple leptons. It is note-
worthy that the H — ZZ* — 4/ final state is excluded from the ML channel
and treated in a dedicated analysis [101,102] since it has a particularly clean
signature. However, the cross-section is very low, hence it requires collecting
more data in the coming years to achieve a sensitive measurement.

The ttW, ttZ and diboson processes are the main irreducible background
sources in the ML channel. Events coming from the ¢¢ production with addi-
tional charged leptons misidentified as prompt are also a relevant background
source. These non-prompt leptons mainly originate from heavy-flavour hadron
decays or photon-conversions (v — eTe™).

The ATLAS collaboration analysed a partial LHC Run-2 dataset (80 fb™!
of integrated luminosity?), reporting a significance of 1.80 (3.10 expected) for

“The (integrated) luminosity is defined in Section 3.1.3.
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the ttH (H — ML) signal [51]. The CMS collaboration analysed the full LHC
Run-2 dataset and found an excess with an observed (expected) significance
of 4.70 (5.20) [52,103]. Figure 2.13 shows the measured (per-channel) signal
strength® of those two analyses.
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Figure 2.13: Splitted-by-channel and combined signal strength for the (a) AT-
LAS partial Run-2 [51] and (b) CMS full Run-2 [52] t¢H-ML analyses. The
channels are sorted based on the number of charged light leptons ¢ (electrons
or muons) and hadronically-decaying 7 leptons.

Apart from measuring the t¢tH (H — ML) signal strength, these two anal-
yses also observed an excess of ttW background over the SM expectation. The
CMS analysis measured a normalisation factor (NF) of 1.43 +0.21. The AT-
LAS analysis defined three NFs for the tt1 background: low-and high-jet
multiplicity 2SS NFs and one 3¢ NF. The three of them were found to be
above unity: 1.561“8:;’(;, 1.261“8:}2 and 1.68f8:§g, respectively. These observa-
tions suggested that the W background should be further studied and better
understood in order to improve the ttH (H — ML) measurement. As de-
scribed in Section 2.1.4, these observations not only triggered improvements
in the theoretical calculations of the ttW cross-section, which have helped to
close the gap between theory and experiment, but also motivated the exper-

5The signal strength associated to a process is defined as the ratio of the observed cross-
section times branching ratio to the SM prediction.
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imental measurement of the ¢¢W production in the ML channel with the full
LHC Run-2 dataset [45-47].

2.2.4 The STXS framework

Measurements targeting a Higgs boson signal generally measure a signal strength
modifier, denoted as p, which is defined as the ratio of the observed cross-
section ¢ times branching ratio B to the SM prediction i.e.

oxB

= 2.10
a osm X Bsm (2.10)

These measurements aim to enhance the sensitivity to the Higgs boson
signal, but due to their inclusive nature, they lack sensitivity to SM deviations
in phase-space regions with few signal events. Additionally, the precision of
these inclusive measurements depends on the theoretical predictions, as the
uncertainty in the signal strength is influenced by the theoretical uncertainty
of the SM prediction. Finally, these inclusive analyses are designed based on
SM-expected kinematics for the signal, decreasing their potential sensitivity to
BSM effects.

To determine the properties of the Higgs boson with minimal dependency on
theoretical predictions, fiducial cross-section measurements can be performed.
These measurements define a fiducial phase space at the particle level®, keep-
ing it close to the reconstructed event definitions in order to minimize the
extrapolation from the observed to the particle-level phase space. Correc-
tions for detector effects are applied using simulations, and the resulting fidu-
cial cross-section can be directly compared with theoretical predictions. This
method also allows to perform differential cross-section measurements, where
the cross-section is determined as a function of a kinematic variable. However,
this technique also has some limitations. The need to have similar selection
criteria at particle and reconstructed levels requires simple selection require-
ments that may not be optimal for maximizing signal-to-background ratios.
For instance, the use of complex multivariate analysis techniques is limited in
these measurements, and designing an analysis with such constrains can be
particularly challenging.

A compromise between the inclusive signal-strength and fiducial differential
cross-section measurements can be achieved by using the Simplified Template
Cross Sections (STXS) approach [104]. This framework subdivides the phase
space associated to each of the Higgs production modes into several regions,

5The particle level refers to the level where all the final-state particles are defined: after
the parton shower and the hadronisation, but before the decays and propagation through the
detector.
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based on specific kinematic variables of the Higgs boson or associated objects
in the final state. These STXS regions (also referred to as bins) are designed
to maximise the sensitivity to BSM effects in Higgs production, while keeping
a reasonable degree of independence and control over theoretical uncertainties.
They are the result of dedicated studies by the ATLAS and CMS collaborations
and the theory community.

While STXS measurements are not as theory-independent as fiducial cross-
section measurements, they allow for the application of complex multivariate
analysis techniques. This is crucial for the analysis of some decay channels,
such as H — 77, H — bb or H — WW?*, where the reconstruction of the final
state is challenging and experimental resolution is lower than in channels like
H—~yyor H— ZZ* — 44.

The standardized definition of the STXS bins facilitates the combination
of results from different Higgs decay channels, which is crucial for improving
experimental sensitivity. Moreover, the fact that both the ATLAS and CMS
collaborations use the same STXS definitions allows for the combination of
results between the two experiments.

The current definition of the STXS bins, referred to as Stage 1.2 [105]7,
is shown in Figure 2.14. The simplified fiducial volume definition, common
to all the analyses using the STXS framework, requires that the Higgs boson
is produced with a rapidity of |y| < 2.5 to match the detector acceptance.
Minimal criteria are also applied to the particle-level jets that define the STXS
regions [104].

The latest combination of the ATLAS data using the STXS framework [17]
provided measurements of the Higgs boson production cross-section across 36
different kinematic regions, shown in Figure 2.15. Part of this thesis is dedi-
cated to improve the STXS measurements in the t¢H production mode and, in
particular, in the ML channel. For the first time, a differential measurement
is attempted in the t¢H ML channel.

"The Stage 1.2 increases the STXS-bins granularity with respect to the Stage 1.1 [106].
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Chapter 3

The LHC and the ATLAS
experiment

To validate a theory, its predictions must be compared against experimental
observations. In the case of high-energy particle physics, the main goal of
experiments is 1) to measure known phenomena with greater precision to detect
any potential discrepancies from the SM, and 2) to search for undiscovered
phenomena, either predicted or not by the SM.

Particle accelerators provide a controlled environment and unprecedented
energy levels that allow to rigorously test the SM. They use electromagnetic
fields to accelerate charged particles, such as protons, up to velocities close to
the speed of light, keeping them confined in tightly focused beams. By colliding
these beams at specific interaction points, researchers can investigate complex
particle physics processes and recreate the conditions that existed shortly after
the Big Bang'. Such collisions can generate massive particles like the Higgs
boson or the top quark and, by studying their properties, scientists gain deeper
insights into the nature of matter and the origins of the Universe. However,
these massive particles cannot be directly observed because they decay almost
immediately into lighter particles, which themselves continue to decay until
they reach stable particles’. Such particles are detected and identified by
sophisticated particle detectors.

The Large Hadron Collider (LHC) [107,108] stands as the largest and most
powerful particle accelerator in the world. The studies presented in this the-

!The Big Bang is the most widely accepted theory for the origin of our universe. Ac-
cording to this theory, all matter in the Universe expanded from an extremely dense and hot
singularity in an explosive event about 13.7 billion years ago.

2In this context, a particle is considered stable if it does not decay before reaching the
particle detector.
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sis are based on data collected by the ATLAS (A Toroidal LHC ApparatuS)
detector, placed at one of the interaction points of the LHC.

3.1 The Large Hadron Collider

The LHC is located at the Conseil Européen pour la Recherche Nucléaire
(CERN) laboratory and lies across the border between France and Switzer-
land. The accelerator is placed in a 27 km circular tunnel, located about
100 m underground, which naturally shields it from background radiation such
as cosmic rays. The underground cavities were originally constructed between
1984 and 1989 for the Large Electron-Positron Collider (LEP) [109], after which
the LHC machine and its detectors were built and installed.

3.1.1 A proton-proton collider

The LHC is a proton-proton (pp) collider®, which allows to reach the highest
possible energies to date, making it particularly sensitive to potential discover-
ies. Other types of colliders, such as eTe™ colliders, suffer from a large loss of
energy due to synchrotron radiation. Moreover, proton-proton colliders achieve
higher luminosities than proton-antiproton colliders such as the Tevatron [110],
as protons are easier to produce than antiprotons.

Nevertheless, proton-proton collisions also come with some difficulties. Pro-
tons are made of quarks and gluons, which are the particles that actually in-
teract in the collision. Due to the large QCD coupling, these partons emit
additional quarks and gluons, which leads to an overwhelming QCD back-
ground. These emissions difficult the identification of the main interaction and
the reconstruction of the final-state particles.

Moreover, as described in Section 1.2.2, the QCD coupling is small at high
energies, but large at low energies, which implies that low-energy phenom-
ena happening in the interaction cannot be modeled using perturbative QCD
(pQCD). Consequently, phenomenological models must be used, which come
with additional uncertainties that decrease the precision of physics measure-
ments.

3.1.2 The journey of a proton

As illustrated in Figure 3.1, the LHC is the final part of the CERN accelerator
complex. Protons are fed into the LHC starting from a small container of

3Heavy ion collisions are also recorded: mostly ionised lead nuclei and xenon.
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hydrogen gas, whose atoms are ionized by an electric field. The resulting
protons undergo a sequence of pre-acceleration steps to progressively increase
their energy until they collide in the LHC interaction points.

The CERN accelerator complex
Complexe des accélérateurs du CERN
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Figure 3.1: Overview of the CERN accelerator complex. Source: Ref. [111].

Initially, they pass through the LINear ACcelerator (LINAC) 2%, which is
80 m long and accelerates the protons to 50 MeV. Following this, the protons
are injected into the proton-synchrotron Booster (a circular accelerator with a
circumference of 157 m), and then into the Proton Synchrotron (which has a
circumference of 628 m), where their energy is increased to 1.4 GeV and then
to 25 GeV, respectively. The final stage of pre-acceleration occurs in the Super
Proton Synchrotron (SPS), a 7 km circumference ring, where the protons are
further accelerated to energies reaching up to 450 GeV.

These protons are then transferred from the SPS into the LHC, where they
are divided into two beams that travel in opposite directions through separate

4In 2020, LINAC2 was replaced by LINACA4.
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vacuum tubes, undergoing further acceleration to reach their final energies.
Each of the LHC beams is sorted in proton bunches of around 1.15 - 10!
protons each. The space between consecutive bunches is about 7.5 m, and
given that these bunches move through the LHC ring at nearly the speed of
light, the resulting time interval between bunches is about 25 nanoseconds.

The protons acceleration inside the LHC is achieved thanks to the sixteen
radiofrequency (RF) cavities (eight per beam) available in the LHC ring, each
delivering a voltage of 2 MV and oscillating at 400 MHz. To ensure that the
particle beams remain on their correct paths within the accelerator, the LHC
uses superconducting electromagnets. These magnets generate a magnetic field
of about 8 T and operate at an ultra-low temperature of 1.9 K enabling elec-
trical conduction without resistance. Specifically, 1232 dipole magnets, each
15 m long, are used to bend the beams, while 392 quadrupole magnets, ranging
from 5 m to 7 m long, focus the beams. These quadrupoles are essential for
narrowing the beam size at each interaction point to maximize the number
of colliding particles. Just before collision, the RF cavities further compress
the proton bunches, enhancing the likelihood of collisions and ensuring high
luminosity at the interaction points. The LHC proton beams are considered
stable once they are aligned, compressed, focused, and guided to collide di-
rectly. Collisions then start and continue until the beam luminosity drops by
approximately 50%, usually taking up to 10 hours.

Such collisions take place at four locations around the LHC ring, which
correspond to the locations of its four major experiments, as shown in Fig-
ure 3.1. ATLAS [112] and CMS (Compact Muon Solenoid) [113] are both
general-purpose detectors designed to explore a wide variety of physics top-
ics. These include precision measurements within the SM and searches for
BSM phenomena like Supersymmetry (SUSY), exotic particles and dark mat-
ter (DM). Despite their similar goals, ATLAS and CMS use different technolo-
gies, mainly in their muon and tracking systems. In this way, they can provide
confirmation of a discovery made by the other experiment, plus their results
can be combined to enhance measurements’ precision.

The LHC beauty (LHCb) [114] experiment is focused on heavy-flavour
physics, particularly exploring BSM effects through the study of CP-violating
processes. It achieves this by making precise measurements of hadrons contain-
ing beauty (or bottom) and charm quarks. Meanwhile, A Large Ion Collider
Experiment (ALICE) [115] is dedicated to studying QCD by probing strongly-
interacting matter and investigating quark-gluon plasma at high energy densi-
ties and temperatures, primarily through heavy-ion collisions.

Each of these four experiments contributes with unique insights, covering
different aspects of high-energy physics, and they will continue to do so in
the coming years. Until now, proton-proton collision data has been recorded
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at different centre-of-mass energies. During the first data-taking period, from
2010 to 2013 (Run 1), protons collided at /s = 7 and 8 TeV, whereas in
Run 2 (from 2015 to 2018), collisions occurred at /s = 13 TeV. The third
data-taking period, which began in the summer of 2022 and is expected to last
until mid-2026, involves proton-proton collisions at /s = 13.6 TeV. Following
each data-taking period, the LHC undergoes a long shutdown (LS) to allow for
repairs and upgrades of both the accelerator and the detectors. The next LS,
anticipated to start in 2026 after Run 3, is particularly significant, as it will
involve a major upgrade known as the High-Luminosity LHC (HL-LHC) [116],
aimed at importantly increasing the amount of data recorded®.

Both physics analyses presented in this thesis are based on the data collected
during the Run 2 of the LHC by the ATLAS detector.

3.1.3 Luminosity

A scattering process such as the proton-proton collisions happening in the
LHC is described by its cross-section o. This observable can be thought as the
effective area the initial particles have to hit in order to interact with each other
and produce the final-state particles. Consequently, for a certain scattering
process, the number of events per unit of time is given by the product of o,
which represents the underlying physics, and the instantaneous luminosity L,
which is a measurement of the particle flux i.e.

dN

The instantaneous luminosity is then a measurement of the number of parti-
cles passing through a unit area per unit of time. It depends on the beams
properties as follows [117]:
N1No Ny
L= frev47a (32)
MO0y
where fiey is the revolution frequency of the beams, N1 and Ns are the number
of protons per bunch, N is the number of bunches per beam, and o, and oy
are the beam sizes in the horizontal and vertical directions, respectively®.

As already mentioned, the luminosity provided by the LHC is not constant.
Since the bunches collide repeatedly, the number of protons in each bunch
decreases with time and, consequently, also the luminosity. Moreover, the beam

5Tt is expected that the HL-LHC will deliver around 20 times more data than the Run 2
data-taking period.

6Beams are assumed to effectively have Gaussian shape with area 4wo,0y i.e. 0, and oy
are the Gaussian widths of the colliding beams.
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parameters can vary during a data-taking period, which leads to changes in
the luminosity values.

The total amount of data collected over a given period is referred to as inte-
grated luminosity. It is calculated by integrating the instantaneous luminosity
over time i.e.

L= / Lat. (3.3)
and it is often expressed in units of inverse femtobarns (fb=1), where
1! =103 em™2. (3.4)

During Run 2—the data-taking period analysed in this thesis—the ATLAS
detector collected around 147 fb=! of data at /s = 13 TeV. Nevertheless, the
amount of data that is categorised as good for physics i.e. included in the Good
Run List (GRL) [118], is slightly lower due to the quality criteria applied to
the data events. In particular, ATLAS recorded 140.1 + 1.2 fb~! of good-for-
physics data [117]. Around 3000 fb~! are expected to be collected during the
HL-LHC [116].

3.1.4 Pile-up

As previously mentioned, the proton bunches that collide in the LHC inter-
action points contain a large number of protons. Depending on the different
beam properties, the number of protons that actually collide in each bunch
crossing can vary’, but is in general larger than one i.e. multiple proton-proton
collisions can occur simultaneously in the same bunch crossing. This effect is
known as pile-up.

More accurately, it is defined as the average number of proton-proton in-
teractions per bunch crossing. It can be divided into two categories: the in-
time pile-up, which refers to the simultaneous collisions happening in the same
bunch crossing, and the out-of-time pile-up, which occurs when the detector
registers particles from previous or subsequent bunch crossings. The latter
happens when the time interval between bunches is shorter than the detector’s
response time. Figure 3.2 illustrates the relationship between total integrated
luminosity and pile-up for the Run 2 data collected by the ATLAS experiment.

Pile-up can significantly affect the data-acquisition efficiency, as it compli-
cates the identification of the primary interaction vertex and the association
of the final-state particles to the correct vertex. In fact, relevant efforts are
ongoing to minimize this effect [120-123], especially thinking about future data-
taking scenarios such as the HL-LHC.

"Moreover, the number of proton-proton collisions in a bunch crossing is a random variable
following a Poisson distribution.
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Figure 3.2: Distribution of the number of interactions per bunch crossing,
weighted by luminosity, for the data collected by the ATLAS experiment from
2015 to 2018. The plot includes the total integrated luminosity and the average
pile-up per year. Source: Ref. [119].

3.2 Phenomenology and simulation of proton-proton
collisions

In order to validate the SM or to search for new phenomena, the predictions
of the theory must be compared against experimental data. Thus, it is crucial
to understand all the different sub-processes taking place in a proton-proton
collision in order to simulate the whole physics chain and build the prediction.

MonteCarlo (MC) event generators are specialized computer programs used
to simulate events from defined physics processes. They generate pseudo-
random numbers to mimic particle collision events, reproducing the predicted
probability distributions of physics observables. In addition, MC techniques
are applied to simulate the interaction of final-state particles with the detector
materials and read-out devices, mimicking the behaviour of real data. Finally,
MC methods also provide estimates of theoretical uncertainties based on the
latest theoretical knowledge.

This section provides an overview of the different steps involved in the
simulation of proton-proton collisions and the main tools used to perform such
simulations.
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3.2.1 The factorization theorem

The simulation of proton-proton collisions requires the description of physics
processes including a wide range of energy scales. At high-energy scales (short
distances), the QCD coupling ag is small, enabling the use of pQCD. This is
the regime that characterizes the so-called hard scattering i.e. the main parton-
parton interaction. On the other hand, many low-energy-scale interactions take
place inside the proton. These processes are dominated by non-perturbative
QCD effects and their description is encapsulated in the parton distribution
functions (PDFs) [124] (details in Section 3.2.2).

Due to the decoupling nature of physics at different energy scales, it is
possible to define a factorisation scale pr to allow for the separation of the low-
energy dynamics within the proton from the high-energy dynamics of the hard
process. According to the factorisation theorem [125,126], the cross section for
a pp — X process can be expressed as the convolution of the PDFs, f, and f3,
with the partonic cross section 645, x i.e.

GppsrX = Z/dzadxbfa(xmﬂ%)fb(xbaM%’)&abﬁX(xmxbvlﬁ%nu%)' (3.5)
a,b

Here, a and b represent the incoming partons, and z, and x; are the momentum
fractions of these partons inside the protons. The sum runs over all the partons
that can contribute to the hard process i.e. valence quarks but also sea quarks
and gluons.

While f, and f;, are estimated from experimental data, 6., x can be ex-
pressed (in pQCD) as a power series expansion of «j i.e.

a'NLO (waa Th, N%‘)

N (@, 3, 1F) + - Jarxe (36)

Gapsx = [0 (2a, T, uF) + as(ph)

+ a2 (pR)

As detailed in Section 1.2.2, ag depends on the renormalisation scale up.
Such scale is usually chosen to be equal to the momentum transfer of the hard-
scattering process Q?, since such choice minimises the impact of the higher-
order terms in the expansion. The same argument applies to the factorisation
scale . Thus, it is usual to set up = up = Q2.

It is noteworthy that pr and pp are unphysical scales introduced to address
issues in the theoretical calculation of physics observables. For this reason, if
one could fully express one certain observable as a power series in g and
consider all the infinite terms, its analytical expression would be independent
of ur and pup. However, as explained before, this is not practically feasible and
the truncation of the series leads to a dependence of the physics observable with
both scales. A way to estimate the contribution of the higher-order terms is to



3. The LHC and the ATLAS experiment 51

vary these scales (typically by a factor two and a half of their nominal values)
and assign this variation as an uncertainty on the theoretical calculation.

3.2.2 The parton distribution functions

As discussed earlier, the PDFs encapsulate the low-energy dynamics of the
proton-proton collision, which mainly reflects the partonic interactions happen-
ing inside the proton®. Formally, a PDF gives the likelihood of encountering
a parton a carrying a momentum fraction x, of the proton’s total momentum
at a certain energy scale pp.

Due to the non-perturbative nature of low-energy QCD, PDFs cannot be
computed from first principles. Instead, they are extracted through global
fits to experimental data obtained from a wide variety of scattering processes.
Several collaborations provide sets of PDFs tailored to LHC analyses, including
CTEQ [127], MSTW [128], and NNPDF [129]. Once determined at an initial
energy scale, the evolution of these distributions to higher scales is governed by
the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [130-132],
which are derived within the framework of pQCD.

Figure 3.3 presents a set of PDFs from the NNPDF3.1 global fit, showing
the momentum fraction carried by various parton species at two distinct en-
ergy scales. These plots reveal how the proton’s momentum is shared among
its constituents. At large x, the valence quarks dominate, with the u quark
distribution being roughly double that of the d quark. As x decreases, the
contribution from sea quarks and especially gluons becomes more significant,
with gluons eventually carrying the largest share of the proton’s momentum.

At high scales such as Q? = 10* GeV? (Figure 3.3b), the gluonic and sea-
quark content becomes increasingly dominant in the proton, compared to the
lower scale case (Figure 3.3a). In this high-energy regime, the partons most
likely to initiate hard interactions have momentum fractions around x ~ 1072,
Gluons are by far the most probable contributors to such scatterings, which
explains why gluon-initiated processes like gluon-gluon fusion dominate over
qq annihilation in the production of high-mass final states such as tt or ttH at
the LHC.

8 Although the proton’s valence structure (uud) determines its quantum numbers, the
complete picture is more complex: gluons mediate the strong interaction among quarks and
constantly generate transient quark-antiquark pairs, known as sea quarks, forming a dynamic
partonic environment.
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Figure 3.3: Parton distribution functions of a proton at p% equal to (a) 10 GeV?
and (b) 10* GeV? for the NNPDF3.1 set. Uncertainty bands cover the 68%
confidence level. Source: Ref. [124].
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3.2.3 Simulation of proton-proton collisions

Figure 3.4 shows the different steps involved in a proton-proton collision as
modeled by MC event generators. The two incoming protons are depicted as
large green blobs, with the momenta of the three valence quarks represented
by continuous green lines. As previously discussed, the partonic interactions
happening inside the proton are encapsulated in the PDFs; which are estimated
from experimental data.

hadronisation
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e == hard seattering
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parton shower e B ' < -
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parton shower
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Figure 3.4: Representation of a proton-proton collision event containing all the
factorised stages in the MC event generation chain. Source: Ref. [133].

In the first stage of the simulation, the probability of the hard-scattering
(represented by the central red blob) e.g. pp — ttH, is computed through
the matrix element (ME) calculation at a fixed order in perturbation theory,
given the high-energy of the interaction. The outgoing partons (the particles
emerging from the red blob) are distributed randomly within the allowed phase
space.

Because quarks and gluons are color-charged, they will emit more of them, in
addition to photons, through bremsstrahlung. The successive QCD-radiation
emissions create the so-called parton showers (PS). These mainly include low-
energy QCD emissions, hence a perturbative approach is insufficient. Instead,
an approximation scheme is used, described by the Altarelli-Parisi splitting
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functions [134,135] and Sudakov form factor [18]. Initial-state (blue lines) and
final-state (red lines) parton showers are simulated using specialized parton-
shower algorithms.

The radiation process continues until the partons reach an energy scale of
approximately 1 GeV. At this point, hadronisation occurs, and the partons
combine to form collimated clusters of color-neutral hadrons (green eliptical
blobs). These hadrons may further decay into final-state particles (green circu-
lar blobs), which interact with the detector, producing energy deposits known
as jets (details in Section 4.4). During this stage, soft photon radiation (yellow
wavy lines) can also be emitted from the hadron decays. The hadronisation
process and hadron decays are described using phenomenological models as
they also happen in the low-energy regime where pQCD is not applicable.

Lastly, aside from the hard scattering process, other partons from the pro-
tons can interact with each other (purple blob). These interactions gener-
ate additional parton showers, hadronisation processes and final-state particles
within the event and they are collectively referred to as the underlying event
(UE) [136]. Since they involve lower momentum transfers, they cannot be
described via pQCD neither, but require the use of phenomenological models.

3.2.4 MonteCarlo event generators

The different simulation steps described previously are performed by differ-
ent MC-generation algorithms. Thus, they must be combined to provide a
complete description of the proton-proton collision event. In particular, in-
terfacing ME MC generators with PS ones requires special attention, as there
are regions where their calculations may overlap, leading to potential double-
counting. For example, an NLO diagram that includes a gluon emission at
ME-level is equivalent to an LO diagram where the additional gluon is emitted
by the PS. To avoid double-counting, matching techniques are used to ensure
that the ME method describes the high-energy emissions accurately, while the
PS handles the softer ones, so that each approach is applied where it is most
reliable. In this way, a matching scale ji is introduced to separate the phase
space between the ME and PS regions.

The most widely used MC event generators for proton-proton collisions at
the LHC are listed below, along with their main features:

e MADGRAPH5_AMCQ@NLO [137,138] (referred to as AMCQNLO from
now on) began as a LO ME generator that passed the simulated partonic
events to PS programs like PYTHIA [139] or HERWIG [140]. This method
is known as ME+PS. With the advancements in NLO matching tech-
niques introduced in the MCQNLO [141] program and the development
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of AMC@NLO, the generator is now capable of performing NLO+PS cal-
culations. This includes NLO corrections in QCD, accounting for both
real emission of additional partons at Born-level accuracy and virtual
loop corrections to the LO process. AMCQ@NLO is widely used for sim-
ulating SM processes at the LHC, and is also a popular tool for BSM
physics simulations, including EFT extensions of the SM, with numerous
Universal FeynRules Output (UFO) models available.

e POWHEG [142,143] was developed as an alternative method for match-
ing NLO calculations with parton showers, implemented through the
POWHEG-BOX framework [144]. Like AMC@NLO, it enables NLO+PS
calculations when interfaced with PS generators such as PYTHIA or HER-
WIG. A relevant parameter for the matching with PS algorithms is hgamp,
which regulates the pp of the hardest additional emission beyond the
Born configuration and is typically set to the order of the energy scale
of the simulated process [145]. One unique feature of POWHEG is that it
produces events with almost entirely positive weights, unlike other NLO
MC generators that yield a mix of positive and negative weights.

e SHERPA [146] is recognized as a general-purpose MC generator because
it includes both the ME generation [147] and its own PS model, which
is based on the Catani-Seymour dipole factorization scheme [148]. It is
capable of NLO+PS calculations, with virtual QCD corrections for NLO
accuracy provided by the OPENLOOPS 2 libraries [149-152].

e PyTHIA [139], while primarily known for simulating parton showers for
events generated by ME generators, is also classified as a general-purpose
MC, as it can handle simple 1 — 2 and 2 — 1 processes at LO accuracy,
such as vector boson and Higgs boson production and decay. PYTHIA
incorporates the soft emissions typical of all PS generators, along with the
option to simulate additional hard parton emissions via matrix element
corrections [153-155]. When interfacing with AMC@NLO or POWHEG,
one relevant parameter is pk}ard [156], which regulates the parton shower
emissions phase space by vetoing the emissions in regions of the phase
space already covered by ME calculations.

e HERWIG [140] serves as an alternative to PYTHIA for parton shower
simulations, sharing similar capabilities. The latest version, HERWIG
7 [157-159], also supports NLO+PS calculations using its own versions
of MCQNLO and POWHEG matching schemes for a variety of processes.

It is worth to note that in high-multiplicity final states at the LHC, particu-
larly those involving numerous partonic emissions (often referred to as multi-leg
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setups), high-precision simulations are essential to accurately model the data.
Although a complete NNLO+PS calculation would be ideal, this is still the-
oretically out of reach for many processes. As an intermediate step, efforts
have been made to enhance NLO generators to handle these multi-leg setups
with NLO accuracy. This is achieved through multi-leg merging algorithms,
such as FXFx [160] for AMC@QNLO, MEPS@QNLO [161] for SHERPA, as well
as UNLOPS [162] and MINLO [163].

3.3 The ATLAS detector

As the LHC construction advanced and the physics programme became clearer,
discussions emerged around the types of detectors needed to fully exploit the
physics potential. Years of conceptual studies, hardware prototyping and feasi-
bility tests followed, with contributions from thousands of experts across mul-
tiple domains. These efforts culminated in the 1992 Evian conference [164],
where early working groups proposed their initial experimental visions in the
form of “Expressions of Interest”, laying the groundwork for what would be-
come the main LHC experiments.

Among these groups, ASCOT [165] and EAGLE [166] submitted proposals
with comparable designs, notably featuring a toroidal magnetic field config-
uration for the muon spectrometer. Rather than competing, they opted for
collaboration, merging their efforts and expertise. This merger was formalised
with a joint Letter of Intent submitted in October 1992 under the unified name
of the ATLAS Collaboration.

Today, the ATLAS Collaboration [112,167] stands as one of the largest
scientific endeavours in high-energy physics, with over 5500 members from
institutions worldwide and nearly 3000 of them listed as scientific authors.
The ATLAS experiment is also the largest general-purpose detector ever built
for collider physics, extending 46 m in length, reaching 25 m in height, and
weighing approximately 7000 tonnes. It is designed to cover nearly the full
solid angle around the interaction point, providing precise measurements of
the particles generated in proton-proton collisions.

The detector consists of successive layers, each optimised for specific mea-
surements. At its core lies the inner detector (ID), responsible for recon-
structing charged-particle trajectories. Surrounding it are the calorimeters,
subdivided into the electromagnetic calorimeter (ECAL) for electromagnetic
particles and the hadronic calorimeter (HCAL) for hadrons. The outermost
layer is the muon spectrometer (MS), tailored for muon detection, since muons
typically traverse the inner detectors without being fully absorbed. A cross-
sectional view of the full detector is displayed in Figure 3.5, noting that the
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New Small Wheel (NSW) upgrade was not yet present during Run 2.
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Figure 3.5: Cutaway illustration of the ATLAS detector and its main subsys-
tems. Source: Ref. [168].

3.3.1 The ATLAS detector geometry and coordinate system

As illustrated in Figure 3.5, the ATLAS detector features a forward—backward
symmetric architecture centred around the proton—proton interaction point. It
is composed of a cylindrical central section known as the barrel, which encircles
the interaction point and covers the detector’s mid-region. Extending along the
beam axis, two planar structures referred to as end-caps are positioned at each
end of the barrel. These end-caps are perpendicular to the beam pipe and
are responsible for detecting particles emerging at small angles relative to the
beam direction.

The coordinate system of the detector has its origin at the interaction point
and is defined by three orthogonal axes (x,y, z). The z-axis coincides with the
beam line, while the transverse plane is spanned by the z and y directions. Sev-
eral key observables, including the transverse momentum (pr) and the missing
transverse momentum (Efrniss), are defined in this plane. For convenience, po-
lar coordinates are frequently used: the azimuthal angle ¢ is measured in the
z—y plane around the beam axis, and the polar angle 6 indicates the deviation
from the beam direction.
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Instead of using the polar angle 6, such coordinate of a particle’s trajectory
is more commonly expressed via its rapidity y, which is invariant under Lorentz
boosts along the beam axis:

y_2 E_pzv

(3.7)

where F represents the particle’s energy and p, the longitudinal component of
its momentum. At LHC energies, the masses of most final-state particles are
negligible compared to their momenta, justifying the use of the ultra-relativistic
approximation. In this regime, the rapidity is approximated by the pseudora-
pidity:

n = —Intan(6/2). (3.8)

Under this convention, a value of n = 0 (f = 90°) corresponds to a direction
perpendicular to the beam, while n — oo (6 — 0°) corresponds to motion
parallel to the beam line. The pseudorapidity not only characterises the emis-
sion angle of particles but also determines the coverage of the different ATLAS
subsystems, which spans up to |n| < 5, corresponding to polar angles greater
than 1°.

Additionally, the spatial separation between two particles in the detector is
often quantified through the angular distance:

AR = /(An)? + (A¢)?, (3.9)

where An and A¢ denote the difference in pseudorapidity and azimuthal angle,
respectively, between the two objects.

3.3.2 The inner detector

The inner detector (ID) [169] is the innermost tracking subsystem of ATLAS,
optimised to pinpoint the trajectories and origin of charged particles near the
interaction point. Operated within a homogeneous magnetic field of 2 T, it
enables charge and momentum determination by observing the bending of
particle paths. Its high spatial granularity and strong resistance to radiation
damage [170] are essential due to its proximity to the beam line. Structurally,
the ID is composed of a central barrel, shaped as nested cylinders surrounding
the beam pipe, and two disk-shaped end-caps perpendicular to it. The total
length of the detector is about 6 m, with a diameter close to 2 m, ensuring effi-
cient track coverage up to |n| < 2.5. It integrates three tracking technologies: a
silicon pixel system, the Semiconductor Tracker (SCT), and the Transition Ra-
diation Tracker (TRT). A schematic overview of the barrel region is provided
in Figure 3.6.
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Figure 3.6: Schematic depiction of the barrel section of the ATLAS ID. It
illustrates, from the innermost to the outermost layers, the pixel detector, the
four cylindrical layers of the SCT, and the straw tubes of the TRT. Source:

Ref. [171].
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At the heart of the ID lies the pixel detector, designed for fine-grained track
reconstruction, precise vertex determination, and identification of displaced
vertices, crucial for b-jet tagging. It comprises 1774 modules arranged in three
cylindrical layers and three forward disks on each side, covering |n| < 2.5. A
significant upgrade during LS1 introduced the Insertable B-Layer (IBL) [172],
an additional pixel layer situated closer to the beam pipe. This new layer
includes 280 modules, improving track resolution and extending acceptance to
In| < 3.

Beyond the pixel detector lies the SCT, composed of double-sided silicon
microstrip modules arranged similarly but covering a wider surface. With four
barrel layers and nine end-cap disks per side, its 4088 modules allow up to
eight hits per reconstructed track across the |n| < 2.5 region.

The outermost part of the ID is the TRT, a system of roughly 300,000
gas-filled straw tubes installed in both the barrel and end-cap sections. Each
traversing charged particle leaves approximately thirty hits, with coverage up
to |n| < 1 in the barrel and |n| < 2 in the end-caps. Ionization signals are
recorded as particles pass through the straws. Additionally, radiators between
the straws emit transition radiation, enabling the identification of electrons
and positrons against heavier particles [173].

These three subdetectors together provide robust pattern recognition ca-
pabilities and accurate momentum determination. Table 3.1 summarizes their
sensor dimensions and intrinsic resolutions.

‘ Subdetector ‘ Element size [pm)] ‘ Intrinsic resolution [pm)] ‘

IBL 50 x 250 8 x 40
Pixel 50 x 400 10 x 115
SCT 80 17 x 580
TRT 4000 130

Table 3.1: Sensor size and corresponding intrinsic resolution associated to each
of the ID subsystems. The intrinsic resolution is specified along the r-¢ and z
directions, except in the case of the TRT, which does not have sensitivity along
the z-axis. In the SCT, the element sizes correspond to the spacing between
the readout strips, while in the TRT, they refer to the diameter of the tubes.

3.3.3 The calorimeters

The calorimetry system of ATLAS [174,175] spans a wide angular region up to
In| < 4.9, enabling the capture and energy measurement of particles. Its design
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includes alternating layers of passive absorbers, which cause the particles to
shower, and active components, which detect the resulting energy depositions.

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic

LAr electromagnetic
barrel

Figure 3.7: Depiction of the calorimeter subsystems comprising the ATLAS
detector. Source: Ref. [176].

Just outside the ID is the ECAL, optimised for the detection of electrons and
photons through their electromagnetic interactions. It spans up to || < 3.2
and features a lead/liquid argon (LAr) sampling structure with fine segmen-
tation. The barrel section is built in an accordion shape to ensure continuous
¢ coverage, while the end-cap regions are implemented in two coaxial wheels,
also using LAr. The entire system is enclosed in a cryostat to preserve the low
temperatures required for the liquid argon operation.

Surrounding the ECAL is the HCAL, responsible for measuring hadronic
showers. It is composed of several segments. The tile calorimeter (TileCal),
which covers the central region up to |n| < 1.7, consists of alternating layers of
steel and plastic scintillator tiles. The hadronic end-cap calorimeters (HEC),
placed in the end-cap regions and extending the coverage to |n| < 3.2, relies on
copper absorbers and LAr as the active component. Both systems are enclosed
in the same cryostat as the ECAL.

The outermost part of the calorimetry system is formed by the forward
calorimeters (FCal), which are embedded in the forward sections of the LAr
calorimeters and push the detector acceptance to |n| < 4.9. These modules,
using copper and tungsten as absorber materials, play a significant role in

improving ET™* measurements.
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3.3.4 The muon spectrometer

Located at the outermost layer of the ATLAS detector and encasing the calorime-
ter systems, the muon spectrometer (MS) [177] is dedicated to the identifica-
tion and precise momentum measurement of muons. It comprises a system of
tracking detectors embedded in a toroidal magnetic field, which varies from
approximately 0.5 T in the barrel to about 1 T in the end-cap regions. Unlike
most charged particles that are absorbed by the calorimeters, muons penetrate
through them with minimal energy loss, reaching the MS. The spectrometer
determines their momenta by measuring the curvature of their tracks in the
magnetic field. It includes four distinct subsystems, categorised into precision
tracking chambers and fast-response trigger detectors. A schematic view is
provided in Figure 3.8.

Thin-gap chambers (T&C)
- ] Cathode sfrip chambers (CSC)

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid
Monitored drift ftubes (MDT)

Figure 3.8: Illustration of the layout of the MS in the ATLAS detector. Source:
Ref. [178].

The largest and most widely used tracking component in the MS is the
Monitored Drift Tube (MDT) system. These chambers are installed in both
barrel and end-cap regions, aligned with the azimuthal direction and covering
up to |n| < 2.7. Each chamber contains multiple layers of gas-filled aluminium
drift tubes with a central wire, typically arranged in 3 to 8 layers per chamber.
This configuration enables spatial resolutions of around 35 pm, allowing for
accurate muon trajectory reconstruction in the bending plane.
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In the more forward regions of the detector, where particle fluxes are higher
and the occupancies exceed the handling capacity of MDTs, Cathode Strip
Chambers (CSCs) are employed. These detectors are based on a multi-wire
proportional chamber design, with cathode strips segmented into perpendicular
orientations to measure both coordinates. They achieve a position resolution
of approximately 40 pm and are optimised for operation under high-radiation
conditions.

The fast muon trigger relies on dedicated chambers that cover the full az-
imuth and extend up to |n| < 2.4. Their primary function is to deliver low-
latency signals (within 15-25 ns) to the trigger system upon muon detection.
In the barrel region (|n| < 1.05), this is done with three layers of Resistive
Plate Chambers (RPCs), which are gaseous parallel-plate detectors with resis-
tive electrodes maintained at high voltage. The passage of a muon triggers an
ionisation avalanche in the gas, inducing a signal on segmented readout strips.
These strips provide coarse position measurements with resolutions around
10 mm.

In the end-cap regions (1.05 < || < 2.4), Thin Gap Chambers (TGCs) are
employed. These are also gaseous detectors with a wire-plane design, where
the wires measure one spatial coordinate (typically radial) and strip segments
provide information in the azimuthal (¢) direction. In addition to their role in
triggering, TGCs contribute to muon trajectory reconstruction with position
resolutions on the order of 5 mm.

3.4 ATLAS trigger system

Given the short proton-bunch spacing, the multiple possible collisions per
bunch crossing, and the thousands of particles and showers of particles per
collision, the amount of data to be recorded is estimated to be about 60 TB/s.
The storage of such amount of data is unfeasible, plus most of the events pro-
duced are not relevant to the primary physics goals of the LHC. To manage
the high event rates and reduce the amount of data recorded without missing
significant information, a set of criteria, known as triggers, is applied to individ-
ual events to determine whether they should be recorded or not. During Run
2, the ATLAS trigger system [179] consisted of two levels: a hardware-based
Level-1 (L1) trigger and a software-based High-Level Trigger (HLT).

The L1 trigger handles the initial event filtering, using information from
the muon-trigger detectors (RPCs and TGCs) and the calorimeters to identify
high-pt electrons, muons, photons, jets, and high missing transverse momen-
tum. These data are processed by the Central Trigger Processor (CTP), which
decides whether or not to record the event. The L1 trigger operates with an
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extremely short latency of 2.5 ps and reduces the event rate from 40,000 kHz
to 100 kHz. Additionally, it identifies regions of interest (Rols) in n and ¢,
passing this information to the HLT for further analysis.

The HLT is entirely software-based and processes the full detector informa-
tion within the identified Rols to further reduce the event rate to about 1 kHz,
with a latency of 200 ps. It performs a basic reconstruction of events, includ-
ing track reconstruction, identification of charged particles, jet identification
from b-hadron decays, and an initial estimate of the missing transverse mo-
mentum. This reconstruction is a preliminary and rapid process, while more
sophisticated algorithms are applied in the offline analysis (details in Chap-
ter 4). Finally, the selected data are stored at the Worldwide LHC Computing
Grid (WLCG) [180] for them to be analysed.



Chapter 4

Object reconstruction and
MC samples

After the selection of events by the HLT, the recorded data are processed offline
to reconstruct the physics objects produced in the pp collisions, such as leptons,
photons, jets and missing transverse momentum. These are reconstructed by
algorithms that combine the information from the different detector subsys-
tems: tracks from the ID and MS, and energy deposits in the calorimeters.

In order to satisfy different analysis needs, the reconstruction algorithms
typically provide a set of working points (WPs) for each object, allowing for
tighter or looser definitions of the object. Each definition has associated its cor-
responding systematic uncertainties, which are propagated to the final results
of the physics analyses.

This chapter provides an overview of the algorithms used to reconstruct each
of the aforementioned objects, along with the specific definitions employed in
the analyses presented in Chapters 6 and 7. The associated experimental sys-
tematic uncertainties are also discussed. In addition, the MC samples used
in the two analyses are described, including the corresponding theoretical and
simulation uncertainties. Finally, the chapter introduces the basic concepts of
the ATLAS inner detector alignment and presents an evaluation of its perfor-
mance during Run 2.

4.1 Tracks and vertices
The first step in the reconstruction of an event is identifying the paths traced

by charged particles in the ID i.e. the tracks. A track is characterised by
several parameters: the transverse impact parameter, dg, which measures the

65
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shortest distance between the track and the beamline, the longitudinal impact
parameter, zg, that describes the distance between the track and the interaction
point along the beamline, the azimuthal ¢ and polar 6 angles that indicate the
direction of the particle, and the ratio ¢/|pr|, which describes the charge and
transverse momentum of the particle. Figure 4.1 provides a schematic view of
the track parameters.

track

Figure 4.1: Geometric illustration of the track parameters. Source: Ref. [181].

The track reconstruction process begins with a pre-processing phase. In this
step, signals from neighboring channels in the pixel and SCT subdetectors are
grouped into clusters, which are considered to represent the energy deposits left
by individual charged particles passing through the detector. One-dimensional
clusters from the SCT and pixel subdetectors are then transformed into three-
dimensional space points, where their uncertainties in position are derived from
the detector’s geometry and the sensor pitch.

Once the space points are obtained, the track reconstruction algorithm is
applied. Such process is divided into two: the so-called primary track recon-
struction, which identifies tracks originating from the primary pp interaction,
and the secondary back-tracking, which targets tracks originating from sec-
ondary vertices, such as those from photon conversions.

The primary pass of the ATLAS track reconstruction starts by identifying
track seeds, which are triplets of space points in the pixel or SCT subdetectors,
likely corresponding to the trajectory of a charged particle. From these seeds,
search roads are created, representing sets of detector modules that might
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contain compatible clusters based on the predicted path of the seed. These
seeds are then extended by adding more clusters along the predicted search
path to form silicon track candidates. This is done using a combinatorial
Kalman filter [182], which refines the track hypothesis as more data is added
along its trajectory.

To address the issue of multiple tracks overlapping and reject incorrect
combinations of unrelated clusters (often called “fake tracks”), an ambiguity
resolution step is introduced. During this stage, track candidates are evaluated
based on several quality metrics. Lower-quality candidates that share too many
hits with higher-quality tracks are discarded. However, a limited number of
shared hits are allowed to maintain strong performance in dense regions, such
as the cores of high-energy jets. Additionally, a neural network (NN)-based
algorithm refines the position of clusters and assesses the likelihood that one,
two, or more charged particles contributed to each cluster [183,184]. For clus-
ters judged to arise from multiple particles, the cluster is split among tracks,
and position and uncertainty estimates are provided for each particle.

The refined and purified track candidates resulting from the ambiguity res-
olution are then re-fitted using a global x? method to yield a high-precision
estimate of the track parameters. Then, TRT hits compatible with the track
candidates are added to the track and the entire track is re-fitted to benefit
from the additional measurements, improving both momentum resolution and
particle identification.

As mentioned before, this primary reconstruction pass is optimized for par-
ticles produced close to the primary pp interaction point. To increase the re-
construction efficiency for particles originating farther from the beamline, such
as electrons from photon conversions in the detector material, a secondary
back-tracking pass is performed. This pass focuses on hits that were not asso-
ciated with tracks during the primary reconstruction. Reconstruction is only
attempted in regions of interest, identified by signals in the ECAL. Unlike the
first pass, this secondary pass begins with hit segments in the TRT that are
consistent with the region of interest. If a segment is found, short silicon track
seeds made of two space points in the pixel and SCT detectors are created and
extended into full track candidates using the same algorithm as in the primary
reconstruction. After this, another ambiguity resolution step is performed, and
the tracks are re-fitted, including their TRT extension.

Following the reconstruction of all track candidates, the positions of the
primary vertices (PVs) are determined using a dedicated vertex reconstruc-
tion algorithm [185]. Initially, a rough vertex position is estimated from the
z-coordinate distribution of the tracks’ closest approach to the beamline. A
vertex fit is then performed, accounting for all tracks that are loosely compati-
ble with this position. The process is iterative, identifying one vertex at a time,
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and removing the associated tracks before moving on to the next vertex. This
iterative method, known as the Iterative Vertex Finder (IVF), was originally
designed for Run-1 pile-up conditions and has also been used during Run-2
data-taking period'. From all the fitted PVs, the one with the highest > p%
of associated tracks is referred to as the hard-scatter PV.

The search for secondary vertices (SVs) from decays of particles that travel
a measurable distance within the tracking volume is not part of the track-
ing algorithm described above and is instead performed in separate, dedicated
downstream reconstruction steps [187,188]. The reconstruction of SVs is cru-
cial for identifying particles like b-hadrons, 7-leptons or electrons from photon
conversions.

4.2 Electrons

Energy deposits in the ECAL are grouped into the so-called superclusters by
a topological clustering algorithm [189]. Only deposits in the |n| < 2.47 re-
gion are considered for electron reconstruction, excluding the 1.37 < |n| < 1.52
transition region between the barrel and end-cap calorimeters [190]. The su-
perclusters are dynamic in size, allowing them to capture energy lost through
bremsstrahlung photon emissions. Electron candidates are reconstructed by
matching tracks to the resulting electron superclusters?.

However, not every object reconstructed by these algorithms corresponds to
a true signal electron from the hard-scattering. Signal or prompt electrons are
the ones produced from heavy short-lived particle decays (like W/Z bosons,
top quarks and tau leptons), or originated directly from the hard interaction.
Background electrons mainly include fake and non-prompt electrons. The for-
mer mainly refer to hadronic jets or other particles such as charged pions,
which may be misidentified as electrons. The latter mainly alludes to elec-
trons originating from photon conversions or from weak decays of secondary
long-lived particles such as b—hadrons.

To effectively distinguish signal from background electrons, identification
criteria are applied. In particular, electron identification relies on a likeli-
hood discriminant, which is constructed using measurements from the ID, the
calorimeter, and a combination of both. The chosen variables are those that
most effectively separate prompt electrons from non-prompt and fake ones.
These variables include the characteristics of the electron’s track, the develop-

!The performance of the IVF in high-pile-up conditions decreases importantly. For that
reason, the Adaptive Multi-Vertex Fitter (AMVF) algorithm [186] was developed and is
already being used in the event reconstruction of ATLAS Run 3 data.

ZSuperclusters without matching tracks are identified as photons.
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ment of the electromagnetic shower in the ECAL, and the spatial consistency
between the track and the supercluster.

To accommodate different analysis needs, three identification WPs are de-
fined: Loose, Medium, and Tight [190]. The Loose WP provides the highest
reconstruction efficiency, while the Tight one offers the strongest background
rejection, as it applies stricter criteria to define an electron. The selection
of a WP depends on the balance between efficiency and background rejection
required by a specific analysis.

Moreover, since non-prompt and fake electrons typically have a large ac-
tivity in their vicinity, electron isolation criteria are imposed to further dis-
criminate prompt electrons from these backgrounds. As it happens with the
identification, several WPs are defined. The selection criteria that defines
such WPs is based on two main variables: the calorimeter-based E7 and the
track-based pr sums in AR cones around the electron candidate. There are
four different isolation WPs used in ATLAS [190]: Gradient, HighPtCaloOnly,
Loose and Tight. Similarly to the identification criteria, looser WPs provide
higher efficiency, while tighter ones offer better background rejection.

Despite the aforementioned isolation criteria is usually enough to reject
most of the non-prompt electrons, a small fraction of them can still pass the
selection; mostly those coming from heavy flavour (HF') hadron decays. This
can be due to several reasons, e.g. the jet around the HF hadron is too colli-
mated and the isolation cone around the electron candidate does not capture
the activity. Also, the electron candidate could emerge from a jet with few sur-
rounding particles, e.g. soft jets. For this reason, a non-prompt lepton BDT,
also known as the PromptLeptonImprovedVeto (PLIV) tagger, was developed
within the ATLAS collaboration. Its goal is to improve the rejection of non-
prompt leptons in analyses where this background is specially relevant, such as
those presented in Chapters 6 and 7 of this thesis, or those in Refs. [45,191].

The PLIV tagger incorporates two main features that enhance non-prompt
lepton rejection with respect to the regular isolation: variables that describe
the relationship between the lepton candidate and the surrounding jets, and
variables related to secondary vertex information, which capture the signature
of HF hadron decays. Two additional WPs are defined for the PLIV tagger in
increasing order of non-prompt-lepton rejection: Tight and VeryTight.

Additionally, background electrons originating from photon conversions,
which are not a target of the PLIV tagger, can be further reduced by looking for
pairs of tracks with low invariant mass. Furthermore, one can use the distance
between the conversion vertex (CV) and the interaction point to distinguish
between photon conversions happening in the detector material (material con-
versions) and those coming from particles produced in the primary interaction
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(internal conversions).

Another crucial aspect of electron reconstruction is the accurate measure-
ment of their energy, which is derived from the energy deposits in the ECAL.
Such raw energy measurement undergoes several calibrations to correct for
differences between data and MC simulations [190,192]. These calibrations ad-
dress inter-layer variations in the calorimeter, account for energy shifts caused
by pile-up, and improve the uniformity of the calorimeter’s energy response.
Additionally, corrections to the overall energy scale are applied to the data by
using well-known processes such as Z — eTe™ decays. The uncertainties from
these calibration steps are propagated to the corresponding physics analyses.

Moreover, to ensure accurate physics measurements, the experimentally
observed electron spectra must be corrected for selection efficiencies. These
include efficiencies related to the trigger selection, particle reconstruction, iso-
lation and identification [190,193]. Both data and simulation efficiencies are
determined using the tag-and-probe method [194] applied to well-known pro-
cesses such as Z — ete™ and J/1¢ — eTe™ decays.

Finally, to ensure that the simulation reflects the efficiencies observed in the
data, a correction scale factor is applied to the simulated electron spectra. Such
scale factor is the ratio of the efficiency measured in data to that determined
from simulation. Scale factors are computed as a function of the electron’s Er
and 7 and their corresponding uncertainties are consistently propagated to the
physics analyses. Figure 4.2 shows the identification efficiency and the cor-
responding scale factors for electrons reconstructed with the ATLAS detector
during the LHC Run 2.

4.3 Muons

Muon candidates within |n| < 2.5 are reconstructed by combining information
from the ID, the MS and the calorimeters [195]. In the MS, track reconstruction
involves gathering hits into local track segments using a Hough transform [196].
These segments are then combined into track candidates, and a trajectory fit
is performed to determine the muon’s path through the magnetic field. Ideally,
MS tracks are matched to ID tracks to form a combined muon track, which is
then refitted to incorporate hits from both systems. If a match is not found,
the MS track is extrapolated back to the beamline to define the reconstructed
muon. Moreover, energy deposits in the calorimeters that are consistent with
a minimum-ionizing particle are also used to identify muons.

Prompt muons are distinguished by applying criteria to the number of hits
in the ID and MS, the properties of the track fit, and compatibility variables
between measurements in the two systems. Different cuts on these variables
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Figure 4.2: Identification efficiency for electrons from Z — eTe™ decays as
a function of the electron’s (a) transverse energy and (b) pseudorapidity for
the Loose, Medium and Tight identification WPs. The top panel shows the
efficiencies obtained in data and simulation with their total uncertainties. The
middle panel shows the ratio between data and MC efficiencies i.e. the iden-
tification scale factors. The bottom panel shows the statistical and the total
uncertainties in the data/MC ratio. Source: Ref. [190].
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define three different identification WPs: Loose, Medium, and Tight [195].
Additional WPs are designed for extreme momentum regions: a high-pp WP,
optimized for muons with pr exceeding 100 GeV, and a low-pr WP, targeting
muons with low momentum that may not form full MS tracks.

Similar to electrons, muons undergo isolation requirements to minimize the
impact of fake or non-prompt sources. Variables related to the activity around
the muon are used to establish various isolation WPs. Furthermore, the PLIV
tagger, mentioned in the previous section, is also used to reduce non-prompt
muons originating from HF hadron decays.

For muon calibration, corrections are applied to the simulated momentum
scale and resolution to reconcile differences between data and simulation. Such
corrections are computed using Z — putut and J/¢ — ptut decays [197].
Post-correction, the momentum scale in data and simulation aligns to the per
mille level, and the momentum resolution agrees to within a percent. Un-
certainties associated with these corrections are accounted for in the different
analyses.

The tag-and-probe method [195] is used with Z — p*p™ and J/¢p — ptpt
events to determine efficiencies related to reconstruction, identification, isola-
tion, and vertex association. The ratio between the efficiencies measured in
data and simulation is used to derive scale factors, which are applied to the
simulated muon spectra. Figure 4.3 illustrates the muon reconstruction and
identification efficiencies for the three primary WPs. The uncertainties on the
scale factors are coherently propagated to the physics analyses.

4.4 Jets

Jets are groups of collimated particles formed from the hadronisation of par-
tons produced in the hard scattering. These particles deposit most of their
energy in the HCAL, generating signals in the calorimeter cells. These signals
are clustered into three-dimensional topological clusters (topo-clusters) using a
nearest-neighbour algorithm [189]. By combining the calorimetry information
with tracking data from the ID, the hadronic jet objects are reconstructed.
The higher granularity of the ID allows to improve both the energy and an-
gular resolution of the jets, especially at lower energies. Such combination of
ID and calorimetry information is performed by the particle flow (PF) algo-
rithm, which offers a relevant improvement over the traditional jet clustering
methods that relied only on calorimetry data within the central region of the
detector [198]. After the final-state objects are reconstructed, jet-finding algo-
rithms use their properties to group them into jets.

Despite various jet-finding algorithms are available for reconstructing jets,
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Figure 4.3: Muon reconstruction and identification efficiency for the Loose,
Medium, and Tight WPs: (a) shows the efficiencies measured in J/1¢ — ptput
events as a function of pr, whereas (b) shows the efficiencies measured in
Z — putuT events as a function of n for muons with pr > 10 GeV. The panel
at the bottom shows the correction scale factors, with statistical and systematic
uncertainties. Source: Ref. [195].

the most commonly used in ATLAS is the sequential anti-k; algorithm [199].
This algorithm uses the distance between final-state objects (weighted by a
function of their transverse momentum), d;;, and the distance of the objects to
the beam d;p, in order to form jet cones. These two quantities are expressed

as:
(1 1 )\AR] 1
dij = min (’%217 kt2]> R dip = @7 (4.1)

where ARfj = (y; —yj)> + (¢; — ¢;)?, R is the jet cone radius, and ky;, y;, and
¢; represent the transverse momentum, rapidity, and azimuthal angle of the
object 1, respectively.

The anti-k; algorithm follows an iterative method to reconstruct the jets.
First, a database is created with all possible d;; and d;p, computed for all
available objects. The algorithm starts by identifying the smallest dij3 and
checks if d;; < d;p. If the condition is satisfied, objects ¢ and j are merged
into a single jet and the database is updated with the new object. If d;; >
d;p, object i is designated as a jet and removed from following iterations.
This process is repeated iteratively until all objects have been assigned. This
method effectively combines soft particles with nearby energetic ones, ensuring

3Intuitively, a small value of d;; means that one of the objects has large transverse mo-
mentum and that the objects i and j are close in AR.
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that the jets remain infrared and collinear safe i.e. their physics properties are
not altered by asumming the presence of additional soft and collinear QCD

emissions?.

Jets are categorized based on the jet-cone radius R defined in the anti-k;
algorithm. Small-R jets, typically with R = 0.4 include jets originating from
quarks and gluons and are the primary jet objects used in ATLAS. On the
other hand, large-R jets, with R = 1.0, are designed to identify the decay
products of highly boosted heavy hadronic particles. The analyses presented
in this thesis use small-R jets, as they are more suitable for the study of the
hadronic activity in the final state of the ttH and ttW processes.

Reconstructed jets require calibration to address effects like pile-up, energy
leakage, and undetectable energy contributions from particle interactions with
the detector. The jet energy scale (JES) calibration adjusts the jet’s energy,
momentum, and direction to match those of jets reconstructed at the parti-
cle level. First, pile-up energy contributions from additional pp collisions are
subtracted to remove excess energy. The next step is the absolute JES calibra-
tion, which aligns the jet’s energy and direction with particle-level jets from
dijet MC simulations. Following this, the global sequential calibration, also
derived from dijet MC simulations, is applied to refine the jet’s pr resolution
and reduce the associated uncertainties. Both data and MC simulations un-
dergo these calibration steps. Finally, an in situ residual calibration is applied
only to data, correcting any remaining discrepancies between data and MC
simulations. This last step is performed using well-measured reference objects,
including photons, Z bosons, and calibrated jets. Details on the different steps
of the JES calibration process are provided in Ref. [200].

Complementary jet energy resolution (JER) measurements are performed
using processes where the jet momentum can be accurately determined, such
as back-to-back dijet events. Accurate knowledge of the JER is crucial for
analysing final states with high jet multiplicities, in both SM and BSM physics,
and those with large Effniss, which is a crucial observable for certain searches.
To align the JER in simulations with that in the data, a smearing technique is
applied to the simulated events [200].

Efforts are also made to minimize the impact of pile-up jets i.e. those not
originating from the PV. Tracking data associated with each jet is used to
identify and remove pile-up jets. ATLAS employs the Jet Vertex Tagger
(JVT) discriminant to identify which jets come from the hard-scattering [201].
The discriminant’s effectiveness is assessed using a tag-and-probe method in
Z — putu~ + jets events, and scale factors are derived from data-to-simulation

4Infrared and collinear safety guarantees that jet-related observables don’t show diver-
gences in theoretical calculations or inconsistencies in the observed data.
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comparisons.

Uncertainties related to each step of the JES and JER calibrations, as well
as those associated with the JVT, are propagated to analyses involving jets,
such as those discussed in Chapters 6 and 7.

Flavour-tagging

The ability to distinguish jets containing b and ¢ hadrons (b-jets and c-jets,
respectively) from those containing neither of the two (light-flavour jets) is
crucial in several areas of the ATLAS physics program. For instance, in the
analyses described in Chapters 6 and 7, which target the associated production
of a top-quark pair with either a Higgs boson or a W boson, identifying b-jets
is key to differentiating signal from background processes.

During Run 2, the ATLAS collaboration employed various algorithms to
identify b- and c-jets, collectively known as flavour-tagging algorithms [202].
These algorithms exploit the unique properties of HF hadrons, such as their
long lifetime, substantial mass, and high multiplicity of decay products, as well
as the characteristics of heavy-quark fragmentation. The flavour-tagging strat-
egy involves a two-stage process. First, low-level algorithms reconstruct the dis-
tinctive features of HF jets. Then, to maximize the tagging performance, these
low-level algorithm outputs are integrated into high-level algorithms based on
multivariate classifiers.

Among the high-level algorithms tested, the Deep Learning 1r (DL1r) NN [202]
provides the best b-tagging performance. Thus, it is the one used in the anal-
yses presented in this thesis. DL1r produces a multidimensional output that
represents the probabilities for a jet to be a b-jet, a c-jet, or a light-flavour jet.
The final DL1r b-tagging discriminant combines these three probabilities and
yields the distribution shown in Figure 4.4.

The performance of the DL1r b-tagging algorithm is quantified by the prob-
ability or efficiency of correctly tagging a b-jet and the probability of incorrectly
tagging a background jet (c-jet or light-flavour jet) as a b-jet i.e. the mis-tag
rate. These metrics depend on the threshold set on the b-tagging discriminant,
which defines whether a reconstructed jet qualifies as a b-jet or not. Setting
higher thresholds on the b-tagging discriminant improves background rejection
at the cost of lower signal efficiency, as can be seen in Figure 4.4. This dis-
criminant threshold is referred to as a fized-cut b-tagging WP, and it is labeled
by its inclusive b-jet efficiency for the b-jets in the ¢t sample used to train the
DL1r algorithm. For instance, the threshold value of the DL1r discriminant
that results in 77% of b-jets in a tt sample scoring above it, is referred to as
the 77% b-tagging WP. The 60%, 70%, 77%, and 85% WPs are commonly
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Figure 4.4: Distribution of the output DL1r b-tagging discriminant for b-jets,
c-jets and light-flavour jets in t¢ simulated events. Source: Ref. [202].

used in ATLAS Run 2 physics analyses, such as those presented in this work.
Figure 4.5 shows the b-tagging efficiency ¢, and the light-flavour jet rejection
factor 1/ejigne as a function of jet pr for these commonly used WPs.

4.5 Hadronic taus

From an experimental point of view, tau (7) leptons are usually treated sepa-
rately from electrons and muons (light leptons). The reason is that, while light
leptons interact with the detector material and leave clear signatures, 7 leptons
decay rapidly before reaching any detector layer. Thus, they can only be iden-
tified via their decay products. They can decay leptonically, into a light lepton
and neutrinos, or hadronically, into a neutrino and several hadrons (most fre-
quently one or three charged pions and up to two neutral pions) [18]. Due to
its short decay length, the identification of leptonically decaying 7 leptons is
very challenging, as it is difficult to distinguish electrons or muons coming from
the 7 from prompt electrons and muons coming from the hard-scattering. For
this reason, 7 identification focuses on reconstructing hadronically decaying 7
leptons, which are referred to as hadronic taus (7h,q) and correspond to a total
branching fraction of approximately 65%.

The seeds of reconstructed m,,q objects are jets, which are required to have
pT > 10 GeV and |n| < 2.5. The decay vertex of the m,,q candidate is defined
as the reconstructed vertex with the highest pp-weighted fraction of all tracks
with pT > 0.5 GeV within an angular distance of R = 0.2 around the seed jet
axis. A set of Boosted Decision Trees (BDTs) is used to classify all tracks within
R = 0.4 of the my,q axis into core and isolation tracks, depending on their pr,
the number of hits in the tracking detectors, as well as their transverse and
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Figure 4.5: The (a) b-tagging efficiency ¢, and (b) light-flavour jet rejection
factor 1/ejgns for the standard ATLAS WPs, plotted as a function of the jet
pr. The lower panels show the ratio of each WP’s performance to that of
the 77% WP. Statistical uncertainties for the efficiency and rejection factors
are calculated using binomial errors, and are represented by coloured bands.
Source: Ref. [202].

longitudinal impact parameters with respect to the 7y,,4 vertex. The number
of core tracks defines the number of prongs®.

The aforementioned 7,4 candidate reconstruction is followed by an identi-
fication step, which aims to distinguish real 7,,q from other objects that result
in jet-like signatures, such as quark- or gluon-initiated jets. For this, two re-
current neural networks (RNNs) are trained: one for I-prong and another for
3-prong Thaq candidates [203]. Among other features, the RNN exploits the
fact that 7 leptons decay via the weak interaction, hence they are expected to
give narrower jets and low track multiplicities compared to gluons or quarks.
Four WPs with increasing background rejection (Very loose, Loose, Medium
and Tight) are defined to be used by the ATLAS physics analyses.

Finally, an additional BDT is trained to reject electrons misidentified as
Thad candidates. It uses several properties that can discriminate them such as
the shape of the calorimetric energy deposits in combination with the track
information. The efficiency of the corresponding BDT cut is of about 95% for
real 1,4 and the electron rejection factor is of ~ 30-100 depending on 7 and
pT-

5The n-prong Thaq decay mode alludes to that were the hadronic tau decays into n charged
hadrons: mostly pions and, more rarely, kaons.
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4.6 Missing transverse momentum

Energy-momentum conservation guarantees that the initial-state total four-
momentum is equal to that of the final-state. In pp collisions, the longitudinal
momentum of the colliding partons is unknown, as they carry an unknown
fraction of the proton’s momentum (given by the PDFs). However, the total
momentum in the transverse plane is known to be zero, as the proton beams
collide head-on in the longitudinal direction. Consequently, the total four-
momentum of the final-state particles in the transverse plane should also be
Zero.

Missing transverse momentum (EX%) is a crucial parameter in particle
physics because it enables the measurement of energy of invisible particles®
in the transverse plane. The E%liss is derived from the negative sum of all
reconstructed and calibrated objects in ATLAS as follows:

BPs =— > po+ D> ph+ D> ph A ph Y ph— Y pE

electrons muons photons taus jets unused tracks
~~
hard term soft term
(4.2)

where the soft term includes tracks that are associated with the hard scatter
PV but with no match to any reconstructed object.

To estimate systematic uncertainties in E%liss, energy scale and resolution
uncertainties are considered for both the hard and the soft term. Those associ-
ated to the hard term come from the uncertainties on the corresponding hard
objects, while for the soft term, these include uncertainties on the modelling of
the UE and its impact on the scale and resolution of unclustered energy. The
soft-term uncertainties are typically estimated using Z — ¢T/~ events as these
are characterised by a clear detector signature and low values of E%‘iss.

4.7 Object definition in the analyses

The previous sections have described the reconstruction and identification of
the physics objects used in this work. Different WPs are defined for each ob-
ject, which allow physics analyses to select the exact definition of the objects
that best suits their needs (along with the corresponding uncertainties). This
section outlines the specific object definitions employed in the two analyses
presented in this thesis, which are determined by the topology of the corre-
sponding target final state.

SInvisible particles refer to particles that escape detection such as neutrinos, long-lived
particles or DM candidates.
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The analysis presented in Chapter 6 targets the ML channel of the ttH
Higgs production mode. As described in Section 2.2.3, this channel focuses on
the H - WW*, ZZ* and 77 decay modes of the Higgs boson, yielding multiple
leptons and jets in the final state. In particular, six channels are considered
in the analysis depending on the selected number of light leptons (¢) and Tyaq:
30 + 0Thad, 20SS + 0Thad, 4€, 208S + 1Thad, 1€+ 2Thaq and 2008 + 27haq”

The analysis in Chapter 7 targets the 3/ final state of the ttW process i.e.
aiming at the leptonic decays of the top, antitop and W boson.

4.7.1 Trigger selection

Events are required to have at least one reconstructed vertex with, at least,
two associated tracks of pr > 500(400) MeV in the ttH ML (ttWW CA) analysis.

Regarding the trigger selection, since both analyses expect several leptons in
the final state, they employ single-lepton (SL) triggers for electrons and muons,
as well as dilepton (DL) triggers for ee, uu, and ey combinations. These have
varying minimum pt thresholds, between 12 and 26 GeV, depending on the
lepton flavour, the trigger type, and the data-taking period [204,205]. Both
analyses use in their selection a logical OR between the SL and DL triggers®.

4.7.2 Object selection
Light leptons

In the tt H ML analysis, several light-lepton definitions are employed. The loose
lepton definition (denoted by L) is used within the overlap removal (OR),
described in Section 4.7.3, and to categorise events into the different chan-
nels of the analysis”. The L leptons are required to have pr > 10 GeV and
IMEM-cluster| < 2.47 (excluding the transition region 1.37 < |nEM-cluster| < 1.52)
for electrons, while |n| < 2.5 for muons. Then, |z sin 6| is required to be lower
than 0.5, while dy significance |dp|/o4, < 5 (3) for electrons (muons).

Several tighter lepton definitions are used to maximise the signal sensitivity
in the signal regions (SRs) and the purity of certain background processes in
their dedicated control regions (CRs). These are denoted by L', M (Medium)
and T (Tight), with the latter two applying increasingly tighter cuts on the

"The SS and OS notations refer to the relative sign of the selected light leptons i.e.
same-sign or opposite sign, respectively.

8The only exception is the 1¢+ 27,4 channel of the t¢H ML analysis, which only requires
SL triggers for obvious reasons.

9The use of an inclusive and common definition of the leptons to define the different
channels assures orthogonality among them.
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PLIV score (described in Section 4.2). Additionally, another lepton definition
is built based on an exclusive PLIV WP, which is referred to as Tight-not-
VeryTight and, as its name suggests, it requires the light lepton to pass the
Tight PLIV WP but not the VeryTight one. This lepton definition is called
Mz (Medium exclusive) and it is used to build CRs enriched in non-prompt
leptons.

Moreover, for L', M, M., and T electron definitons, a veto based on the
Electron Charge ID Selection (ECIDS) BDT [193] is used to supress electrons
with a mis-identified charge. These originate from electrons that undergo hard
bremsstrahlung, leading to a photon conversion (et — e*y* — efete™), or
electrons with a wrongly measured track curvature.

Finally, an additional photon-conversion rejection cut is also applied on
L', M, M., and T electron definitions. Such cut supresses both internal and
material conversion candidates. As described in Section 4.2, one can define
a photon-conversion electron candidate by looking for CVs at a certain dis-
tance from the interaction point, 7y.conv, associated to a pair of tracks with
low invariant mass m..cony. In particular, a material-conversion electron can-
didate is defined as an electron associated to a CV with r,.cony > 20 mm
and m..cony at the CV < 100 MeV. On the other hand, an internal-conversion
electron candidate is defined as an electron that is not a material-conversion
candidate and that is associated to a PV with m..cony at the PV < 100 MeV.
Table 4.1 summarises the lepton definitions used in the t¢H ML analysis.

| e | p
| L L' M M, T | L L M M, T
Identification WP ‘ Loose ‘ Tight ‘ Loose ‘ Medium
Isolation WP Loose ‘ Loose
PLIV WP N ) Tight-not- e N ) Tight-not- e
‘ ‘ Tight Very Tight VeryTight ‘ ‘ Tight Very Tight VeryTight
Charge mis-ident. .
veto (ECIDS) ‘ ‘ Yes ‘ -
Conversion veto ‘ - Yes ‘ -
|do| /54, \ <5 \ <3
|20 sin 0| ‘ < 0.5 mm

Table 4.1: Loose (L or L"), Medium (M), Medium exclusive (Mey), and Tight
(T') light lepton definitions.

The ttW CA analysis uses the L definition in Table 4.1 for the OR, except
for the fact that electrons (muons) are required to pass the Tight (Medium)
identification WP. Then, for the categorisation of events into regions, two
light-lepton definitions are used, referred to as loose (L) and tight (T). These
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coincide, respectively, with the L’ and M definitions in Table 4.1, except for
the fact that no charge mis-identification veto is applied'’. The L definition is
used to define CRs enriched in non-prompt leptons, while the T definition is
used to maximise the signal sensitivity in the SRs. Additionally, a T* definition
equal to T but without the conversion veto is used to define a CR enriched in
photon conversions.

Jets

In the ttH ML analysis, jets are required to satisfy pr > 25 GeV and both
central (|n| < 2.5) and forward (2.5 < |n| < 4.5) jets are considered. While the
former are used in most contexts of the analysis (regions definition, jet counter
definition, etc), the latter are only used to define input variables of some of the
machine-learning algorithms used to discriminate signal from backgrounds. For
this reason, from now on, the term jets will refer to central jets unless stated
otherwise. Both central and forward jets must pass the Tight WP of the JVT
and fJVT discriminants, respectively. The ttW CA analysis considers only
central jets with pr > 20 GeV and requires them to pass the Medium JVT
WP.

Regarding b-tagged jets, the ttH ML analysis uses the 77% and 85% b-
tagging WPs (depending on the analysis channel), while the t#1/W CA analysis
uses one single b-jet definition based on the 77% b-tagging WP.

Hadronic taus

In the ttH ML analysis, Thaq candidates are required to have pt > 10 GeV
and |n| < 2.5. They must pass the Medium (M) RNN ID WP. The ttW CA
analysis does not consider 7,,q candidates.

4.7.3 Overlap removal

When object candidates passing the selection cuts overlap with each other,
it is required to select one of the overlapping objects and reject the other(s).
This process avoids double-counting and it is referred to as overlap removal
(OR). The ttW CA analysis uses a relatively simple OR scheme, defined by
the following steps in sequential order:

e Muon/electron: electrons sharing a track with a muon are removed.

10Charge-flipped electrons yield negligible background contribution in the 3¢ t#W-CA anal-
ysis phase space.
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e Electron/jet: jets close to electrons (within AR < 0.2) are removed.

e Muon/jet: if a muon and a jet are within a distance of AR < 0.4, the
muon is removed if the jet has more than two associated tracks. Other-
wise the jet is removed.

e Light-lepton/jet: in order to reduce the impact of non-prompt leptons,
electrons or muons close to jets (within AR < 0.4) are removed.

The ttH ML analysis uses a more complex OR scheme, which targets high
efficiencies for the reconstruction of leptons and b-jets. The following steps are
applied sequentially:

e Electron/electron: if two electrons share a track or are within a distance
of AR < 0.1, the electron with the lower pr is removed.

e Light-lepton/7h,q: Thad candidates close to light leptons (within AR <
0.2) are removed.

e Electron/muon: if an electron and a muon are within a distance of AR <
0.1, the muon is removed if it is calo-tagged''. Otherwise, the electron
is removed.

e Electron/jet: jets close to electrons (within AR < 0.2) are removed if
they are not b-tagged (70% WP) or if they have pp > 200 GeV.

e Muon/jet: jets close to muons (within AR < 0.4) are removed if they are
not b-tagged (70% WP) or if they have less than three associated tracks
with pp > 500 GeV.

® Thad/jet: jets close to Thaq candidates (within AR < 0.2) are removed.

e Jet/light-lepton: light leptons close to jets (within AR < min(0.4,0.04 +
10 GeV/prep)) are removed'?.

4.8 Experimental systematic uncertainties

Experimental systematics are associated to detector-related uncertainties in
the measurement of quantities such as luminosity, pile-up, or the calibration

1 Calo-tagged muons are reconstructed from a track and calorimeter deposits consistent
with a minimum ionising particle.

'2The idea behind this pr jep-dependent cut (instead of just using AR < 0.4) is to keep
boosted leptons even if they are close to jets.



4. Object reconstruction and MC samples 83

and identification of reconstructed physics objects. While many of such un-
certainties have been mentioned in the previous sections, a summary of those
affecting the analyses presented in this work is provided below.

e Luminosity: the uncertainty in the combined 2015-2018 integrated lu-
minosity is 0.83% [117], obtained using the LUCID-2 detector for the
primary luminosity measurements.

e Pile-up reweighting: the uncertainty in the reweighting of the MC pile-
up distribution to match the distribution in data is evaluated by varying
the reweighting factors by 1/0.99 and 1/1.07 around the nominal value
of 1/1.03 [206].

e Leptons: uncertainties associated with the lepton selection arise from the
trigger, reconstruction, identification and, for electrons and muons, iso-
lation efficiencies and lepton momentum scale and resolution [190, 195,
197,207]. Scale factors are applied to MC to match data efficiencies,
and their associated systematic uncertainties are coherently propagated
to the analyses. Uncertainties in the non-prompt lepton BDT calibration
are derived through a Z — ¢/ tag-and-probe method and cover uncer-
tainties related to the Z — ¢+ jets MC modelling, template cut/shape,
mye window, tag-and-probe lepton selections, the multijet background,
the non-prompt lepton background, the luminosity, cross-sections of the
considered processes, and limited amount of simulated events and data.

e Jets: uncertainties associated with the jet reconstruction and calibration
arise from the JES calibration, JER, and the JVT requirement. The
JES and its uncertainties are derived by combining information from
test-beam data, LHC collision data, and simulation [200]. These are
decomposed into a set of 36 independent variations, with contributions
from pile-up, jet flavour composition, single-particle response, and effects
of jets not contained within the calorimeter. Likewise, the JER uncer-
tainty is evaluated using 13 components considering differences between
MC and data in jet pr and 7. A scale factor is applied to correct for the
JVT efficiency, and its associated uncertainty is also propagated to the
analyses.

e b-tagging: Variations in the scale factors that are used to correct for
jet flavour tagging efficiencies are used to estimate the systematic uncer-
tainty coming from flavour-tagging. These uncertainties are evaluated
separately for b-jets, c-jets, and light-flavour jets. Those affecting the
b-tagging efficiencies are evaluated as a function of jet pr, including bin-
to-bin correlations.
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° Efr“iss: uncertainties are applied to the scale and resolution of the soft
term, as well as to the energy and momentum scales of electrons, muons,
and jets.

Moreover, in the ttH ML analysis, some additional uncertainties regarding
the estimation of the non-prompt lepton backgrounds are considered:

e Uncertainties in the modeling of the non-prompt lepton BDT input vari-
ables. These are associated to the muon’s energy deposit in the calorime-
ter relative to the expected value (Ecluster/ Fexpected), the electron track
pr divided by the jet track pr, and the secondary vertex’s longitudinal
significance, using tracks with pr > 500 MeV for non-prompt muons.
These uncertainties are included as variations that can affect the shape
of distributions in each analysis region, but not their normalisation.

e Extrapolation uncertainties in the non-prompt lepton background yields
are derived to account for non-prompt lepton rate differences between
the Tight-not-VeryTight and VeryTight WPs. These uncertainties are
obtained by comparing the non-prompt lepton efficiencies in the nominal
tt simulation with those in an alternative t¢ simulation as a function of
lepton pr and separately for electrons and muons. A constant uncertainty
of 20% is estimated for electrons and muons.

e Uncertainties in the modeling of #¢ production in association with HF
jets are accounted for by assigning an uncorrelated 50% uncertainty to
the ¢t + b and ¢t + ¢ background processes.

e Finally, uncertainties in the electron conversion background extrapolation
from Z-enriched to tt-enriched regions are derived. The reason for this
uncertainty is that the CRs used to estimate such background target
Z-boson decays while the SR is tt-enriched (see Section 6.2). Internal
and material conversion extrapolation uncertainties of 50% and 10%,
respectively, are applied.

4.9 MC samples

The MC event generators described in Section 3.2.4 are used to simulate the
physics processes of interest for the analyses presented in this work. These
are the ttH and ttW signal processes plus the corresponding backgrounds.
Table 4.2 lists the MC samples used in the analyses, along with the event
generator, the order of the ME, the PS algorithm, the PDFs set and the MC
tune.



4. Object reconstruction and MC samples 85

Physics process Event generator Matrix element order Parton shower PDF set Tune

ttH POWHEG NLO PYTHIA 8 NNPDF3.0x10 Al4

ttW (QCD) SHERPA MEPs@QNLO SHERPA NNPDF3.0xx0  SHERPA default
ttw (EW) SHERPA LO SHERPA NNPDF3.0xn0  SHERPA default
tZ/v* AMCQNLO NLO PyTHIA 8 NNPDF3.0x10 Al4

tt POWHEG NLO PYTHIA 8 NNPDF3.0x0 Al4
VV,qqVV,VVV SHERPA MEPsS@QNLO SHERPA NNPDF3.0yxnto  SHERPA default
V + jets SHERPA 2.2.1 MEPs@QNLO SHERPA 2.2.1 NNPDF3.0xy0 SHERPA default
Z =t POWHEG NLO PyTHIA 8 CTEQ6L1y.0 Al4

Z = 0= (yx — eTe) POWHEG NLO PYTHIA 8 CTEQ6L1y0 Al4

tHq AMC@NLO NLO PyTHIA 8  NNPDF3.0yuo0 Ald
tHW AMC@NLO NLO PyTHIA 8 NNPDF3.0xxnw0 Al4

ttt AMCQ@NLO NLO PyTHIA 8 NNPDF3.1y10 Al4

tt AMCQ@QNLO LO PyTHIA 8 NNPDF2.3,, Al4
Single top POWHEG NLO PyTHIA 8 NNPDF3.0x10 Al4

(t-, Wt-, s-channel)

tZ AMC@NLO NLO PyTHIA 8 NNPDF3.0x0 Al4
tWZ AMCQNLO NLO PyTHIA 8 NNPDEF3.0x10 Al4

tW POwWHEG NLO PyTHIA 8 NNPDF3.0x10 Al4
HWW AMCQ@NLO LO PyTHiA 8 NNPDF2.3;01 Al4

VH POwWHEG NLO PyTHIA 8 NNPDF3.0x10 AZNLO

Table 4.2: Event generation configurations of the MC samples used in the
analyses presented in Chapters 6 and 7.

All MC samples are produced with a 25 ns bunch-spacing configuration
and are reweighted to match the observed distribution of the average number
of collisions per bunch crossing in the data. Detector effects for all samples are
simulated either through the full ATLAS detector simulation, which is built
on the GEANT4 framework [208], or via a fast simulation method (ATLFAST-
IT) [209]. The latter employs a parameterization of the electromagnetic and
hadronic calorimeters’ performance [210] while using GEANT4 for simulating
the other detector components. In the following, the details about the main
MC samples are described.

ttH production

The ttH events are generated using POWHEG-BoX for the ME calculation
at NLO accuracy and interfaced with PyTHIA 8.230 for the parton shower
and non-perturbative effects. The NNPDF3.0y,, PDFs set and the A14 MC
tune are used [211]. The hqamp parameter is set to 0.75 x (m¢ + mz+ my) =
352.5 GeV. The decays of b- and ¢- hadrons are simulated by EVTGEN 1.6.0 [212].
The cross-section is calculated at NLO QCD and NLO EW accuracy using
AMCQ@NLO, as reported in Ref. [73]. The predicted value at /s = 13 TeV

is 5071?8 fb, where the uncertainties were estimated from variations of renor-
malisation and factorisation scales and combined PDF+ag uncertainties.
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ttW production

The simulation of tW events is performed using the SHERPA 2.2.10 generator
with the NNPDF3.0y,o PDFs set. The ME is calculated using a multi-leg
merged setup up to one additional parton at NLO QCD accuracy and up
to two partons at LO QCD accuracy. This calculation is interfaced with the
SHERPA PS algorithm using the MEPS@QNLO prescription, with g = 30 GeV.
The choice of the renormalisation and factorisation scales is ur = pp = Hr/2,
where Hr is defined as the scalar sum of the transverse masses of all final-state

particles ), p%i + mf In addition to this NLO QCD calculation, the LO

EW contribution, O(a?), and the NLO EW terms, O(a2a?), are included in
the simulation via event-by-event MC weights.

Moreover, a separate SHERPA 2.2.10 MC sample simulates the O(asa?)
terms i.e. the unexpectedly large NLO EW terms (see Section 2.1.4). This
MC sample is considered as a background in the t{WW CA analysis, as the
corresponding diagrams do not feature the ¢g initial state that enhances the
CA in the ttW process. Moreover, its contribution to the total analysis yields
after the the ttW CA analysis selection is very low, thus not impacting the
observed Aé.

This two-samples approach using SHERPA generator takes into account the
NLO QCD and EW effects, following the strategy described in Ref. [57], and
it results in a total cross-section of oy = 614.7 fb at /s = 13 TeV. However,
in the ttH ML analysis presented in Chapter 6, the t¢/W MC prediction is nor-
malised to the state-of-the-art cross-section, which also includes the NNLO cor-
rections in QCD, and predicts o,y = 745 + 50 (scale) £+ 13 (2-loop approx.)
19 (PDF, as) fb [61].

ttZ/v* production

Background events arising from ttZ/y*(Z/~v* — ¢+1£~) production were esti-
mated using the AMCQ@NLO v2.8.1 generator at NLO in a,g with the NNPDF 3.0y
PDF's set. The choice of the renormalisation and factorisation scales is ur =
urp = Hr/2. The showering and subsequent hadronisation was performed
using PYTHIA 8.244 with the A14 tune, and the NNPDF2.3,, PDFs set.
The decays of b- and ¢ hadrons are simulated with EvTGEN 1.7.0. The
ttZ/v*(Z/y* — €7¢7) MC prediction was normalised to the calculation at
NLO QCD and NLO EW accuracy reported in Ref. [73] for an on-shell Z
boson, scaled to the leptonic contributions and including off-shell v* — ¢4~
process, with a correction estimated at one-loop level in ag. The resulting
ttt 0~ cross-section, with m(¢707) > 1 GeV, is 162 + 21 fb.
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tt production

The production of tt events is modelled using the POWHEG-BOX generator
at NLO with the NNPDF3.0y, o PDFs set. The events are interfaced with
PyTHIA 8.230 to model the parton shower and hadronisation, with parameters
set according to the A14 tune and using the NNPDF2.3,, set of PDFs. The
decays of b- and ¢- hadrons are performed by EVTGEN 1.6.0. The tt process
is modelled with the hgamp parameter set to 1.5 1y, [145].

The tt MC prediction is normalised to the theoretical cross-section at NNLO
in QCD including the resummation of NNLL soft-gluon terms calculated using
Top4 4 2.0 [27]. The resulting value of the cross-section is o;; = 832 + 51 pb.

Diboson production

The production of VV (V = W, Z) events is simulated with SHERPA 2.2.2 for
fully-leptonic decays (including between zero and four charged leptons) gener-
ated with up to one additional parton at NLO and three additional partons
at LO. SHERPA 2.2.1 is used for semi-leptonic decays at the same accuracy.
The production of the EW qqV'V process is simulated for fully-leptonic de-
cays with one additional parton at LO using SHERPA 2.2.2. The ME calcula-
tion is matched to the SHERPA PS using the MEPS@QNLO prescription. The
NNPDEF3.0xn0 PDFs set is used.

Single-boson production

The single-boson production with multiple jets (V' + jets) is simulated with
the SHERPA 2.2.1 generator using NLO-accurate matrix elements for up to two
jets, and LO-accurate ones for up to four jets, calculated with the ComIx [147]
and OPENLOOPS libraries. However, due to technical issues related to the
MC truth record of SHERPA-generated samples, it is not possible to identify
if events contain internal or external photon conversions, which are two of the
main backgrounds in both analyses presented in this thesis. For that reason,
a Z(— £t07) + jets POWHEG + PYTHIA sample is used to model the external
photon conversions in a region of the phase space enriched in these events.
Analogously, another Z(— ¢7¢~) + jets POWHEG + PYTHIA sample, where
one of the leptons emits a photon v*(— eTe™), is used to model the internal
photon conversions.

While the ttH ML analysis uses the aforementioned setup that combines
SHERPA and POWHEG + PYTHIA samples, the ttW CA analysis uses only the
latter ones, as the Z(— £1¢7) + jets process is the dominant contribution to
single-boson production in a three-lepton final state.
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4.10 Theory and modeling systematic uncertainties

The MC simulation of the signal and background processes is subject to several
sources of systematic uncertainties. In the following, those relevant for the ¢t H
ML (Chapter 6) and tt{WW CA (Chapter 7) analyses are described.

Firstly, the impact due to missing higher-order terms in the MC simulation
is estimated by varying independently ur and pp scales in the ME calculation
of the nominal MC sample by a factor of 2 and 1/2. This uncertainty is
considered in both analyses for the signal and main background processes i.e.
ttH, ttW, ttZ /~*, tt and VV. Additionaly, in the t¢H ML analysis, it is applied
to the tttt process. In the case of the ttWW CA analysis, it is also applied to the
tZ and Z 4+ jets processes.

Several additional sources of uncertainty related to the t¢H process mod-
elling are considered. The uncertainties in the amount of initial- and final-state
QCD radiation (ISR and FSR) predicted by the PS are estimated by varying
the scale in ajgg and arggr according to the values given by VAR3C in the
PyTHIA 8 Al4 tune (by a factor 2 and 1/2). To assess the uncertainties as-
sociated with the PS, hadronisation, and underlying event, the nominal ttH
sample is compared with the alternative POWHEG + HERWIG 7 sample. The
uncertainty due to the NLO matching procedure is estimated using the nom-
inal sample with a varied p}%ard parameter value. PDFs and ag uncertainties

following the PDFALHC prescription are also considered [213].

Additionally, several uncertainties on the ttH theory cross-section are con-
sidered. First, accounting for the effect of varying the PDFs and ag and for
missing higher-order terms in the fixed-order perturbative QCD calculations.
They amount to £3.6% and £9.2%, respectively [73]. Moreover, cross-section
uncertainties due to migration of events between the pg STXS bins are also
included [214]. Uncertainties on the Higgs decay branching ratios (BRs) are
also applied following the recommendation in Ref. [73].

It is noteworthy that all the previously-mentioned ttH systematic uncer-
tainties are indeed applied in the ttH ML analysis. In contrast, the ttW
CA analysis does not consider ISR, FSR, pl%ard, or PDFs variations for the
ttH process. Similarly, STXS bin migration uncertainties and Higgs decay
BRs systematics are also neglected. However, an additional t£H uncertainty is
considered in the W CA measurement: the difference between the nominal
PowHEG + PYTHIA 8 and AMCQ@NLO + PyTHIA 8 predictions.

Regarding the ttW process, PDFs uncertainties following the PDF4LHC
scheme are also considered. Moreover, to estimate the uncertainty due to
ambiguities in the ME and PS algorithms, the nominal SHERPA prediction is
compared with the prediction of the so-called tt/W FXFX sample. Such sample
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is simulated using AMC@NLO 2.9.3, matched to PYTHIA 8.245, to model the
ttW process at NLO QCD accuracy. It uses the NNPDF3.0y o PDFs set and
the Al14 set of tuned MC parameters. Top quark decays are simulated at LO
using the MADSPIN program [215,216]. This sample uses a multi-leg merged
setup following the FXFX prescription with up to one additional parton at NLO
in QCD, and up to two at LO accuracy, with pg = 30 GeV. It is noteworthy
that the nominal SHERPA sample also uses a multi-leg merged setup, hence both
achieving a similar accuracy. In addition, a dedicated PS model uncertainty
is estimated as the relative difference between the POWHEG + PyTHIA 8 and
POWHEG + HERWIG 7 predictions and applied to the nominal ¢£WW prediction.

For the ttZ/~* process, uncertainties in additional-jet modeling are esti-
mated with aqgr variations taken from the Al4 tune. The PS, hadronisation
and underlying-event modeling uncertainties are estimated by comparing the
nominal AMC@QNLO + PyTHIA 8 MC simulation with the AMCQNLO +
HERWIG 7 one.

For the tt process, in the t¢H ML analysis, uncertainties due to the matching
procedure are estimated by varying the hqamp and p}fard parameters in the MC
simulation. Moreover, a PS uncertainty is derived by comparing the nominal
PowHEG + PYTHIA 8 sample with the POWHEG 4+ HERWIG 7 one.

In the ttWW CA analysis, from the previously mentioned t# uncertainties,
only the PS one is considered. Moreover, an additional uncertainty accounting
for differences between the nominal ¢t sample and a setup that also includes
the AMCQNLO + PyTHIA 8 tty sample is considered. In the latter setup,
the overlap between the photons radiated within the PS in ¢t and the photons
coming from the tty ME is removed to avoid double-counting. An analogous
uncertainty is considered for the Z + jets process, which is compared with a
setup that also includes the SHERPA 2.2.11 Zv sample.

Regarding the treatment of minor backgrounds, uncertainties accounting for
higher-order corrections to the cross-section are considered in the form of nor-
malisation uncertainties. In the t¢H ML analysis, normalisation uncertainties
are applied to the tZ (£5%), ZZ (£20%), tttt (+70% —15%), ttWW (£50%),
tWZ (£50%), VH (£30%), VVV (£30%), tHW (£7%), tHq (£15%) and tit
(£35%) processes. For the processes for which a recent experimental measure-
ment is available, numbers correspond to the uncertainty of such measurement.
For the other processes, either the uncertainty on the theory cross-section or a
conservative +50% is applied. Additionally, for the tftt process, uncertainties
accounting for alternative matching procedure and PS algorithms are consid-
ered by comparing the nominal sample with the SHERPA and AMCQNLO +
HERWIG 7 samples, respectively.

In the W CA analysis, a common uncertainty of £30% is applied to all
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the minor backgrounds, as they contribute with less than 2% to the total
background yield.

In both analyses, comparisons between a nominal and an alternative MC
sample are performed with both samples normalised to the state-of-the-art
theory prediction, so that the corresponding two-point systematic'® only ac-
counts for differences in the MC generation and not in the overall cross-section
normalisation. Moreover, in the ttH ML analysis, for two-point systematics
associated to backgrounds that are fitted to the data, the comparison of nom-
inal and alternative MC samples is performed with both samples normalised
to the nominal-sample yield at analysis preselection level.

Table 4.3 summarises the theoretical and modeling uncertainties considered
in the ttH ML and ttW CA analyses. Since both analyses target a multi-
lepton final state, most of the relevant processes entering their respective phase
spaces are common, and thus many of the considered uncertainties are shared.
However, the contribution from the different processes differs from one analysis
to the other, plus the target measurements are different. As a consequence,
some uncertainties are relevant for one analysis but not for the other, leading
to some of the differences observed between the two analyses.

Process ‘ Nominal ME+PS ‘ Alt. matching scheme ‘ Alternative PS ‘ XS norm. Scale variations
ttH POWHEG + PYTHIA PowHEG + HERWIG +3.6% + 9.2% IRy [,
AMCQ@NLO + PyTHIA

HW SHERPA AMC@NLO + PyrHiA FXFX - LRy P,

POWHEG + PYTHIA vs. PDFs and ag

PowHEG + HERWIG
tZ /v ‘ AMC@NLO + PyTHIA ‘ ‘ AMC@NLO + HERWIG ‘ - ‘ LRy 1F, atsr (A14) ‘
tt POWHEG + PYTHIA s PowHEG + HERWIG - KRy BF
tt + tty (OR)

vV ‘ SHERPA ‘ - ‘ - ‘ +20% ‘ 1R, fLF ‘
Z + jets ‘ POWHEG + PYTHIA ‘ Z + jets + Z~ (OR) ‘ - ‘ IR, UF ‘
tZ AMC@NLO + PyTHIA +14% LRy F
titt AMC@NLO + PyTHIA
Minor backgrounds +30%

Table 4.3: Summary of the theoretical and modeling uncertainties on the sig-
nal and background samples used in the ttH ML and the ¢t CA analyses
presented in Chapters 6 and 7, respectively. Uncertainties only considered in
the ttH ML analysis are marked in orange, while those only considered in the
ttW CA analysis are marked in violet.

13Two-point systematics are those that are estimated by comparing two MC samples.
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4.11 Alignment of the ATLAS inner detector

Accurate alignment of the ID is crucial for ensuring the precision of recon-
structed track parameters in the ATLAS detector. While the reconstruction
of charged-particle trajectories relies on the pattern of energy deposits (hits)
left in the detector by charged particles, the accuracy of the resulting tracks is
influenced by several factors, including the intrinsic resolution of the sensors,
the magnetic field description, and the precise positioning and orientation of
the detector elements. The latter is the main target of the ID alignment pro-
cedure, as misalignments can lead to significant biases or degraded resolution
in the reconstructed parameters.

The nominal alignment procedure [217], which is based on the minimization
of track-to-hit residuals, is not sensitive to correlated geometrical distortions,
such as coherent rotations of the ID barrel layers. These geometrical distor-
tions constitute the so-called weak modes of the alignment and can result in
systematic biases in reconstructed track parameters, thus being of particular
concern.

To mitigate the effects of the weak modes, dedicated constraints are applied
during the alignment procedure in order to take them into account. After
the alignment procedure is finished, the weak-mode biases become sufficiently
small, allowing for direct corrections to the track parameters. Such residual
corrections are not only essential for refining the track reconstruction accuracy
but also serve as indicators to evaluate the overall quality of the alignment
procedure.

In this section, the basic principles of the ATLAS ID alignment are outlined,
followed by a description of the main types of weak modes and the methods used
to measure them. Finally, the measurement of the residual track-parameter
biases is presented, using a partial Run 2 dataset.

The work presented in this section was carried out as part of the qualification
project to obtain the ATLAS author status.

4.11.1 Alignment basics

The ATLAS detector uses a track-based alignment algorithm, aiming to min-
imize the distances between reconstructed tracks and the measured hits in
the detector. Essential concepts of the alignment process are briefly described
below.
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Local coordinate system

The positions of the different ID subdetectors are defined with respect to the
global coordinate system (x,y,z) described in Section 3.3.1. However, hit
positions within each detector module are defined in a local coordinate system
(',y',2"). This local system is centered at the geometric center of the module,
with the z/-axis oriented along its most sensitive direction. Figure 4.6 provides
a schematic representation of both global and local coordinate systems.
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Figure 4.6: Schematic representation of the ATLAS global reference frame
(z,y, z) and the local reference frame of each ID component. The Pixel, IBL,
and SCT modules are collectively grouped under the Silicon category. For each
detector component, the local x-axis points along the most sensitive direction,
the local z-axis points outward from the ATLAS center, and the local y-axis
completes the right-handed coordinate system. For TRT tubes, the local ref-
erence frame is defined by the orientation of the module on which they are
mounted. For visualization purposes, the local reference frames in the figure
are labeled as (2/,y/,2’). Source: Ref. [217].

Alignment parameters

The position and orientation of a rigid detector element can be fully charac-
terized by six degrees of freedom, known as alignment parameters:

a= (T$7Ty7TZ7R$7Ry7RZ)7 (43)
where T}, . are translations in the local coordinate system, and R, . are

rotations around the respective axes. Consequently, each ID module can be
aligned according to these six parameters.



4. Object reconstruction and MC samples 93

Residuals

The track-to-hit residual, 7, is defined as the distance between a measured hit in
a detector element and the extrapolated intersection point of the reconstructed
track. Mathematically, it is expressed as

r=m—e(T,a), (4.4)

where m denotes the measured hit position, and e is the intersection point
predicted by the reconstructed track, which depends on track parameters 7
and alignment parameters a. Residuals are computed in the local coordinate
system of each subdetector. A schematic representation is shown in Figure 4.7.

Figure 4.7: Schematic representation of a charged particle crossing detector
planes. The measurement, m;, on the ¢-th layer is indicated by a red star.
Also illustrated are the fitted track trajectory corresponding to a given set of
track parameters, 7 (black line), the intersection point of the fitted track with
the detector surface of the i-th measurement, e;(7) (green ellipse), and the
residual, 7; (blue line). Source: Ref. [217].

Track-based alignment fit

The ID alignment is performed by minimizing a x? function [218] based on the
track-to-hit residuals. Such function is defined as

2 rt,h(77 a) 2 - "(a
X _§<0h ) +C(r)+C'(a), (4.5)

where e indexes over events, t over reconstructed tracks in one event, and h over
hits associated with each track. The term 7, j, represents the residual for a spe-
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cific hit-track pair, and op denotes the uncertainty on the measured hit. The
additional terms C'(7) and C’(a) represent constraints applied to the track and
alignment parameters, respectively. Examples of track-parameter constraints
are those coming from the measurement of the weak modes (see Section 4.11.2)
or the beam spot position'?. An example of alignment-parameter constraints
includes the soft-mode requirements. In cases where the number of hits in a
particular module is very low and insufficient to reliably determine an align-
ment correction, excessively large and unrealistic corrections may result. Such
corrections are suppressed by introducing penalty terms, known as soft-mode
constraints.

It is noteworthy that Eq. 4.5 represents a simplified version of the actual y?
function implemented in the alignment procedure. The complete formulation
uses vector notation, incorporating the vector of all residuals associated with
a track and the corresponding covariance matrix. In general, this covariance
matrix is non-diagonal due to correlations introduced between hits in different
modules by multiple Coulomb scattering!®. In the hypothetical case without
these correlations, the covariance matrix would become diagonal and the diag-
onal elements would correspond to U,QL, hence finding the simplified x? function
shown in Eq. 4.5.

4.11.2 Weak modes

Weak modes are geometrical distortions of the ID that leave the alignment
x? function unchanged, thus remaining ‘invisible’ to the alignment algorithm.
Nevertheless, these biases can be mitigated during the alignment process by in-
corporating external constraints into the y? minimisation, as shown in Eq. 4.5.
As a result, the remaining biases in the reconstructed track parameters become
quite small. Weak modes primarily affect the reconstruction of dy and zg track
parameters, as well as the charge-over-transverse-momentum ratio, ¢/pr.

Weak modes can be classified into two main categories: charge-symmetric
and charge-asymmetric distortions. This is illustrated in Figure 4.8, where
reconstructed tracks from two particles of opposite charges are shown. These
tracks exhibit different biases under charge-asymmetric distortions (left figure)
and similar biases under charge-symmetric distortions (right figure).

In order to study weak modes, it is essential to understand how they affect

4The beam spot position represents where the proton-proton collisions take place. It is
expected that the particles are produced close to such position. This information can be used
to set important constraints on the transverse impact parameter do.

15Multiple Coulomb scattering refers to the elastic scattering of charged particles within
material due to Coulomb interactions. Given the large number of interactions, the resulting
angular dispersion is effectively Gaussian.
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—— detector layers ¥ real hit position % reconstructed hit position - -» real trajectory — fitted track

Figure 4.8: A simplified representation of two common weak modes that bias
the track momentum. A sagitta bias (left) is caused by a deformation in
the bending plane of the tracks, e.g. a rotation of the detector layers linearly
dependent on the radius. A length-scale bias (right) results from a deformation
along the track trajectory, such as a radial expansion of the detector layers, also
linearly dependent on the radius. The true (dashed black line) and fitted (solid
black line) particle trajectories are shown. Red stars indicate true measurement
positions, while grey stars indicate reconstructed (biased) hit positions. Source:
Ref. [217].

the trajectories of charged particles, which are helicoidal in a magnetic field.
The pr of a charged particle in a cylindrical detector of radius R is given by:

—03qBp =035 (4 (4.6)
br = U.0q5p = U.oq 35 5/ .

where ¢ is the particle charge, B is the magnetic field, p is the radius of the
trajectory, and s is the sagitta. The sagitta describes how much the track
deviates from a straight line, with larger sagittas corresponding to greater cur-
vature. For sufficiently high-pr particles, where s < R, the previous expression

simplifies to
2

R
pr=03¢B_. (4.7)

From this equation, it becomes clear that the reconstructed momentum can
be influenced by three main factors: magnetic field biases, sagitta biases, and
radial distortions. Figure 4.8 (right) illustrates radial distortions, such as a
linear radial expansion of detector layers. Detailed studies of radial distortions
in Run 2 are provided in Ref. [217]. Magnetic field distortions, which refer
to relative misalignments between the tracker and the solenoid magnetic field,
were studied in Run 1 [219]. Among these three, the work presented in this
thesis specifically addresses sagitta distortions.
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Sagitta bias

To correct for sagitta distortions, prior knowledge from known resonance decays
is often used. For instance, dimuon resonances like the Z — uTpu~ decay
provide effective alignment constraints'®. Over other dimuon resonances, such
as J/v or T, the Z boson is preferred due to the high momentum of its decay
products.

As previously mentioned, sagitta distortions impact the reconstructed trans-
verse momentum of charged particles in a charge-asymmetric way. From
Eq. 4.7, one can see that s « ¢/pr, hence the bias induced in the pr by
the sagitta bias dsagitta is given by

q q
preco = ptrue + 5sagitta- (48)
T T

For convenience, this expression can be rewritten as
TEeCO true true —1
bpr =Dpr [1 + qapr 5sagitta] . (49)

Moreover, sagitta distortions do not affect the polar angle, thus once can extend
the above expression to the total momentum p:

preco _ ptrue[l + qugueé-sagitta]—l‘ (4'10)
The invariant mass of the two reconstructed muons is given by

mimrew = 2[pe|[pe°|[1 — cos Ag™]. (4.11)
Assuming that the gagitta bias is small, the difference (at leading order in
Jsagitta) Detween the reconstructed dimuon invariant mass myy reco and the
expected mass mz can be expressed as

m;%,u,reco - mzZ ~ m‘2Z [p%ﬁ&? 5sagitta(77+a ¢+) - p&%(f 5sagitta(77—7 ¢—)] . (412)
Using this formula, one can determine the sagitta bias dsagitta(7, ¢) in the form
of a two-dimensional map of the detector. To compute such map, an iterative
procedure is followed. In the first iteration, the Z — u*pu~ process is recon-
structed using the measured momenta of the two muons. The reconstructed
invariant mass is compared to the known true mass of the Z boson, and the
differences are used to derive initial correction maps for dsagitta(n, ¢). These
corrections are stored and applied to recompute the momenta of the muons.
Subsequently, the invariant mass is recalculated and again compared with the
true Z boson mass to obtain updated sagitta corrections, which are then added

16 Alternative methods such as the E/p method [217] are also available.
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to the previous correction maps. This iterative process continues until conver-
gence is reached, i.e. when further modifications to the sagitta correction maps
become negligible. In each iteration, it is assumed that the sagitta bias comes
from the two muons in a symmetric way, thus 1/2 of the computed correction
is assigned to each muon.

Figure 4.9 shows the residual sagitta bias after the alignment procedure for
the 2018 data-taking period. The central barrel region of the detector is largely
free of sagitta bias, while the endcap regions exhibit some areas of small residual
bias of the order of 0.4 TeV~!. By using Eq. 4.9, one can translate a sagitta
bias into a momentum bias. As an example, for a muon of pff"® = 100 GeV, a
Osagitta Of 0.4 TeV~! corresponds to a momentum bias of approximately 4%.
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Figure 4.9: Measured sagitta bias map dsagitta(n, @) from Z — ptp~
data events recorded during the 2018 data-taking period, which amounts to
59.9 fb~1. The detector is divided into 24 x 24 uniformly spaced (1, ¢) sectors.

It is noteworhty that this method, based on Eq. 4.12, is only sensitive to
relative sagitta biases in different regions of the detector. Global sagitta biases
are addressed by alternative methods, like comparing pr spectra for opposite-
charge muons [220] or employing the E/p method [219]. In any case, global
sagitta biases were verified to be minimal during Run 2 [217].

Impact parameter biases

Similarly to the sagitta deformations, the information from the Z — pu*p~
decay can correct biases in the impact parameters: dy and zg. Muons from
a common decay vertex should share identical impact parameters, thus differ-
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ences

5do =di —dy, 0z0=2 — 2, (4.13)

should vanish in the absence of systematic biases. The impact-parameter bi-
ases are extracted by iteratively fitting the distribution of impact parameters
relative to the primary vertex with a Gaussian function within a +2¢ range
until the fitted p and o are stable within 1%!7. The resulting value of the
Gaussian mean (u) represents the estimate of the impact parameter bias. Fig-
ures 4.10 and 4.11 show the time evolution of the average ddy and §zy during
the Run 2 data-taking period, respectively. The difference in dy between u™
and p~ remains below 0.33 nm for all LHC fills throughout Run 2. Similarly,
the zg difference between positive and negative muons stays within 5 pm over
the same period. This difference in scale reflects the different resolutions of the
ID in the transverse and longitudinal directions.
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Figure 4.10: Difference of transverse impact parameter between positive and
negative muons (ddp) versus time during the Run 2. Each point corresponds
to events from a single LHC fill, which are used to measure (7, ¢) maps (with
12 x 12 bins) of the dy differences between positive and negative muons. The
marker and the corresponding uncertainty represent the mean and the standard
deviation of the observed bias across the (1, ¢) map, respectively.

Given the low residual biases observed, one can conclude that the Run-2
alignment procedure provided a robust description of the detector geometry
over time for the whole Run 2 data.

7 This procedure is adopted as the impact parameter distributions have long tails.
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Figure 4.11: Difference of longitudinal impact parameter between positive and
negative muons (dzp) versus time during the Run 2. Each point corresponds
to events from a single LHC fill, which are used to measure (7, ¢) maps (with
12 x 12 bins) of the z differences between positive and negative muons. The
marker and the corresponding uncertainty represent the mean and the standard
deviation of the observed bias across the (1, ¢) map, respectively.



100 D. Munoz Pérez




Chapter 5

Statistical methods

This chapter describes several statistical techniques used to interpret measure-
ments at the LHC and, in particular, to interpret the results of the analyses
presented in this thesis. First, the statistical modeling of the experimental data
is discussed, introducing the likelihood function for binned data and the im-
plementation of systematic uncertainties through nuisance parameters. Then,
the statistical inference methods used to extract information from the data are
presented, including parameter estimation and hypothesis testing.

The framework used for the implementation of these techniques is TREX-
FITTER [221]. This software builds statistical models in HISTFACTORY [222]
format, uses ROOFIT [223] framework to express the statistical modeling, and
ROOSTATS [224] for parameter estimation and hypothesis testing. The sta-
tistical methods used in TREXFITTER are based on the ones discussed in
Ref. [225].

Finally, it is noteworthy that the frequentist approach is considered, hence
the notion of probability refers to the relative frequency of an outcome of a
repeatable experiment’.

5.1 Statistical modeling

In order to extract information about the SM parameters using data, a math-
ematical tool is needed. This is the likelihood function,

L(a) = P(z|a), (5.1)

'In contrast, Bayesian statistics includes prior subjective knowledge to express probability
density functions for parameters.

101
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which defines the probability of observing the data x given the hypothesis «.
This hypothesis « is usually specified by a parameter of interest (POI) p, as
well as a set of nuisance parameters (NPs) g. A typical choice for the POI is
a signal strength p = oops/osm, given by the ratio of a measured cross-section
to the prediction from the SM?. NPs 6 encode additional degrees of freedom
in the likelihood, representing systematic uncertainties.

5.1.1 Constraining systematic uncertainties

There are typically many sources of systematic effects that impact the model
prediction. These are described by the NPs 5, which can increase the un-
certainty on the POI p. To constrain their effect, statistically independent
auxiliary measurements with data ¢ can be used to build a joint model,

— — —

L(p, ) = P(alu, 6)P(y]6). (5.2)
In many practical applications, the auxiliary measurement is approximated by
a model. The Gaussian distribution G is a common choice for such model.
Consider an auxiliary observation y;, used to constrain an NP 6;. Given an
estimator for this NP ; and its standard deviation 6y, (which can be obtained

by finding the parameter value that maximizes the auxiliary measurement like-
lihood P(y;]6;)), the constraint term can be approximated as

N\ 2
P 1 1(6;,—06;
P(y;10;) — G(05;05,60,) = mexp D) (%) . (5.3)
' J

NPs are often redefined for convenience such that all of the constraint terms
are a standard Gaussian i.e. G(0;;0,1).

A special type of systematic uncertainties are the MC statistical uncer-
tainties, also referred to as gammas () in the HISTFACTORY jargon. These
originate from the finite amount of simulated events available in the MC sam-
ples. The nominal model estimate is treated as an auxiliary measurement éj,
with an uncertainty ¢, corresponding to the MC statistical uncertainty. A
Poisson distribution is used to model these uncertainties.

5.1.2 The binned likelihood

While Eq. 5.2 represents the general form of the likelihood, the analyses in this

=

thesis use binned data. As a consequence, P(z|u,0) is the product of Poisson

20One could also define several POIs, u — fi, e.g. in a differential cross-section measure-
ment.
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terms associated to each of the bins®. Thus, the likelihood function has the
form

L(p, 6) = HPOISSOH (nz|1/1 (p, 0 )Hg (05;0,1), (5.4)

with N being the number of bins, M the number of NPs, and n; and v; the
observed and expected number of events in bin i, respectively. The expected
number of events in each bin depends on the parameters of the model, p and
5, and different values of these parameters lead to different model predictions.
The expected number of events in the i-th bin can be written as

Vil N, 0) = - 5:(0) + > Np - bip(0) + > bip(0), (5.5)
B b

where s;, b; p and b;; are the expected number of events in the i-th bin from
the signal process, the free-floating backgrounds and the fized backgrounds,
respectively. The free-floating backgrounds typically correspond to the main
background processes of the analysis and are allowed to freely float by means
of the normalisation factors Ag, which are unconstrained parameters like .
While the fixed backgrounds do not have a free parameter associated to them,
their Erediction is not strictly fixed, as they are still affected by the constrained
NPs 6.

One can see from Eq. 5.4 that the NPs appear both in the binned-data term
and in the auxiliary-data term. When maximizing the likelihood in order to
find the best-fit values of the parameters, NP values close to 0 (the nominal
value of the auxiliary measurement), will maximize the constraint terms i.e.
there is a penalty for pulling the NP away from the auxiliary measurement.
This is something that does not happen with the free parameters (i, Ng), as
they only appear in the binned-data term.

5.1.3 Modelling of systematic uncertainties

To know the exact functional form of the likelihood function, the only missing
piece is the dependence of s;, b; p and b;; on the NPs g. In order to compute
such dependence for each 6, two variations are considered: 0., and 0; qown,
defining the +10 effect of the systematic variation. Then, interpolation and
extrapolation functions are used to provide model predictions v;(6;) for any
6, [222].

The effect of a systematic variation on a sample within a certain region
of phase space is typically divided into two components: normalization and

3The Poisson distribution describes the probability of a counting experiment i.e. the prob-
ability of observing n events in a fixed interval of the measured data.
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shape. The normalization component affects the overall yield of the sample in
the region, while the shape component affects the relative fraction of events in
different bins i.e. alters the shape of the distribution.

Some NPs are defined by one single variation of the nominal configuration
jup- In these cases, the effect of the variation is symmetrized to obtain the
corresponding 0 qown variation. When both variations of an NP are defined,
the templates corresponding to the +1o effects can also be symmetrized if there
is a physical motivation. Besides the symmetrization, a smoothing procedure
can be applied to the templates defining the +1o0 effects of the NPs. This
procedure removes the effect of statistical fluctuations in the templates, which
lead to artificially enlarged constraints in the likelihood. Lastly, the effect of
an NP acting on a specific sample in a given region is removed (pruned out)
from the likelihood function if this effect is negligible (below a given threshold).
This speeds up the likelihood minimization process described in Section 5.2.1
without changing the results.

5.2 Statistical inference

Depending on the scientific question examined, a range of different inference
methods exist to gain insights from measured data. This section provides an
overview of the techniques relevant to the work in this thesis.

5.2.1 Parameter estimation

The estimation of the model parameters p and 5, collectively referred to as @,
is done by maximizing the likelihood function in Eq. 5.4 with respect to «; i.e.
solving the system of equations
OL(a
8051'
This is what is usually referred to as fitting. The «; values solving this set
of equations are given by ¢&; and are called maximum likelihood estimators
(MLEs). An estimate for the covariance matrix of the MLEs, V, can be ob-
tained by inverting the Hessian matrix associated to the likelihood function
and evaluating it at the MLEs i.e.

~—

= 0. (5.6)

. O?L(a)
-1y,
(V1 Daiday | (5.7)

The variance of the MLEs (and hence their uncertainty) is given by the
diagonal elements of the covariance matrix, V;;. Solutions to Egs. 5.6 and 5.7
are typically obtained numerically, using the MINUIT software [226,227].
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The MLE uncertainties obtained using Eq. 5.7 are referred to as Hessian
uncertainties and they are symmetric, as they use the curvature of the likeli-
hood at the minimum and assume a parabolic shape. However, MINUIT also
provides a more accurate estimate of the uncertainties by directly scanning the
likelihood function. These are referred to as MINOS uncertainties and they are
asymmetric in general.

5.2.2 Hypothesis testing

In a hypothesis test, two different hypotheses, Hy and H; are compared with
each other to determine whether the null hypothesis Hy can be rejected. In
a typical use case, the hypotheses are distinguished by the value of u. The
null hypothesis specifies a signal strength p = 0 (background-only), while the
alternative hypothesis predicts a signal strength consistent with the SM, u =1
(signal + background). The rejection of Hy is required to claim discovery of
the signal process affected by pu.

To perform a hypothesis test, a test statistic ¢(z) is defined, which is a scalar
function of the data. A simple choice for ¢(x) in the context of a simplistic one-
bin counting experiment could be the number of observed events i.e. t(z) = n.
Before looking at the data, one can define a critical region of the ¢ phase space,
t > tihres, for which the null hypothesis will be rejected. The probability to
reject Hg being true is designated by «, while the probability of not rejecting Hg
when H; is true is designated by 8. Figure 5.1 shows the expected distributions
of t(x) for an example Hy and H; hypotheses, together with the corresponding
« and f integrals.

Then, one looks at data and computes the value of the test statistic tqpg,
which in this toy example is the number of observed events. The observed

p-value is defined as
[e.e]

p= f(t|Hp)dt. (5.8)
tobs
If p < «, the null hypothesis is rejected. For the toy example shown in Fig-
ure 5.1, the observed p-value is larger than a, hence the null hypothesis cannot
be rejected.

Often one converts the p-value into an effective significance Z, defined as
the equivalent number of standard deviations of a Gaussian distributed random
variable i.e.

Z=o"11-p), (5.9)

where @ is the cumulative distribution function of the standard normal distri-
bution, and ! is its inverse (quantile function). Often in particle physics the
level of significance where an effect is said to qualify as a discovery is Z = 5,
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Figure 5.1: Example for the expected distribution of a test statistic t(z) = n
for the null hypothesis Hy (background-only) and the alternative hypothesis
H; (signal + background). The « and f integrals defined by tip.es are also
shown, together with the observed value of the test statistic tops.

i.e. a 5o effect, corresponding to a p-value of 2.87-107". One’s actual degree of
belief that a new process is present, however, will depend in general on other
factors as well, such as the plausibility of the new signal hypothesis and the
degree to which it can describe the data, the confidence in the model that
led to the observed p-value, and possible corrections for multiple observations
out of which one focuses on the smallest p-value obtained (the “look-elsewhere
effect”).

The profile likelihood ratio

Suppose one wants to test hypothetical values of the parameter p, but the
model also contains NPs . To find a p-value for u, one can construct a test
statistic ¢, such that larger values constitute increasing incompatibility be-
tween the data and the hypothesis. Then, for an observed value of the statistic
tu,0bs, the p-value of p is

pu(0) = /t N F(tulp, O)dt,, (5.10)

,0bs

which depends in general on the NPs g. In the strict frequentist approach, pu
is rejected only if the p-value is less than « for all possible values of the NPs.
This complicates hypothesis testing and decision making. Such difficulty is
effectively solved if one can define the test statistic ¢, in such a way that its
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distribution f(¢,|p) is independent of the NPs. Although exact independence
is only found in special cases, it can be achieved approximately by the use of
the profile likelihood ratio test statistic,

: (5.11)

where 6 are the values of the NPs that maximize the likelihood for a given value
of p. The denominator of A, is the maximized likelihood function i.e. evalu-
ated at the MLEs, while the numerator is the so-called conditional maximum
likelihood.

Wilks’ theorem [228] states that, if certain general conditions are satisfied,
the distribution of —2In)\, approaches a x? distribution in the limit where
the data sample is very large, independent of the values of the NPs . The
number of degrees of freedom of the x? distribution is equal to the number of
components of jI i.e. equal to one in the case of a single POI p.

The discovery of a new signal is typically tested by rejecting the p = 0
hypothesis. For that reason, the discovery test statistic is defined as

—2InAg if o >0,
qo =

o (5.12)
0 if o <0,

where \g is the profile likelihood ratio for y = 0. Notice that a data fluctuation
resulting in & < 0 is not interpreted as evidence for signal i.e. gg = 0. From
the definition of A, in Eq. 5.11, one can see that 0 < A, < 1, with A, near 1
implying good agreement between the data and the hypothesized value of pu.
Equivalently, increasingly large values of gy indicate increasing incompatibility
between the data and the background-only hypothesis. One can compute the
p-value of the discovery test statistic qg as

po = / J(qolp = 0)dqo. (5.13)
q

0,0bs

In the approximation of large data sample, f(qo|u = 0) is a x? distribution
with one degree of freedom and hence one can obtain analytically that the
significance of the discovery is [225]

Zy = 1/ 40,0bs- (5'14)

The expected sensitivity of an experiment

The computation of the significance of a discovery requires for the experimental
value of the test statistic go obs, as shown in Eq. 5.14. However, one can find an
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expected value of the test statistic, go 4, under a certain hypothesis (u =1 for
SM) in order to estimate the sensitivity of the experiment before looking at the
data. To find such value, one can build the probability density function of the
test statistic under the u = 1 hypothesis and compute its median. Such value
can be used as gp,4 to compute the expected significance of the experiment,
also referred to as the median significance (see Figure 5.2).

Med =1
falu=0y  Medlul=1]

flqulp=1)
/ /

p-value

4u

Figure 5.2: Example distributions of the discovery test statistic under the p =0
(background-only) and the y = 1 (signal + background) hypotheses. The g 4
value is the median of the p = 1 distribution, which can be used to estimate
the expected significance of the experiment. The p-value is shown in blue.

The previously described method to compute gp 4 can be very heavy com-
putationally, as it requires a large number of pseudo-experiments to build the
probability density function of the test statistic. An alternative method is to
use the Asimov dataset [225], a particular dataset designed so that the MLEs of
all parameters return their true values. Instead of generating multiple pseudo-
experiments, one can estimate gg 4 by computing the test statistic only for
the Asimov dataset, which approximates the median of the test statistic dis-
tribution under the u = 1 hypothesis. Thus, the expected sensitivity of the
experiment is simply

20,4 = \/90,A- (5.15)



Chapter 6

Measurement of the ttH
production cross-section in
multi-lepton final states

The analysis presented in this chapter targets the measurements of the inclusive
and differential signal strengths of the t¢H production in the ML channel using
the ATLAS full Run 2 dataset. The differential measurement is performed
as a function of the Higgs boson transverse momentum, p%l , based on the
STXS framework (described in Section 2.2.4). Since the ML channel targets
H — WW*, ZZ* and 77 decays, it is in general not possible to fully reconstruct
the Higgs boson due to the relevant presence of neutrinos in the final state.
For this reason, machine-learning techniques are used to reconstruct p¥ .

Both the inclusive and differential measurements use the same bins as input
to the likelihood fit. The only difference between them is that the former uses
one single parameter of interest (POI), 777, while the latter uses one for each
p¥ bin.

The measurements are performed by analysing six final states or channels,
categorised based on the number of loose (L) light leptons and 7y,,q, as defined
in Section 4.7.2. There are two channels with zero 7,,4 objects in the final state:
30+ 07phaq and 2055 + 07paq- There is one single-7y,,4 channel i.e. 2455 + 1744,
and two channels that select two m,,q objects: 14 + 27,9 and 2005 + 27,4
The remaining channel is the four-lepton channel, 4/, which has no specific
requirement on the number of selected m,,q objects. Figure 6.1 shows the
expected contribution of the different Higgs and ¢f decay modes in the different
analysis channels.

A large fraction of this thesis work has been dedicated to the detailed anal-
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Figure 6.1: Expected contribution of the different (a) Higgs and (b) t¢ decay
modes in the different analysis channels.

ysis of the 3¢ + Om,aq channel. For that reason, in this chapter, the analysis
design associated to such channel is described in detail. That includes the
definition of a multi-class BDT to discriminate the signal from the main back-
ground processes, the background estimation strategy, the reconstruction of p!f{
using a Graph Neural Network (GNN), and the statistical analysis to extract
the ttH inclusive and differential signal strengths. Finally, the results of the
statistical combination of the six analysis channels are presented, both for the
inclusive and differential measurements.

6.1 Signal vs. background discrimination in the 3¢+
0Thaa channel

To maximise signal sensitivity in the 3¢+ Om,,q channel, a set of selection cuts
are applied to the events entering this channel, summarised in Table 6.1.

The topology of the ttH production in a 3¢ + 07,q final state is shown in
Figure 6.2, together with that of the two main background processes: ttW and
ttZ. The ttH and ttZ processes share the same final state, featuring three light
leptons, two b-jets, two light jets and E%iss. The ttW process features three
light leptons, two b-jets and E%liss and requires an additional gluon emission
to produce the two light jets to match the signal’s final state. For that reason,
the Njets > 2 requirement decreases the impact of the t¢WW background in the
3¢ + 0Thaq channel. The contribution from the t£Z background is importantly
reduced by applying the Z-boson mass-window veto on m?eSSF.
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30 + 0Thad
Thad candidates 0
Niets > 2
Nyss% >
Number of leptons 3
Leptons charge > g, +1
Lepton details OS lepton: L, pr > 10 GeV
SS leptons: T, pp > 15 GeV
mGSF > 12 GeV,
ImOSE —my| > 10 GeV

Table 6.1: Selection criteria applied in the 3¢+07y,q channel. The Njets variable
counts central jets of any flavour, as defined in Section 4.7.2. The Ny jets
requirement is given for the 85% WP of the b-tagging algorithm. The term
leptons refers to light leptons (e, p). The lepton-details row shows the lepton
definition, as defined in Section 4.7.2, the minimum pT cut and some additional
lepton-related cuts. The m?ESSF variable refers to the invariant mass of a pair

of OS same-flavour (SF) leptons.

The W Z process is also a significant background in this channel, as it can
produce three light leptons plus zero m,,q objects in the final state. The cuts
on Njets and Ny jets are used to suppress this background, as the W Z process
is characterised by a lower (b-)jet multiplicity compared to the signal.

Moreover, processes with two prompt leptons plus an additional non-prompt
lepton also constitute a relevant background in this analysis. While non-
prompt leptons are highly supressed by the lepton selection cuts, a sufficiently
large source of them can still contribute in a relevant way. That is the case of
the tt process, which can produce two prompt leptons plus an additional non-
prompt lepton and has a cross-section that is four orders of magnitude larger
than that of tH, becoming a relevant background in the 3¢ + 07,,q channel.

Four types of non-prompt leptons are considered in the analysis: electrons
or muons originating from the decay of HF hadrons (mainly b-quarks), and
electrons originating from photon conversions happening either at the PV or
in the detector material. These have four background contributions associated,
which will be referred to as HF,, HF,,, IntConv and MatConv, respectively'.

Other processes that contribute as a background in this channel are the ¢ 7,

IStrictly speaking, internal conversions do not constitute a non-prompt background, as
they correspond to the prompt production of an electron at the PV.
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Figure 6.2: Example Feynman diagrams for the (a) ttH, (b) ttW and (c)
ttZ processes in the 3¢ + 07,.q final state. The ttH diagram is shown for
the H — WW?* decay mode, as it is the dominant one in this channel (see
Figure 6.1a).
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27, tWZ, tttt, ttWW, VH, VVV, tHW, tHq and ttt processes. Table 6.2
shows the expected number of events for the signal and background processes
after applying the 3¢+07},,q cuts shown in Table 6.1. Such set of cuts is referred
to as the 3¢ 4 0,9 MVA preselection, as it provides the input phase space for
the MVA training.

‘ ‘ Expected yields ‘

ttH 83 £+ 10
HW 200 + 23
wz/v* 179 £ 6
Wz 119 £ 9
HF. 30 £ 11
HF,, 25 + 7
IntConv 9+5
MatConv 15+ 4
tz 33+£3
Z7 30+ 7
tWZz 16 + 8
tttt 12+£5
HWW 10+ 5
VH 71+ 23
\A7A% 3.9+ 1.2
tHW 2.95 + 0.32
tHq 1.70 £ 0.27
ttt 1.5 + 0.5
| Total | 780 £40 |

Table 6.2: Expected signal and background yields in the 3¢ 4+ 01,49 channel.
Yields uncertainties include all systematic effects.

6.1.1 Multi-class BDT training in the 3/ + 0m,,q channel

A multi-class BDT is used to discriminate the signal from the main background
processes in the 3¢ + Omnaq channel. Six classes are defined for the training:
ttH, ttW, ttZ, V'V, tt and tHq. While the former five classes correspond to the
signal and four main background processes, the t Hq process is a subdominant
background. The reason why such class is included in the training is that
this BDT is also used for an analysis that aims to search for violation of the
CP-symmetry in the top-Higgs interaction, where both ttH and tHq processes
serve as signals. It was tested that the inclusion of the tHq class does not
affect the performance of the BDT for the ttH cross-section analysis.

The MC samples used for the training are the ones described in Section 4.9.
An exception is made for the t£Z process, which is modelled in the training with
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the SHERPA 2.2.11 MC sample, instead of the nominal AMC@QNLO + PyTHIA
one, as the latter contains a large fraction of negative-weight events that cause
instabilities during training.

Moreover, the tt MC sample showed an insufficient raw number of events?
(~ 103) after the 3¢ + 0m,,q MVA preselection cuts, leading to a poor BDT
performance for the corresponding class. As a consequence, a reweighting
strategy is implemented for such sample to increase its statistics in the training.

In this context, a reweighting strategy involves first loosening one or more
selection cuts applied to the MC sample to increase the raw number of events.
Then, events in the resulting sample are reweighted using suitable variables
in order to recover the total yield and kinematic distributions of the original
sample. Since for the ¢t events one expects one of the two selected SS leptons
to be non-prompt, it is decided to remove the PLIV VeryTight requirement of
the two selected SS leptons to increase the statistics of the MC sample. The
raw number of events increases by a factor ~ 45. Then, the truthType variable
of the two SS leptons is used to reweight the sample. Figure 6.3a shows the
values that truthType can take for a given light lepton, together with their
meaning.

The reason why the truthType variable is used in the reweighting is because
it provides information about the origin of each lepton, allowing to distin-
guish between prompt and non-prompt leptons. This enables an event-by-event
weighting that reflects the composition of the default sample, particularly in
terms of lepton promptness, which is critical to reproduce the correct kinematic
features after removing the PLIV requirement.

From now on, we will refer to the OS lepton as lepton 0 (¢y). Accordingly,
the SS lepton that is closest in AR to lepton 0 will be referred to as lepton 1
(¢1), while the remaining SS lepton will be lepton 2 (f2). Figure 6.3b shows
the weights applied to the reweighted sample. It is observed that the numbers
in the map are lower than one only for the bins where one of the SS leptons
is isolated (prompt) and the other is non-isolated (comes from the decay of a
HF hadron). This is expected, since removing the PLIV requirement of the
SS leptons enriches the tf sample with non-prompt leptons from HF hadron
decays.

Figure 6.4 shows the distribution of several kinematic variables for the orig-
inal and reweighted ¢t samples. The agreement between the two samples is
good, validating the reweighting strategy.

2The raw number of events refers to the total number of simulated events that the MC
sample contains. The weighted number of events or yield refers to the weighted sum of the
simulated events, which represents the expected number of events in a certain data-taking
period.
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Figure 6.3: (a) truthType definition for a light lepton in the MC truth record.
The unknown (electron, muon) categories correspond to cases where the algo-
rithm that defines the origin of the lepton fails or does not find a matching pro-
duction vertex. The isolated-lepton categories correspond to cases where the
lepton is prompt i.e. it is produced in the hard-scattering process or comes from
the decay of a prompt particle, such as the W, Z or H bosons. The non-isolated
leptons originate from the decay of heavy-flavour hadrons or secondary 7 or
u leptons. The background leptons originate from photon conversions, Dalitz
decays or light-meson decays. The hadron category corresponds to cases where
the true object is a hadron but it is misreconstructed as a lepton. (b) Ratio
between the normalised distributions of the default and no-PLIV ¢t samples.
The weights applied to the reweighted sample correspond to the values shown
in the map, scaled by the ratio of the total yield of the default sample to that
of the no-PLIV tt sample.
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Figure 6.4: Default and reweighted ¢t samples for several distributions: sum of
the pr of the jets (Hﬂ‘,?ts), AR between leptons 0 and 1, AR between leptons 0
and 2, and pr of leptons 0, 1 and 2.

After the reweighting of ¢, the raw number of events for the samples used
in the BDT training is 156k for ttH, 143k for ttZ, 85k for V'V, 64k for ttW,
46k for tt and 28k for tHq. To leverage the statistics of the entire dataset,
the BDT is trained using a k-fold cross-validation strategy. The dataset is
splitted into k equal subsets or folds, and k BDT models are trained®. Each of
the models uses k — 1 subsets for training and the remaining one for testing.
Moreover, a fraction of the training dataset is reserved as a validation set to
avoid overtraining. Figure 6.5 illustrates the k-fold cross-validation strategy.

In this analysis, k& = 5 is chosen, as it provides a good balance between
the number of models to train and the amount of data used for training and
testing. Larger values of k were tested, showing no significant improvement in
the performance of the BDT. The validation set is defined as a 25% fraction
of the training set.

The BDT is implemented using the GRADIENTBOOSTING CLASSIFIER class [229]
of the SCIKIT-LEARN package [230]. The number of boosting stages is set to
2000 and the learning rate to 0.05. An early stopping mechanism is imple-
mented to avoid overtraining: the training is stopped when the loss function
evaluated on the validation set does not improve more than 0.0001 for 100

30ccasionally, the term folds is also used to refer to the models themselves, despite more
precisely, a fold denotes one of the subsets into which the entire dataset is divided.
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Figure 6.5: Illustration of the k-fold cross-validation strategy for k = 4. Each
of the models uses a different testing set, while the remaining sets are used for
training and validation.

consecutive boosting stages.

The variables used for the training are presented in Table 6.3, along with
their descriptions. A good level of agreement between data and MC is observed
for the BDT input variables, as shown in Appendix A.2.

Figure 6.6 shows the receiver operating characteristic (ROC) curves associ-
ated to the ttH and ttW classes. For the two of them, the five BDT models
show very similar response, indicating that the k-folding strategy is working
as expected. Moreover, the train and test curves are very close to each other,
showing that the models are not overtrained. The same healthy features are
observed for the other four classes.
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Figure 6.6: ROC curve of the five BDT models (folds) evaluated on the test
and training datasets for the (a) ttH and (b) tt{W classes.

The distribution of the ttH, ttW, ttZ and VV BDT output scores for the
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Variable Description
Niets Number of jets
Nysox Number of b-jets (@60% WP)
Ny Number of b-jets (Q77% WP)
E%‘iss Missing transverse energy
P%’ pr of £y
7 pr of &1
o pr of fo
pl%) pr of the hardest b-jet
p%l pr of the second-hardest jet
min(ARy, ;) AR distance between {y and its closest jet
min(ARy, ;) AR distance between ¢; and its closest jet
min(ARy, ;) AR distance between ¢5 and its closest jet
min(ARy ;) AR distance associated to the closest lepton-jet pair
min(ARyp) | AR distance associated to the closest lepton-bjet (@85% WP) pair
ARy, o AR distance between fy and the hardest jet
ARy 0, AR distance between £y and ¢;
ARy, 0, AR distance between £y and £
H%?ts Scalar sum of the pr of the jets
My, 1, Invariant mass of the ¢1-f9 system
Mgty Invariant mass of the fp-¢; system
M0, Invariant mass of the £p-f5 system
ID, Flavour and charge of ¢
IDg, Flavour and charge of ¢;
IDy, Flavour and charge of /5
A¢j0, Emiss A¢ distance between the hardest jet and the E{E‘iss vector

Table 6.3: Input variables used in the 3(+07,,q BDT training. The jet counters
Niets, Nysow and Nyzze only take into account central jets (n < 2.5) while the
rest of variables involving jets take into account both central and forward jets.
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signal and background processes is shown in Figure 6.7. It can be observed
that the distribution of the t¢H score is shifted towards higher values for the
ttH process, indicating a good performance of the BDT. Analogous behaviour
is observed for the BDT scores of the background processes.
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Figure 6.7: Normalised distribution of the (a) ttH, (b) ttW, (c) ttZ and (d)
V'V BDT scores for the signal and background processes.

The variables that contribute the most to the separation of the signal from
the background processes are shown in Figure 6.8a. The number of jets is
the most discriminating variable, as the signal is characterised by a higher
jet multiplicity compared to the background processes. The only exception is
ttZ, for which we also expect a high jet multiplicity (see Figure 6.2). In fact,
the ttH and ttZ processes are the most difficult to separate: 20% of the ttZ
events are misclassified as ttH, as shown in the confusion matrix of the BDT
in Figure 6.8b.
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Figure 6.8: (a) Permutation importance of the ten most important BDT input
variables for the ttH class. This metric is defined for a given input variable
as the relative difference between the area under the ROC curve (AUC) of the
nominal training and the AUC of a training obtained after randomly permut-
ing the values of the variable. The idea of the random permutation is to break
the correlation between the variable and the target. The larger the difference
between the two AUCs, the more important the variable is. The uncertainty
on the permutation importance is computed by running several trainings shuf-
fling the variable values and taking the standard deviation of the AUC values
distribution. (b) Confusion matrix of the BDT. The sum of the elements in
each row is normalised to 100%.
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6.1.2 Signal region definition

A region optimisation procedure is peformed to define the ttH SR and five
regions enriched in ttW, ttZ, V'V, tt and tHgq events, respectively. This pro-
cedure aims to optimize the regions definition by adjusting the requirements
on the set of BDT scores. First, the cut on the t¢H BDT score is optimised to
maximise the Poisson counting significance in the available phase space. The
Poisson counting significance is defined as

Z(s,b) = \/2 [(Hb)ln (1+§) —s}, (6.1)

where s and b are the expected number of signal and background events, re-
spectively. The optimal cut is found to be BDT;; > 0.2, which hence defines
the ttH SR. In the remaining phase space (BDTy;z < 0.2), the cut on the tHgq
BDT score is optimised to maximise Z(s,b). In this case, s is the number of
tHq events and b the sum of the other processes (ttH, ttW, ttZ, VV and tt).
The optimal cut is found to be BDT;y, > 0.25 i.e. the tHgq region is defined
by BDT;pq > 0.25 and BDT ;5 < 0.2. The same procedure is applied to the
remaining regions, with the order of optimisation being ttW, ttZ, V'V and tt.
The results of the optimisation process yield the region definitions shown in
Table 6.4. From now on, these seven regions will be referred to as the 3¢ MVA
regions.

Region | BDTzy | BDTyyy | BDT 5y | BDTyi, | BDTyy | BDTy

ttH > 0.2 - - - - -
tHq <02 | >025 - - - -
tHtW <0.2 < 0.25 > 0.3 - — —
ttz < 0.2 < 0.25 < 0.3 > 0.45 - -
4% < 0.2 < 0.25 < 0.3 < 0.45 > 0.65 -
tt < 0.2 < 0.25 < 0.3 < 0.45 <0.65 | >0.25
Other < 0.2 < 0.25 <0.3 < 0.45 <0.65 | <0.25

Table 6.4: Definition of the ttH SR, the five regions enriched in tHq, ttW, ttZ,
V'V and tt events, and the remaining phase space i.e. the Other region. The
full definition of the regions includes, on top of these cuts, the 3¢+ 0m,,9 MVA
preselection cuts shown in Table 6.1.

For the ttH SR, two additional cuts are applied to reduce the contribution
from tttt events: Njets < 6 and Nyrre < 3. While this process can be considered
as a minor background in principle, its BDT,;;y distribution is shifted towards
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high values, similarly to the t¢H signal. Since the distribution that is used to
fit the data in the SR is the BDT;y one, the titt-related systematic uncertain-
ties can decrease the sensitivity of the analysis. In fact, before applying these
additional cuts, the tftt cross-section uncertainty was the most important sys-
tematic uncertainty of the analysis. After the cuts, the ¢ttt yield in the SR and
the impact of the ¢ttt cross-section uncertainty were both reduced by a factor
~ 2. The expected and observed number of events in the 3¢ MVA regions is
shown in Table 6.5.

| | 3¢ MVA t£H | 3¢ MVA tHq | 3¢ MVA #1W | 3¢ MVA t£Z | 3¢ MVA VV | 3¢ MVA ¢t | 3¢ MVA Other

ttH 56 + 6 714 1.0 7.0 +£0.9 1.65 +£0.25 | 0.82 +0.13 514 0.7 37405
tHw 58.0 + 2.5 20.1 + 3.1 87 + 10 34408 24 4+ 0.4 15.2 4+ 3.2 122 + 1.2
tZ/v* 75.9 + 3.1 19.7 + 1.0 21.5 + 1.4 24.6 + 1.2 | 4.75 £ 0.32 14.1 + 0.9 17.0 £ 0.8
wZz 87+ 1.0 13.9 + 1.2 51+ 04 3.58 + 0.35 54+ 5 79408 25.0 £ 2.0
HFe 6.8+ 1.9 5.0 + 3.1 2.9 4 2.2 0.34+0.4 0.9+ 0.8 15+ 8 12+ 14
HFp 48+ 1.3 5.3 + 3.2 2.5 4+ 2.2 0.24 £022 | 08+ 1.2 1245 1.5 £ 0.8
IntConv 29+ 1.5 1.3 £0.7 0.9+ 0.6 - - 34+ 1.8 0.6 + 0.4
MatConv | 2.6 + 0.8 0.7 +0.9 08 +0.5 - 6+ 4 37406 0.7+ 0.7
tZ 5.4 + 0.6 9.9+ 1.0 33404 2.59 + 0.29 241 41404 5.5 + 0.6
2z 21+ 1.0 2.940.7 0.75 £ 0.19 | 0.35 & 0.09 17+4 38+0.9 3.9+ 20
tWZz 3.7+ 1.9 1.2 £ 0.6 28 4+ 1.4 294+ 1.5 1.1 £0.6 1.4 +£0.7 2.5+ 1.3
titt 5.0 £ 2.1 0.13 £ 0.06 241 0.9+ 0.4 - 0.1+0.1 0.2+0.1
HWW 47423 0.5+ 0.3 2.6+ 1.3 0.8+ 04 | 0.15+0.08 | 0224 0.12 0.7 + 0.4
VH 21+1.2 0.8 £0.6 1.7+ 0.7 0.84 = 0.26 1.6 + 1.3
VvV 0.57 +0.18 | 043 +0.15 | 0.65 £ 0.2 1.1+04 0.26 = 0.09 0.8 +£0.3
tHg 0.4 +0.1 0.99 + 0.16 0.135 + 0.027
tWH 1.5+ 0.2 0.42 + 0.06 | 0.32 % 0.04 0.27 + 0.05 0.27 + 0.05
ttt 0.66 = 0.23 0.38 + 0.13 | 0.13 + 0.05

| Total | 242412 | 9147 | 141+£11 | 41.8+25 | 95+10 | 87+12 | 78+ 4 |

| Data | 265 | 96 | 155 | 38 | 99 | 88 | 91 |

Table 6.5: Expected yields for the signal and background processes, along with
the observed data in the 3¢ MVA regions. The MC-yield uncertainties include
all relevant systematic contributions.

6.2 Background estimation in the 3¢+ 0m,,q channel

The features and topology of the main backgrounds of the analysis were dis-
cussed in Section 6.1. They can be classified into two categories: irreducible
and reducible backgrounds. The former feature only prompt leptons, similarly
to the ttH signal, and the main ones are the ttW, ttZ, W Z and IntConv back-
grounds. The latter feature one non-prompt lepton and include the HF., HF,
and MatConv backgrounds, which mainly originate from the £ production®.

4The other two sources of non-prompt leptons, with much smaller contributions than ¢,
are the V + jets and single-top-quark processes.
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The strategy for estimating the aforementioned backgrounds relies on, first,
defining dedicated CRs enriched in each of the specific processes. Then, defin-
ing NF's that scale the background MC prediction. Finally, fitting such NFs
to data in the simultaneous fit with the POI and the NPs, as described in
Chapter 5.

6.2.1 Pre-fit MC corrections

For some of the backgrounds, a kinematics-dependent correction is applied to
the MC prediction before performing the fit to data. This intends to correct
for known mismodellings in the MC simulation.

The V'V simulated event sample does not properly model the jet multi-
plicity spectrum observed in data [45]. Therefore, a data-driven correction
is derived from an inclusive 3¢ diboson-enriched region with zero b-jets. The
events are required to have three light leptons passing the (L, M, M) selection.
The Njets-dependent correction factors were derived in the context of the ttW-
ML analysis using a polynomial fit to data, and they reach about 35% for Njets
= 6. An associated uncertainty is derived from the method, which reaches up
to 3% for Njets = 6. Moreover, the tt + > 1 b-jet contribution is multiplied by
a factor 1.3, as previously measured by ATLAS [94].

6.2.2 Control regions

The ttW background is estimated using the ¢t/ MVA region as CR. For the
ttZ background, the ttZ MVA region is used. However, since this background
features a Z boson, one can define a more pure and statistically powerful CR
by inverting the Z-boson mass-window veto that affects the MVA regions. As
a consequence, two CRs are defined for t¢Z: the MVA region with the Z-boson
veto applied, also referred to as the ¢¢-off-shell ttZ CR, and the one with the
Z-boson veto inverted, also referred to as the £/-on-shell ttZ CR. Apart from
the difference of the Z-boson veto, the lepton definition is also different in the
on-shell CR i.e. leptons 0, 1 and 2 must pass the L, M and M definitions,
respectively.

The same two-CRs strategy is used for the WZ background, as it also
features a Z boson. There is only one difference between the W Z and the ttZ
£¢-on-shell CRs: the former requires two or three jets in the final state, while
the latter requires Njes > 4.

For the photon-conversion background estimation, the 3¢ IntConv and MatConv
CRs are defined. These regions target the decay of a Z boson to a pair of OS
muons, with one of them emitting a photon that converts into an e*e™ pair.
The final-state selection requires three light leptons, two of them being OS
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muons and one being a photon-conversion electron candidate®. Moreover, the
Nyrr% is required to be zero, the invariant mass of the two muons to be outside
of the Z-boson mass window, and the invariant mass of the two muons and the
electron to be within the Z-boson mass window. The difference between the
IntConv and MatConv CRs is the electron definition: the former requires the
electron to be an internal conversion candidate, while the latter requires it to
be an external conversion candidate, as defined in Section 4.7.2.

For the estimation of the HF. and HF, backgrounds, six 2¢SS CRs are
defined. These target the single-lepton tt decay, together with an additional
non-prompt lepton from a HF hadron decay. To enrich these CRs in events with
non-prompt leptons, the lepton definition of one of the leptons is relaxed to the
M., definition. Differently from 3¢ regions, in the case of 2¢5S regions, leptons
0 and 1 represent the hardest and softest light leptons, respectively. Three HF,
CRs are defined, where leptons 0 and 1 have (T, Mey), (Mey, Mey) and (Me,, T')
definitions. For the three of them, the softest light lepton is required to be an
electron. Three analogous HF,, CRs are defined, where the softest light lepton
is required to be a muon. Additionally, the transverse mass of the £y and the

Emiss | defined as mp (o, BXSS) = \/ ZE%ﬁSSpg‘? [1 — cos(¢miss — P, )], is required
to be lower than 250 GeV in the (T, M¢,) and (M., T') regions, in order to
reduce the ttW contamination.

Table 6.6 summarises the selection cuts associated to each of the CRs used
for the background estimation. They will be collectively referred to as the
non-MVA CRs. The expected and observed number of events in these CRs is
shown in Table 6.7.

‘ ‘ ttZ ((-on-shell ‘ W Z (l-on-shell ‘ IntConv ‘ MatConv ‘ HF. ‘ HF, ‘

Thad candidates 0 0 0 0 0 0

Niets >4 2,3 - - >2 >2

Njots 1 1 0 0 1 1

Number of leptons 3 3 3 (utuem) | 3 (W p eext) 2 2

Leptons charge Y q¢ +1 +1 +1 +1 +2 +2

Lepton definition (L,M,M) (T, Mez), (Meg, Mez), (Meg,T)

Lepton pr pr > (10,15,15) GeV pr > (15,15) GeV

Lepton details [m§SF —myz| < 10 GeV, [mGSSF —my| > 10 GeV, mr (Lo, BRSS) < 250 GeV
[mee —mz| > 10 GeV |mee — mz| < 10 GeV for (T, Mez) and (Meq,T) CRs

Table 6.6: Selection requirements associated to each of the non-MVA CRs used
for the background estimation. The term leptons refers to light leptons (e, ).
The lepton definition and pr cut is given in the format (g, ¢, ¢3) for the 3¢
regions and (¢p, ¢1) for the 2¢SS regions.

®The other photon-conversion electron is lost due to acceptance effects.
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| 3¢ ttZ (¢¢ on-shell) | 3¢ WZ (¢ on-shell) | 3¢ IntConv | 3¢ MatConv | 2¢SS HFe TMe,

ttH 131+ 1.6 41405 - - 3.5+ 0.5
tHW 8.1+ 12 94+ 1.3 - - 10.7 £ 2.0
ttz/y* 411 + 24 139 + 10 6.9 £ 0.5
wz 158 + 19 570 + 40 - 0.4 £0.2 175 £ 21
HFe 2.6 £ 1.6 13.6 + 2.4 - - 56 + 17
HFp 34+£09 16+5 - - 24+19
IntConv 0.31 £ 0.33 0.61 & 0.35 66 + 8 18.0 £ 2.3 5+4
MatCony 0.43 £ 0.18 15+ 0.9 3.7£08 56 £ 5 09+17
tZ 44+£5 139 + 14 - - 2.59 £ 0.31
zz 15+ 4 70 £ 15 0.25+£0.08 | 1.5+04 56+ 14
twWz 55 + 27 50 £ 25 - - 0.8+ 0.4
titt 1.8+0.8 - - - -
HEWW 1L1+£05 0.18 £ 0.1 - - 0.16 £ 0.09
VH 33+ 11 18+5 - - L5+ 0.7
VvV 1.06 + 0.33 24£0.7 - - -
tHq 0.144 £ 0.025 0.28 & 0.05 0.28 £ 0.05
tWH 0.33 & 0.04 0.246 + 0.033 - - 0.189 =+ 0.025
it 0.17 £ 0.06 - - - -
| Total | 720 + 50 | 1040 + 60 | 70+£8 | 76£7 130 £40 |
| Data | 738 | 1090 | 65 | 82 146 |
\ | 2¢5S HFe Moy Moy | 20SS HFe Moo T | 20SS HFp TMey | 20SS HFpu Mg Mey | 20SS HFpu Me, T |
ttH 0.79 £ 0.17 1.87 + 0.32 5.6 + 0.7 1.16 £ 0.19 2.9 404
tHW 18+ 1.1 4.9 +0.6 16+ 4 25+ 15 6.9 + 2.4
tHZ/y* 1.56 + 0.23 3.7 404 1134038 2.17 £0.27 564 0.5
w2z 2.8 404 8.5+ 0.9 248 £2.3 474+ 0.6 1.7+ 14
HFe 7T+4 11+4 12+13 21413 79+33
HF . 294038 12410 121 + 13 20 £ 6 27+ 7
IntConv 0.8 4 0.6 25+ 15 1£1 02402 14+07
MatConv 27415 37+18 47 +3.2 1.6 £ 0.6 54410
tZ 0.39 & 0.08 1.37 £ 0.17 32404 0.55 £ 0.09 1.59 + 0.2
z7 0.64 & 0.17 41+ 11 9.4+ 24 1.27 4031 3.6+ 0.8
twWZz - 0.34 £ 0.18 0.49 + 0.26 02402 0.3 4 0.2
tttt
HWW - - 0.23 £ 0.12 - 0.11 4 0.05
VH 0.7+ 1.1 - 27409 1£1 12404
vvv - - 0.13 & 0.04 - -
tHq - 0.141 + 0.025 0.53 £ 0.09 - 0.26 & 0.04
tWH - 0.105 + 0.018 0.32 £ 0.04 - 0.12 4 0.03
ttt - - - - -
| Total | 25+ 6 | 62+£13 |  204£16 | 38+8 | T+ 9 |
| Data | 20 \ 60 \ 206 \ 44 \ 98 \

Table 6.7: Expected yields for the signal and background processes, along with
the observed data in the non-MVA CRs. The MC-yield uncertainties include
all relevant systematic contributions.
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6.3 Reconstruction of p/ using a GNN

The reconstruction of the Higgs-boson p is crucial for the STXS measurement.
A GNN [231,232] is used to perform such reconstruction and classify the events
into the six STXS bins defined for the tH production: p¥ [GeV] € [0,60),
[60,120), [120,200), [200,300), [300,450), and [450,00), also referred to as
STXS bins 0, 1, 2, 3, 4, and 5, respectively.

The training dataset corresponds to the ttH MC sample described in Sec-
tion 4.9, which is divided into 75% and 25% portions for training and testing,
respectively. Each event in the input sample is represented as a graph, which
includes several components:

e Nodes, corresponding to the final state particles. Each node contains
features such as the pr, 1, ¢, p, particle type (lepton, jet, or ET"),
b-tagging score, and electric charge.

e Edges, representing the kinematic relationships between pairs of particles.
They have features such as An, A¢p, and AR differences, as well as the
pr, p, and the invariant mass calculated from the 4-vectors of each pair.

e Global attributes, describing event-level information such as the number
of jets, number of forward jets, pile-up interactions, and the scalar sum
of pr for jets (HI™), leptons (HLP), and their combination (HISHP).
They also include the summed mass (M), pr, A¢ and An for all lepton
pairs; the M, pr, and A¢ for all lepton—ErT’rliSS pairs; and the M and pr for
all combinations of two leptons and E%ﬁss and three leptons and E%ﬁss.

GNNs use NNs to update the nodes, edges, and global attributes of the input
graphs, with the goal of learning the relationships between the input features
and the target variable (p¥ in this case). The NN architecture chosen for this
task is the Multi-Layer Perceptron (MLP). The node and edge MLPs have two
hidden layers with 256 neurons each, while the global MLP has five hidden
layers with 512, 256, 128, 64, and 32 neurons. The three of them feature the
Leaky Rectified Linear Unit (LeakyReLU) neuron activation function, which
allows the network to learn non-linear relationships.

These three MLPs are used sequentially in each epoch of the training pro-
cess. First, the edge MLP updates the edges by using the features of the
corresponding node-pairs and the global attributes. A sum aggregation func-
tion is used to combine the updated-edges information into the nodes. Then,
the node MLP updates the nodes using the updated-nodes information and the
global attributes. Finally, the global MLP updates the global attributes us-
ing the updated-nodes information and outputs the predicted STXS bin. The
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prediction is compared to the true STXS bin, the loss is calculated, and the
GNN-model weights are updated before the next epoch. The training is per-
formed using the Adam optimizer with a learning rate of 0.001 and a categorical
cross-entropy loss function. The model is trained for 200 epochs.

The model performance is evaluated using the confusion matrix, which is
presented in Figure 6.9. The diagonal matrix elements represent the percentage
of events correctly classified in each STXS bin. For most bins, the diagonal
element is the largest. However, the numbers are not very high, with values
ranging from 32% to 45%. There are relevant migrations to adjacent bins,
especially from bin 0 to 1 (~ 45%) and from bin 5 to 4 (~ 42%).

True STXS bin
Fraction of events [%]

Reconstructed STXS bin

Figure 6.9: Confusion matrix of the GNN model for the pf reconstruction.
The sum of the elements in each row is normalised to 100%.

6.4 Definition of the 3/ + O0maq STXS SRs

The goal of reconstructing the Higgs boson pr is to improve the sensitivity
of the STXS measurement by defining several SRs, each one targeting one or
several true STXS bins. Ideally, one SR for each STXS bin would be defined.
However, the available dataset does not provide sensitivity to all STXS bins.
The expected yield for signal and background processes in the tt H MVA region
for each of the GNN-predicted STXS bins is shown in Figure 6.10.

The signal yield in the STXS bin 5 is very low, hence providing no sensitivity.
For that reason, bin 5 is merged with bin 4 and five SRs are defined, labelled as
0, 1, 2, 3 and 45 STXS SRs. It is noteworhty that the sensitivity of the inclusive
g measurement does not decrease in this five-SRs setup with respect to the
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Figure 6.10: Predicted STXS bin for signal and background events in the ttH
MVA region. Uncertainty bars represent the MC statistical uncertainty.

original setup with one single SR. Because of that, and for harmonisation
purposes, the five-SRs setup is chosen for both the inclusive and the STXS
analyses.

The signal yield for each of the true STXS bins in each of the five SRs is
shown in Table 6.8. Taking into account the low yield of several of the true
STXS bins, it is clear that not all of them can be measured separately with good
precision. Moreover, the migrations between bins are important in some cases,
as already anticipated by the GNN confusion matrix. These migrations would
yield large correlations between the measured bins, decreasing the sensitivity of
their measurement. For those reasons, it was decided to merge some of the true
STXS bins to be measured. Some studies were performed to decide which bins
to merge, and it was agreed to provide a differential measurement of the STXS
bins 01, 2 and 345, which correspond to pif [GeV] € [0,120), [120,200) and
[200, 00), respectively. This choice turns out to be a balance between having a
good granularity in the pg spectrum and a decent precision in the measured
STXS bins.

To further improve the sensitivity of the analysis, the SRs are binned in
BDT,;y, to leverage the discrimination power of the BDT classifier. The exact
binning is determined using a binning optimization process that provides high
signal vs. background separation while avoiding bins with low statistics. The
binning algorithm scans the original distribution, starting from the bin with
largest BDT;zy, and merges bins until a certain fraction of signal and back-
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| | STXSSRO | STXSSR1 | STXSSR2 | STXSSR3 | STXS SR 45 |
ttH 0 1.68 + 0.29 4.6 = 0.8 2.08 £ 0.35 04 4+0.2 0.16 £ 0.11

ttH 1 1.5£04 7.6 £ 1.0 6.9+ 1.0 1.36 + 0.23 04+ 0.2
ttH 2 0.37 £ 0.08 39 +£0.5 87+ 14 3.4 4+0.5 0.72 +£ 0.17
ttH 3 0.051 + 0.015 | 0.59 £ 0.21 294+ 0.5 3.5+ 0.6 1.5 £0.3
ttH 4 0.011 + 0.005 | 0.062 £+ 0.02 | 0.35 4+ 0.08 0.99 £+ 0.23 1.8 £04
ttH 5 - - 0.015 + 0.006 | 0.042 + 0.03 | 0.69 + 0.19

ttH fwd - 0.024 + 0.01 | 0.021 £ 0.012 - -

Table 6.8: Expected number of events for the six t#H STXS bins in the five
SRs. The last row corresponds to the ttH events with the Higgs boson emitted
in the forward region (y? > 2.5).

ground events is obtained®. The merging threshold is defined by the function
&

(6.2)

where ng (np) is the number of signal (background) events in the bin to be
merged, N (Np) is the total number of signal (background) events in the region,
and zs and z, are two tunable parameters. A bin is formed when £ becomes
equal to 1 or more. The z;s (z,) parameter controls the maximum fraction of
signal (background) events in each bin, with the condition zs+ 2, = Npins being
satisfied. The binning of all regions is optimized so that all bins have a MC
statistical uncertainty below 15% in order to avoid instabilities in the fitting
procedure.

While the MVA regions are binned in the corresponding BDT scores’, other
sensitive variables are used for the non-MVA CRs. The HF, and HF, CRs are
binned in the pr of the softest lepton, while the t£Z £¢-on-shell CR uses Np.jets-
For the W Z {£¢-on-shell, IntConv, and MatConv CRs, the total event yield is
used.

The input bins for both the 3¢ 4+ 07,,q inclusive and differential measure-
ments are shown in Figures 6.11 and 6.12.

5The original distribution from which the algorithm starts working includes 100 bins.
"For the tt and Other MVA regions, the total event yield is used.
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Figure 6.11: Fit input bins associated to the MVA regions, namely the five
STXS SRs, and the ttW, ttZ, VV, tt and Other MVA regions. The blue
hashed bands represent the systematic uncertainty of each bin.
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Figure 6.12: Fit input bins associated to the non-MVA regions, namely the
ttZ and W Z f#f-on-shell CRs, the IntConv and MatConv CRs, and the HF,
and HF,, CRs. The blue hashed bands represent the systematic uncertainty of
each bin.
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6.5 Measurement of the 3/ + Om,.q inclusive signal
strength

This section describes the measurement of the inclusive ttH signal strength in
the 3¢ 4+ 0m,.q channel. Normalisation factors are defined for the main back-
ground processes, namely ¢tW, ttZ, WZ, IntConv, MatConv, HF, and HF,.
The systematic uncertainties described in Sections 4.8 and 4.10 are included in
the likelihood model as nuisance parameters, as detailed in Section 5.1. The
58 bins presented in Figures 6.11 and 6.12 are fitted simultaneously to output
a best-fit value and uncertainty for the POI of the analysis, the seven NF's, and
the NPs. The uncertainties are obtained with the MiNOs method described in
Section 5.2.1.

6.5.1 Fit to the Asimov dataset

First, a fit to the Asimov dataset (as defined in Section 5.2.2) is performed
in all analysis regions as a self-consistency check of the fit configuration. In
this scenario, none of the fitted parameters (POI, NFs and NPs) are expected
to deviate significantly from their nominal values. The ttH signal strength is
measured to be

g = 1.001038 = 1.0010:32 (stat.) + 0.18 (syst.), (6.3)

showing that the statistical component of the uncertainty dominates®. The
expected significance for a SM-like ttH signal is 3.050.

The ~y parameters, which account for the MC statistical uncertainty of each
of the analysis bins, are found to be centered at 1.0, as expected. Their un-
certainties are consistently below 15%. Figure 6.13 displays the constraints on
the NPs from the fit. The largest constraints are found for the ¢ modelling
NPs (phard, hdamp, PS and FSR) in the HF CRs. These originate from the
HF. background, due to significant shape differences between the two-point
systematic variations and the nominal prediction, especially in high pfr bins of
the HF, CRs (see Figures 6.14 and 6.15). These systematic variations cause
the large uncertainty observed for the HF, NF.

The fact that the tf modelling constraints mainly originate from the HF CRs
motivated the decorrelation of the corresponding NPs in order not to propagate
these effects to the SRs, where these large shape effects are not observed. The
fact that the lepton definition and fake-lepton composition is different in the
HF CRs and in the SRs further motivates this decorrelation scheme.

8Uncertainty decomposition follows the method described in Ref. [233].
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Figure 6.13: Best-fit value § and uncertainty Af of the (a) instrumental and (b)
theory NPs after the inclusive fit to Asimov data in all analysis regions. They
are represented by the black points and black error bars, respectively. The
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Figure 6.14: Alternative modelling of the t (a,b) PS, (c,d) hqamp and (e,f) phard
for the HF, background in the HF, T'M,, (left column) and M., M., (right
column) CRs. Uncertainty bands include the MC statistical uncertainties of
the nominal sample.
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Figure 6.15: Alternative modelling of the t¢ FSR for the HF. background in
the HF, (a) TMe, and (b) M, M., CRs. Uncertainty bands include the MC
statistical uncertainties of the nominal sample. The Original (discontinuous)
and Modified (continuous) lines correspond to the alternative-modelling tem-
plate before and after symmetrisation, respectively.

6.5.2 Fit to real data

A fit to real data is performed in all analysis regions. The best-fit values of
the POI and NFs are shown in Figure 6.16. All of them agree with the SM
expectation within 1o. The signal strength is measured to be

pugzr = 1.0670:30 = 1.0670:3 (stat.) + 0.21 (syst.). (6.4)

The observed significance for an excess over the background-only hypothe-
sis is 2.940. The contributions from the most relevant uncertainties are sum-
marised in Table 6.9. After data statistics, the dominant systematic uncer-
tainties are those associated to the MC modelling of the signal and main back-
ground processes.

Figure 6.17 shows the fitted values of the v parameters. While some of
them are slightly pulled, they are all found to be compatible with 1.0. The
pulls and constraints of the rest of NPs are shown in Figure 6.18. Some slight
pulls are observed. However, all of them are below 1o, indicating a good MC
modelling.

Figure 6.19 shows the correlation matrix of the fit parameters. The p;zy
POI is mainly correlated with the t¢WW NF, as t{W is one of the main back-
grounds in the SRs. Besides that, the most significant correlations are observed
between alternative MC modelling NPs and their corresponding background
NFs. These originate from the fact that the corresponding systematic vari-
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Figure 6.16: NFs for the main background processes, together with the p7y
value extracted from the inclusive fit to real data in all analysis regions. The
indicated uncertainties include both statistical and systematic components.
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‘ Apyip
Experimental uncertainties
Jet energy resolution 0.054
Jet energy scale 0.050
Leptons 0.047
Pile-up 0.013
Luminosity 0.009
b-tagging 0.008
Emiss 0.005
MC modelling uncertainties
ttH modelling 0.12
tt modelling 0.10
tttt modelling 0.08
ttW modelling 0.07
MC sample size 0.04
ttZ modelling 0.027
Data statistical uncertainty ‘ 0.32
Total uncertainty ‘ 0.38

Table 6.9: List of the most relevant systematic and statistical uncertainties
affecting the measured signal strength, p.zr, obtained from the simultaneous
fit to data in all analysis regions. For clarity, uncertainties in this table are
symmetrised and grouped into categories. Uncertainty decomposition follows

the method described in Ref. [233].
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Figure 6.17: Best-fit value and uncertainty of the v parameters associated to
each of the fit input bins after the inclusive fit to real data in all analysis
regions.
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Figure 6.18: Best-fit value 6 and uncertainty Af of the (a) instrumental and
(b) theory NPs after the inclusive fit to real data in all analysis regions. They
are represented by the black points and black error bars, respectively. The
green (yellow) areas represent the +1o (20) pre-fit uncertainties. Each NP is

shown relative to its nominal value, 6y, and in units of its pre-fit uncertainty
Af.
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ations have a relevant normalisation effect on the background processes, as
exemplified in Figures 6.14 and 6.20 for the t¢ and ¢tV processes, respectively.
Moreover, large correlations are also observed between the v parameters of the
IntConv and MatConv CRs and the corresponding NF's, due to the one-bin
nature of these CRs.
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Figure 6.19: Correlation matrix of the fit parameters (POI, NFs and NPs) after
the inclusive fit to real data in all analysis regions. Only parameters having at
least one correlation larger than 30% with another parameter are shown.

Figure 6.21 shows the top 20 fit parameters ranked by their impact on p;75.
The most impactful NPs are mainly related to the modeling of the ttH, ttWW and
tt processes. The leading one is the ttH cross-section scale uncertainty, which
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Figure 6.20: Alternative modelling of the ttW ME+PS in the t/W MVA region.

Uncertainty bands include the MC statistical uncertainties of the nominal sam-

ple. The Original (discontinuous) and Modified (continuous) lines correspond

to the alternative-modelling template before and after smoothing, respectively.

accounts for missing higher-order terms in the perturbative QCD calculation
of the cross-section. The NFs associated to the ttW and ttZ processes are also
in the top 3, as these are the two main backgrounds in the SRs.

It is interesting to scale the pre-fit MC prediction using the best-fit values
and uncertainties of the POI, NFs and NPs, obtaining the post-fit MC predic-
tion for comparison with data. Such comparison is presented in Appendix A.2
for the 58 bins used in the measurement, as well as for the 25 BDT input
variables and the six BDT scores.

It is also noteworthy that the best-fit value of the ttW NF is found to
be compatible with the latest ATLAS and CMS ¢tW cross-section measure-
ments [45-47].

6.6 Measurement of the 3/ + On,.q differential signal
strength

This section describes the differential measurement of the tZH signal strength
in the 3¢ + Om,,q channel for the STXS bins 01, 2 and 345, corresponding to
pif [GeV] € [0,120), [120,200) and [200, 00), respectively. The definition of
the NF's, NPs and input bins is the same as that considered in the inclusive fit
setup presented in Section 6.5.

First, an Asimov fit is performed, with the three STXS bins measured to
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Figure 6.21: The 20 most relevant fit parameters of the inclusive fit to real data
in all analysis regions, ranked according to their impact on the p,;z POI. The
impact (Apyzr) associated with each fit parameter (NFs or NPs) is computed
at both pre-fit and post-fit levels. Specifically, this impact is evaluated by
comparing the nominal best-fit value of 75, fi;75, to the value obtained from
a fit where the parameter under consideration is fixed to its nominal best-fit
value @ shifted by its pre-fit (post-fit) uncertainties +A@ (+£Af). In total,
four additional fits are performed for each parameter, corresponding to shifts
of +Af (dark blue, non-filled area), —A# (light blue, non-filled area), +Af
(dark blue, filled-colored area), and —Af (light blue, filled-colored area). The
nominal best-fit values and uncertainties of the fit parameters are shown as
black points with their corresponding error bars and are identical to those
presented in Figure 6.18.



6. Measurement of the ttH production in ML final states 143

be
4 4
HEE 01 = 1.00+8 8? =1. 00*8 gﬁ (stat.)f8.4é (syst.),

fsgrr o = 1.0001 51 = 1.0077-%4 (stat.) £ 0.60 (syst.), (6.5)
fizrr 345 = 1.0077 730 = 1.0077 57 (stat.) £ 0.45 (syst.),

showing that 577 1 is the most sensitive bin, followed by 777 345. The migra-
tions between STXS bins (discussed in Section 6.4) induce large correlations
between the three POIs, as shown in the correlation matrix of the fit (Fig-
ure 6.22). As expected, largest correlations are observed for consecutive STXS
bins. The correlations associated to the rest of the fit parameters are similar
to those of the inclusive fit.

Then, a fit to real data is performed in all analysis regions. The best-fit
values of the three POIs and the NFs are shown in Figure 6.23. The fitted NFs
agree with those of the inclusive fit, thus agree with the SM expectation. The
three STXS bins are measured to be

fizrr o1 = 0.607 596 = 0.601093 (stat.) T0:37 (syst.),
figrro = 1.027198 = 1.027173 (stat.) & 0.74 (syst.), (6.6)
fep 3as = 2:2171°55 = 2.217779 (stat.) 4 0.69 (syst.).

The best-fit values and uncertainties of the NPs closely match those ob-
tained in the inclusive fit (Figures 6.17 and 6.18). The impact ranking for the
three POls is presented in Figure 6.24. Some fit parameters appear higher
in the STXS rankings compared to the inclusive one, such as the HF, NF,
the tttt ME and PS NPs, as well as the Efrniss-related NPs. These parameters
are absent from the inclusive ranking because their impacts on the individual
STXS POIs cancel out when combined into a single inclusive measurement.
In contrast, as observed in the inclusive ranking, uncertainties related to the
modelling of ttH, ttW, and tt processes continue to show a significant impact.

6.7 Combination of the ttH-ML channels

As described at the beginning of this chapter, the t¢H-ML analysis is divided
into six channels according to the multiplicity and charge of loose light leptons
and T,,q candidates. To enhance signal sensitivity, additional selection criteria
on the properties of the light leptons, m,.q, and jets are applied to each channel,
summarised in Table 6.10 and detailed in Section 6.7.1. Furthermore, MVA
techniques are employed in some channels to increase discrimination between
signal and background processes. These techniques allow for the construction
of purer SRs and dedicated CRs, which help constrain the normalisation of the
main backgrounds using data.
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Figure 6.22: Correlation matrix of the fit parameters (POIs, NFs and NPs)
after the STXS fit to Asimov data in all analysis regions. Only parameters
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shown.
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Figure 6.24: The 20 most relevant fit parameters of the STXS fit to real data
in all analysis regions, ranked according to their impact on the (a) 1015
(b) puir 2, and (c) pyzr 345 POIs. The impact (Apyzy) associated with each
fit parameter (NFs or NPs) is computed at both pre-fit and post-fit levels.
Specifically, this impact is evaluated by comparing the nominal best-fit value
of wiip, wir, to the value obtained from a fit where the parameter under
consideration is fixed to its nominal best-fit value 6 shifted by its pre-fit (post-
fit) uncertainties £A6# (£Af). In total, four additional fits are performed for
each parameter, corresponding to shifts of +A# (dark blue, non-filled area),
—A# (light blue, non-filled area), +Af (dark blue, filled-colored area), and
—Af (light blue, filled-colored area). The impact of POIs on other POIs is not
shown.
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In addition to the MVA-based regions, further cut-based CRs are defined
within each channel to constrain non-prompt-lepton and misidentified-m,,q
backgrounds. The cut-based CRs defined in the 3(+07},,4 channel, summarised
previously in Table 6.6, are shared with the 2¢5S + 0m,,q channel, due to their
similar backgrounds and object definitions’. The cut-based CRs defined for
the 44, 2055 + 1mhaq, 1€ + 27haq, and 200S + 27,4 channels are summarised
in Table 6.11 and detailed in Section 6.7.1.

| 2SS + 07y | 30 + 0Thaq | 40 20SS + 1Thaq | 104 2Thaq | 2008 + 270q

Light leptons

Ny 2 3 4 2 1 2
Lepton definition T Lo, b1, 0o LT T L M L L
Lepton pr [GeV] > 15 lo, l1,05: > 10, 15, 15 > 10 > 10 > 27 > 10
>ar +2 +1 0 +2 +1 0
[me — mz| [GeV] - > 10 (OSSF) - > 10 (SF) - > 10
my [GeV] - > 12 (OSSF) > 12 - - > 12
m(40) [GeV] < 115 or > 130

Thad and jets

Noa | 0 | 0 | | 1 | 208 2, 08
Niews | 2 | >2 | | =23 | =1 >1
Nbxs% > 1 > 1 > 1 >1 - -
Nyrro, - - - - >1 >1
STXS bin split | 0, 1, 2 3,45 0,1,2,3,45 - - 0,1,2,3,45 01, 2345
Number of regions 11 2 1 6 2

Table 6.10: Summary of the selection criteria applied in each channel, detailing
requirements on the number of light leptons, .4, jets, their pr thresholds,
total light-lepton charge (> g¢), and invariant mass conditions. The definitions
of lepton criteria are outlined in Section 4.7.2. The symbol “-” indicates no
specific requirement for a given variable in that channel.

6.7.1 Input bins for the combination

The statistical analysis of the combined ttH-ML measurement relies on input
bins defined independently for each channel. In the following, the definition of
these input bins is summarised for each individual channel.

3¢ + 0Thaq channel

The definition of the regions and bins used in the statistical analysis of the
3¢ + 0Thaq channel was already presented in previous sections. The observed

9In fact, the normalisation factors defined in the 2¢5S + Omhaq channel are identical to
those defined for the 3¢ + 07haq channel.
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[ a0 I 2088 + 1m0 | 16/2008 + 270
Region naming 3¢ uwHF | 3¢ e LF CR-0OS CR-SS FF-Z FF-tt
30 e HF
Lepton requirement || eFp®p* | ptpuFeF 2, 0S 2, SS 2, 0S 2, 0S
uFete®
Lepton definition L M r L L
Lepton pr [GeV] > 10 > 10 > 10 > 10 > 10
Thad T€quirement - 1 1 2, 0OS 2, 0OS
Thad definition M M VL VL
[mESSE —my| [GeV] < 10 < 10 > 10
‘mu[ — 777,Z| [G(‘V] - > 15 - - - -
Emiss [GeV] - <20 - - - -

Viets >1 2o0r3 2o0r3 >0 >1
]Vvl»juts >1 bSS% 0 bSS% >1 b85% >1 bSS% 0 b77% >1 b77%
30 4+ 0Thaq veto Yes - - - -
Region split H - H - ‘ ee, e, pe, [ H - ‘ - ‘
Number of regions H 3 H 5 H 2 ‘

Table 6.11: Event selection summary for the cut-based CRs used in the 4/,
2055 + 1Thad, 1€ + 2Thaa, and 2005 + 27,4 channels. The definitions of light
leptons and 7y,,q9 are described in Section 4.7.2. The VL 7y,q definition refers
to the Very loose ID WP from Ref. [203]. The symbol “~” denotes no specific
requirement applied.
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and predicted event yields (after the combined fit) for such bins are shown in
Figure 6.25. It is noteworthy that the data points in the figure match those in
Figures 6.11 and 6.12, although here the MC yields corresponds to the post-fit
prediction associated to the combined fit of all channels.

2SS + O0mhag channel

Events in this channel are required to have two same-charge light leptons with
pr > 15 GeV fulfilling the T lepton definition. Additionally, selected events
must contain at least three jets, with at least one jet satisfying the 85% b-
tagging WP, and must have no m,,q candidates.

A multi-class BDT is trained to define regions in this channel, with separate
classes for ttH, tHq, ttW, and a combined background category comprising
other processes (ttZ, tt, tttt). This BDT uses 20 input variables, with the most
discriminating being the jet multiplicity, the dilepton invariant mass, and the
average angular separation between jets.

Events are categorised into regions according to the highest BDT output
score. The ttH and ttW regions are further split according to the total lepton
charge (++ and ——) to exploit the charge asymmetry in W production.
To reduce tttt contamination, events with at least six jets and at least three
b77%_jets are excluded from ttH SRs. Additionally, the ttH SRs are split
into five STXS bins based on the péf reconstructed by the GNN defined in
Section 6.3. As in the 3¢ + 07,9 channel, the reconstructed STXS bins are
0, 1, 2, 3 and 45 i.e. pif [GeV] € [0,60), [60,120), [120,200), [200,300), and
[300, 00), respectively. Figure 6.26 (top and middle) shows the observed and
predicted event yields in the 2SS + 0m,,q channel. As previously mentioned,
bins in Figure 6.25 (top) are also included in the statistical analysis of the
205S 4 0mhaq channel when reporting its standalone results.

4¢ channel

Events in this channel are required to contain exactly four loose light leptons
with a total electric charge equal to zero. Selection cuts are applied to the
invariant mass of OSSF lepton pairs to suppress contributions from low-mass
resonances. Additionally, a veto on the four-lepton invariant mass around the
Higgs boson mass is imposed to ensure orthogonality with the H — ZZ* — 44
analysis [101]. Furthermore, events must have at least two jets, with at least
one jet satisfying the 85% b-tagging WP.

The 4/ channel employs a DNN classifier with three output nodes targeting
the ttH signal, as well as the dominant backgrounds ttZ and ZZ. The training
is performed using 22 input variables, with the most discriminant being the
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Figure 6.25: Comparison of the observed and predicted event yields in all bins
used in the statistical analysis for the 3¢ + 07,q channel. The top-plot cut-
based CRs are shared with the 2SS + 01,9 channel. The POI, background
NFs, and NPs are set to their best-fit values obtained from the combined fit.
The uncertainty band includes all uncertainties and their correlations.
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E%liss and the invariant masses of the different dilepton pairs present in the
event. Using the DNN output score, two separate regions are built enhanced
in ttH and ZZ production.

In addition, three CRs are defined to constrain non-prompt-lepton back-
grounds, predominantly originating from tf events with two non-prompt lep-
tons. The HF electron and muon components are constrained using the NFs
N(HF.)y and N(HF),)s, respectively, while a third NF, N(LF,)s, is in-
troduced for light-flavour (LF) non-prompt electrons. Two CRs enriched in
tt4 i and t#+eMF events are constructed by selecting events containing three
loose (L) light leptons with flavour compositions e u* and pFete®, respec-
tively, explicitly excluding events already selected by the 3¢ + Om,q channel.
In these regions, the same-sign lepton with the lowest transverse momentum is
designated as the non-prompt-lepton candidate, and its transverse momentum
distribution is used in the combined fit. A third CR, enriched in LF elec-
trons from Z+jets processes, is defined by selecting three-lepton events with
an OSSF lepton pair whose invariant mass is close to the Z boson mass. The
Emiss distribution in this CR is included in the combined fit. Figure 6.26 (bot-
tom) shows the observed and predicted event yields in all bins used in the
statistical analysis for the 4¢ channel.

It is noteworthy that, due to differences in the light lepton definition and
event selection, the nature of the non-prompt-lepton background differs be-
tween the 3¢ + Omyaq and 2SS + Omyaq channels on the one hand, and the 4¢
channel on the other. For that reason, decorrelated normalisation factors and
different CRs are used.

20SS + 1mhaq channel

Events selected in this channel must have exactly two same-charge light leptons
with pp > 10 GeV fulfilling the M lepton definition, featuring exactly one m,,q
candidate with pp > 20 GeV. If both light leptons have the same flavour,
their invariant mass must differ by at least 10 GeV from the Z boson mass.
Furthermore, events must contain at least three jets, including at least one jet
satisfying the 85% b-tagging WP.

A multi-class BDT classifier is trained using 17 input variables to separate
the ttH signal from the primary backgrounds (¢¢W and ¢t). The most discrim-
inant variables include the jet multiplicity, the invariant mass of the system
composed of leptons and E%liss, and the scalar sum of the transverse momenta
of the jets, leptons, and the 7,,q candidate. Although no further categorisation
is performed, the BDT output score for the t£H class serves as the discriminant
variable in this channel.
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Several control regions are also defined to constrain non-prompt lepton and
misidentified ,,q backgrounds. A dedicated control region targeting misidenti-
fied Taq candidates is constructed by selecting events with two opposite-charge
light leptons, one m,,q and exactly two or three jets. Additional control regions
enriched in non-prompt light leptons are defined by relaxing lepton selection
criteria and splitting events based on the flavour composition of the leptons
(ee, eu, pe, and pp). Three NFs—N(Fe)ir, N(Fp)17, and N(F;)i—are de-
fined to scale the MC predictions of the misidentified electron, muon, and 7y,.4
backgrounds in the simultaneous fit to data, respectively. Figure 6.27 (top)
shows the observed and predicted event yields in all bins used in the statistical
analysis for the 2¢5S + 17,,q channel.

14 4+ 2mhaq and 2008 + 2,9 channels

Events in the 1+ 27,4 channel are required to contain exactly one loose light
lepton with pp > 27 GeV and exactly two m,,q candidates with pp > 20 GeV.
Additionally, at least one jet satisfying the 77% b-tagging WP is required.
Events are split into two distinct categories based on jet multiplicity: the first
category, enhanced in the tHq process, contains events with one or two jets,
whereas the second category, enriched in ttH signal events, includes events
with three or more jets.

Separate binary BDT classifiers are trained independently for each category
to enhance discrimination between the signal and background processes. For
the tHg-enhanced category, the BDT is trained with 17 input variables, with
the most discriminating being the minimum angular separation between the
jets and the 1,4 candidates, and the azimuthal angle between the reconstructed
top quark candidate (formed by the light lepton, E%liss, and the b-jet) and the
di-Thaq system. For the tfH-enhanced category, a set of 12 input variables is
used, with the azimuthal separation between the di-73,,q system and the EEFiSS,
and the largest |n| value among the two 7,,q candidates providing the highest
discrimination power.

Events in the 2005 + 27,,4 channel must have exactly two opposite-charge
light leptons and two m,,q candidates with pt > 20 GeV. Requirements on the
dilepton invariant mass are applied to reduce contributions from the Z boson
and other low-mass resonances. Additionally, at least one jet satisfying the
77% b-tagging WP is required.

A dedicated binary BDT classifier is used to separate the t¢H signal from
backgrounds, primarily arising from processes with misidentified 7,,q candi-
dates. This BDT is trained using 10 input variables, with the most relevant
being the largest |n| of the two m,,q4 candidates, the azimuthal angle separation
between the di-73,,q system and Er}niss, and the angular distance between 7,4
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Figure 6.27: Comparison of observed and predicted event yields across all bins
used in the statistical analysis for the 2SS + 1mhaq, 1€ + 27,04, and 2005 +
2Thaq channels. The POI, background NFs, and NPs are set to their best-fit
values obtained from the combined fit. The uncertainty band incorporates all
uncertainties and correlations.
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candidates and jets. Although no additional categorisation is performed, the
BDT output score for the ttH class serves as the discriminant variable for the
analysis.

In both the 14+ 27,9 and 2005 + 27y,,q channels, the ttH SRs are split into
several STXS bins to enhance the sensitivity to the differential measurement.
In these channels, p¥ is reconstructed using a separate BDT classifier, trained
with the transverse momenta, angular separation, and invariant mass of the
two Thaq candidates. The 1¢ + 27y,,4 channel employs the same five STXS bins
used for the 07 channels. However, due to limited statistics, the 20085 + 274
channel employs only two reconstructed STXS bins: p [GeV] € [0,120) and
120, 00).

The dominant background in these two channels arises from tt-+jets events
containing one misidentified 7,,q candidate. This background is estimated
using the fake-factor (FF) technique [234]. Fake factors are derived from ded-
icated control regions enriched in Z+jets and tt events, selected by requiring
two opposite-charge light leptons and two 1,4 candidates. These factors are
measured separately for 1-prong and 3-prong m,,q candidates, and are binned
according to pr and 7. The reliability of the background estimation is val-
idated in regions characterised by low BDT scores and in validation regions
that require two same-charge m,,q candidates. Figure 6.27 (bottom) presents
the observed and predicted event yields for all bins included in the statistical
analysis of the 14 + 27,,q and 2005 + 27,,q channels.

6.7.2 Systematic uncertainties

The systematic uncertainties considered in the combined fit are those described
in Sections 4.8 and 4.10. Additionally, several 7y,4-related experimental un-
certainties are included. These cover the 7,,q reconstruction efficiency, energy
scale, and energy resolution, affecting all channels containing 71,4 candidates.

For the estimation of the misidentified m,,4 background in the 14+ 27,4 and
2005 + 27,9 channels, further uncertainties are considered. These include sta-
tistical uncertainties associated with the m,,q fake factors, uncertainties arising
from the subtraction of processes containing two real 73,4 candidates in the FF
CRs, and an overall 10% uncertainty due to the observed non-closure effects in
the validation region defined by same-sign m,,q pairs. Additional uncertainties
related to the composition differences between SRs and CRs are evaluated by
comparing the fake factors measured in data separately from Z-jets and ¢t
CRs.

In the 2SS + 1m,.q channel, extrapolation uncertainties related to differ-
ences in the misidentified 7,4 kinematics and composition between SRs and



156 D. Munoz Pérez

CRs are included. Moreover, dedicated uncertainties of 20% associated with
material conversions and 40% for the extrapolation between the L' and M
lepton definitions are also applied.

6.7.3 Combined inclusive measurement

The combined inclusive p;7 measurement is performed by simultaneously fit-
ting the data in the bins from all six channels, already presented in Figures 6.25-
6.27. The NFs associated to prompt backgrounds, namely ¢tW, ttZ, W Z and
WW /ZZ, are correlated across all channels. However, as anticipated in the
previous section, the NFs associated to non-prompt backgrounds are kept un-
correlated, as the nature of these backgrounds differs from one channel to
another due to different non-prompt-lepton definitions. The systematic uncer-
tainties described in Section 6.7.2 are included in the combined fit as NPs, and
coherently correlated across channels.

Figure 6.28 shows the best-fit .z values for each channel, along with the
combined value: 7y = 0.631“8:%(2). The observed (expected) significance for an
excess over the background-only hypothesis is 3.260 (4.910). The individual-
channel results are compatible with the SM in most cases, except for a large
negative value observed in the 2¢5S + 1m,,4 channel, driven by a lower-than-
expected event yield in the most sensitive bin of this channel.

The best-fit values of the background NF's are shown in Figure 6.29. Most
of them are compatible with the SM within 1 standard deviation. However, the
ttW NF shows a larger tension, as expected from the discussion in Section 2.1.4
and in line with previous observations [45-47]. The fitted NPs do not show
any relevant pull (see Appendix A.3).

Table 6.12 summarises the contribution of the different uncertainty sources
on the measurement of the inclusive ¢t H signal strength. The measurement is
dominated by the data statistical uncertainty. The most relevant systematic
uncertainties correspond to the signal modelling.

6.7.4 Combined STXS measurement

For the combined STXS measurement, the six channels included in the inclusive
fit are also considered. However, as anticipated in Section 6.7.1, a dedicated
p% reconstruction is only performed for the most sensitive channels: 3¢+ 07,4,
2055 + Omhad, 1€ 4 2Thaq and 2008 + 27p.4.

While the STXS framework defines a total of 6 STXS bins for ttH pro-
duction, the migrations between p¥ bins in the t¢H ML case induce large
correlations between the bins, hence decreasing the sensitivity of their mea-
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Figure 6.28: Observed best-fit values of the t¢H signal strength 1,777 and their
uncertainties by analysis channel and combined. The SM prediction corre-
sponds to p;zy = 1.
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Figure 6.29: Observed best-fit values and uncertainties of the background NF's
after the combined fit. The SM prediction corresponds to a value equal to 1.
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‘ Apuin
Experimental uncertainties
Jets 0.03
Leptons 0.03
Mis-identified 7-lepton background | 0.02
Emiss 0.01
b-tagging 0.006
Luminosity 0.005
Pile-up 0.003
MC modelling uncertainties
ttH modelling 0.06
ttW modelling 0.03
tt modelling 0.03
tttt modelling 0.03
ttZ modelling 0.01
Other backgrounds modelling 0.03
MC sample size 0.04
Total systematic uncertainty ‘ 0.11
Data statistical uncertainty ‘ 0.17
Total uncertainty ‘ 0.21

Table 6.12: List of the most relevant systematic and statistical uncertainties
affecting the measured signal strength, p,;7, obtained from the simultaneous
fit to data in all analysis regions. For clarity, uncertainties in this table are
symmetrised and grouped into categories. Uncertainty decomposition follows
the method described in Ref. [233].
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surement. For that reason, some of the STXS bins are merged to obtain a
balance between a good granularity in the p¥ spectrum and a decent preci-
sion in their measurement. Specifically, three POls are defined, corresponding
to the merged STXS bins 01, 2 and 345 i.e. pif [GeV] € [0,120), [120,200)
and [200, 00), respectively. Figure 6.30 shows the migration across the relevant
STXS bins for the channels where a dedicated p%l reconstruction is performed.

30+ 07y 20SS + 07jad

100
7 19 0 345
60
32 27 2
40
21 11 20 01
o1 0

10/2008 + 270

100 100
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Figure 6.30: STXS migration matrices evaluated for the t¢H events in the (a)
30 + 0Thad, (b) 2SS 4 0Thag, and (¢) 1€ + 27,4 and 2005 + 27p,q channels.
The sum of the elements in each row is normalised to 100%.

For the combined STXS measurement, the same NFs and NPs as in the
inclusive measurement are considered. Figure 6.31 shows the results of the
STXS combined fit. Along with the combined result, the best-fit values are
also shown for the individual channels that drive the sensitivity to the dif-
ferential measurement. It is observed that, despite the 27 channels having
lower sensitivity than the 07 channels in the inclusive measurement, they lead
in sensitivity for the three STXS POIs. This is due to the fact that the p¥
reconstruction is more precise in the 27 channels, as can be seen in Figure 6.30.

Figure 6.32 shows the correlation matrix among the fit parameters. As
expected, relevant correlations are observed between the STXS POlIs, due to
migrations between the p% bins. However, such correlations are lower than
in the 3¢ 4+ 0mhaq STXS fit, again thanks to the good p{! resolution in the 27
channels.

The fitted NFs and NPs of the combined STXS fit are compatible and very
similar to those of the inclusive measurement.

Finally, it is noteworthy that the analysis presented in this chapter is in
the final steps of the publication process, undergoing strict ATLAS internal
review. The associated paper is expected to be submitted within the next two
months.
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Chapter 7

Search of the leptonic charge
asymmetry in ¢tWW production
using 3/ final states

This chapter presents a search for the leptonic charge asymmetry in the ttW
production for a three charged light-leptons final state (3¢) using the ATLAS
full Run 2 dataset.

One of the main challenges of this analysis is to correctly identify the leptons
originating from the top and antitop quarks to construct the Al|n,| observable,
and ultimately measure the leptonic charge asymmetry (defined in Eq. 2.7).

In a ttW event, the final state with three charged leptons arises when all
three W bosons—two from the decays of the top and antitop quarks, and
one radiated from the initial state—decay leptonically, as previously shown
in Figure 6.2b. In addition to the three charged leptons, the signal topology
features the presence of E?l?iss, due to the undetected neutrinos, and two b-jets,
from the top-quark decays. In this final state, the leptons from the t¢ pair
have opposite electric charges, while the lepton from the ISR W boson has
the same charge as one of the former two. This ensures that the lepton whose
charge sign is opposite to the other two, referred to as the odd lepton, always
originates from a top (or antitop) quark. The two leptons sharing the same
charge sign are consequently labelled as even leptons. Thus, the challenge is
reduced to identify which of the two even leptons originated from the antitop
(or top) quark decay. A BDT classifier is used to perform this task.

In the following, the definition of the SRs to maximize the sensitivity to the
ttW signal process is described, together with the CRs selection to constrain
the dominant backgrounds. Then, the BDT used to identify the two leptons
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coming from the top-antitop quark decays is presented. Finally, the strategy
to extract the AZC POI is decribed, together with the results of the fit to data.
It is noteworthy that this work has been published in Ref [2].

7.1 Definition of the signal and control regions

The signal and control regions of the analysis are defined using a cut-based
approach. To define them, firstly, a set of general selection criteria is applied
to all regions. Exactly three charged light leptons are required, with the lepton
definition dependent on the specific region. The sum of the lepton charges must
be equal to £1. The leading, sub-leading and softest lepton must have pp > 30,
20 and 15 GeV, respectively. Lower values for these pt cuts were tested but
found to degrade the signal sensitivity due to larger background contamination.
Finally, an invariant mass requirement on the OSSF lepton pairs, m?gSSF >

30 GeV, is applied in all regions to suppress low-mass resonances.

Four SRs are defined, based on their jet and b-jet multiplicities, as well
as their ErTniSS. In addition, four CRs are defined to constrain the dominant
backgrounds, i.e. the t£Z process and background events with non-prompt
leptons from heavy-flavour decays (HF. and HF ) and photon-conversions.

In the 3¢ final state of the ttW production, two jets originating from b-
quarks are expected at the hard-process level, possibly accompanied by addi-
tional jets from gluon radiation or parton shower effects. The largest back-
ground contribution arises from ttZ events, which typically contains extra jets
resulting from a hadronically decaying top quark. To exploit this topological
difference and improve discrimination against the dominant t£Z background,
separate SRs with low and high jet multiplicities are defined, enhancing the
signal-to-background ratio in the fit input bins. In all four SRs, the three
selected leptons must satisfy the T lepton definition described in Section 4.7.2.

A ttZ CR is defined by requiring exactly one Z-boson candidate, which is
defined as a pair of OSSF leptons with an invariant mass satisfying |m?€SSF —
mz| < 10 GeV. Exactly zero Z-boson candidates are required for all the other
regions.

The CRs targeting non-prompt electrons or muons arising from HF hadron
decays (CR-HF, and CR-HF},) are separated based on the flavour of the third
lepton. In both CRs, the third lepton is required to satisfy the L definition',
while the other two leptons must pass the T definition. The control region
targeting photon conversions (CR-v-conv) requires at least one lepton to be

!By checking the MC event record, it is verified that this requirement ensures that the
third lepton originates from a HF decay in more than 99% of the cases, thus enriching the
HF CRs with non-prompt leptons.
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an electron candidate fulfilling the T* definition. Table 7.1 summarises the
requirements applied to define the SRs and CRs of the analysis.

‘ General requirements

Ny(L=¢e/p) =3
ply (15t/2nd/30d) > 30 GeV, > 20 GeV, > 15 GeV
Leptons charge > g +1
m?[SSF > 30 GeV
‘ Region-specific requirements
SR-1b-lowNjets | SR-1b-highNjets | SR-20-1owNjets | SR-20-high Njets

Niets 12,3] >4 (2,3 >4
Nijets =1 =1 >2 >2
Eiss > 50 GeV > 50 GeV
Nz cand. =0
Lepton definition TTT

CR-ttZ CR-HF, CR-HF, CR-v-conv
¢1st/2nd/3rd 1244 lle [ Lle, lel, ell
Niets >4 > 2 >2 > 2
N jets >2 =1 =1 >1
Emiss < 50 GeV < 50 GeV < 50 GeV
Nz cand. =1 =0 =0 =0
Lepton definition TTT TTL TTL TTT*

Table 7.1: Summary of the requirements applied to define the signal and control
regions of the analysis. The lepton definitions T, L. and T* are described in
Section 4.7.2.

The three non-prompt-lepton backgrounds (HF., HF,, and y-conv.) mainly
originate from the t£, tW and Z+jets processes, where only two prompt leptons
are expected. Throughout the SRs and HF CRs, the contribution from the tf
sample dominates, accounting for more than 90% of the total non-prompt
lepton yields. This dominance is slightly reduced to approximately 80% in the
CR~v-conv. The contribution arising from electrons with misidentified electric
charge was studied using MC simulations and found to be negligible.

Figures 7.1 and 7.2 show the expected contribution from the signal and
background processes in the SRs and CRs, respectively.
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Figure 7.1: Expected contribution from the signal and background processes
in the four SRs. The Other category includes background contributions from
tWZ, tWW, H+W/Z, VVV, tit and tttt production.



7. Search of the leptonic charge asymmetry in ttW production 167

O #W QCD (1.1%) @ ttW QCD (0.3%)

| #W EW (0.1%) W ttZ (0.4%)

W ttZ (72.7%) @ HF, (93.5%)

O HF, (0.1%) o HE, (0.1%)

B y—conv. (0.3%) W y-—conv. (1.1%)

W ttH (2.2%) W itH (0.2%)

mEtZq (8.0%) @ tZq (0.1%)

OvV (8.3%) OvV (0.8%)
ﬁ W Other (7.1%) * W Other (3.4%)

(a) CR-ttZ. (b) CR-HF..

O ttW QCD (10.1%)
| t{{W EW (0.9%)
W ttZ (11.2%)

@ HF, (2.4%)

O HF, (2.9%)

W y—conv. (52.8%)

@ tW QCD (0.3%)
W {12 (0.4%)

O HF,, (94.0%)

W -conv. (0.5%)

W tEH (0.2%) W (EH (4.4%)

W tZq (0.2%) W tZq (2.0%)

OvV (1.3%) OvV (8.7%)
ﬁ B Other (3.0%) W Other (4.6%)
(c) CR-HF,. (d) CR~y-conv.

Figure 7.2: Expected contribution from the signal and background processes
in the four CRs. The Other category includes background contributions from
tWZ, tWW, H+W/Z, VVV, tit and tttt production.
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7.2 Lepton to top-quark matching

As previously discussed, identifying which of the two same-sign or even leptons
originates from the ¢t system is essential for constructing the Aln| observable.
To address this issue, a BDT classifier is employed. The BDT computes a
discriminator value for each even lepton in an event, with higher discriminator
values indicating a greater likelihood that a given lepton originated from a top
or antitop quark. The even lepton with the highest BDT discriminator score
is then selected, along with the odd lepton, to calculate Aln,|. This section
describes the training procedure and performance of the BDT algorithm used
to achieve this lepton-top association.

7.2.1 Parton level matching

Prior to the BDT training, the reconstructed even leptons must be matched to
the corresponding parton-level objects in order to classify them either as signal
leptons, i.e. originating from the ¢t decay, or as background leptons, i.e. asso-
ciated with the ISR, W boson. This matching procedure relies on the angular
distance AR between parton-level leptons from the ¢¢ decay and reconstructed
leptons. A successful match requires ARparton-reco < 0.3 and that both leptons
have the same electric charge and flavour. If both reconstructed leptons meet
these criteria, the one with the smallest ARparton-reco i chosen. More than
90% of matched leptons have ARparton-reco < 0.1, while approximately 1% of
the ttW events have neither parton-level lepton successfully matched. These
unmatched events are excluded from the BDT training.

7.2.2 BDT input variables

Five input variables that discriminate between leptons originating from the ¢
system and those originating from the ISR W boson are defined for the BDT
training. These variables include the invariant masses of the systems formed by
the lepton paired with the closest (mg,) and second-closest (mg, ) b-jets?, the
angular distances between the lepton and these two b-jets (AR, and ARy, ),
and the pr of the lepton itself.

For events containing only one b-tagged jet (77% DL1r WP), the jets passing
a looser WP are considered, and the jet with the highest b-tagging score is
selected as the second b-jet. If no additional jet passes any b-tagging WP, the
nearest untagged jet to the lepton is used to build the variables.

Figure 7.3 shows the normalised distributions of the five BDT input vari-

2The closest and second-closest b-jets are defined by using the AR distance.
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ables for the signal and background leptons. Figure 7.4 illustrates the correla-
tions among these variables, which are found to be below 52%.

7.2.3 BDT training

The BDT classifier is implemented using the SCIKIT-LEARN package [230]. It
is trained on the nominal ¢t/ SHERPA sample using a k-fold cross-validation
method, employing five folds with an 80/20 training-to-testing ratio. Given
that the same ttWW sample is also used to populate the analysis regions, the
k-fold approach ensures that the events evaluated in each fold are independent
from those used during training.

The feature importance ranking for the first fold is displayed in Figure 7.5a,
where the variable myg,, leads, followed by myg,. Figure 7.5b compares the
BDT output distributions for signal and background leptons on both training
and testing datasets. The good agreement observed between the training and
testing distributions indicates that the BDT has not been overtrained. Two
distinct peaks are evident in the distributions: one around 0.6 corresponding
primarily to signal leptons, and another around 0.1 mainly associated with
background leptons. Nevertheless, the background distribution shows some
overlap with the signal peak, leading to a reduction of the BDT’s efficiency
in selecting the correct lepton. These results, shown for the first fold, are
representative of those obtained in the other four folds.

Figure 7.6 shows the ROC curves obtained from each of the five folds. Their
consistency, indicated by the similar AUC values, confirms the stability of the
BDT performance across different subsets of data, further validating that no
overtraining happened. The efficiency of the BDT-based method for correctly
matching leptons to top quarks is approximately 71%, which coincides with
the average AUC score from the testing sets.

The Alng| value computed using the odd lepton and the even lepton with the
highest BDT score is denoted as A]n?DTL Appendix B.3 shows the agreement
between data and simulation for the BDT-score distributions of both even
leptons after the fit to data described in Section 7.3.2.

7.3 Extraction of the leptonic charge asymmetry

In order to extract the LCA defined in Eq. 2.7, each of the eight regions defined
in Table 7.1 is further split into two regions, based on the sign of A[pBPT|.
Accordingly, two POIs are defined for the signal, Na,- and Na,+, and two
NF's for each of the four main background processes, corresponding to the two
A|nPPT| regions. This separation avoids potential biases arising from potential



170 D. Munoz Pérez

1.0 le-2
[ Signal
Backgroun
08 B2 Background
2
Sos
fal
©
=]
504
2
<
0.2 XX
CRXXRRR,
B,
BRSO
0.0 100 150 200 250 300 350 400
Myp, [GeV]
(a)
le-2 le-2
0.8 I Signal = Signal
B3 Background 12 £22 Background |
nlo
c
208
ay
©
506
2
2
<04
0.2
X3
100 150 200 250 300 350 400 0.0 50 100 150 200 250 300 350 400
myp, [GeV] Lepton pr [GeV]
(b) (c)
le-2 30 le-2
3 Signal 3 Signal
a0} B3 Background 25 EZ3 Background
£ £
5 30/ 5
2 215
5 20} =]
2 €10
< <
10 5
0 3
ARlbo ARlb;

Figure 7.3: Normalised distribution of the leptons originating from top or
antitop quark decays (blue) and ISR W bosons (red) in t{W events for the
five BDT input variables: (a) mg,, (b) msw,, (c¢) lepton pr, (d) ARgpm,, and (e)
ARy, .



7. Search of the leptonic charge asymmetry in ttW production 171

1.0
S
g

0.8
£
g

0.6
-
Q
-

0.4
§
o
< 02
g
o - 0084 0275 -0.007 0116
< 0.0

Mp, M, Lpr  DRp, DR,

Figure 7.4: Correlation matrix between the five BDT input variables.

0.25¢ ~ --F- Bkg. Train

Sig. Train
0.20f —— Bkg. Test

—— Sig. Test

© s

§ g 0.15}

© e

() [

- & 0.10}
0.05¢
0.00

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.0 0.2 0.4 0.6 0.8 1.0
Score BDT output
(a) (b)

Figure 7.5: (a) Feature importance ranking for the BDT input variables. (b)
Comparison of the BDT output distributions for signal and background leptons
in the training and testing datasets. The vertical error bars represent the
statistical uncertainty of the MC sample.



172 D. Munoz Pérez

1.0 P
0.8} e
o) L
+ ’
© e
o i
o 0.6r s
2 ~
+J ,/
g
04 k-fold 1, AUC = 0.713 1
> k-fold 2, AUC = 0.716
| —— k-fold 3, AUC = 0.710 |
' —— k-fold 4, AUC = 0.714
et —— k-fold 5, AUC = 0.714
095 02 0.4 06 08 1.0

False Positive Rate

Figure 7.6: ROC curves and AUC scores for the five folds. The diagonal dis-
continuous line represents the case where the correct lepton is chosen randomly.

charge asymmetries of the background processes observed in data3. Table 7.2
shows the expected and observed event yields in the SRs and CRs.

The variables used for binning the CRs are H%?ts for CR-ttZ, and the pr
of the third lepton for CR-HF, and CR-HF,,. These variables are selected due
to significant differences observed between the distributions of the targeted
processes and the other SM backgrounds. The total event yields are used for
the CR~y-conv and all SRs. Alternative binning strategies were explored for
the SRs but did not improve the final results. Thus, the simplest approach was
adopted. A total of 34 bins are considered in the fit to data.

All the aforementioned ingredients, together with the systematic uncertain-
ties described in Sections 4.8 and 4.10, are included in the likelihood model
given by Eqgs. 5.4 and 5.5. The simultaneous fit to data in all bins outputs a
fitted value and uncertainty for the two POIs of the analysis, the eight NF's,
and the NPs. The uncertainties are obtained from the covariance matrix i.e.
the so-called Hessian uncertainties referred to in Section 5.2.1.

It is noteworthy that the two POIs setup (Na,- and Na,+) described above
would require to extract Aé by relying on assumptions through error propa-

gation. To avoid this, a reparametrisation is performed to directly extract Aé
as a POI of the fit.

One can write Aa,+ as a function of Va,- and Af by using Eq. 2.7. For
simplicity, N(A|ng| < 0) and N(A|n| > 0) are denoted here as N~ and N,

3The SM expectation for the inclusive parton-level charge asymmetries in the simulated
ttZ and tt processes are of about —0.015 and 0.004, respectively.
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Process CR-117 CR-HF, CR-HF, CR-~-conv

An~ Ant An~ Ant An~ Ant An~ Ant
W (QCD) 1.8 + 04 1.49+ 0.19 1.18+ 0.19 1.13+ 0.18 1.72+ 0.20 1.37+ 0.28 41 + 0.7 292+ 0.18
W (EW) 0.18+ 0.07 0.16+ 0.06 0.10+ 0.04 0.09+ 0.04 0.09+ 0.04 0.14+ 0.05 0.23+ 0.08 0.36+ 0.12
tz 107 +£ 6 107 + 6 1424+ 0.23 1.5 + 04 220+ 0.23 2.00+ 0.14 4.04+ 0.19 3.65+ 0.32
HF. 350 440 362 +27 0.18+ 0.11 0.20+ 0.09 1.0 +£ 0.6 0.67+ 0.35
HF, 0.14+ 0.08 0.19+ 0.09 0.20+ 0.09 0.28+ 0.10 | 520 £40 530  +50 09 + 05 1.1 + 09
~-conv. 0.55+ 0.14 041+ 0.13 38 +£ 25 47 +£ 29 26 + 2.4 33 + 25 188 + 14 175 + 1.3
ttH 33 + 04 320+ 0.32 0.87+ 0.13 0.89+ 0.11 118+ 0.11 1.224+ 0.22 1.48+ 0.20 1.5 £ 04
tZq 126 + 2.2 11.0 £ 1.9 0.48+ 0.11 0.43+ 0.09 095+ 0.18 0.81+ 0.15 0.68+ 0.12 0.70+ 0.13
WZ|ZZ+jets | 12 + 4 12 + 4 3.0 £ 09 33 +£ 1.0 72 + 24 79 + 25 31 + 09 29 + 08
Other 10.7 + 3.3 10.2 + 3.3 4 + 4 13 +£5 m +7 17 £ 6 1.6 +£ 0.8 1.5 + 0.6
SM total 148 £10 146 +10 380  £40 387 £28 550  £40 560  £50 35.9 + 24 329 +£ 2.3
Data 156 176 315 373 551 592 34 40
Process SR-1b-low Njers SR-1b-highNjets SR-2b-1ow Njets SR-2b-highNjets

An~ Ant An~ Ant An~ Ant An~ Ant
W (QCD) 19.0 £ 2.8 17 £+ 4 9.2 £ 1.1 82 £ 1.1 25 £ 7 21+ 6 14.7 + 34 122 + 1.9
W (EW) 1.06+ 0.34 1.3 £ 04 1.05+ 0.34 1.07+ 0.34 2+ 04 1.3 £ 04 1.8 £ 0.6 1.6 + 0.5
ttZ 120 £ 1.0 121 £ 1.1 155 + 1.4 155 £ 1.1 114 + 14 108 + 14 262 + 1.8 258 + 1.7
HF. 72 £ 1.2 75 £ 1.5 1.7 £ 0.7 1.6 + 0.6 0.7 £ 05 0.6 £ 0.5 0.69+ 0.35 0.37+ 0.19
HF, 125 £ 2.0 13 £ 4 3.2 £ 08 35 £ 1.3 35+ 0.34 1.114+ 0.33 1.0 £ 04 09 + 05
y-conv. 6.7 £ 0.9 6.1 £ 1.0 3.1 £ 05 34 £ 08 6.1 £ 0.8 6.9 £ 0.8 44 £ 0.7 4.6 £ 0.6
ttH 55 £ 0.8 56 = 0.8 8.6 = 0.8 87 + 09 55 = 1.1 55 £ 1.0 141 + 1.8 142 + 1.7
tZq 51 £ 0.9 42 £+ 0.7 1.40+ 0.31 1.15+ 0.27 28 = 0.5 23 + 04 1.92+ 0.34 1.64+ 0.30
WZ|ZZ+jets 15 £ 4 14 + 4 8.0 £ 28 76 £ 25 29 £ 09 22 £ 07 22 £ 07 22 + 0.7
Other 56 £ 2.0 51 =+ 1.6 4.5 £ 24 47 £ 15 26 £ 1.1 29 £ 1.3 10 £ 6 9 x5
SM total 89 £ 6 8 = 7 56 + 6 56 + 6 59 + 9 55 + 7 7+ 8 3+ T
Data 94 89 50 69 84 81 89 81

Table 7.2:

uncertainties.

The predicted and observed numbers of events in the SRs and CRs.
The predictions are shown before the fit to data i.e. the SM expectation. The
indicated uncertainties consider all experimental and theoretical systematic

than 0.01 to a region are shown as —.

Background categories with event yields that contribute less
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respectively. Thus, the LCA can be expressed as

, Nt—N-

= - 1
CT N+ N- (7.1)

It is trivial to obtain from there the expression for NT in terms of N~ and Aé
i.e.

1+ Al
Nt =N 4¢ (7.2)
1— Af
Since the previously quoted POlIs are defined as
NAn* = —— and NAUJF NT, (73)
SM SM

where Ng,,; and NSJFM are the expected yields for the signal in the two A|77?DT\

bins, Na,+ can be reparametrised as

Nan- x (1+ Af) Ngy,

Nag+ = :
u 1-4g  Ney

(7.4)

7.3.1 Fit to the Asimov dataset

First, a fit to the Asimov dataset (as defined in Section 5.2.2) is performed
in all analysis regions as a self-consistency check of the fit configuration. In
this scenario, none of the fitted parameters (POIs, NFs and NPs) are expected
to deviate significantly from their nominal values. In fact, all NFs are found
to be centered at 1.0, and the SM-expected asymmetry is measured to be
AL = —0.0840.21 (stat.) £0.04 (syst.), showing that the statistical component
of the uncertainty clearly dominates.

The v parameters, which account for the MC statistical uncertainty of each
of the analysis bins, are found to be centered at 1.0, as expected. Their un-
certainties are consistently below 5%. Figure 7.7 displays the constrains on
the other NPs from the fit. No significant pulls are observed, consistent with
expectations. The largest constraints occur for the alternative t¢ parton shower
modelling, particularly affecting the HF. background, due to significant shape
differences between the two-point systematic variation and the nominal pre-
diction, especially in high pgr bins of the CR-HF, (see Figure 7.8).

Figure 7.9 shows the correlations among the fitted parameters. Significant
correlations are observed between alternative MC modelling NPs and their cor-
responding background NFs. This originates from the fact that such systematic
variations have a relevant normalisation effect on the background processes (see
Appendix B.1). Moreover, significant correlations are also observed between
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Figure 7.7: Best-fit value 6 and uncertainty A6 of the NPs after the fit to
Asimov data in all analysis regions. They are represented by the black points
and black error bars, respectively. The green (yellow) areas represent the +1o
(20) pre-fit uncertainties. Each NP is shown relative to its nominal value, 6,
and in units of its pre-fit uncertainty Af. Theory uncertainties are separated
corresponding to (a) signal modelling and (c) background modelling. Exper-
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Figure 7.8: Alternative ¢t¢ PS modelling for (a) CR-HF. An~, (b) CR-HF,
Ant, (c) CR-HF, An~, and (d) CR-HF, An*. Uncertainty bands include the
MC statistical uncertainties of the nominal sample. The Original (discontin-
uous) and Modified (continuous) lines correspond to the alternative-modelling
template before and after smoothing, respectively.
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the An~ and An* NFs associated with the same background process. Although
these parameters affect different regions with independent data points, their
correlation arises indirectly through common systematic uncertainties (NPs)
that simultaneously impact the entire corresponding MC sample.
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Figure 7.9: Correlation matrix of the fit parameters (POIs, NFs and NPs) after
the fit to Asimov data in all analysis regions. Only parameters having at least
one correlation larger than 20% with another parameter are shown.

7.3.2 Fit to data in the SRs and CRs

A fit with data in all analysis regions is performed to extract the Aé POL.
The NFs for the main background processes (Nizz, N5 cony., Nigp and Nfjp),
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all determined separately for An~ and An™, together with the N, An— and
Aé POlIs, are presented in Figure 7.10. All background NFs are found to be
compatible with the SM within 20.

A small pull (~ —7%) is observed in the v parameter associated with the
second bin of the CR-HF, An™ region, while no significant pulls are observed
in any other bin. Figure 7.11 shows the pulls and constraints of the NPs
included in the fit, showing constraints similar to those obtained from the
Asimov fit. Minor pulls (less than 0.60) are observed for the alternative ¢t PS
and Z+jets two-point systematic variations in the HF. background. Moreover,
the alternative signal modelling is slightly pulled (around —0.5¢ from its pre-fit
value). Given that the alternative ttW sample predicts lower yields compared
to the nominal prediction (see Figure 7.12), this negative pull contributes to
shift up the W yields to match data.

Figure 7.13 shows correlations among the parameters included in the fit.
The Aé is slightly correlated with the NFs of the t#Z and photon-conversion
backgrounds since these processes contribute significantly to the SRs. It is also
anti-correlated with N, An—» as expected from Eq. 2.7. Otherwise, correlations
between the POI and other NPs are small. A strong correlation (around 65%)
between the alternative t£// modelling NP and N,,- is observed, as the cor-
responding systematic variation has a significant normalisation effect on ttW
yields (see Figure 7.12). Correlations between background NFs and the NPs
are similar to those observed in the Asimov fit.

Figure 7.14 shows the top 20 fit parameters ranked by their impact on the
fitted Aé. The leading systematic is the alternative signal modelling NP, as
expected from its interplay with N, -, and ultimately with Aé. However, its
impact is one order of magnitude smaller than the statistical uncertainty on
Aé, highlighting the statistically limited nature of the measurement.

It is interesting to scale the pre-fit MC prediction using the best-fit values
and uncertainties of the POIs, NFs and NPs, obtaining the post-fit MC pre-
diction for comparison with data. The post-fit event yields in the SRs and
CRs are summarised in Table 7.3, along with the observed number of data
events. Comparisons between data and post-fit MC predictions in the 34 bins
used in the measurement are presented in Figures 7.15 and 7.16. Additionally,
Appendix B.3 provides post-fit distributions of the five BDT input variables
for the signal-like even lepton, the BDT scores of the two even leptons, the
number of jets, and the total lepton charge.

The NF for the ttW process is found to be compatible (within its uncer-
tainty) with the latest ATLAS and CMS tfW cross-section measurements* [45—

4Note that, in this analysis, the t{W signal sample is normalised to the SHERPA cross-
section prediction, which is about 18% smaller than the reference cross-section in Ref. [57]
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Figure 7.11: Best-fit value # and uncertainty A of the NPs after the fit to
data in all analysis regions. They are represented by the black points and black
error bars, respectively. The green (yellow) areas represent the +1o0 (20) pre-fit
uncertainties. Each NP is shown relative to its nominal value, 8y, and in units of
its pre-fit uncertainty Af. Theory uncertainties are separated corresponding to
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Process CR-1tZ CR-HF, CR-HF, CR-—y-conv

A~ Ant An~ Ant A~ Ant An~ Ant
ttW (QCD) 32 £ 0.7 22 £ 07 1.8 £ 0.5 1.7 + 05 26 + 0.8 1.8 £ 0.8 70 £ 1.3 44 £ 1.3
ttW (EW) 0.18 + 0.06 0.16 £+ 0.05 0.10 = 0.03 0.09 £+ 0.03 0.094+ 0.03 0.14+ 0.04 0.23+ 0.07 0.364 0.11
tZ 114 +13 138 +14 145 + 0.27 1.7 + 04 23 + 04 2.55+ 0.35 43 + 0.6 4.6 £ 0.6
HF. 290 +18 346 +20 0.154+ 0.02 0.19+ 0.02 0.59+ 0.27 0.524 0.17
HF, 0.133+ 0.012 0.201+ 0.020 0.195+ 0.018 0.277+ 0.029 | 516  +25 556 £25 0.8 + 0.4 1.3 £ 08
y-conv. 0.40 £ 0.18 0.52 £+ 0.16 28 =+ 22 6 + 4 1.9 £ 20 42 £ 34 14 £6 22 £ 7
ttH 33 £ 04 3.23 £ 031 0.86 = 0.13 0.87 £ 0.10 116+ 0.11 119+ 0.22 1.49+ 0.20 1.6 £ 04
tZq 126 =+ 22 11.0 = 1.9 0.47 £ 0.10 0.42 £+ 0.08 095+ 0.17 0.79+ 0.14 0.68+ 0.11 0.70+ 0.12
WZ|ZZ+jets 102 = 29 106 =+ 3.1 26 =+ 0.7 28 £ 0.7 6.3 + 1.7 6.7 £ 1.8 26 = 0.7 25 + 0.6
Other 10.8 = 32 10.0 £ 29 14 + 4 13 + 5 8 £7 18 £ 6 1.7 £ 08 L7 £ 0.6
SM total 155 +12 175 +13 315 +18 373 +19 550  £23 591 £24 33 £ 6 40 £ 6
Data 156 176 315 373 551 592 34 40
Process SR-1b-lowNjes SR-1b-highNjes SR-2b-lowNjers SR-2b-high N

An- At A Ant A Ant A Ant
ttW (QCD) 32 + 6 27 + 6 14 + 4 121 + 34 46 £+ 9 36 £+ 8 26 + 6 19 +£5
ttW (EW) 1.04 £ 0.32 1.3 £ 04 1.04 £ 0.32 1.05 £ 0.32 1.2 £ 04 1.3 £ 04 1.8 £ 0.5 1.6 +£ 0.5
ttz 124 =+ 2.0 150 £ 2.2 16.0 £ 2.2 196 =+ 23 123 + 2.3 143 + 2.6 276 + 3.3 33.2 £ 3.5
HF. 64 =+ 1.0 6.8 =+ 08 1.5 £ 05 1.7 + 04 0.40+ 0.20 0.79+ 0.35 045+ 0.14 0.39+ 0.14
HF, 125 =+ 1.5 13.6 + 2.5 31 £ 0.6 36 =+ 09 1.30£ 0.23 119+ 0.19 1.04+ 0.29 09 + 0.5
~-conv. 49 + 23 7T £ 26 23 = 11 43 + 1.6 46 + 2.1 88 £ 29 33 £ 1.5 59 + 1.9
ttH 54 £ 08 55 =+ 0.8 84 £ 08 86 =+ 08 55 + 1.1 56 = 1.0 143 £ 1.7 144 £ 1.7
tZq 50 £ 09 41 £ 0.7 1.38 = 0.27 1.16 £ 0.24 28 + 0.5 23 + 04 1.93+ 0.33 1.65+ 0.29
WZ|ZZ+jets | 12.6 £ 3.0 123 + 3.0 6.7 £ 20 65 =+ 1.8 25 + 0.7 1.9 £ 05 1.9 £ 0.6 1.9 £ 05
Other 6.0 £ 21 52 £ 16 36 =+ 18 46 = 14 29 + 1.2 33 = 1.3 8§ *+ 4 8 £ 4
SM total 99 + 6 98 + 6 58 + 4 63 + 4 80 £ 8 £ T 85 £ 6 86 £ 5
Data 94 89 50 69 84 81 89 81

Table 7.3: The predicted and observed numbers of events in the SRs and CRs.
The predictions are shown after the fit to data. The indicated uncertainties
consider all experimental and theoretical systematic uncertainties. Background
categories with event yields that contribute less than 0.01 to a region are shown
as —.
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Figure 7.12: Two-point systematic variations for the AMCQ@QNLO + PyTHIA
FXFX generator setup for ttW production in the SRs. From left to right, each
pair of bins represents SR-1b-lowNjets, SR-1b-highNjets, SR-2b-low Njets, and
SR-20b-high Njets. Within each pair, the left bin corresponds to A]n?DT] <0
and the right bin to A|pPPT| > 0. Uncertainty bands include the MC statistical
uncertainties of the nominal SHERPA sample.

47]. Additional tests using MC simulations confirmed that the extracted A%
value is not biased by the absolute normalisation of the t£WW process.

Some of the background NFs exhibit small differences between An~ and
AnT. The corresponding background asymmetries were measured and found
to have significances below 1.7¢ in all cases. To account for the possibility that
these asymmetries result from statistical fluctuations, an alternative two-step
fitting procedure was performed. First, NFs for backgrounds were extracted
from a fit to data using only CRs. These NFs were then used to scale the
expected background yields in the SRs. Subsequently, a new fit was performed
using data in the CRs and this new pseudo-data in the SRs. Two configu-
rations were tested: one employing the nominal separated-NF scheme, and
another using a single NF per background process (thus fixing their asymme-
tries to SM expectations). The difference between the results from these two
configurations was assigned as an additional systematic uncertainty on the ex-
tracted Aé, referred to as the AnT CR-dependency uncertainty. Its magnitude
is 0.046, making it the leading systematic uncertainty. As this uncertainty was
calculated after the fit, it is added in quadrature to the total uncertainty of
Aé. Future iterations of the analysis with larger datasets are expected to clarify
whether this additional uncertainty remains necessary or can be conclusively

that is used in the ATLAS and CMS cross-section measurements.
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Figure 7.13: Correlation matrix of the fit parameters (POIs, NFs and NPs)
after the fit to data in all analysis regions. Only parameters having at least
one correlation larger than 20% with another parameter are shown.
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Figure 7.14: The 20 most relevant fit parameters of the fit to data in all analysis
regions, ranked according to their impact on the Aé POI. The impact (AAé)
associated with each fit parameter (NFs or NPs) is computed at both pre-fit
and post-fit levels. Specifically, this impact is evaluated by comparing the
nominal best-fit value of Aé, flé, to the value obtained from a fit where the
parameter under consideration is fixed to its nominal best-fit value 6 shifted by
its pre-fit (post-fit) uncertainties +A0 (£Af). In total, four additional fits are
performed for each parameter, corresponding to shifts of +A# (dark blue, non-
filled area), —A@ (light blue, non-filled area), +Ad (dark blue, filled-colored
area), and —A@ (light blue, filled-colored area). The nominal best-fit values
and uncertainties of the fit parameters are shown as black points with their
corresponding error bars and are identical to those presented in Figure 7.11.
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Figure 7.15: Comparison between data and post-fit predictions in the four
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Figure 7.16: Comparison between data and post-fit predictions in (a,b) CR-
HF,, (c,d) CR-HF,, (e,f) CR-ttZ, and (g) CR-v-conv. The distributions shown
correspond to the bins used in the likelihood fit. The regions are separated into
AnEPT| <0 (Ap~) and ApPPT| > 0 (An™). The uncertainty bands represent
the total uncertainties in the post-fit predictions. The ratios of data to the total
post-fit predictions are shown in the lower panels. Events exceeding the upper
limit of the x-axis range are included in the last bin (overflow).
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resolved.

The leptonic charge asymmetry in t¢W is measured to be:
AE(HTW) = —0.12 £ 0.14 (stat.) = 0.05 (syst. ). (7.5)
This result is consistent with the SM expectation of:
AL (W )sp = —0.084 75002 (scale) + 0.006 (MC stat.), (7.6)

calculated using the nominal ttW SHERPA simulation. The contributions from
the most relevant uncertainties are summarised in Table 7.4. The measure-
ment is significantly limited by the statistical uncertainty of the data. The
dominant systematic uncertainties are the An* CR-dependency, the JER, and
the modelling uncertainties of the W and ttZ processes.



188 D. Munoz Pérez

| AALtEW)
Experimental uncertainties
Jet energy resolution 0.013
Pile-up 0.007
b-tagging 0.005
Leptons 0.004
E%’iss 0.004
Jet energy scale 0.003
Luminosity 0.001
Theoretical uncertainties
ttW modelling 0.013
ttZ modelling 0.010
HF.,,, modelling 0.006
ttH modelling 0.005
Other uncertainties
An* CR-dependency 0.046
MC statistical uncertainty | 0.019
Data statistical uncertainty | 0.136
Total uncertainty | 0.145

Table 7.4: List of the most relevant systematic and statistical uncertainties
in terms of the impact on the measured leptonic charge asymmetry, Aé. For
clarity, uncertainties in this table are symmetrised and grouped into categories.
Due to correlations introduced by the fit, the quadratic sum of individual
uncertainties may not exactly match the total uncertainty.



Chapter 8

Conclusions

The Standard Model of Particle Physics is a highly predictive theory that has
driven many of the experimental and accelerator-science achievements over
the recent decades. It accurately describes the interactions between matter
and force fields, unified under a single formalism based on the local gauge
invariance of the Lagrangian. The remarkable success of the SM can be largely
attributed to the experimental confirmation of its predicted phenomena in
high-energy collider experiments, such as the discovery of the top quark and
the Higgs boson. Despite these achievements, the SM remains incomplete,
failing to address several unresolved mysteries like the insufficient CP-violating
mechanisms needed to explain baryon asymmetry, or the origin of neutrino
masses. These limitations motivate the exploration of models that extend the
SM to probe higher (or even lower) energy scales.

In this context, detailed studies of the properties and couplings of the par-
ticles within the SM are of particular interest. Such studies may offer insights
and indicate directions for the aforementioned BSM models. These detailed
studies involve not only improvements in measurements’ precision but also dif-
ferential measurements, which can reveal subtle effects linked to underlying
theories. Among the particles of special interest are the top quark and the
Higgs boson, due to their unique roles in electroweak symmetry breaking and
the exceptionally large strength of their mutual coupling, which make them
particularly sensitive to potential new physics.

Achieving these goals relies fundamentally on a good performance of the
ATLAS detector. In particular, the accurate reconstruction of charged-particle
trajectories or tracks within the inner detector is crucial for many physics
analyses, as it directly impacts the identification of primary and secondary
vertices, the reconstruction of leptons and jets, and the measurement of their
momenta. In such context, a relevant contribution of this work concerns the
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alignment of the ATLAS Inner Detector, a key component for ensuring the
precision of track reconstruction.

The purpose of the alignment is to provide a precise determination of the
positions and orientations of the detector elements and to monitor their possible
changes over time. It is performed through the minimisation of a y? function
built from the track-to-hit residuals—that is, the distance between a measured
hit and the extrapolated position of the reconstructed track. However, certain
correlated geometrical distortions—such as coherent rotations of the ID barrel
layers—known as weak modes, can leave the alignment x? unchanged while still
introducing systematic biases in the reconstructed track parameters. These
weak modes are therefore of particular concern.

To mitigate the impact of weak modes, dedicated constraints are included
during the alignment procedure. After alignment, the resulting biases become
small enough to be corrected directly at the track level. These residual correc-
tions not only improve the precision of the track reconstruction but also serve
as an indicator of the overall quality of the alignment procedure.

In this thesis, the sagitta bias—one of the most relevant weak modes—was
studied using Z — pt i~ decays. The residual sagitta bias after the alignment
procedure was mapped in (7, ¢) space for the 2018 data-taking period. The
results indicate that the central barrel region of the detector is largely free
of sagitta bias, while the endcap regions exhibit small residual distortions up
to 0.4 TeV~!. In addition, the impact parameter biases were also measured
throughout Run 2. The transverse impact parameter difference, ddg, between
positive and negative muons remains below 0.33 pm for all LHC fills, and the
longitudinal impact parameter difference, dzg, is within 5 pm across the same
period.

Given the small magnitude of these residual biases, it can be concluded
that the Run 2 alignment procedure provided a stable and robust description
of the Inner Detector geometry over time, ensuring accurate and reliable track
reconstruction across the entire dataset.

As previously mentioned, such precise detector performance is essential for
conducting sensitive physics measurements, such as those presented in this
thesis. The two analyses conducted in this work focus on the understanding
of the ttH and ttW processes, which do not only test the consistency of the
Standard Model but also offer potential windows into new physics.

The top-quark Yukawa coupling y; stands out as a particularly sensitive
window, due to the large mass of the top quark compared to the other particles
in the SM. The ideal process for directly measuring v, is tt H, where the coupling
is tree-level, thus minimizing interference from loop-induced contributions by
BSM particles (in contrast to processes like ggF production).
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The ttH process was first observed in 2018 by the ATLAS and CMS collabo-
rations through a combination of the H — bb, H — v+, and H — multi-lepton
(WW*, ZZ*, 77) channels using a partial Run 2 dataset. Since then, each of
these channels has been examined in greater depth individually. The H — ~~
channel allowed for the first single-channel observation of tH production using
the complete Run 2 dataset [97,98], and strong evidence has emerged in the
H — bb channel as well [93]. The final piece of the full-Run-2 puzzle has been
the analysis of the ttH production in multi-lepton final states. Its publication
was delayed until a better understanding of the ttW process was achieved [45],
following the observed excess of ttW events over the SM prediction in the par-
tial Run 2 t¢H ML analysis [51]. In that sense, this thesis aims both to shed
some light on the nature of the W process and to deliver the long-awaited
results of the ATLAS ¢tH ML analysis using the full Run 2 dataset.

Regarding ttW, it remains one of the most intriguing processes within
the SM. The aforementioned discrepancies observed during the partial Run-2
tt H-ML analysis motivated extensive theoretical investigations, revealing un-
expectedly large corrections to the £V cross-section. Moreover, updated cross-
section measurements using the complete Run 2 dataset by the ATLAS and
CMS collaborations [45-47] have significantly narrowed—but not completely
resolved—the gap between theory and data, with tensions still present at the
level of one to two standard deviations. Such ongoing tensions highlight the
importance of additional studies of the t£W process, particularly those inde-
pendent of the cross-section that can provide complementary insights. One
such observable is the leptonic central-forward asymmetry (or simply, leptonic
charge asymmetry) analysed in this work. The leptonic charge asymmetry is
expected to be enhanced in ttW (relative to t¢ production) due to the lack of
a symmetric gg initial state at LO and because of the polarization effect intro-
duced by the ISR W boson. The ttW leptonic charge asymmetry measurement
is particularly sensitive to BSM physics, such as axigluons and SMEFT four-
fermion operators [62,63], and uniquely capable of discriminating between new
physics signals with different chiral structures that might otherwise have indis-
tinguishable effects on cross-section observables [64,65].

The Aec was measured in this work using the full Run 2 dataset of 140 fb~!
of pp collision data collected by ATLAS at the LHC. It is measured in the 3¢
channel, where a BDT is used to associate charged leptons to their top quark
parents. Background normalisations were constrained using dedicated control
regions in a simultaneous fit to data. The ttW Aé result of —0.12+0.14 is con-
sistent with the SM prediction and severely dominated by the data statistics.
The dominant systematic uncertainties originate from the MC modelling of the
signal and the ¢tZ background process. These findings, published in Ref. [2],
are compatible with a recent CMS measurement, which reported a ttW Aé
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of —0.19f8:}g [47]. Moreover, since the measurement is currently limited by
statistical uncertainties, the significantly larger datasets expected from Run
3 and the HL-LHC are expected to lead to a substantial improvement in its
precision, thus enhancing the sensitivity to potential deviations from the SM.

Concerning the t¢tH ML analysis, first, the signal strength was measured
using the 3¢+ 0mhaq channel and the full Run 2 dataset of 140 fb~! collected by
ATLAS. Both inclusive and differential analyses were conducted in this chan-
nel, using the STXS framework for the differential studies. A dedicated BDT
was trained for signal-background discrimination and the definition of signal
and control regions. Furthermore, a GNN reconstructed the Higgs boson pr
(pg ), enabling the differential cross-section measurement in three different pg
bins: [0, 120), [120,200), and [200, c0) GeV. The cross-section ratios to the SM
prediction for these bins—O.GOf(l):gé, 1.021%:?8, and 2.21ﬂ:gg, respectively—are
consistent with the SM. The inclusive measurement yielded a signal strength of
1.06703% = 1.06T0:3 (stat.) +0.21 (syst.), statistically dominated and in agree-
ment with the SM. The largest systematic uncertainties are linked to the MC
modelling of the signal and main background processes. The significance of
the observed (expected) excess is 2.940 (3.050).

The full-Run-2 combination of the 3¢ 4+ 07,,q channel with the other ML
channels (20SS + Omhaq, 44, 20SS + 1Thad, 1€ + 2Thad, and 200S + 27,,q) was
also performed, enhancing the sensitivity of both inclusive and differential mea-
surements. The combined inclusive measurement yielded a signal strength of
e = 0.637022 = 0.627017 (stat.) £0.11 (syst.), corresponding to an observed
(expected) significance of 3.260 (4.910) for an excess over the background-
only hypothesis. Most individual-channel results remain compatible with the
SM, except for the 2055 + 17,,q channel, where a lower-than-expected event
yield was observed in the most sensitive bin. The fitted background normal-
isation factors are generally consistent with the SM, although the ¢t¥ nor-
malisation factor shows some tension at the 2¢ level, in line with previous
observations [45-47]. Despite the measurement being dominated by statistical
uncertainties, the systematic uncertainties are also significant, with the largest
contributions arising from the signal modelling. A similar analysis by the CMS
experiment reported an inclusive p,p signal strength of O.92Jj8:§g [52], slightly

above the ATLAS result obtained in this thesis.

A combined STXS differential measurement was also performed in this
work, driven by the most sensitive ML channels i.e. 3¢ 4+ Omyaq, 2055 + OThad,
104-272q and 2005+ 27,4, for which a dedicated péf reconstruction was carried
out. Three pX bins are measured—I0, 120), [120,200), and [200,00) GeV—,

finding cross-section ratios to the SM prediction of 0.77f8:38, 0.0ng:g? and

statistics, mark the first differential measurement in the t¢tH ML channel by

1.26*8:251)), respectively. These results, which are largely dominated by data
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the ATLAS experiment.

Finally, it is noteworthy that an upcoming combination of the ttH ML anal-
ysis with the other t¢H channels is expected to happen soon, further improving
sensitivity across different p¥ bins and increasing the potential to detect subtle
BSM effects in the differential distribution of the ttH production.

Overall, the work presented in this thesis advances the understanding of the
ttH and ttW processes and deepens our knowledge of multi-lepton final states.
It lays solid foundations for future precision and differential measurements
that could uncover signs of new physics beyond the Standard Model. Both
analyses presented here are currently limited by statistical uncertainties, which
significantly constrain their sensitivity. As such, upcoming analyses during
Run 3 and at the HL-LHC are expected to yield substantial improvements as
larger datasets become available and uncertainties are reduced. These future
studies will bring us closer to fully understanding the roles of the top quark
and the Higgs boson within the Standard Model and beyond.

The puzzle of the universe remains unfinished.
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Appendix A

Additional material: ttH ML
analysis

A.1 Complete set of plots for the different 3¢+ 0m,aq
fit setups

This appendix includes the TREXFITTER output plots that were not shown
in Chapter 6, as they do not provide relevant additional insight beyond the
results already discussed. In such sense, this section complements the results
presented in Chapter 6.

A.1.1 Inclusive fit to Asimov dataset in all analysis regions

The fitted NFs and v parameters are shown in Figures A.1 and A.2, respec-
tively. The correlation matrix of the fit parameters is shown in Figure A.3.
The impact of the NFs and NPs on the p;7; POI is shown in Figure A.4.
A.1.2 STXS fit to Asimov dataset in all analysis regions

The fitted NFs, v parameters, and rest of NPs are shown in Figures A.5, A.6
and A.7, respectively. The impact of the NFs and NPs on the u;z POI is
shown in Figure A.8.

A.1.3 STXS fit to real data in all analysis regions

The fitted v parameters and rest of NPs are shown in Figures A.9 and A.10,
respectively. The correlation matrix of the fit parameters is shown in Fig-
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Figure A.1: NFs for the main background processes, together with the 7y
value extracted from the inclusive fit to Asimov data in all analysis regions. The
indicated uncertainties include both statistical and systematic components.
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Figure A.2: Best-fit value and uncertainty of the v parameters associated to
each of the fit input bins after the inclusive fit to Asimov data in all analysis

regions.
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Figure A.3: Correlation matrix of the fit parameters (POI, NFs and NPs) after
the inclusive fit to Asimov data in all analysis regions. Only parameters having
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Figure A.4: The 20 most relevant fit parameters of the inclusive Asimov fit,
ranked according to their impact on the p;z7; POI. The impact (Apuyzp) asso-
ciated with each fit parameter (NFs or NPs) is computed at both pre-fit and
post-fit levels. Specifically, this impact is evaluated by comparing the nominal
best-fit value of 7y, fi7g, to the value obtained from a fit where the param-
eter under consideration is fixed to its nominal best-fit value 6 shifted by its
pre-fit (post-fit) uncertainties £Af# (£A0). In total, four additional fits are
performed for each parameter, corresponding to shifts of +A# (dark blue, non-
filled area), —A0 (light blue, non-filled area), +Af (dark blue, filled-colored
area), and —Af@ (light blue, filled-colored area). The nominal best-fit values
and uncertainties of the fit parameters are shown as black points with their
corresponding error bars and are identical to those presented in Figure 6.13.
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Figure A.5: NFs for the main background processes, together with the three
POIs extracted from the STXS fit to Asimov data in all analysis regions. The
indicated uncertainties include both statistical and systematic components.
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Figure A.6: Best-fit value and uncertainty of the v parameters associated to
each of the fit input bins after the STXS fit to Asimov data in all analysis

regions.
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Figure A.8: The 20 most relevant fit parameters of the STXS Asimov fit, ranked
according to their impact on the (a) juzp o1, (b) fieim 2, and (c) pzp 345 POIs.
The impact (Apzr) associated with each fit parameter (NFs or NPs) is com-
puted at both pre-fit and post-fit levels. Specifically, this impact is evaluated
by comparing the nominal best-fit value of p7p, fligr, to the value obtained
from a fit where the parameter under consideration is fixed to its nominal
best-fit value 6 shifted by its pre-fit (post-fit) uncertainties £A6# (£Af). In
total, four additional fits are performed for each parameter, corresponding to
shifts of +A# (dark blue, non-filled area), —A# (light blue, non-filled area),
+Ad (dark blue, filled-colored area), and —Af (light blue, filled-colored area).
The nominal best-fit values and uncertainties of the fit parameters are shown
as black points with their corresponding error bars and are identical to those
presented in Figure A.7.
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ure A.11.

A.1.4 Fit to real data in the CRs

The fitted NFs, v parameters, and rest of NPs are shown in Figures A.12, A.13
and A.14, respectively. The correlation matrix of the fit parameters is shown
in Figure A.15.

A.2 Post-fit modelling in the 3/ + 0,4 channel

The post-fit distributions for the 58 bins used in the inclusive and STXS 3/
measurements are shown in Figures A.16 and A.17. Those associated to the 25
BDT input variables and the six BDT scores are shown in Figures A.18, A.19
and A.20. All the post-fit MC predictions are computed using the fit to real
data in all analysis regions presented in Section 6.5.2.

A.3 Additional plots on the {tH ML combination

The best-fit values and uncertainties of the NPs after the inclusive combined
fit are shown in Figure A.21. The correlation matrix of the fit parameters is
shown in Figure A.22.
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Figure A.9: Best-fit value and uncertainty of the v parameters associated to
each of the fit input bins after the STXS fit to real data in all analysis regions.
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Figure A.10: Best-fit value 6 and uncertainty A of the (a) instrumental and
(b) theory NPs after the STXS fit to real data in all analysis regions. They are
represented by the black points and black error bars, respectively. The green
(vellow) areas represent the +1o (20) pre-fit uncertainties. Each NP is shown
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Figure A.11: Correlation matrix of the fit parameters (POI, NFs and NPs)
after the STXS fit to real data in all analysis regions. Only parameters having
at least one correlation larger than 30% with another parameter are shown.
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Figure A.12: NFs for the main background processes, together with the p7g
value extracted from the fit to real data in the CRs. The indicated uncertainties
include both statistical and systematic components.
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Figure A.13: Best-fit value and uncertainty of the v parameters associated to
each of the fit input bins after the fit to real data in the CRs.
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Figure A.14: Best-fit value 6 and uncertainty Af of the (a) instrumental and
(b) theory NPs after the fit to real data in the CRs. They are represented by
the black points and black error bars, respectively. The green (yellow) areas
represent the 10 (20) pre-fit uncertainties. Each NP is shown relative to its
nominal value, 0y, and in units of its pre-fit uncertainty A#.
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Figure A.15: Correlation matrix of the fit parameters (POI, NFs and NPs)
after the fit to real data in the CRs. Only parameters having at least one
correlation larger than 30% with another parameter are shown.
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Figure A.16: Post-fit distributions in the MVA regions, namely the five STXS
SRs, and the ttW, ttZ, VV, tt and Other MVA regions. The blue hashed
bands represent the post-fit systematic uncertainty of each bin.
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Figure A.17: Post-fit distributions in the non-MVA regions, namely the ttZ
and W Z £f-on-shell CRs, the IntConv and MatConv CRs, and the HF,. and
HF, CRs. The blue hashed bands represent the post-fit systematic uncertainty
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Figure A.18: Post-fit Data/MC comparison for twelve of the BDT input vari-
ables at the 3¢ MVA preselection level. The blue hashed bands represent the
post-fit systematic uncertainty in each bin.
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Figure A.19:

Post-fit Data/MC comparison for twelve of the BDT input vari-
ables at the 3¢ MVA preselection level. The blue hashed bands represent the
post-fit systematic uncertainty in each bin.
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Figure A.20: Post-fit Data/MC comparison for one of the BDT input variables
and the six BDT scores at the 3¢ MVA preselection level. The post-fit MC
prediction corresponds to the result of the simultaneous fit to real data in all
analysis regions described in Section 6.5.2. The blue hashed bands represent
the post-fit systematic uncertainty in each bin.
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Figure A.21: Best-fit value 6 and uncertainty Af of the NPs after the inclusive
combined fit of the six t#H-ML channels. They are represented by the black
points and black error bars, respectively. Moreover, the fitted NPs for the
individual-channel fits are shown in orange (2055 + 07ha4), yellow (3¢ 4 07had),
pink (4¢), red (2¢SS + 1mhaq) and blue (1£/200S + 27,,4). The green (yellow)
areas represent the +1o (20) pre-fit uncertainties. Each NP is shown relative

to its nominal value, 6y, and in units of its pre-fit uncertainty A#6.
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Figure A.22: Correlation matrix of the fit parameters (POI, NFs and NPs)
after the inclusive combined fit of the six ¢t H-ML channels. Only parameters
having at least one correlation larger than 50% with another parameter are
shown.



Appendix B

Additional material: tt/W CA
analysis

B.1 Theory modelling systematics

This section shows the theory modelling systematic variations for the ttW
signal and main backgrounds of the AZC analysis described in Chapter 7. Sys-
tematic variations associated to ttW, ttZ, tt, ttH and Z + jets are shown in
Figures B.1, B.2, B.3, B.4 and B.5, respectively.

B.2 Fit to real data in the CRs

Prior to obtaining the final results with data in the SRs, an intermediate fit
is performed using data but only including the bins from the CRs. This is
referred to as the CR-only fit. As a consequence, the POIs (A% and N, An-)
cannot be effectively constrained, due to the low signal contamination in the
CRs, and are therefore excluded from this intermediate fit. The purpose of
this fit is to verify that the background-enriched CRs, and therefore the MC
modelling of the dominant backgrounds, show a good level of agreement with
data, while keeping the signal yields at their SM predictions.

Figure B.6 shows the fitted NFs for the main background processes in the
CR-only fit setup. All background NFs are found to be compatible with the SM
within 20. Figure B.7 illustrates the v parameter pulls and their uncertainties.
A small pull is observed in the « parameter associated with the second bin
of the CR-HF, An* region. Figure B.8 presents the pulls and constraints for
the rest of the NPs, showing constraints similar to those obtained from the
Asimov fit. Minor pulls (less than 0.60) are observed for the alternative ¢t PS
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Figure B.1: Two-point systematic variations for the AMC@QNLO + PyTHIA
FXFX generator setup for ttW production in the SRs. From left to right, each
pair of bins represents SR-1b-lowNjets, SR-1b-highNjets, SR-2b-low Njets, and
SR-20b-high Njets. Within each pair, the left bin corresponds to A]n?DT] <0
and the right bin to A|pPPT| > 0. Uncertainty bands include the MC statistical
uncertainties of the nominal SHERPA sample.

and Z+jets two-point systematic variations in the HF, background.

Finally, Figure B.9 presents the correlations between the fit parameters
included in the CR-only fit. The observed correlations are similar to those
obtained from the Asimov fit.

B.3 Post-fit modelling

Figure B.10 shows the comparison between data and post-fit predictions of the
five BDT input variables for the signal-like even lepton, the BDT scores of the
two even leptons, the number of jets, and the total lepton charge.
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Figure B.2: Alternative ttZ PS modelling for (a) CR-ttZ An~, (b) CR-ttZ
An™, (¢) SR-2b-lowNjets, and (d) SR-2b-highNjets. Uncertainty bands include
the MC statistical uncertainties of the nominal sample.



222 D. Munoz Pérez

2 E El 2 350~ =
2 300F - E 2 E . El
2 E tT Alt PS HFe (PhHw7), Fakes HF, —+10(-85%) © 300f—17 Alt PS HFe (PhHw7), Fakes HF —+10(-56%)
o E CR-HFe, Ay~ —-10(+85%) 7 o E CR-HFe, Ay —-10(+56%) 7
5 2501 — o = 3 o50E- — N
2 E -- Original —Modified 3 2 E -- Original —Modified ™4
2 200E = 2 200 =
E = 150 =
E = 100 == -
E = 50 —
[ E| —_ = | | | B
2 E 2 E H 3
£ E £ 5 ; ] 3
Slg 00— 2l Z
~ |5 ~ |5 2
B2 = B2
2 E 21 B
wl 3 e (2] *
] . B i U S
35 40 a5 45 20 25 30 35 40 a5 50
3rd Leading Lepton P, [GeV] 3rd Leading Lepton P, [GeV]

(a) (b)

@ T ) E T
5 S 400~
g 2 E .
° Alt PS HFy (PhHw7), Fakes HF | —+10(-37%) O 350 T Alt PS HFu (PhHw?7), Fakes HF —+10(-66%)
° R-HFy, A — 10 (+3.7 %) s E CR-HFu, An' — -10(+6.6 %)
- -- Original —Modified 2 300 -- Original —Modified
E 3 250
200FF
150
100~
50
3 . R =
5. g e
Z|E e Z|E 0 4
215 = 718
|2 ¥ g s L
2| 2
2 ; @l 105 ;
L o = 155~ R o ; =
20 25 30 35 40 5 1 20 25 30 35 40 5
3rd Leading Lepton P, [GeV] 3rd Leading Lepton P, [GeV]

() (d)

Figure B.3: Alternative t¢ PS modelling for (a) CR-HF. An—, (b) CR-HF,
Ant, (c) CR-HF, An~, and (d) CR-HF, An*. Uncertainty bands include the
MC statistical uncertainties of the nominal sample. The Original (discontin-
uous) and Modified (continuous) lines correspond to the alternative-modelling
template before and after smoothing, respectively.



B. Additional material: ttW CA analysis 223

2 = ] 2 30F 5|
= C ] =i E B
2 F q 2 = E
o 10— {TH Alt ME (MGPy8), TH —+10(-61%) — o 25 tIH Alt ME (MGPy8), {TH —+10(-63%)
° [ SR-2b-lowN, —-10(+6.1%) ° E SR-2b-highN —-10(+63%)
o} Jets T C Jets ]
xE> 8— -- Original —Modified ~ —| xE> 20 -- Original —Modified
5 E ] 5 E 3
z = - z c ]
= 15
! Bl C |
aF - 10 —
2 = 5 =
= E g ~E E|
gl sl o ' ]
Z|e Z|e [ =
" |s "|s 5 + e
B2 2 E 3
3l 3 -5 =
2] 2] E [ 3
—10E -
25 2 A5 4 05 0 05 1 15 2 25
An,
sor
2 12 ' ' B 2 = ' ' ]
[ C 1 14 C a1
2 |oE-fTHAItPS (PhHW?), {TH —+10(-136%) O 25[—{TH At PS (PhHW7), {TH —+1o(-41%) o
g [ SR-2b-lowN,,, — -10(+136%) 7 g E SR-2b-highN,,, —-lo(+41%) 3
-E Py -- Original —Modified 7 -E 20— -- Original —Modified —
=] C | 3 E |
z C ] z £ ]
o= = E= =
4= 3 10 -
2 — 5 -
£ g5 E £ eE E
: ¥E = : 4B r =
1 P El. 25 E
ZIE o TIE o E———
EZ -5 = EZ _2E- =
@l -105 = @ -4 1 =
-155 = T6E
B S R Y S R - SR B ¥R 5 25 =2 445 4 05 0 05 1 15 2 5

Figure B.4: Alternative t¢H ME+PS matching for (a) SR-2b-low Njets and (b)
SR-2b-high Njets; and alternative t¢H PS modelling for (c) SR-2b-lowNjets and
(d) SR-2b-high Njets. Uncertainty bands include the MC statistical uncertain-
ties of the nominal sample.



224 D. Munoz Pérez

2 350F 2
g E &
2 E 2
5 3001 Alt Zjets-Zy OLR HFe, Fakes HF, —+10(+4.4%) o Alt Zjets-Zy OLR HFe, Fakes HF —+10(+1.2%)
5 250/ CR-HFe A — -To(44%) 2 CR-HFe, A’ — 10 (1.2%)
JE: = -- Original —Modified ‘é -- Original —Modified
2 200 2
: H : H A
El. A, . T El. 5
2|e 7 OO0 0 5555555555555 2|e
"|s A I o "|s
%2 A %2
> N H L, P dd?, 2
12} g 2]
20 25 30 35 5 50 15 20 25 30 55 0 5 50
3rd Leadmg Lepton P, [GeV] 3rd Leading Lepton P, [GeV]
(a) (b)
2 E T 2
c E c
S 400 2
5 E Alt Zjets-Zy OLR HFy, Fakes HF —+10(+5.3 %) ° Alt Zjets-Zy OLR HFy, Fakes HF —+10(+4.4 %)
° 350 GRoiFy, AT — -10(-53%) : CR-HFy, An* — 10 (-4.4%)
-E 300 E -- Original —Modified -E -- Original —Modified
5 E 3
z 2 =
S S
El. ] E|.
z g  LLLSSSIIIIIIIILLLLL| 4 g
v v
zle IS Il ST
2 2
12} [2) ,g
15 20 25 30 35 5 50 1 20 25 30 35 40 5 0
3rd Leading Lepton P, [GeV]

3rd Leadlng Lepton P, [GeV]

(c) (d)

Figure B.5: Alternative Z + jets modelling for (a) CR-HF. An~, (b) CR-HF,
Ant, (c) CR-HF, An~, and (d) CR-HF,, An*. Uncertainty bands include the
MC statistical uncertainties of the nominal sample. The Original (discontin-
uous) and Modified (continuous) lines correspond to the alternative-modelling
template before and after smoothing, respectively.



B. Additional material: ttW CA analysis

225

L L B L I IS I
I
0.16
L 1.29 516
|
1
! 0.15
1o 1.08 %%,
I
|
|
0.10
\* 1'04-0.10
|
|
0.09
+ 0.99 %%
|
|
|
0.08
'\ 0'98-0.08
1
I
[ 0.09
*: 0'83-0.09
|
I
| 0.38
:4'7 1'49-0.38
|
|
! 0.32
+: 1.10_0_32
TR T P P PR PR B

0 0.5 1 1.5 2 2.5 3 3.5

Nyz (An+)

Nz (An-)

N (Ar+)

Nr:l F (An-)

N (An+)

NHe F (An-)

Nye-conv (AT]+)

Nye-conv (Aﬂ-)

Figure B.6: NFs for the main background processes, extracted from the fit
to data in the CRs. The NFs, Nz, N5 o, Ny and N, are obtained
separately for AlnfPT| < 0 (An~) and AlpPPT| > 0 (An™). The indicated
uncertainties include both statistical and systematic components.



226 D. Munoz Pérez

TToTrTTTTr y CR ttZ pos bin 0003

v CR ttZ pos bin 0002

v CR ttZ pos bin 0001

y CR ttZ pos bin 0000

y CR ttZ neg bin 0003

y CR ttZ neg bin 0002

y CR ttZ neg bin 0001

y CR ttZ neg bin 0000

y CR conv tt pos bin 0000
y CR conv tt neg bin 0000
y CR HFmu pos bin 0003
y CR HFmu pos bin 0002
vy CR HFmu pos bin 0001
y CR HFmu pos bin 0000
y CR HFmu neg bin 0003
y CR HFmu neg bin 0002
vy CR HFmu neg bin 0001
y CR HFmu neg bin 0000
v CR HFe pos bin 0003

vy CR HFe pos bin 0002

vy CR HFe pos bin 0001

y CR HFe pos bin 0000

y CR HFe neg bin 0003
y CR HFe neg bin 0002
y CR HFe neg bin 0001

y CR HFe neg bin 0000

o000

+++¢+++++++++++++~

1.1 1.2

0.8 0.9

-+

Figure B.7: Best-fit value and uncertainty of the v parameters associated to
each of the fit input bins after the fit to data in the CRs.



B. Additional material: ttW CA analysis

227

)

-1 0

(6-6,)/40

3

(e)

ttW modelling

ttW PDF MMHT

ttw PDF CT14

W PDF 303201

tW scale choice (muR)

ttW scale choice (muF)

{TW Alt PS (PhPy8 v PhHw7)
ttW Alt ME+PS (FxFx)

Bkg. modelling

VV scale choice (muR)
VV scale choice (muF)
1Z scale choice (muR)
1Z scale choice (muF)
ttbar scale choice (muR)
ttbar scale choice (muF)
HZ scale choice (muR)
tZ scale choice (muF)
ttH scale choice (muR)
ttH scale choice (muF)
VV cross-section

tZ cross-section

#W EW cross-section
ttH cross-section

Other cross-section

iZ Alt PS (MGHW7)

1Z A14 Var (MGPy8)
{tH Alt PS (PhHw7)

{TH Alt ME+PS (MGPy8)
17 Alt PS other (PhHW7)
1T Alt PS HFp (PhHW7)
£1 Alt PS HFe (PhHwW7)
T Alt PS y-conv (PhHwW7)
Alt Zjets-Zy OLR other
Alt i-tfy OLR other

Alt Zjets-Zy OLR HFp
Alt t-tfy OLR HFp

Alt Zjets-Zy OLR HFe
Alt tf-ffy OLR HFe

Alt Zjets-Zy OLR y-conv

Alt tt-tfy OLR y-conv

Leptons
MUON_SCALE
MUON_SAGITTA_RESBIAS
MUON_SAGITTA_DATASTAT
MUON_CB
LepSF_MU_lsol_SYST
LepSF_EL_Reco
LepSF_EL _lsol
LepSF_EL_ID
EG_SCALE_ALL
EG_RESOLUTION_ALL

Jet energy resolution

JET_JER_EffectiveNP_9
JET_JER_EffectiveNP_8

JET_JER_EffectiveNP_7
JET_JER_EffectiveNP_6

JET_JER_EffectiveNP_1
JET_JER_EffectiveNP_12restTerm
JET_JER_EffectiveNP_11

JET_JER_EffectiveNP_10
JET_JER_DataVsMC_MC16

-2 -1 0 1

(0-6,)/A0

(b)

Jet energy scale
JET_Pileup_RhoTopology
JET_Pileup_PtTerm
JET_Pileup_OffsetNPV
JET_Pileup_OffsetMu
JET_Flavor_Response
JET_Flavor_Composition
JET_Etalntercalibration_TotalStat
JET_Etalntercalibration_NonClosure_posEta
JET_Etalntercalibration_NonClosure_negEta
JET_Etalntercalibration_NonClosure_2018data
JET_Etalntercalibration_Modelling
JET_EffectiveNP_Statistical6
JET_EffectiveNP_Statisticals
JET_EffectiveNP_Statistical4
JET_EffectiveNP_Statistical3
JET_EffectiveNP_Statistical2
JET_EffectiveNP_Statisticalt
JET_EffectiveNP_Modellingd
JET_EffectiveNP_Modelling3
JET_EffectiveNP_Modelling2
JET_EffectiveNP_Modelling 1

JET_EffectiveNP_Mixed2
JET_EffectiveNP_Mixed1

(0-0,)/A0

(d)

JET_EffectiveNP_Mixed3

JET_EffectiveNP_Detector2
JET_EffectiveNP_Detector1
JET_BJES_Response

Other experimental
pileup
jvt

)

bTag extrapolation from charm
bTaglL_1

bTagL_0

bTagC_0

bTagB_2

bTagB_1

bTagB_0
MET_SoftTrk_Scale
MET_SoftTrk_ResoPerp
MET_SoftTrk_ResoPara
Luminosity

~»

Figure B.8: Best-fit value 6 and uncertainty A of the NPs after the fit to
data in the CRs. They are represented by the black points and black error
bars, respectively. The green (yellow) areas represent the +1o (20) pre-fit
uncertainties. Each NP is shown relative to its nominal value, 8y, and in units of
its pre-fit uncertainty Af. Theory uncertainties are separated corresponding to
(a) signal modelling and (c) background modelling. Experimental uncertainties
are separated into (b) JES, (d) JER, (e) leptons, and (f) other experimental
systematics i.e. pile-up, JVT, b-tagging, E%iss soft term and luminosity.



228 D. Munoz Pérez

N cony (A1)

Ny (An-)

N (Ans)

N (Bn-)

N (Bn)

Alt t7-tfy OLR HFe
Alt Zjets-Zy OLR HFe
Alt t7-tTy OLR HFp
Alt Zjets-Zy OLR HFu
T Alt PS HFe (PhHw7)
{T Alt PS HFp (PhHwW7)
JET_Flavor_Composition

JET_Pileup_RhoTopology

LepSF_EL_ID
bTagB_0
Ny (Bn-)
Nz (An+) 1263 :
£ T T T =T & o 2 2 © & s 3 o o T =
= = = = = w &= o o S > = | = &
d 4 &4 & 4 = £ I I £ f 3T ¢ 4 8 3 4
Book op 3 o 3OS 5 %X g F g8 & 4 & o
L Z Z Z oz © ©o o © S £ £ 2 5 B z Z
> s s s o~ £ & 8 28 ]
R T3
L © o 5 d
= N = 2 = o ] 3
< ) < : = =z [ T
< e
W W
- =

Figure B.9: Correlation matrix of the fit parameters (NFs and NPs) after the
fit to data in the CRs. Only parameters having at least one correlation larger
than 20% with another parameter are shown.



B. Additional material: ttW CA analysis

229

Events

Data / Pred

Events

Data / Pred.

Events

Data / Pred.

250FF T T T T T T T T = .E F T T T T T ]

r ® Data fiw(@Qco) ] o 250~  Data fiw (Qcb)

[ fs=13TeVv, 139 o W ttw EW) Wiz 4 w [ Vs=13Tev, 139 fo"' W iw (EW) M2 1
200/ All SRS HF, HF, 1 [ AlSRs HF, HF,, ]

[ Postit Wiconv  WH ] 200 Post-fit Wiconv  WH 4

[ mez w 7] L mez w ]

L WOther  7Uncertainty | t WOther 7 Uncertainty 4
1501~ 3 L 2 1

L % ] ‘50, ;7 //{/ 4

, 5 [ iy ]
1001~ - 100~ 2 3
50 3 50l vl
|7 22 I
o o
3
1.25 L 1.25]
4 ) ’ 4o S | e
# hd ] ey L .4
0.75| ¢ ‘ * & 075 T
080 40 60 80 100 120 140 160 180 200 0% 50 100 150 200 250 300
m, (Even (Top,, ) lepton - closest b jet) [GeV] m, (Even (Top, ) lepton - 2nd closest b jet) [GeV]
(a) (b)

A A A M M S R AR AR AR 2 E T T T T T =

E ® Data ffw(@cp) o 5 200F ® Data fiw @cp)
300 (s =13 TeV, 139 fo" W fw EW) W72 = W 4gof- Vs =13 Tev, 139 o W fiw (Ew) B2 E

b AlSRs HF, HF, 1 E AlSRs HF, HF, q
250 Postit Wyconv  WH A 160 Post-fit Wyconv  WTH =

r mz w q 140! E mez w 3

r W Other 77 Uncertainty £ W Other 77 Uncertainty
200~ = 120 E

C P ] 100 + 4
150~ //‘//4 = £ ) + g

E o E £ v, E

80F Wi ]
£ 1 E i ]
100~ - 60F- ’/+V/~ E
I 7 E B ]
£ ] 40F- ¢ ]
sob- E E » 1
£ 20 g|
0 5 oF
125 £ 1.25]
’ , ‘ o ' )
¥ LA 4 ] ¥ T
0.75| ¢+ + i 8 075 ¥ + +
0% 08 T i5 2 25 3 85 4 45 5 %% 1 2 3 4 5 6
AR, (Even (Top_ ) lepton - closest b jet) AR, (Even (Top,_) lepton - 2nd closest b jet)
(d) (e)

F T T T T T T T T T g T T T T T T ™7
450 Data ffW (QCD) ] ata fiw @cp)
400 s =13 TeV, 139 b Wl itw Ew) Wiz W 3001~ {s=13TeV, 139 fo"' W fiw (EW) Ml 12 3

E AllSRs HF, HF, All SRs HF, HF, ]
350 ; Post-fit Wyconv  WH 2501 Postiit Mv-conv  WTH 4

E ez w ez w ]
300 WOther 7 Uncertainty WOther 7 Uncertainty ]

E 200| B
250 P ]

°F & ]
200 150| 4
E e ]
50 B
o ]
5 0
¢ E £ 125 3
a1 p
1 V/,%W///W,s,/xwywﬁ/ﬁy///f%/// 7 3 gy V4%
0.75| Z 075 *
0% 07703 03 04 05 06 07 08 08 1 0543 3 4 5 6 7 8
Even (W, ) Lepton BDT score N,

(8)

(h)

Events

Data / Pred

Events

Data / Pred.

Events

Data / Pred.

Figure B.10: Comparison between data and post-fit
the SRs, for the BDT input variables of the selected
(a) mpy, (b) me,, (c) lepton pr, (d) ARp,, and (e) ARg,. Then, the BDT
discriminator values for the two even leptons: (f) for the selected signal-like
lepton, and (g) for the background-like lepton.
of (h) Njets and (i) the total charge of the leptons. The uncertainty bands

represent the total uncertainty of the post-fit predictions.

FroeT T T T T T T T
5001 # Data fiw (@CD) ]
L {s=13TeV, 139 fo"' W rtw (EW) T2 4
[ AllSRs HF, HF, ]
400(— Post-fit Wiconv  WH -
L mz w ]
r WOther 7 Uncertainty 1
300~ B
[ v 1
200 B
100 4
o+
1.25
. | |
b L * ¥
075 i
0% 20 40 60 80 100 120 140 160 180 200
Even (Top, ) Lepton p, [GeV]
(c)
R R A A AR R A RAAM A
500~ @ Data ttw @cp) |
[ Vs=13TeV, 139 fo" Wtiw EW) Wz ]
[ AlsRs HF, HF, q
400 Postit Wy-conv  WH g
r Wz w q
[ MOther 7 Uncertainty ]
300~ v Bl
200 4
; B
100F B
ok ]
1.25F
1?/5//
075
o ZA
"0 01 02 03 04 05 06 07 08 09 1
Even (Top, ) Lepton BDT score
F T T T T T
L Data fiw (QCD)
6001~ {5 =13 TeV, 139 fb" W iw (EW) Il tiZ
[ AlSRs HF, HF,
500~ Post-fit Mrcov  WH
£ mz w
E W Other 77 Uncertainty
400~
3 7 Z.
00

= N
3 8
3 3

1.25

0.75

055

05 0 05 1 15
Total charge

(i)

predictions, combining

signal-like even lepton:

Additionally, distributions

The lower panel

shows the ratio of data to the total post-fit prediction. Events exceeding the
upper limit of the x-axis range are included in the last bin (overflow).



230 D. Munoz Pérez




Resumen

El Modelo Estandar (ME) de la fisica de particulas proporciona el marco teérico
para entender las particulas fundamentales y las fuerzas que las gobiernan, con
excepcion de la gravedad. Esta teoria cuantica de campos relativista describe
el comportamiento y las interacciones de los fermiones, que constituyen la
materia, y de los bosones gauge, que median las interacciones electromagnética,
débil y fuerte. Aunque el ME se desarroll6 a lo largo de décadas mediante una
interaccion continua entre descubrimientos experimentales y avances tedricos,
solo se completé en 2012 con el descubrimiento del bosén de Higgs por las
colaboraciones ATLAS y CMS en el Gran Colisionador de Hadrones (LHC, por
sus siglas en inglés) del CERN. Este descubrimiento confirmé la existencia del
campo de Higgs, un campo escalar responsable de otorgar masa a las particulas
elementales.

El descubrimiento del bosén de Higgs—con una masa en torno a los 125 GeV—
no solo validé el ME, sino que también abrié la posibilidad de realizar medidas
precisas de sus canales de produccion y desintegracién, una herramienta clave
para poner a prueba las predicciones tedricas y explorar posibles desviaciones
respecto a las mismas. A dia de hoy, las propiedades medidas del bosén de
Higgs son consistentes con las predicciones del ME.

A pesar de estos logros, el ME sigue estando incompleto, ya que no logra
explicar varias observaciones experimentales, como la insuficiencia de mecanis-
mos de violacién de carga-paridad (CP) que justifiquen la asimetria materia-
antimateria del Universo, o el origen de las masas de los neutrinos. Estas li-
mitaciones motivan la exploracion de modelos que extiendan el ME, con el
objetivo de investigar escalas de energia superiores (o inferiores).

En este contexto, estudios de precisiéon de las propiedades y acoplamientos
de las particulas del ME, como el quark top y el bosén de Higgs, resultan de
especial interés. Estos pueden aportar pistas e indicar posibles direcciones de
estudio para los modelos més alld del ME mencionados anteriormente. Ademas,
dichas investigaciones no solo implican una mejora en la precisién de las medi-
das, sino también medidas diferenciales, que permitan explorar efectos sutiles
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generados por fisica mas alla del ME.

La consecucion de estos objetivos depende en gran medida de disponer de un
detector de particulas bien calibrado, y de comprender sus limitaciones. Parte
del trabajo recogido en esta tesis se centra en mejorar la precisién en la recons-
truccion de las trazas de particulas cargadas que atraviesan el detector interno
del experimento ATLAS. En particular, en las contribuciones realizadas en el
alineamiento del detector interno, monitorizando las posiciones y orientaciones
de los elementos del detector en funcién del tiempo. Dicho alineamiento per-
mite una reconstruccién precisa de las trayectorias de las particulas cargadas
procedentes de las colisiones protén-protén (pp), mejorando asi notablemente
la precisién de los resultados finales de los analisis de fisica.

El buen rendimiento y entendimiento del detector es esencial para llevar
a cabo medidas precisas de fisica como las presentadas en esta tesis. Los dos
andlisis descritos en este trabajo se centran en el estudio de los procesos ttH y
ttW, que no solo permiten comprobar la consistencia del ME, sino que también
abren una posible ventana hacia nueva fisica.

El primer andlisis tiene como objetivo la medida de la seccién eficaz inclusiva
y diferencial de la produccién ttH en el canal de desintegracién del Higgs en
multiples leptones cargados ligeros (H — WW* ZZ* r7). En particular,
se centra en estados finales con tres leptones cargados ligeros (electrones o
muones) y cero taus desintegrados hadrénicamente i.e. 3¢ 4+ 07,4. El segundo
andlisis es una medida de la asimetria de carga leptdnica en el proceso ttW,
usando estados finales con tres leptones cargados ligeros (3¢).

La estructura de este resumen sigue el desarrollo del trabajo realizado, co-
menzando por una revisién del contexto tedrico, asi como de la fisica del quark
top y el bosén de Higgs. A continuacion, se presenta una descripcion del ace-
lerador y del detector ATLAS, asi como las contribuciones realizadas en el
alineamiento del detector interno. Después, se presentan los dos analisis de
fisica realizados, descritos en el parrafo anterior. Finalmente, se exponen las
conclusiones de esta tesis.

R.1 Marco teorico

El Modelo Estandar constituye la teoria fundamental que describe tres de las
cuatro fuerzas fundamentales conocidas: la electromagnética, la débil y la fuer-
te. Estas interacciones estan organizadas en torno al grupo de simetria gauge
SUB3)c ® SU(2), @ U(1)y, donde el grupo SU(3)¢ corresponde a la cromo-
dindmica cudntica, responsable de la interaccién fuerte, y SU(2); ® U(1)y
representa la base de la teoria electrodébil, que unifica las interacciones elec-
tromagnética y débil.
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La materia estd4 compuesta por fermiones con espin 1/2, distribuidos en tres
generaciones de leptones y quarks. La primera generacién contiene al electrén
(e), el neutrino electrénico (ve), y los quarks up (u) y down (d). Las generacio-
nes siguientes repiten esta estructura, pero con particulas de mayor masa. Por
otro lado, las interacciones entre particulas estan mediadas por bosones gauge
de espin 1: los gluones (ocho en total) en el caso de la interaccién fuerte, los
bosones débiles (W*, Z), y el fotén en el caso de la interaccién electromagnéti-
ca.

El sector electrodébil del modelo se basa en la simetria SU(2)r @ U(1)y,
la cual impone que tanto los bosones como los fermiones quirales no tengan
masa inicialmente, ya que la inclusién directa de términos de masa violaria
la invariancia gauge y comprometeria la renormalizabilidad de la teoria. Este
inconveniente se supera mediante el mecanismo de Higgs, que introduce un
campo escalar con un potencial del tipo

V(®) = p20Td 4+ A(®TD)?2, (R.1)

donde p? < 0y A > 0. Este potencial da lugar a un valor esperado no nulo en el
vacio, v = /—p?/\, que rompe de manera espontdnea la simetria electrodébil
y proporciona masa a los bosones W* y Z, mientras que el fotén permanece
sin masa.

Ademss, al incluir en el lagrangiano los términos de tipo Yukawa permi-
tidos por la simetria gauge, los fermiones también adquieren masa a través
de su acoplamiento con el campo de Higgs. Este mecanismo resulta esencial
para la coherencia del ME, ya que permite explicar el origen de las masas sin
introducir manualmente términos de masa explicitos. Como consecuencia de
este mecanismo, se predice la existencia de un bosén escalar neutro: el bosén
de Higgs. Este se acopla a las particulas del ME de forma proporcional a sus
masas, linealmente en el caso de los fermiones y cuadraticamente en el caso de
los bosones gauge.

La interaccién fuerte, por su parte, estd descrita por la cromodindmica
cuédntica, una teoria basada en el grupo de simetria SU(3)c, en la cual los
quarks interactian mediante el intercambio de gluones. A diferencia de los
portadores de otras interacciones, los gluones poseen carga de color, lo que les
permite interactuar entre si. Esta teoria presenta dos caracteristicas distintivas:
la libertad asintética a altas energias, que implica una disminucion de la fuerza
entre quarks a escalas de energia elevadas, y el confinamiento a bajas energias,
que impide observar quarks y gluones de manera aislada, confindndolos dentro
de hadrones.



234 D. Munoz Pérez

R.2 El quark top

El quark top es la particula elemental méas pesada del ME. Se trata de un
quark de tipo “arriba”, con carga eléctrica +2/3e y espin 1/2, que pertenece a
la tercera generacion de fermiones. Fue descubierto en 1995 por las colabora-
ciones CDF y DO en el colisionador Tevatron [25,26]. Su gran masa, combinada
con su vida media extremadamente breve, y la necesidad de colisionadores de
alta energia para producirlo, hicieron que fuera el Ultimo de los quarks en ser
observado experimentalmente.

Este descubrimiento no solo reforzé el marco teérico del ME, sino que tam-
bién abri6 la puerta a un amplio programa de estudios del quark top, que hoy
en dia representa un eje central en la fisica de particulas.

Una de sus caracteristicas més notables es que, debido a su corta vida
media (~ 5 x 10727 s), se desintegra antes de formar estados ligados (es decir,
hadrones), lo que permite estudiar directamente sus propiedades a través de
sus productos de desintegracién. El modo de desintegracién dominante es en
un quark bottom (b) y un bosén W, lo cual produce sefiales muy distintivas
en los detectores. A su vez, los bosones W se desintegran en leptones cargados
y neutrinos o en pares quark—antiquark, lo que da lugar a canales leptonicos o
hadrénicos, respectivamente.

Ademss, la gran masa del quark top implica un acoplamiento muy fuerte al
bosén de Higgs, el mayor entre todas las particulas del ME. Esto lo convierte
en un elemento clave para investigar posibles desviaciones respecto al ME.

En el LHC, el quark top se produce con bastante frecuencia, siendo el canal
dominante la produccién en pares tt mediante interaccién fuerte. Sin embar-
go, también puede generarse en solitario a través de procesos mediados por la
interaccién electrodébil. Ademas de estos dos mecanismos principales, el ME
también predice otros canales de producciéon menos frecuentes en los que el
quark top aparece en asociacién con otras particulas. Entre ellos se incluyen la
produccién asociada con bosones vectoriales (¢tW, ttZ, tty), con un bosén de
Higgs (ttH), e incluso con otro par de quarks top-antitop (¢ttt). Aunque estos
procesos son menos frecuentes, resultan fundamentales para estudiar con deta-
lle las propiedades del quark top y para buscar posibles desviaciones respecto
a las predicciones del ME.

R.2.1 El proceso ttW

La produccién asociada de un par tt junto con un bosén W constituye uno de
los procesos mas interesantes y complejos que pueden estudiarse en el LHC.
Su modelado tedrico plantea desafios importantes, ya que su seccion eficaz
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presenta correcciones relevantes a érdenes superiores, tanto del sector fuerte
como del electrodébil. La Figura R.1 ilustra los diagramas de Feynman que
contribuyen a la produccién fuerte y electrodébil de ttWW a nivel drbol (LO,
por sus siglds en inglés) y orden préximo (NLO, por sus siglas en inglés).

q
q t q t q t q q
g Z [y 9
) ) ¢ W
t t , h
q M;,C t
7 w* q wt 9 w* g

(a) O(aa) (b) O(a®) (¢) O(aga) (d) O(asa®)

Figura R.1: Diagramas de Feynman ilustrativos a nivel arbol (LO) (a, b) y a or-
den préximo (NLO) (c, d). Los circulos rosas representan vértices de interaccién
fuerte, mientras que los azules corresponden a acoplamientos electrodébiles.

Un ejemplo destacado de la complejidad tedrica de este proceso es la con-
tribucién inesperadamente grande de los términos de orden O(asa?). Mientras
que los términos electrodébiles de LO i.e. O(a?), apenas aportan el 1% res-
pecto a la seccién eficaz fuerte a LO, las correcciones a NLO O(asa®)—que en
principio deberian ser subdominantes——contribuyen con aproximadamente un
12 % [58,59]. Esta diferencia se debe a que dichos términos introducen nuevos
diagramas de dispersién tW (véase la Figura R.1d), los cuales no estdn presen-
tes a LO y que amplifican significativamente la seccién eficaz de ttW [60]. Esto
subraya la importancia de disponer de calculos completos a 6rdenes superiores
para describir adecuadamente este proceso.

Tanto las medidas de la seccion eficaz inclusiva como aquellas realizadas
de forma diferencial son especialmente relevantes, ya que pueden revelar des-
viaciones sutiles que actiien como indicios de nueva fisica méas alla del ME.
Ademss, el proceso ttW constituye un fondo irreducible para otros procesos
poco frecuentes del ME, como la produccién asociada tt H—también estudiada
en esta tesis—o la produccién de cuatro quarks top tttt.

Las colaboraciones ATLAS y CMS han medido tanto la seccién eficaz in-
clusiva como la diferencial del proceso ttW [45-47]. En ambos casos se observa
un exceso respecto a las predicciones del ME, incluso al tener en cuenta las
correcciones mencionadas anteriormente. Esto motiva la exploracién de nue-
vos observables que permitan estudiar este proceso de manera complementaria
y menos dependiente de la seccién eficaz de produccién. Uno de ellos es la
asimetria de carga leptonica estudiada en este trabajo.
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R.2.2 La asimetria de carga leptonica

La asimetria de carga lepténica asociada a un proceso de produccién de un
par de quarks top-antitop, Aé, se define a partir de la pseudorapidez n' de
los leptones cargados que provienen de la desintegracién de ambos quarks top,
asumiendo que ambos se desintegran por via lepténica. Asi, se define matemati-
camente como

¢ _ N(Alng| > 0) = N(Alye| < 0)
© 7 N(Afnpe| > 0) + N(Afne| <0)

A (R.2)

donde Al|ng| = |ng+| — |ne—| representa la diferencia en valor absoluto de las
pseudorapideces de los leptones cargados.

A diferencia del proceso tt y de otras producciones del tipo ttV-—donde V
denota un bosén vectorial—la produccién W sélo puede tener lugar mediante
aniquilacién quark—antiquark (¢q) a LO. La ausencia de la fusién de gluones
como estado inicial (simétrico) conlleva que la asimetria de carga entre los
quarks top y antitop sea significativamente mayor en ttW (~ —13%) que en
tt (menor del 1%) [62].

Ademas, la emisién de un bosén W desde el estado inicial actiia como un
polarizador del par gq, generando asi una produccién de quarks top y antitop
con una direccién de espin preferente. Como consecuencia, sus productos de
desintegracién—y en particular los leptones—presentan distribuciones muy
asimétricas en pseudorapidez ya desde LO [62].

La asimetria de carga lepténica en el proceso ttW tiene la ventaja adicional
de no depender directamente de la normalizacién de la seccién eficaz, lo que
la convierte en un observable complementario. Ademads, es sensible tanto a
posibles contribuciones de nueva fisica mas alla del ME——-—como axigluones u
operadores efectivos que involucran cuatro fermiones——como a diferencias en
la estructura quiral de nuevos escenarios tedricos. Por ello, el analisis de Aé
ofrece una via alternativa y valiosa para estudiar la produccién ¢tW en el LHC.

R.3 El bosén de Higgs

El 4 de julio de 2012, las colaboraciones ATLAS y CMS anunciaron el descu-
brimiento de una particula consistente con el bosén de Higgs predicho por el
ME, con una masa en torno a los 125 GeV [66,67]. Desde entonces, se han
realizado numerosos estudios para determinar sus propiedades y comprobar su
consistencia con las predicciones del ME.

'La pseudorapidez se define como 1 = — In(tan 6/2), donde  es el 4ngulo polar respecto
al eje del haz.
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Dado que el acoplamiento del bosén de Higgs a otras particulas estd relacio-
nado con su masa, sus canales de desintegracion mas probables corresponden
a fermiones y bosones pesados. Ademas, aunque el bosén de Higgs no se aco-
pla de manera directa a particulas sin masa, como los fotones o los gluones,
puede desintegrarse en ellas a través de diagramas de Feynman que involucran
particulas virtuales pesadas. Para mp ~ 125 GeV, el bosén de Higgs se desinte-
gra mayoritariamente en pares de quarks bb y en bosones W W ~. Otros modos
de desintegracion, como ZZ*, presentan fracciones de desintegraciéon un orden
de magnitud menores, mientras que la desintegracién en fotones (y7v) ocurre
con una probabilidad ain més baja, dos érdenes de magnitud por debajo del
canal dominante.

En el LHC, el bosén de Higgs se puede producir mediante distintos meca-
nismos. El més frecuente es la fusién de gluones, que representa un ~87 % de
la produccién total. Le siguen la fusiéon de bosones vectoriales (~7 %), la pro-
duccién asociada con bosones vectoriales (VH, ~4%) y con pares de quarks
pesados i.e. t#H y bbH (~1%). El modo menos frecuente es la produccién aso-
ciada con un unico quark top (tH, <1 %) [73]. La Figura R.2 muestra diagramas
de Feynman representativos a LO de los principales modos de produccién del
bosén de Higgs en el LHC.

Wiz

()

Figura R.2: Ejemplos de diagramas de Feynman a LO correspondientes a los
principales modos de producciéon del bosén de Higgs en el LHC: fusién de
(a) gluones o (b) bosones vectoriales, y produccién asociada con (c) bosones
vectoriales, (d) pares de quarks top o bottom, o (e) un tnico quark top.



238 D. Munoz Pérez

R.3.1 El proceso ttH

Como se ha mencionado anteriormente, uno de los aspectos mas relevantes
en el estudio del bosén de Higgs es la caracterizacién de sus acoplamientos a
otras particulas. En particular, el acoplamiento de Yukawa del bosén de Higgs
al quark top, y:, es el mas intenso del ME, como consecuencia directa de la
gran masa de esta particula. Esta caracteristica lo hace especialmente sensible
a posibles efectos de nueva fisica més alla del ME.

El proceso ttH permite medir este acoplamiento de forma directa a nivel
arbol, a diferencia de otros canales como la fusiéon de gluones, donde el Higgs
se acopla al top a través de particulas virtuales y estd sujeto a desviaciones
causadas por potenciales particulas mas alla del ME.

La produccién ttH fue observada por ATLAS y CMS en 2018 tras combinar
diferentes canales de desintegracion del Higgs [91,92]: H — bb, H — v7 y el ca-
nal multilepténico (H — WW*, ZZ* 77). Cada uno de estos canales presenta
ventajas e inconvenientes diferentes. El canal H — bb es el que més estadistica
ofrece, pero sufre de abundantes fondos asociados a procesos de interaccién
fuerte, dificiles de modelar con precisiéon. En contraste, el canal H — ~~ cuen-
ta con una senal experimental muy limpia, aunque sufre de baja estadistica.
Por su parte, el canal multilepténico se sitiia en un punto intermedio: presenta
més estadistica que H — 77, aunque menos que H — bb, y combina leptones
y jets en el estado final.

En este dltimo canal, la colaboracién ATLAS analizé un subconjunto de
datos del Run 2 (80 fb~! de luminosidad integrada) y observé un exceso de
sucesos con una significancia de 1,80 frente a la esperada de 3,10 [51]. Por
su parte, CMS usé el conjunto de datos completo del Run 2 y observé una
significancia de 4,70 (5,20 esperada) [52]. En ambos casos se observaron excesos
del fondo ttW respecto a lo predicho por el ME. Estas observaciones motivaron
tanto mejoras en los cdlculos tedricos de la seccién eficaz de W como nuevas
medidas experimentales detalladas, tal y como se describe en la Seccién R.2.1.

R.3.2 El marco STXS

Las medidas de secciones eficaces asociadas a senales del bosén de Higgs suelen
expresarse en términos de un modificador de intensidad de sefial, denotado co-
mo u, definido como el cociente entre la seccién eficaz observada (multiplicada
por la fraccién de desintegracion) y la prediccién correspondiente del ME. Este
tipo de medidas busca maximizar la sensibilidad a la sefial del Higgs, pero, al
ser de cardcter inclusivo, presentan una sensibilidad limitada a posibles desvia-
ciones del ME en regiones del espacio de fases con baja estadistica. Ademas, su
precision depende en gran medida de las predicciones tedricas, ya que la incer-
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tidumbre sobre p estd condicionada por la incertidumbre tedrica de la seccién
eficaz del ME.

Para reducir esta dependencia tedrica y estudiar las propiedades del bosén
de Higgs de manera mas directa, se pueden realizar medidas fiduciales de sec-
cién eficaz. Estas se definen en un volumen fiducial a nivel de particula?, di-
senado para aproximarse al maximo a las condiciones de reconstruccién expe-
rimental. Usando simulaciones, se aplican correcciones por efectos del detector
y la seccién eficaz resultante puede compararse directamente con predicciones
tedricas. Esta estrategia permite, ademas, realizar medidas diferenciales. Sin
embargo, exige mantener criterios de seleccion similares a nivel de particula y
de detector, lo que limita el uso de selecciones de sucesos complejas o técnicas
multivariantes que optimizan el ratio senal/fondo. En consecuencia, puede re-
sultar poco eficiente en canales en los que la reconstruccion del estado final es
compleja.

Para superar estas limitaciones, se ha desarrollado el marco de las Simplified
Template Cross-Sections (STXS) [104], que busca un equilibrio entre sensibili-
dad experimental y robustez frente a incertidumbres tedricas. En este enfoque,
el espacio de fases de produccion del Higgs se divide en distintas regiones defi-
nidas por variables como el niimero de jets o el momento transversal del Higgs.
Estas regiones STXS (también denominadas bines) estdn disenadas para ma-
ximizar la sensibilidad a posibles efectos de nueva fisica en la produccién del
Higgs, manteniendo al mismo tiempo un grado razonable de independencia y
control sobre las incertidumbres tedricas. A diferencia de las medidas fiduciales,
las mediciones STXS no requieren aplicar correcciones explicitas por efectos del
detector. Esto permite aplicar técnicas multivariantes avanzadas, particular-
mente ttiles en canales complejos como H — bb o H — multi-lepton. Ademas,
la definiciéon comun de los bines STXS facilita la combinacién de resultados
entre distintos canales de desintegracion, lo que mejora significativamente la
sensibilidad global de las medidas.

La combinacién mds reciente de datos de ATLAS en el marco STXS [17]
proporciona mediciones de la seccién eficaz de produccién del Higgs en 36 re-
giones cinematicas distintas. Parte del trabajo de esta tesis se dedica a mejorar
la precisién de dichas mediciones en el canal de produccién ttH vy, en particular,
en el canal de desintegracién multileptonico, donde se realiza por primera vez
una medida diferencial.

2El nivel de particula se refiere al estado en el que se consideran todas las particulas
finales tras la cascada de partones y la hadronizacién, pero antes de las desintegraciones y de
la interaccién con el detector.
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R.4 El LHC y el experimento ATLAS

Con el objetivo de estudiar el ME y buscar indicios de nueva fisica con el
mayor detalle y precisién posibles, ha sido necesario desarrollar aceleradores
capaces de alcanzar energias muy elevadas. En este contexto, el LHC [107,108],
ubicado en el laboratorio del CERN, constituye el colisionador de particulas
mas grande y potente construido hasta la fecha. La energia alcanzada en sus
colisiones permite no solo la produccién de particulas masivas del ME, como el
bosén de Higgs o el quark top, sino también la exploracién de posibles particulas
exoticas predichas por teorias mas alla del ME.

R.4.1 El Gran Colisionador de Hadrones

El LHC es un acelerador circular de 27 km de circunferencia, situado a unos
100 m bajo tierra en la frontera entre Francia y Suiza. A lo largo de su anillo
se encuentran cuatro puntos de interaccién, donde se han instalado distintos
detectores. Entre ellos, destacan ATLAS [112] y CMS [113], ambos disenados
para cubrir una amplia variedad de estudios de precisién y busquedas de nueva
fisica. Sus similitudes permiten comparar y validar resultados entre ambos.
Otros detectores importantes son ALICE [115], centrado en fisica de iones
pesados y el plasma de quarks y gluones, y LHCb [114], especializado en el
estudio detallado de la fisica del quark b.

Desde su puesta en marcha, el LHC ha registrado colisiones proton-protén
a distintas energias de centro de masas, distribuidas en varias campanas de
toma de datos. El Run 1 tuvo lugar entre 2010 y 2013, con colisiones a /s = 7
y 8 TeV, seguido del Run 2 (2015-2018), con colisiones a /s = 13 TeV. El
Run 3, actualmente en curso, comenzé en verano de 2022 y se espera que
finalice a mediados de 2026, proporcionando datos a una energia ligeramente
superior, de /s = 13,6 TeV. Tras el Run 3, esta prevista una actualizacién de
gran envergadura denominada High—Luminosity LHC (HL-LHC) [116], cuyo
objetivo es incrementar significativamente la cantidad de datos registrada—
hasta unas 20 veces mas que en el Run 2—, lo que permitird realizar medidas
de precisiéon sin precedentes y mejorar la sensibilidad en la bisqueda de nueva
fisica.

R.4.2 El detector ATLAS

ATLAS es el detector de alta energia mas grande jamds construido. Esta com-
puesto por varios subsistemas dispuestos de forma cilindrica alrededor del pun-
to de colisién, que define el origen del sistema de coordenadas (x,y, z). El eje z
sigue la direccién del haz, mientras que el plano xy es perpendicular a este. En
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dicho plano se definen el momento transversal (pr) de las particulas y el mo-
mento transversal faltante (EX5%), dos variables clave en el analisis de sucesos.
La Figura R.3 muestra una vista esquematica del detector ATLAS, ilustrando
su estructura.
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Figura R.3: Vista esquematica del detector ATLAS.

Cada subsistema tiene un rol especifico en la identificacién y medida de las
propiedades de las particulas generadas:

e Detector Interno: se encarga de reconstruir las trayectorias de las
particulas cargadas y determinar su carga y momento. Estd inmerso en
un campo magnético de 2 T generado por un solenoide. Incluye detectores
de silicio y un detector de tubos de deriva.

e Calorimetros: miden la energia de las particulas que interactian con
ellos. El calorimetro electromagnético esta optimizado para electrones y
fotones, mientras que el hadrénico lo estd para hadrones i.e. jets.

e Sistema de muones: dado que los muones atraviesan sin apenas in-
teraccién los subsistemas anteriores, se detectan principalmente en este
sistema exterior, que emplea un campo magnético de 4 T producido por
imanes toroidales superconductores.
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Debido al alto ntimero de colisiones por segundo (unos 40 millones), se
implementa un sistema de disparo o trigger para reducir la cantidad de sucesos
almacenados. Este sistema tiene dos niveles: uno de hardware (nivel 1), y otro
de software més sofisticado (sistema de disparo de alto nivel), que reduce la
tasa final a unos 1000 sucesos por segundo.

R.4.3 Reconstruccion de objetos fisicos

Una vez seleccionados por el trigger, los sucesos se analizan para reconstruir
los objetos fisicos presentes en ellos. Los objetos reconstruidos relevantes para
los andlisis presentados en esta tesis son los siguientes:

e Electrones: se reconstruyen asociando trazas del detector interno con
depositos de energia en el calorimetro electromagnético. Se aplican crite-
rios de identificacién optimizados y se evalian las incertidumbres asocia-
das.

e Muones: se reconstruyen combinando la informacién del sistema de muo-
nes con la del detector interno, asi como informaciéon complementaria de
los calorimetros. Al igual que en el caso de los electrones, se aplican
criterios de identificacién y se consideran las incertidumbres asociadas.

e Jets: se forman a partir de la hadronizacién de quarks y gluones. Se
reconstruyen combinando depdsitos en los calorimetros con trazas del
detector interno mediante algoritmos como anti-k7 [199]. Se les asignan
incertidumbres asociadas a su energia, resolucién y calibracién.

e b-jets: identificar jets provenientes de quarks b es esencial en muchos
analisis, entre los que se encuentran los presentados en esta tesis. Para ello
se utilizan algoritmos de aprendizaje automatico que explotan variables
como el parametro de impacto o la presencia de vértices secundarios. Se
consideran las incertidumbres asociadas a su identificacion y calibracion.

e Taus hadrodnicos: los leptones 7 se desintegran rapidamente antes de
interactuar con el detector, por lo que s6lo pueden identificarse a partir
de sus productos de desintegracién. Se pueden reconstruir inicamente las
desintegraciones hadroénicas, a partir del andlisis de los jets resultantes. La
identificacion se realiza mediante redes neuronales y las incertidumbres
asociadas se propagan a los andlisis de fisica.

e Momento transversal faltante (E7"%): se calcula como la suma vecto-
rial negativa de los pr de todos los objetos reconstruidos. Una desviacién
significativa de cero indica la presencia de particulas invisibles, como



Resumen 243

neutrinos, y resulta clave en la reconstrucciéon de procesos con desinte-
graciones lepténicas del bosén W.

R.5 Alineamiento del detector interno de ATLAS

Una reconstruccién precisa de las trayectorias de las particulas cargadas pro-
ducidas en las colisiones protén-protén del LHC resulta fundamental para la
reconstruccion de objetos fisicos en el detector, como se ha descrito en la seccién
anterior, y, en consecuencia, para la mayoria de los andlisis de fisica llevados
a cabo por el experimento ATLAS. La calidad de la reconstruccién de trazas
es clave en una amplia variedad de estudios, que abarcan desde medidas de
precision del ME hasta busquedas de fenémenos mas alla del ME.

El experimento ATLAS utiliza el detector interno para determinar con gran
precision las posiciones de las particulas cargadas a medida que lo atraviesan.
Los depésitos de energia que estas dejan en los distintos subsistemas del detec-
tor interno se utilizan para reconstruir sus trayectorias y estimar los parame-
tros asociados a cada traza. La precision de estos parametros depende de varios
factores: la resolucién intrinseca de los sensores, la caracterizacion precisa del
campo magnético y el conocimiento detallado de la posiciéon y orientacién de
los elementos del detector interno. El tltimo de estos factores es el objetivo
principal del procedimiento de alineamiento del detector interno. Un conoci-
miento impreciso de dicha geometria puede traducirse en sesgos sistematicos y
en una pérdida notable de resolucion en la reconstruccion de las trazas.

El procedimiento nominal de alineamiento [217] se basa en la minimizacién
de las distancias entre las trazas reconstruidas y los depédsitos de energia re-
gistrados en los sensores. Una representacién esquemaética de este concepto se
muestra en la Figura R.4, donde se ilustra la trayectoria reconstruida de una
particula cargada a través de las distintas capas del detector, junto con las
medidas registradas. Sin embargo, dicho procedimiento de minimizacién no es
sensible a ciertas distorsiones geométricas correlacionadas, como las rotaciones
coherentes de las capas del barril del detector interno. Estas distorsiones cons-
tituyen los denominados modos débiles del alineamiento y pueden introducir
sesgos sistematicos en las trazas reconstruidas, por lo que deben ser estudiados
en detalle.

Para mitigar los efectos de estos modos débiles, se imponen restricciones
especificas durante el procedimiento de alineamiento que permiten tenerlos en
cuenta. Una vez finalizado el alineamiento, los sesgos residuales asociados a es-
tos modos se reducen lo suficiente como para poder aplicar correcciones directas
a los parametros de traza. Estas correcciones residuales no solo son esenciales
para mejorar la precisiéon de la reconstruccion, sino que también constituyen
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Figura R.4: Representacion esquematica de una particula cargada atravesando
diferentes capas del detector interno. La medida m; sobre la i-ésima capa se
indica con una estrella roja. También se muestra la traza reconstruida (linea
negra), el punto de interseccién extrapolado con la superficie del detector e;
(elipse verde) y el residuo r; (linea azul).

una herramienta valiosa para evaluar la calidad global del alineamiento.

Los modos débiles afectan principalmente a la reconstruccién de los parame-
tros de impacto transversal y longitudinal de las trazas, designados como dy y
zp, respectivamente. Ademds, también influyen en la curvatura de las trazas,
es decir, en su sagita. En este trabajo, se miden los sesgos residuales de dy, zg
y la sagita de las trazas durante el periodo de toma de datos del Run 2 del
LHC.

R.5.1 Correcciones a la sagita

Para corregir distorsiones en la sagita, se emplea informaciéon procedente de
desintegraciones de resonancias bien conocidas como Z — u™u~, que propor-
ciona una fuente fiable para imponer restricciones sobre el alineamiento del
detector.

Las distorsiones en la sagita afectan al pp de las trazas reconstruidas, siendo
posible cuantificar el sesgo en pr en funcién del sesgo en la sagita. Partiendo
de este principio, se puede construir un mapa bidimensional del detector que
refleje la magnitud del sesgo en la sagita, dsagitta(n, ¢). Para ello, se sigue un
procedimiento iterativo: se reconstruyen sucesos del tipo Z — upu~ y se com-
paran las masas invariantes medidas con el valor de la masa del bosén Z. Las
desviaciones observadas permiten derivar una primera correccién sobre dgagitta,
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la cual se aplica para recalcular el momento de los muones y, por tanto, la ma-
sa invariante. Este proceso se repite sucesivamente hasta que las correcciones
convergen. En cada iteracién se asume que el sesgo afecta simétricamente a
ambos muones, por lo que la correccion se distribuye equitativamente.

La Figura R.5 muestra el mapa de sesgo residual de sagita tras aplicar el
procedimiento de alineamiento sobre los datos del ano 2018. Se observa que la
regién central del detector (barril) estd précticamente libre de sesgo, mientras
que algunas zonas de los extremos (discos) presentan desviaciones residuales
del orden de 0.4 TeV~!,
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Figura R.5: Mapa del sesgo de sagita dsagitta(7, @) obtenido a partir de sucesos
Z — wtu~ registrados durante 2018, correspondientes a una luminosidad in-
tegrada de 59.9 fb~!. El detector se divide en sectores uniformes de 24 x 24 en
el plano (1, ¢).

Es importante sefialar que este método, basado en diferencias de masa inva-
riante, solo es sensible a variaciones relativas del sesgo de sagita entre diferentes
regiones del detector. Para abordar sesgos globales, se emplean técnicas com-
plementarias como la comparacién de espectros de pr entre muones de distinta
carga [220] o el método E/p [219]. En cualquier caso, se ha observado que dichos
sesgos globales son minimos para el periodo de toma de datos del Run 2 [217].

R.5.2 Correcciones a los parametros de impacto

De forma andloga a las deformaciones de sagita, la desintegracién Z — u*u~
también permite corregir sesgos en los parametros de impacto transversal y
longitudinal, dg y zg. Ambos muones, al provenir del mismo vértice de desinte-
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gracion, deberian tener parametros de impacto iguales. Por tanto, las diferen-
cias

§dy =di —dy, 0z0=2z2f — 2z, (R.3)

deberian anularse en ausencia de sesgos sistemaéticos.

Para estimar estos sesgos, se ajustan iterativamente las distribuciones de dg
y zp con una funcién gaussiana hasta que los valores de la media y la desviacién
estandar convergen. La media de dicha gaussiana representa el sesgo estimado
del parametro correspondiente.

Las Figuras R.6 y R.7 muestran la evolucion temporal de ddy y dzg a lo
largo del periodo de toma de datos del Run 2 del LHC. La diferencia en dy
entre muones positivos y negativos se mantiene por debajo de 0.33 pm durante
todo el periodo, mientras que en el caso de zy la diferencia permanece dentro
de los 5 pm. Esta diferencia en escala refleja la diferencia en resolucién del
detector interno en las direcciones transversal y longitudinal.

T 0.001F =
£ = ATLAS Preliminary .
= 0.0008F ) —
o [ Z—u*u tracks ]
“ 0.0006 — Run2 reprocessing —
0.0004 - i —
0.0002F | i i
C : 3 W. d L
OF %% ﬂw
g e Om"}\‘m gh’#\'ﬂ‘h“
-0.0002—
_0_0004: 015 2016 ] 2017 5 2018

Time

Figura R.6: Diferencia en el parametro de impacto transversal entre muones
positivos y negativos (ddp) en funcién del tiempo durante el Run 2 del LHC.
Cada marcador representa la media del sesgo observado para una inyeccién
del LHC, calculado a partir de mapas (1, ¢) divididos en 12 x 12 sectores. Las
barras de error indican la desviacién estandar correspondiente.

Dados los pequenos sesgos residuales observados, se concluye que el proce-
dimiento de alineamiento aplicado durante el Run 2 permitié una descripcién
robusta y estable de la geometria del detector a lo largo del tiempo.
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Figura R.7: Diferencia en el pardmetro de impacto longitudinal entre muones
positivos y negativos (0zp) en funcién del tiempo durante el Run 2 del LHC.
Cada marcador representa la media del sesgo observado para una inyeccion
del LHC, calculado a partir de mapas (7, ¢) divididos en 12 x 12 sectores. Las
barras de error indican la desviacion estandar correspondiente.

R.6 Andlisis de la produccion ttH en estados finales
multileptonicos

El andlisis presentado en esta seccién tiene como objetivo la medicién de la
seccién eficaz inclusiva y diferencial de la produccién ttH en estados finales
con multiples leptones, utilizando el conjunto completo de datos del Run 2 del
experimento ATLAS (luminosidad integrada de 140 fb~1). La medicién dife-
rencial se realiza en funciéon del momento transversal del boséon de Higgs, p¥ ,
siguiendo las convenciones marcadas por el formalismo STXS. Para reconstruir
la variable pg a partir de los productos de desintegracién del bosén de Higgs
se emplean técnicas de andlisis multi-variable.

Las medidas se llevan a cabo analizando seis estados finales o canales, ca-
tegorizados segin el nimero de leptones cargados ligeros (¢) y taus hadrénicos
(Thad): 304 0Thad, 206554+ 0mhaa, 20554+ 1Thad, 124 2Thad, 2005 +2mhaq v 44, don-
de SS y OS indican carga igual (same-sign) y carga opuesta (opposite-sign),
respectivamente, en referencia a la carga relativa de los leptones ligeros.

Una parte importante del trabajo desarrollado en esta tesis se ha dedicado
al andlisis detallado del canal 3¢ 4+ Om,,q. Por ello, en esta seccién se describe
en primer lugar el disefio del andlisis asociado a dicho canal. Esto incluye la
seleccién de sucesos, la estimacién de fondos, las fuentes de incertidumbre y los
resultados del analisis estadistico para extraer los factores de normalizacién de
la senal ttH, tanto inclusivos como diferenciales. Finalmente, se presentan los



248 D. Munoz Pérez

resultados de la combinacion estadistica de los seis canales del analisis, tanto
para la medida inclusiva como para la diferencial.

R.6.1 Seleccion de sucesos en el canal 3¢ + O0mhaq

Se realiza una preseleccién de sucesos exigiendo cero taus desintegrados hadréni-
camente, més de dos jets, al menos un b-jet y tres leptones cargados ligeros
cuya suma de cargas sea +1. De estos tres leptones, los dos con la misma carga
deben tener pp > 15 GeV, mientras que el leptén con carga opuesta debe cum-
plir pr > 10 GeV. Ademas, se requiere que la masa invariante de cualquier par
de leptones de carga opuesta y mismo sabor (mgogSSF) sea mayor de 12 GeV.
Adicionalmente, para suprimir el fondo procedente del proceso ttZ, se excluyen

sucesos con my>SF en el intervalo [mz — 10 GeV, myz + 10 GeV].

En este espacio de fases, se entrena un algoritmo de arboles de decisién por
gradiente (BDT, por sus siglas en inglés) para separar la sefial de los principales
procesos de fondo: ttW, ttZ, W Z, tt y t Hq. Aunque tHq no es uno de los fondos
dominantes, se incluye en el entrenamiento ya que el mismo BDT se emplea
también en un andlisis orientado a buscar violacién de la simetria CP en la
interaccion top-Higgs.

El entrenamiento utiliza 25 variables, entre las cuales las mas discriminan-
tes son el numero de jets, las masas invariantes de pares de leptones y las
distancias angulares entre leptones y jets. Como resultado del entrenamiento,
se obtiene para cada suceso un valor discriminante asociado a cada uno de los
procesos considerados (ttH, ttW, ttZ, WZ, tt y tHq). Dicho valor representa
la probabilidad de que dicho suceso provenga del proceso correspondiente. La
Figura R.8 muestra la matriz de confusion del algoritmo BDT.

Posteriormente se lleva a cabo un procedimiento de optimizacién para defi-
nir la regién de senal ttH y otras cinco regiones enriquecidas en sucesos de tipo
W, ttZ, WZ, tt y tHgq, respectivamente. Este procedimiento ajusta los um-
brales sobre los valores del discriminante para maximizar la pureza de cada una
de las regiones. Las regiones definidas a través de este proceso de optimizacién
seran referidas en adelante como regiones BDT. Ademas, para reducir la con-
tribucién del fondo tttt en la regién de sefial, se imponen requisitos adicionales
sobre el namero de jets y b-jets.

Finalmente, la regién de senal ttH se subdivide en cinco regiones segin el
valor de péf predicho por una GNN entrenada especificamente para estimar
dicha variable. Esta red neuronal opera sobre una representacién en forma
de grafo de cada suceso, en la que se codifica informacion detallada sobre
las particulas finales y sus relaciones cinematicas. La GNN permite clasificar
los sucesos en los intervalos definidos por el formalismo STXS, mejorando asi
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Figura R.8: Matriz de confusion del algoritmo BDT. La suma de los elementos
de cada fila estd normalizada al 100 %.

la sensibilidad de la medida diferencial. El rendimiento del modelo se evalia
mediante una matriz de confusién, que se muestra en la Figura R.9.

R.6.2 Estimacion de fondos en el canal 3¢ + 0maq

Para acotar los fondos irreducibles ttW, ttZ y W Z, se usan como regiones
de control las obtenidas del proceso de optimizacién descrito en el apartado
anterior. En el caso del fondo t£Z, se utiliza una regién adicional en la que se
requiere que mZ,SSF esté en el intervalo [mz — 10 GeV, mz + 10 GeV]. Dicha
regién contiene una alta estadistica de sucesos de ttZ, permitiendo asi una
estimacién precisa de la normalizacion de este fondo. La misma estrategia se
aplica para W Z, que también presenta un bosén Z en el estado final.

Por otro lado, el analisis presenta varios fondos reducibles: sucesos con lepto-
nes falsos, es decir, leptones que se originan principalmente en desintegraciones
de hadrones pesados o en conversiones de fotones (7 — e*e™)?. Estos fondos
reducibles provienen en su mayoria del proceso tt, donde se espera que sélo dos
de los leptones sean reales.

Para la estimacién del fondo de conversiones, se definen dos regiones de
control: una para acotar la normalizaciéon de conversiones internas—aquellas
que ocurren justo después de la interaccién de partones iniciales—y otra para
conversiones externas, que ocurren en el material activo del detector. Para los

3Los leptones reales o de sefal son aquellos producidos en desintegraciones de particulas
pesadas de vida media corta (como los bosones W/Z, quarks top o leptones tau), o generados
directamente en la interaccién de partones iniciales.
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Figura R.9: Matriz de confusion del modelo GNN para la reconstruccion de
p¥ . La suma de los elementos en cada fila est4 normalizada al 100 %.

fondos procedentes de desintegraciones de hadrones pesados, se definen seis
regiones de control adicionales: tres para electrones falsos y tres para muones
falsos. En ellas, se seleccionan dos leptones cargados de igual carga y se relajan
los requisitos de identificacién de los mismos, enriqueciendo asi estas regiones
con sucesos con un leptén falso.

R.6.3 Fuentes de incertidumbre en el canal 3/ + 0Thaq

Las predicciones de la senal ttH y de los fondos estdn afectadas por diversas
fuentes de incertidumbre sistemadtica (experimentales y tedricas), abreviadas
como “sist.”. Las experimentales incluyen efectos como la calibracién del de-
tector o la reconstruccién de objetos fisicos, mientras que las tedricas estan liga-
das a la modelizacion de los procesos, como la eleccion del generador de Monte
Carlo. Cada incertidumbre se evalia individualmente y su efecto se propaga a
la incertidumbre final del pardmetro de interés. Ademads de las incertidumbres
sistematicas, el limitado nimero de sucesos observados en el detector define la
incertidumbre estadistica de la medida, abreviada como “est.”.

R.6.4 Resultados en el canal 3¢ + 0m,aq

En este anélisis, se realiza una medida de la intensidad de senal ttH en el
canal 3¢ + O7,q de manera inclusiva, asi como diferencial. Para la medida
diferencial se definen tres parametros de interés, correspondientes a los rangos
pi [GeV] € [0,120), [120,200) y [200, o), también designados en el contexto
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del formalismo STXS como 01, Heir2 Y Metr 345, Tespectivamente.

Tanto en la medida inclusiva como en la diferencial, se realiza un ajuste de
maxima verosimilitud sobre el ntimero de sucesos observados en las regiones
de senal y control. Las Figuras R.10 y R.11 muestran la distribucién de los
observables tras el ajuste en las regiones de senal y control.

La intensidad de senal inclusiva medida es
pugn = 1,06705; = 1,06203) (est.) & 0,21 (sist.), (R.4)

de acuerdo con la prediccién del ME. La significancia de la sefial observada es
de 2,940. Los factores de normalizacién obtenidos para los principales procesos
de fondo se encuentran en acuerdo con las predicciones del ME. Asimismo, se
obtiene que el factor de normalizacién del proceso ttW es compatible, dentro
de las incertidumbres, con las ultimas medidas de seccién eficaz realizadas por
ATLAS [45] y CMS [46,47].

En el caso de la medida diferencial, se obtienen los siguientes resultados
para los tres pardmetros de interés:

1,01 0,93 0,30 /.
HitH,01 = O’GOJ—FO,% = 0760J:0,87 (eSt~)iro,31 (sist.),
pgn2 = 1,0257158 = 1,027 163 (est.) £ 0,74 (sist.), (R.5)
puerzas = 2217155 = 2,217 112 (est.) £ 0,69 (sist.),

también de acuerdo con las predicciones del ME.

Ambas medidas estdn dominadas por incertidumbres estadisticas. Las in-
certidumbres sistemdticas mas importantes estan asociadas a la modelizacion
de los procesos de senal y los principales fondos.

R.6.5 Combinacién de los canales multilepténicos

La medida de la produccién de ttH en el canal 3¢ + 07p,q se combina con los
otros cinco canales multilepténicos: 2055 + 0myhaq, 44, 2655 + 1mhad, 14+ 27Thag
y 2005 4 27h,q. Esta combinacion se realiza utilizando el conjunto completo de
datos del Run 2. Las regiones utilizadas en el andlisis estadistico se muestran
en las Figuras R.12, R.13 y R.14.

El resultado combinado de la medida inclusiva del factor de normalizacién
de la senal es g = 0,63f8ég, con una significancia observada (esperada) de
3,260 (4,910). Este resultado se muestra en la Figura R.15, junto con los resul-
tados para cada uno de los canales individualmente. La medida est4 dominada
por la incertidumbre estadistica de los datos. Las incertidumbres sisteméaticas
mas relevantes estan asociadas a la simulacién de la senal ttH. La mayoria de

los resultados individuales por canal son compatibles con las predicciones del
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Figura R.10: Comparacién entre los datos y las predicciones tras el ajuste en
las regiones BDT. Las bandas de error representan las incertidumbres totales
en las predicciones después del ajuste.
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Figura R.11: Comparacion entre los datos y las predicciones tras el ajuste en
las regiones no definidas a partir del BDT. Las bandas de error representan las
incertidumbres totales en las predicciones después del ajuste.
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Figura R.12: Comparacién entre los eventos observados y los predichos en to-
das las regiones utilizadas en el andlisis estadistico del canal 3¢ + 07,,q. Las
regiones de control mostradas en la figura superior son compartidas con el ca-
nal 255 + 0m,.q. La banda de incertidumbre incluye todas las incertidumbres
y sus correlaciones.
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ME, salvo el canal 255 + 17,4, en el que se observa un déficit de sucesos en
la regién més sensible.

Vs = 13 TeV, 140 fb’

— tot. ttH ML
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Figura R.15: Valores observados del factor de normalizacién de la senal ttH,
Wiy, v sus incertidumbres, mostrados por canal y de forma combinada. La
prediccion del ME corresponde a pzy = 1.

Ademads, también se ha llevado a cabo la combinacién de los seis canales
para la medida diferencial en funcién de pg , en el marco del formalismo STXS.
En particular, se definen tres pardmetros de interés: puzp 01, tezrr2 Y Hetr 3455
asociados a los intervalos de pff [0,120), [120,200) y [200,00) GeV, respecti-
vamente. Los resultados se muestran en la Figura R.16, son compatibles con
el ME y estdn dominados por la incertidumbre estadistica de los datos. Estos
resultados representan la primera medida diferencial de la produccién de ttH
en el canal multilepténico. Se espera que futuras combinaciones con otros mo-
dos de decaimiento del bosén de Higgs permitan mejorar aiin mas la precision
y sensibilidad de estas medida diferencial.

R.7 Busqueda de la asimetria de carga lepténica en
la produccién W

Esta seccién presenta la bisqueda de la asimetria de carga leptonica, Aé, en
la produccién ttW con estados finales de tres leptones cargados ligeros (3¢),
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Figura R.16: Valores observados de los tres parametros de interés y sus incer-
tidumbres para los canales individuales relevantes (3¢ + Ompaq, 2055 + 0Thaq,
10 4 2Thaq v 2008 + 27Th,q) v de forma combinada. En orden descendente:

HEH,01, HEH,2> Y HeEH 345, que corresponden a los intervalos i

[GeV] € [0,120),

[120,200), y [200, 00), respectivamente. La prediccién del ME corresponde a

pegr = 1.
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utilizando el conjunto completo de datos del Run 2 del experimento ATLAS
(luminosidad integrada de 140 fb~!). A continuacién, se describen la definicién
de las regiones de senal y control que permiten maximizar la sensibilidad al
proceso ttW y estimar los principales fondos, respectivamente. Posteriormen-
te, se presenta el algoritmo BDT empleado para identificar los dos leptones
procedentes del sistema tt. Dicho algoritmo es una pieza clave para la cons-
truccién del observable A|ny|. Finalmente, se expone la estrategia de extraccion
del parametro de interés Aé y los resultados del ajuste a datos. Cabe destacar
que este trabajo ha sido publicado en la Ref. [2].

R.7.1 Seleccién de sucesos

El analisis considera sucesos con tres leptones cargados ligeros. Dicha seleccion
reduce el fondo de manera importante, especialmente aquellos procesos origi-
nados por interacciones fuertes. Los tres leptones deben superar umbrales de
pr de 30, 20 y 15 GeV, respectivamente, lo que permite identificar al leptén
menos energético para su uso en la estimacién de fondos reducibles.

Para suprimir atin mas los fondos, se requiere que la suma de cargas de los
tres leptones sea +1 y que la masa invariante de cualquier par de leptones con

carga opuesta y mismo sabor (mKOESSF ) sea mayor de 30 GeV. En las regiones

de senal, ademas, se excluyen sucesos con m?ZSSF en el intervalo [mz — 10 GeV,

mz + 10 GeV].

Las regiones de senal se dividen en “lowNjets” (con 2-3 jets) y “highNjets”
(con al menos 4 jets), asi como en funcién del nimero de b-jets: con uno (“1b”) o
con méas de uno (“2b”). En total, se definen cuatro regiones de senal. Aquellas
con exactamente un b-jet deben cumplir E%liss > 50 GeV. Para extraer Aé,
cada region de senal se divide en dos subregiones segin el signo de Al|ny|, i.e.
An~ y AnT. La regién “SR-2b-lowNjets” resulta ser la mds sensible al proceso
ttw.

R.7.2 Estimacion de fondos

Los principales fondos tras la seleccién descrita son la produccién de ttZ (fon-
do irreducible) y sucesos con leptones falsos, procedentes de desintegraciones
de hadrones pesados o conversiones de fotén. Al igual que en el andlisis de
la produccién ttH presentado en la seccién anterior, estos fondos reducibles
provienen en su mayoria del proceso tt.

Para acotar la normalizacién de los fondos, se disenan cuatro regiones de
control:

e CR-ttZ: se requieren al menos 4 jets, de los cuales al menos 2 sean b-jets,
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y un par de leptones con m
la masa del bosén Z.

?ZSSF en una ventana de £10 GeV respecto de

e CR-HF. y CR-HF: definidas en funcién del sabor del leptén menos
energético, que debe no pasar los requisitos de identificacién lepténica
asociados a las regiones de senal, enriqueciendo asi la regién de control
con sucesos con un leptén falso.

e CR-v-conv: contiene sucesos con un electron compatible con proceder
de una conversién foténica (v* — ete™).

Estas regiones de control se dividen en An~ y An™, al igual que las regiones
de senal, para modelar adecuadamente las posibles asimetrias en los fondos.
La Figura R.17 muestra buen acuerdo entre datos y simulacién en las regiones
de control que entran en el ajuste de maxima verosimilitud.

R.7.3 Asociacién de leptones al sistema tt

Un reto importante es identificar cudles de los leptones provienen del par top-
antitop, ya que estos son los que definen el observable Al|rn,|. En sucesos de ttW
con tres leptones cargados, el leptén con carga opuesta proviene del sistema
tt, mientras que, de los dos leptones con la misma carga, uno procede del
sistema tt y otro del bosén W radiado inicialmente. Asfi, el problema se reduce
a identificar cual de los dos leptones de igual carga proviene del sistema tt.

Para resolverlo, se entrena un algoritmo BDT que, para cada suceso, asigna
un valor discriminante a cada leptén de igual carga. El leptén con mayor pun-
tuacién se utiliza para construir A|ny|. El entrenamiento emplea cinco variables
discriminantes: las masas invariantes de los sistemas formados por el lepton y
los dos b-jets mds cercanos (mgpo y mep1), las distancias angulares entre el
leptén y cada uno de esos b-jets (ARgpo v AR ), y el momento transversal del
lepton. Con esta configuracion, el BDT identifica correctamente el lepton que
procede del sistema tt en el 71 % de los casos. La variable mas discriminante
€S Mypo-

R.7.4 Fuentes de incertidumbre

Las predicciones de la senal ttW y de los fondos estan afectadas por diversas
fuentes de incertidumbre sistemdtica (experimentales y teéricas), comunes al
andlisis presentado en la seccién anterior y descritas en la Seccién R.6.3. Cada
incertidumbre se evalta individualmente y su efecto se propaga a la incerti-
dumbre final del pardmetro de interés, Aé. En este andlisis, la componente
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Figura R.17: Comparacion entre los datos y las predicciones tras el ajuste en
(a,b) CR-HF,, (c,d) CR-HF,, (e,f) CR-ttZ y (g) CR-v-conv. Las distribuciones
muestran el pp del leptén (electrén o muén) menos energético de los tres para
CR-HF. y CR-HF,, la suma del momento transversal de los jets (Hr) para CR-
ttZ, y el nimero total de sucesos para CR-y-conv. Las regiones estdn separadas
en Alng| <0 (An~) y Al > 0 (An™). Las bandas de error representan las
incertidumbres totales en las predicciones después del ajuste.
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estadistica domina claramente la incertidumbre total, como se muestra en la
siguiente seccién.

R.7.5 Resultados

La extraccion de Aé se realiza mediante un ajuste de maxima verosimilitud
sobre el niimero de sucesos observados en las regiones de senal y control. Se
definen factores de normalizacién separados en An~ y An' para la sefial y
cada fondo. En el caso de la senial, uno de ellos se reparametriza mediante la
ecuacién R.2 para que Aé sea un parametro de interés del ajuste i.e.

Nan- % (14 A§) Ngy,

NAn+: ¢ F
1_AC NSM

(R.6)

donde N+ y Na,- son los factores de normalizacién de la sefial en An*
y An~, respectivamente, y Ngy\; v NS‘LM son los numeros de sucesos de senal
esperados en An~ y An™, respectivamente.

La Figura R.18 muestra la distribucién del observable A|ny| en las regiones
de senal tras el ajuste, donde se observa un buen acuerdo entre datos y simu-
lacién. Asimismo, se obtiene que el factor de normalizacién del proceso ttW es
compatible, dentro de las incertidumbres, con las ultimas medidas de seccién
eficaz realizadas por ATLAS [45] y CMS [46,47].

El valor medido de la asimetria de carga leptonica es:
A&(HTW) = —0,12 4 0,14 (est.) + 0,05 (sist.),

dominado por la incertidumbre estadistica y consistente con la prediccién del
ME:
AE(HTW )vE = —0,084f8:88§ (escala) £ 0,006 (est. MC).

R.8 Conclusiones

Esta tesis ha contribuido al estudio de dos procesos relevantes del Modelo
Estéandar: la produccién de W y la produccién de ttH, ambos en estados fi-
nales con varios leptones cargados. Ambos anélisis se han basado en el conjunto
completo de datos del Run 2 registrados por el experimento ATLAS, con una
luminosidad integrada total de 140 fb—1.

Una condicién indispensable para llevar a cabo estas medidas con precisién
es disponer de una reconstruccién fiable de las trazas de particulas cargadas,
lo cual depende criticamente del correcto alineamiento del detector interno de
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Figura R.18: Comparacion entre los datos y las predicciones tras el ajuste en las
cuatro regiones de senal para Alng| <0 (An~) y Alng| > 0 (An™). Las bandas
de error representan las incertidumbres totales en las predicciones después del
ajuste.
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ATLAS. Como parte de esta tesis, se ha evaluado el rendimiento del procedi-
miento de alineamiento durante el Run 2 del LHC, caracterizando dos tipos de
distorsiones geométricas: el sesgo en la sagita y los sesgos en los parametros de
impacto dg y zg. Los resultados muestran que, tras el proceso de alineamien-
to, el sesgo en la sagita es despreciable en la regién central del detector y se
mantiene por debajo de 0.4 TeV~! en los extremos. Por otro lado, las diferen-
cias en dy y zg entre muones positivos y negativos se mantienen por debajo
de 0.33 pm y 5 pm, respectivamente, a lo largo de todo el periodo de toma de
datos. Estos resultados demuestran que el procedimiento de alineamiento del
Run 2 ha proporcionado una descripcién estable y precisa de la geometria del
detector, garantizando una reconstruccién fiable de las trazas.

En el caso del proceso ttW, se ha realizado por primera vez la medida de
la asimetria de carga leptonica Aé en el canal 3¢. Para ello, se ha hecho uso
de un algoritmo BDT que asocia a los leptones con su quark top progenitor,
permitiendo asi construir el observable Aln|. El valor medido de la asimetria
se obtuvo a través de un ajuste de maxima verosimilitud en las regiones de
control y sefial: A%, = —0,12 & 0,14 [2], en buen acuerdo con la prediccién del
ME y con el andlisis andlogo del experimento CMS [47]. Ademads, cabe destacar
que la medida esta claramente dominada por la incertidumbre estadistica.

Adicionalmente, se ha llevado a cabo la medida inclusiva y diferencial de la
produccién ttH en el canal 3¢+ 07p,q. Se ha entrenado un algoritmo BDT para
discriminar senal y fondo, y una GNN para reconstruir el momento transversal
del boson de Higgs. Asimismo, se ha realizado un ajuste de méxima verosimili-
tud para extraer los pardmetros de interés y las normalizaciones de los fondos
principales. La medida inclusiva de la intensidad de senal arrojé un valor de
1,06f8:§%, consistente con la prediccién del ME, y con una significancia obser-
vada de 2,940. La medida diferencial, realizada en el contexto del marco STXS,
obtuvo valores de pp 01 = O,GOfézgé, HefH2 = 1,()21??3 Y IMEH 345 = 2,212:22,
también en acuerdo con las predicciones del ME.

Finalmente, se ha llevado a cabo la combinacién de los seis canales mul-
tilepténicos de ttH (30 + OThad, 20SS + Omhaq, 44, 2SS + 1Thad, 104 2Thag ¥
2008 + 2Thaq). Esta combinacién ha permitido mejorar significativamente la
sensibilidad de la medida, tanto inclusiva como diferencial. La medida com-
binada del parametro de interés dio un valor de p;y = 0,63J_r8:§8, con una
significancia observada (esperada) de 3,260 (4,910). A pesar de que la medida
estd dominada por la estadistica de los datos, las incertidumbres sistemaéaticas
también tienen un papel relevante, destacando aquellas asociadas a la modeli-
zacién de la senal.

Ademss, se ha realizado por primera vez en el experimento ATLAS una me-
dida diferencial de ttH en el canal multilepténico, en funcién de pg , utilizando
los seis canales anteriormente mencionados. Se han definido tres parametros de
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interés asociados a los intervalos de pif—[0,120), [120,200) y [200,00) GeV—,
obteniendo valores de 0,77J_r8’ig, 0,0ng’g? y 1,26J_r8’g:1)), respectivamente, compa-
tibles con las predicciones teoricas del ME y dominados por la incertidumbre
estadistica de los datos.

Como ya se ha mencionado, tanto el andlisis de t1¥ como el de ttH estan
dominados por incertidumbres estadisticas. Las sistemdaticas maés relevantes
estan asociadas a la modelizacién de la senal y los principales procesos de
fondo. Los resultados obtenidos en este trabajo sientan las bases para futuros
andlisis de estados finales multilepténicos y para medidas ain mas precisas
durante el Run 3 y la era de alta luminosidad del LHC, con el objetivo de
seguir explorando el acoplamiento top-Higgs y posibles efectos de nueva fisica.
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