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Abstract

The results of a search for direct pair production of supersymmetric partners of the top
quark are reported using 20.3 fb−1 of integrated luminosity from LHC pp collisions at 8 TeV
collected by the ATLAS detector. Top squarks are searched for in events with two leptons
(electrons or muons) in the final state. No excess above the Standard Model expectation is
observed. Exclusion limits at 95% confidence level are placed on the mass of a top squark
decaying as t̃1 → χ̃±1 b → χ̃0

1W (∗)b, for several assumptions on the hierarchy of the chargino
χ̃±1 and the lightest neutralino masses. Additionally, exclusion limits are placed for the first
time on the mass of a top squark decaying directly via a three-body decay into Wbχ̃0

1.

c© Copyright 2013 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.



1 Introduction

Partners of the top quark are an ingredient of several models addressing the hierarchy problem [1–4] of
the Standard Model (SM). A boson partner would stabilize the Higgs boson mass against quadratically
divergent quantum corrections, provided its mass is close to the electroweak symmetry breaking energy
scale, making it accessible at the LHC [5]. One of these models is supersymmetry (SUSY) [6–14]
which naturally resolves the hierarchy problem by introducing supersymmetric partners of the known
bosons and fermions. In a generic R-parity conserving minimal supersymmetric extensions of the SM
(MSSM) [15–19] the scalar partners of right-handed and left-handed quarks, q̃R and q̃L, can mix to form
two mass eigenstates. The lightest of the two top squark (stop) eigenstates is denoted t̃1. Depending
on the assumptions made on the SUSY model and the mass hierarchy of the sparticles, the stop might
decay into a b-quark and a chargino, with a subsequent decay of the chargino into the lightest neutralino
via a W (∗) emission. If the chargino is heavier than the stop and m(W) + m(b) < m(t̃1) − m(χ̃0

1) < m(t),
the dominant decay mode is expected to be the three-body Wbχ̃0

1 decay. In both scenarios, the final
state from direct pair-production of top squarks has two W (∗) bosons, two b-quarks, and two neutralinos.
Depending on the decays of the two W(∗) bosons zero, one or two isolated charged leptons are produced.

In this note, a search for top squarks in events characterized by the presence of two isolated leptons
(e, µ) with opposite charge is reported. Significant missing transverse momentum, its magnitude referred
to as Emiss

T , is expected from the neutralinos χ̃0
1 (assumed to be the lightest supersymmetric particle and

stable) and neutrinos in the final state.
For these final state topologies, to separate the signal from the large SM background contributions

dominated by top quark pair and W boson pair production, the mT2 variable [20, 21] was chosen as
discriminating variable. It is defined as:

mT2(p`1
T ,p

`2
T ,p

miss
T ) = min

qT+rT=pmiss
T

{
max[ mT(p`1

T ,qT),mT(p`2
T , rT) ]

}
,

where mT indicates the transverse mass, p`1
T and p`2

T are the transverse momenta of the two leptons, and
qT and rT are vectors which satisfy qT + rT = pmiss

T . The minimization is performed over all the possible
decompositions of pmiss

T . The distribution of this variable for tt̄ events presents a sharp kinematic end-
point at the W boson mass [22, 23]. For stop pair production followed by t̃1 → χ̃±b → W(∗)χ̃0

1b the
kinematic limit is strongly correlated with the mass difference between the chargino and the neutralino,
allowing for a good discrimination from the background for mass differences between the chargino and
the neutralino larger than the W mass. For the direct three body decay, values of mT2 will have an end-
point correlated with the difference between the mass of the stop and the mass of the neutralino, but the
mT2 distribution will approach the kinematic limit with a much softer derivative than in the on-shell case.

The results are interpreted in various two-dimensional projections of a three-dimensional parameter
space defined by the masses of the stop, the chargino and the neutralino for the two-body decay chain,
while limits on the stop and neutralino masses are derived for the three-body decay.

A similar search for direct stop production has already been reported [24] based on the first 13 fb−1

of data collected by the ATLAS experiment in 2012. The present analysis is based on the full 2012 data,
corresponding to an integrated luminosity of 20.3 fb−1, and includes additional selections improving the
parameter space coverage of the search in regions where there is a significant mass difference between
stop and chargino. Previous ATLAS analyses using the 2011 data have placed exclusion limits on models
with a top squark mass lighter than the top quark, for the stop decay mode into the lightest chargino and
a b-jet [25,26] and on models with an heavier stop quark decaying into a top quark and a neutralino [27–
29]. Preliminary results on 2012 data placed further constraints on direct stop production assuming one
of these decay modes [30–32]. The present analysis extends the sensitivity in the m(t̃1),m(χ̃±1 ),m(χ̃0

1)
parameter space and investigates for the first time the three-body decay mode.
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2 The ATLAS detector

The ATLAS detector [33] consists of inner tracking devices surrounded by a superconducting solenoid,
electromagnetic and hadronic calorimeters and a muon spectrometer with a toroidal magnetic field. The
Inner Detector, in combination with the axial 2 T field from the solenoid, provides precision tracking
of charged particles for |η| < 2.51. It consists of a silicon pixel detector, a silicon strip detector and a
straw tube tracker that also provides transition radiation measurements for electron identification. The
calorimeter system covers the pseudorapidity range |η| < 4.9. It is composed of sampling calorimeters
with either liquid argon or scintillating tiles as the active media. The muon spectrometer has separate
trigger and high-precision tracking chambers which provide muon trigger and measurement capabilities
for |η| < 2.4 and |η| < 2.7, respectively.

3 Monte Carlo samples

Monte Carlo (MC) simulated event samples are used to estimate the signal yields and to describe all the
SM background processes leading to two prompt leptons. For the larger SM contributions, the shape
of distributions of kinematic variables is taken from simulation, while the normalization is determined
by measurements in appropriate control regions as described in Section 6. For the smaller backgrounds
with two prompt leptons and for signal both the normalization and shapes are taken from simulation.
Contributions from events where jets are misidentified as leptons or where leptons from a b-hadron or
c-hadron decay are selected, collectively referred to as fake leptons in the following, are estimated from
data as described in Section 6.

Top-quark pair production is simulated with powheg [34] interfaced to pythia [35] for the fragmenta-
tion and the hadronization processes. The top-quark mass is fixed at 172.5 GeV, and the next-to-leading-
order (NLO) parton distribution function (PDF) set CTEQ10 [36] is used. Additional samples are used
to estimate the event generator systematic uncertainties: a powheg sample interfaced with herwig [37]
and jimmy [38]; a sherpa [39] sample; two acermc [40] samples interfaced to pythia for fragmentation
and hadronization, where the parton shower parameters have been varied to produce additional radiation
consistent with the experimental uncertainty in the data [41]. Samples of Wt events2 are simulated with
mc@nlo [42, 43], interfaced with herwig for the fragmentation and the hadronization processes, includ-
ing jimmy for the underlying event description. Samples of tt̄Z and tt̄W production are generated with
madgraph [44] interfaced to pythia.

Samples of Z/γ? produced in association with jets are generated with sherpa using the PDF set
CT10 [45] while alpgen samples are used in the estimate of systematic uncertainties. Diboson samples
(WW, WZ, ZZ) are generated with powheg using the PDF set CT10. Additional samples generated with
sherpa are used for the evaluation of the event generator systematic uncertainties.

The background predictions are normalized to theoretical cross sections, calculated including higher-
order QCD corrections where available, and are compared to data in appropriate control regions. The in-
clusive cross section for Z+jets is calculated with DYNNLO [46] with the MSTW 2008 NNLO PDF [47].
Approximate NLO+NNLL (next-to-next-to-leading-logarithm) cross sections are used in the normaliza-
tion of the tt̄ [48] and Wt [49] samples. Cross sections calculated at NLO are used for the diboson
samples [42,50] and for the tt̄W and tt̄Z [51] samples. Table 1 summarizes the production cross sections
used in this analysis and their uncertainties.

1The pseudorapidity η is defined in terms of the angle θ with the beam pipe axis as η = − ln tan(θ/2)
2 s- and t-channel single top production samples have not been used since these processes do not produce two isolated

leptons in the final state and their contribution is included in the data-driven estimate of events with fake leptons described in
Section 6.
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Table 1: The most important SM background processes and their production cross sections. For tt̄ and
Z/γ?, the production cross section is multiplied by the branching ratio of the leptonic decays indicated in
the first column, where ` = e, µ, or τ. The last two columns give the perturbative order of the calculation
and the reference for it.

Physics process σ·BR [pb] Perturbative order Reference
Z/γ? → ``,m(``) > 40 GeV 1240 ± 60 DYNNLO [46]
tt̄ → ` + X 129+12

−13 NLO+NNLL [48]
Wt 22.4 ± 1.5 NLO+NNLL [49]
tt̄W 0.231 ± 0.046 NLO [51]
tt̄Z 0.206 ± 0.021 NLO [51]
WW 54.7 ± 3.3 NLO [42, 50]
WZ 33.3 ± 1.7 NLO [42, 50]
ZZ 11.2 ± 0.8 NLO [42, 50]

Signal samples with a top squark that decays with unit probability into χ̃±1 b are generated with mad-
graph v5.1.4.8 interfaced to pythia 6 [35] for the fragmentation and the hadronization processes. Signal
samples with a top squark which decays exclusively into χ̃0

1Wb are generated with Herwig++ [52].
Signal cross sections are calculated to NLO in perturbative QCD, including the resummation of soft

gluon emission at next-to-leading-logarithmic accuracy (NLO+NLL) [53–55], as described in Ref. [56].
For all simulations, the generator parameters have been tuned to ATLAS data [57,58] and generated

events have been processed through a detector simulation [59] based on geant4 [60], except for the
tt̄ powheg and signal samples which use fast detector simulation. Effects of multiple proton-proton
interactions in the same bunch crossing (pile-up) are included, with the samples re-weighted so that the
distribution of the average number of interactions per bunch crossing agrees with that in the data.

4 Physics object reconstruction

Proton-proton interaction vertex candidates are reconstructed using Inner Detector tracks. The vertex
with the highest sum of the p2

T of the associated tracks is defined as the primary vertex.
Jets are reconstructed from three-dimensional calorimeter energy clusters using the anti-kt jet algo-

rithm [61, 62] with a radius parameter of 0.4. The measured jet energy is corrected with a local cluster
calibration [63] to account for various effects of non-compensation, dead material and out-of-cluster en-
ergy deposits. Final jet energy scale corrections, and corrections for in-time and out-of-time pile-up are
also applied, as described in Ref. [64]. Only jet candidates with pT > 20 GeV, |η| < 2.5 are retained. Jet
candidates with 20 GeV < pT < 50 GeV and |η| < 2.4 are also required to have a “jet vertex fraction”
larger than 0.5. Based on tracking information this variable quantifies the fraction of the total momentum
of tracks associated to the jet that originates from the reconstructed primary vertex. This requirement
rejects jets originating from additional proton-proton interactions occurring in the same bunch crossing.
Events with jets failing the jet quality criteria designed to reject noise and non-collision backgrounds [64]
are vetoed.

Electron candidates are required to have pT > 10 GeV, |η| < 2.47 and to satisfy “medium” elec-
tromagnetic shower shape and track selection quality criteria [65]. These preselected electrons are then
required to pass “tight” quality criteria [65] which place additional requirements on the ratio of calori-
metric energy to track momentum, and on the fraction of hits in the straw tube tracker required to pass
a higher threshold for transition radiation. The electron candidates are then required to be isolated: the
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scalar sum, ΣpT, of the pT of Inner Detector tracks with pT > 1 GeV, not including the electron track,
within a cone in the η − φ plane of radius ∆R =

√
∆η2 + ∆φ2 = 0.2 around the electron candidate, must

be less than 10% of the electron pT.
Muon candidates are reconstructed using either a full muon spectrometer track matched to an Inner

Detector track, or a muon spectrometer segment matched to an extrapolated Inner Detector track [66].
They must be reconstructed with sufficient hits in the pixel, strip and straw tube detectors. They are
required to have pT > 10 GeV, |η| < 2.4 and must have longitudinal and transverse impact parameters
within 1 mm and 0.2 mm of the primary vertex, respectively. Such preselected candidates are then
required to have ΣpT < 1.8 GeV, defined in analogy to the electron case.

Following the object reconstruction described above, overlaps between jet, electron and muon can-
didates are resolved as follows: any jet within ∆R = 0.2 of preselected electrons is discarded; electrons
or muons within ∆R = 0.4 of any remaining jet are discarded to reject leptons from the decay of a b- or
c-hadron.

The measurement of Emiss
T is based on the transverse momenta of all jets and lepton candidates and

all calorimeter clusters not associated to these objects [67]. The unassociated clusters are calibrated at
the electromagnetic scale.

5 Event selection

This search uses proton-proton collisions recorded at a centre-of-mass energy of 8 TeV. Data were col-
lected based on the decision of a three-level trigger system. Events are accepted if they passed either
a single-electron, a single-muon, a double-electron, a double-muon, or an electron-muon trigger. The
trigger efficiency exceeds 99% for the events passing the full selection described below. After beam,
detector and data quality requirements, a total integrated luminosity of 20.3 fb−1 is used.

Events are required to have exactly two opposite-sign (OS) leptons (electrons or muons). At least
one electron or muon must have a momentum larger than 25 GeV, in order to be in the trigger efficiency
plateau regions described above, and the invariant mass of the two leptons is required to be larger than
20 GeV. If the event contains a third preselected electron or muon, the event is rejected. In order to
reduce the number of background events containing two leptons produced by the on-shell decay of the
Z boson, the invariant mass of the same-flavour lepton pairs is required to be outside the 71 − 111 GeV
range.

Two additional selections are applied to reduce the number of background events with high mT2
arising from events with large Emiss

T due to mismeasured jets: ∆φb < 1.5 and ∆φ > 1. The quantity ∆φb

is the azimuthal angle between the pmiss
T vector and the p``Tb = pmiss

T + p`1
T + p`2

T vector, introduced in
Ref. [68]. The p``Tb variable, with magnitude p``Tb, is the opposite of the vector sum of all the transverse
hadronic activity in the event. For WW and tt̄ backgrounds it measures the transverse boost of the WW
system, and for the signal the transverse boost of the chargino-chargino system. The ∆φ variable is the
azimuthal angle difference between the pmiss

T vector and the direction of the closest jet.
After these selections the background is dominated by tt̄ events for different-flavour (DF) lepton

pairs, and Z/γ?+jets for same-flavour (SF) lepton pairs. The mT2 distribution for Z/γ?+jets background
is, however, steeply falling and by requiring mT2 > 40 GeV, the tt̄ becomes the dominant background in
the SF sample as well.

Four signal regions (SRs) are then defined, with different selections on mT2 and on the transverse
momenta of the two leading jets, as reported in Table 2. SR M90 has the loosest selection, requiring
mT2 > 90 GeV and no additional requirements on jets. It provides sensitivity to scenarios with a small
difference between the masses of the top squark and the chargino, so that the production of high pT jets
is not expected. SR M110 and M120 have a loose selection on jets, requiring two jets with pT > 20 GeV,
and they require mT2 to be larger than 110 GeV and 120 GeV, respectively. They provide sensitivity to
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scenarios with small to moderate values of m(t̃1) − m(χ̃±1 ) resulting in moderate jet activity 3. SR M100
has tighter jet selections, and provides sensitivity to scenarios with both large m(t̃1) − m(χ̃±1 ) and large
m(χ̃±1 ) − m(χ̃0

1).

SR M90 M100 M110 M120
pT leading lepton > 25 GeV
∆φ(Emiss

T , closest jet) > 1.0
∆φ(Emiss

T , p``Tb) < 1.5
mT2 > 90 GeV > 100 GeV > 110 GeV > 120 GeV
pT leading jet no selection > 100 GeV > 20 GeV > 20 GeV
pT second jet no selection > 50 GeV > 20 GeV > 20 GeV

Table 2: Signal regions used in the analysis.

6 Background estimation

The dominant SM background contributions to the SR are top and W pair production. Other diboson
processes are also expected to contribute significantly: WZ in its 3-lepton decay mode, and ZZ decaying
to two leptons and two neutrinos. These backgrounds are evaluated defining three control regions (CR)
and using MC simulation to extrapolate the rate measured in the CRs to the expected background yield
in the SRs. The three control regions are defined as:

• CRT, defined by DF events with 40 GeV < mT2 < 80 GeV, and p``Tb > 30 GeV, and passing all the
SR selections on other variables. These regions are populated mostly by tt̄ events.

• CRW, defined by DF events with 40 GeV < mT2 < 80 GeV, p``Tb < 15 GeV, ∆φ > 1.0 and
∆φb < 1.5. The same control region is used for all SRs. This region is populated mostly by WW
events.

• CRZ, defined by SF events with an invariant mass in the 71 − 111 GeV range, mT2 > 90 GeV,
∆φ > 1.0 and ∆φb < 1.5. This region is populated mostly by WZ and ZZ events.

For each SR there is a corresponding CRT, except for SR M110 and M120 for which the control
region is the same. CRW and CRZ are instead in common for all SRs4.
With this approach, the ratio of events for each of the background sources in the CRs and SRs is taken
from MC, and the normalisation from data. Systematic uncertainties in the MC simulation affect the ratio
of the expected yields in the different regions and are taken into account to determine the uncertainty on
the background prediction. For each SR, the evaluation is performed by means of a likelihood fit with
the observed events in the three CRs as constraints, and the normalisation terms for each of the three
backgrounds (tt̄, WW, and the sum of WZ and ZZ) as free parameters.The systematic uncertainties are
described by nuisance parameters, but are not constrained by the fit. Each uncertainty source is described
by a single nuisance parameter, and all correlations between background processes and selections are
taken into account. The list of systematic uncertainties considered is described in the next section.

3An explicit requirement that b-tagged jets were present was considered but found not to increase the sensitivity. While it
reduces the diboson background component, it is less effective to reject background from top pair production and reduces the
signal acceptance.

4The possibility to use a dedicated CRW and CRZ for each SR was considered but found to be impractical, because adding
jet selections to CRW lowers the purity of the targeted background process while adding the jet selection to CRZ results in an
increased statistical uncertainty.
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Table 3: Results of the background determination from fits for the various control regions using the
selection cuts for the M90 signal region. CRTM90, CRW and CRZ are the tt̄, WW, and WZ + ZZ control
regions, respectively. The estimated numbers for the validation regions VRSF and VRDF, defined as
those events with 80 GeV < mT2 < 90 GeV and passing all other signal region selections (see text), are
also given. The total expected background is computed using the normalizations from the fit and it is
constrained to be equal to the observed number of events in the control regions. Nominal background
expectations (normalized to the theoretical cross section) are given for comparison for these backgrounds
(top and vector boson pair production) which are normalized to data. Combined statistical, experimental
and theoretical systematic uncertainties are indicated. Events with fake leptons are estimated with the
data-driven technique described in Section 6. A horizontal dash indicates a negligible contribution.

Process CRTM90 CRW CRZ VRSF VRDF
Observed events 11615 854 169 478 603
Expected bkg events 11615 ± 110 854 ± 27 169 ± 13 450 ± 50 600 ± 40
Fitted tt̄ events 8300 ± 400 142 ± 26 27 ± 6 300 ± 40 410 ± 30
Fitted WW events 1500 ± 290 580 ± 40 9.7 ± 2.0 87 ± 17 108 ± 21
Fitted WZ,ZZ events 60 ± 9 13 ± 4 112 ± 15 5.7 ± 1.4 2.3 ± 1.7
Expected Z+jets events 26 ± 27 0.7 ± 0.8 17 ± 7 4 ± 6 -
Expected tt̄V events 10 ± 3 - 0.6 ± 0.2 0.5 ± 0.2 0.8 ± 0.3
Expected Wt events 1050 ± 80 34 ± 7 1.6 ± 1.1 39 ± 7 54 ± 9
Events with fake leptons 710 ± 220 82 ± 17 - 11 ± 7 18 ± 8
Fit input, expectation tt̄ 8100 ± 1000 138 ± 25 27 ± 9 290 ± 50 400 ± 60
Fit input, expectation WW 1160 ± 120 450 ± 60 7.5 ± 1.1 67 ± 7 83 ± 8
Fit input, expectation WZ,ZZ 67 ± 9 15 ± 7 125 ± 26 6.3 ± 2.5 2.6 ± 1.4
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Table 4: Results of the background determination from fits for the various control regions using the
selection cuts for the M100 signal region. CRTM100, CRW and CRZ are the tt̄, WW, and WZ + ZZ
control regions, respectively. The estimated numbers for the validation regions VRSF and VRDF, defined
as those events with 80 GeV < mT2 < 90 GeV and passing all other signal region selections (see text),
are also given. The total expected background is computed using the normalizations from the fit and it
is constrained to be equal to the observed number of events in the control regions. Nominal background
expectations (normalized to the theoretical cross section) are given for comparison for these backgrounds
(top and vector boson pair production) which are normalized to data. Combined statistical, experimental
and theoretical systematic uncertainties are indicated. Events with fake leptons are estimated with the
data-driven technique described in Section 6. A horizontal dash indicates a negligible contribution.

Process CRTM100 CRW CRZ VRSF VRDF
Observed events 1322 854 169 60 66
Total expected bkg events 1322 ± 38 854 ± 27 169 ± 12 48 ± 10 62 ± 9
Fitted tt̄ events 1180 ± 40 150 ± 40 29 ± 8 41 ± 10 57 ± 8
Fitted WW events 37 ± 11 580 ± 50 10 ± 2 1.3 ± 0.6 1.6 ± 0.9
Fitted WZ,ZZ events 1.3 ± 0.7 13 ± 4 112 ± 19 0.1 ± 0.1 0.1 ± 0.2
Expected Z+jets events 0.9 ± 1.1 0.7 ± 0.8 17 ± 7 0.3 ± 0.5 -
Expected tt̄V events 3.9 ± 1.2 - 0.6 ± 0.2 0.16 ± 0.08 0.3 ± 0.1
Expected Wt events 60 ± 10 34 ± 7 1.6 ± 1.1 2.1 ± 1.5 1.4 ± 2.4
Expected events with fake leptons 42 ± 19 82 ± 18 - 3.0 ± 2.1 1.3 ± 0.8
Fit input, expectation tt̄ 1090 ± 190 138 ± 25 27 ± 9 38 ± 12 53 ± 14
Fit input, expectation WW 29 ± 9 450 ± 60 7.7 ± 1.1 1.0 ± 0.8 1.3 ± 1.1
Fit input, expectation WZ,ZZ 1.5 ± 1.6 15 ± 7 125 ± 26 0.1 ± 0.1 0.1 ± 0.2
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Table 5: Results of the background determination from fits for the various control regions using the selec-
tion cuts for the M110 and M120 signal regions. CRTM110, CRW and CRZ are the tt̄, WW, and WZ+ZZ
control regions, respectively. The estimated numbers for the validation regions VRSF and VRDF, defined
as those events with 80 GeV < mT2 < 90 GeV and passing all other signal region selections (see text),
are also given. The total expected background is computed using the normalizations from the fit and it
is constrained to be equal to the observed number of events in the control regions. Nominal background
expectations (normalized to the theoretical cross section) are given for comparison for these backgrounds
(top and vector boson pair production) which are normalized to data. Combined statistical, experimental
and theoretical systematic uncertainties are indicated. Events with fake leptons are estimated with the
data-driven technique described in Section 6. A horizontal dash indicates a negligible contribution.

Process CRTM110 CRW CRZ VRSF VRDF
Observed events 7872 854 169 306 370
Expected total bkg events 7872 ± 90 854 ± 29 169 ± 12 270 ± 30 370 ± 30
Fitted tt̄ events 6910 ± 120 153 ± 15 30 ± 7 240 ± 30 330 ± 30
Fitted WW events 270 ± 30 570 ± 30 10.2 ± 2.1 11 ± 2 13 ± 3
Fitted WZ,ZZ events 12 ± 2 13 ± 3 110 ± 15 1.1 ± 0.4 0.2 ± 0.2
Expected Z+jets events 3.5 ± 1.1 0.7 ± 0.8 17 ± 7 1.2 ± 1.1 -
Expected tt̄V events 9.7 ± 2.3 - 0.6 ± 0.2 0.42 ± 0.16 0.7 ± 0.2
Expected Wt events 420 ± 30 34 ± 7 1.6 ± 1.1 12 ± 4 18 ± 4
Events with fake leptons 250 ± 100 82 ± 18 - 5 ± 4 9 ± 4
Fit input, expectation tt̄ 6200 ± 700 138 ± 25 27 ± 9 210 ± 40 290 ± 50
Fit input, expectation WW 220 ± 30 450 ± 60 7.5 ± 1.1 8.8 ± 1.2 10 ± 3
Fit input, expectation WZ,ZZ 14 ± 4 15 ± 7 125 ± 26 1.2 ± 0.4 0.3 ± 0.3
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Additional SM processes yielding two isolated leptons and Emiss
T (Wt, Z+jets, tt̄W and tt̄Z), and

providing a sub-dominant contribution to the SRs are determined from MC simulation.
The fake lepton background consists of semi-leptonic tt̄, s-channel and t-channel single top, W+jets

and light- and heavy-flavour multijet events. The contribution from this background is small (less than
10% of the total background). It is estimated from data with a method similar to that described in
Refs. [69, 70]. Two types of lepton identification criteria are defined for this evaluation: “tight”, corre-
sponding to the full set of identification criteria described above, and “loose”, corresponding to prese-
lected electrons and muons. The method counts the number of observed events containing loose-loose,
loose-tight, tight-loose and tight-tight lepton pairs in a given SR (loose-tight refers to events with the
highest pT lepton being loose and the lower pT one being tight, and tight-loose to the opposite).The
probability for real leptons passing the loose selection criteria to also pass the tight selection is measured
using a Z → `` (` = e, µ) sample. The equivalent probability for fake leptons is measured from multijet-
enriched control samples. The number of events containing a contribution from one or two fake leptons
is calculated from these probabilities.

The result of the background fit as well as the expected background composition before the fit are
reported in Tables 3-5. To verify the extrapolation procedure, the predicted background is compared to
the observed rate for events in validation regions VRSF and VRDF, defined as the SF and DF events
respectively, which pass all the signal region cuts but with 80 GeV < mT2 < 90 GeV. The results are
reported in the last two columns of Tables 3-5. In all the six validation regions, the observed numbers
of events are in agreement with the predicted event yields, the largest discrepancy being 1.1 standard
deviations.

Figure 1 shows the p``Tb distribution for DF events with 40 GeV < mT2 < 80 GeV, ∆φ > 1.0 and
∆φb < 1.5. The range p``Tb < 15 GeV corresponds to the WW CR while the events with p``Tb > 30 GeV
are those entering in CRTM90. Here the background predictions are estimated from the MC simulation
before applying the normalizations from the background fit, with the exception of the events with fake
leptons which are estimated from data as described above. The figure shows a reasonable agreement
between the data and the predictions from the MC simulation for this distribution; the excess of about
20% observed in the data for low values of p``Tb is compensated by the background fit by increasing the
WW normalization, as can be seen by comparing the fit input and fitted WW yields in Table 3.

Figure 2 shows the mT2 distribution for SF events with p``Tb < 15 GeV, ∆φ > 1.0 and ∆φb < 1.5 and
invariant mass within 20 GeV of the Z boson mass. The events with mT2 > 90 GeV in the figure are
those entering CRZ. The data are in good agreement with the background expectations for all values of
mT2.

7 Systematic Uncertainties

Various systematic uncertainties affecting the predicted background rates in the signal regions are con-
sidered. Such uncertainties are either used directly in the evaluation of the predicted background in the
SR when the background is derived by MC, or to compute the uncertainty on the ratio of the expected
events in the CRs and SRs and propagate it to the predicted event yields in the SR when the background
normalization is constrained from the CR. The following experimental systematic uncertainties are found
to be non-negligible:

Jet energy scale and resolution: the uncertainty on the jet energy scale (JES) has been derived using
a combination of MC simulation and data [64] and varies as a function of the jet pT and pseudorapidity.
Additional systematic uncertainties arise from the dependence of the jet response on the number of
interactions per bunch crossing and on the jet flavour. The components of the jet energy scale uncertainty
are varied by ±1σ in the MC simulation and propagated to the expected event yield. Uncertainties related
to the jet energy resolution (JER) are obtained with an in situ measurement of the jet response asymmetry
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Figure 1: Distribution of p``Tb for DF events with 40 GeV < mT2 < 80 GeV, ∆φ > 1.0 and ∆φb < 1.5.
The contributions from all SM backgrounds are shown; the bands represent the total uncertainty. The
components labelled “fake lepton” are estimated from data as described in the text; the other backgrounds
are estimated from MC simulation.The expected distribution for two signal models is also shown: the
full line corresponds to a model with m(t̃1)=150 GeV, m(χ̃±1 )=120 GeVand m(χ̃0

1)=1 GeV; the dashed
line to a model with m(t̃1) = 400 GeV, m(χ̃±1 ) = 250 GeV and m(χ̃0

1)=1 GeV.

in dijet events [71]. Their impact on the event yields is estimated by applying an additional smearing
to the jet transverse momenta in the MC simulation. The JES and JER variations applied to jets are
propagated to the Emiss

T .
Calorimeter cluster energy scale, resolution and pile-up modelling: the uncertainties related to

the contribution to Emiss
T from the energy scale and resolution of the calorimeter cells not associated to

electrons, muons or jets, and also from low momentum (7 GeV < pT < 25 GeV) jets, as well as the
uncertainty due to the modelling of pile-up have been evaluated as described in Ref. [67].

Fake-lepton background uncertainties: an uncertainty on the fake background is assigned from
the statistics of the control samples used to measure the probabilities to pass the tight selection, from the
comparison of results obtained with these probabilities computed with alternative control samples, and
from the number of events of the loose and tight event samples.

The uncertainties in the lepton reconstruction efficiency and in the trigger modelling have a negligible
impact on the analysis. A ±2.8% uncertainty on the luminosity determination was measured using tech-
niques similar to that described in Ref. [72] from a preliminary calibration of the luminosity scale derived
from beam-separation scans performed in November 2012. It is included for all signal and background
MC simulations.

The leading theoretical uncertainties are due to the modelling of the diboson background, evaluated
comparing the predictions of Sherpa and Powheg, and of the top pair background, evaluated comparing
the predictions of Powheg and Sherpa for the matrix element calculation, the predictions of Pythia and
Herwig for the parton showering and hadronization, and the predictions of two AcerMC samples with
different tunings for the uncertainties related to the amount of initial and final state radiation.

Other significant sources of uncertainty are the limited number of events in the CRs and MC simula-
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Figure 2: Distribution of mT2 for SF events with a di-lepton invariant mass in the 71-111 GeV range,
∆φ > 1.0 and ∆φb < 1.5. The contributions from all SM backgrounds are shown; the bands represent
the total uncertainty. The components labelled “fake lepton” are estimated from data as described in the
text; the other backgrounds are estimated from MC simulation.The expected distribution for two signal
models is also shown: the full line corresponds to a model with m(t̃1)=150 GeV, m(χ̃±1 )=120 GeVand
m(χ̃0

1)=1 GeV; the dashed line to a model with m(t̃1) = 400 GeV, m(χ̃±1 ) = 250 GeV and m(χ̃0
1)=1 GeV.

tion samples.
A summary of the uncertainties on the total expected background is given in Table 6. The row

labelled “samples size” includes the effects of the limited number of data events in the CRs and the
limited number of MC simulated events.

Table 6: Systematic uncertainties for the four signal regions: the variations in the predicted background
yield are quoted. It should be noted that the individual uncertainties can be correlated.

M90 M100 M110 M120
jet energy scale and resolution 6% 22% 7% 5%
cluster energy scale and resolution 5% 24% 5% 5%
pile-up 6% 6% 3% 7%
diboson generator 3% 4% 8% 14%
top generator 3% 6% 11% 5%
top ISR/FSR 2% 6% 1% 5%
top parton shower 4% 19% 27% 7%
samples size 3% 17% 11% 19%
tt̄ normalization 3% 4% 1% 0%
WW normalization 4% 2% 2% 2%
WZ/ZZ normalization 1% 0% 1% 2%
Fake-lepton uncertainties 2% 0% 1% 2%
Total uncertainty 12% 46% 35% 28%

11



Experimental systematic uncertainties are also evaluated for the expected signal yields.
The uncertainty on the signal cross section predictions is calculated with an envelope of cross section

values which is defined using the 68% confidence level (CL) ranges of the CTEQ [73] (including the αs

uncertainty) and MSTW [47] PDF sets, together with variations of the factorization and renormalization
scales by factors of two or one half. The nominal cross section value is taken to be the midpoint of the
envelope and the uncertainty assigned is half the full width of the envelope, using the procedure described
in Ref. [56]. The typical cross section uncertainty is ±15% for the top squark signal.

8 Results

Figure 3 shows the distributions of the mT2 variable after applying all the selection criteria of SR M90
except that on mT2. The components labelled “fake lepton” are estimated from data as described in
Section 6; the other backgrounds are estimated from MC simulation with normalizations measured in
CRs described in Section 6 for tt̄ and diboson backgrounds. For illustration, the distributions for two
signal models are also shown. The equivalent distributions for SR M100 and M110/120 are shown in
Figs. 4 and 5, respectively. The data agree with the SM background expectation within uncertainties.

Table 7 shows the expected numbers of events in the four SRs for each background source and the
observed numbers of events. The sum of events in the same and opposite flavour channel is reported.
No excess of events is observed in data. Limits at 95% CL are derived on the visible new physics cross
section σvis = σ × ε × A, where σ is the total production cross section for a non-SM signal, A is the
acceptance defined by the fraction of events passing the geometric and kinematic selections at particle
level, and ε is the detector reconstruction, identification and trigger efficiency. This limit assumes that
the new physics does not contaminate the CRs. Limits are set using the confidence level (CLs) likelihood
ratio prescription as described in Ref. [74]. Systematic uncertainties are included in the likelihood func-
tion as nuisance parameters with a Gaussian probability density function. All uncertainties previously
described are taken into account, as well as those due to the detector response and the integrated luminos-
ity. The detector response uncertainty on the signal yield are typically between ±5% and ±20%, while
the theoretical uncertainty is about ±15%. For low stop mass, the MC statistics becomes the dominant
uncertainty in the tighter SR (M100, M110, M120). For each signal hypothesis, the fit of the top pair and
boson pair normalization is re-done taking into account the signal contamination in the control regions.

The results obtained are used to derive limits on the mass of a pair-produced scalar top t̃1 decaying
with 100% branching ratio into the lightest chargino and a b-quark. For each point the SR giving the best
expected sensitivity is used to set the limits. The sensitivity of this search depends on three parameters,
namely the scalar top, lightest chargino and neutralino masses. Two-dimentional slices are made to
quantify the exclusion limits on these parameters: in the stop–chargino mass plane for a neutralino with
a mass of 1 GeV (Fig. 6); in the stop–neutralino mass plane for a fixed value of m(t̃) − m(χ̃±1 ) = 10 GeV
(Fig. 7); in the chargino–neutralino mass plane for a fixed 300 GeV stop quark mass (Fig. 8); in the
stop–neutralino mass plane for m(χ̃±1 ) = 2m(χ̃0

1) (Fig. 9); and in the stop–neutralino mass plane for a
fixed 150 GeV chargino mass (Fig. 10).

A scalar top quark of mass between 150 and 442 GeV is excluded at 95% CL for a neutralino with a
mass of 1 GeV and approximately degenerate chargino and scalar top quark masses. For a neutralino and
a chargino with masses of 1 GeV and 200 GeV, respectively, the 95% CL exclusion range on the scalar
top quark mass is 200 − 420 GeV.

In Figure 11 the limits on the mass of a top squark decaying with 100% branching ratio to bWχ̃0
1

are reported in the plane defined by the scalar top and neutralino masses. For a value of m(t̃1) − m(χ̃0
1)

equal to 90 GeV, 130 GeV, and 160 GeV top squark masses lower than 155 GeV, 220 GeV, and 200 GeV,
respectively, are excluded. The sensitivity of the analysis is best for intermediate values of m(t̃1)−m(χ̃0

1)
and decreases approaching either the lower (m(t̃1)−m(χ̃0

1) = m(W)+m(b)) or upper (m(t̃1)−m(χ̃0
1) = m(t))

12
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Figure 3: Distributions of mT2 for events passing all the signal candidate selection requirements, ex-
cept that on mT2, of the M90 selection, for (a) SF and (b) DF events. The contributions from all SM
backgrounds are shown; the bands represent the total uncertainty. The components labelled “fake lep-
ton” are estimated from data as described in the text; the other backgrounds are estimated from MC
simulation with normalizations measured in control regions described in Section 6 for tt̄ and diboson
backgrounds.The expected distributions for two signal models are also shown: the full line corresponds
to a model with m(t̃1)=150 GeV, m(χ̃±1 )=120 GeV and m(χ̃0

1)=1 GeV; the dashed line to a model with
m(t̃1) = 400 GeV, m(χ̃±1 ) = 250 GeV and m(χ̃0

1)=1 GeV.

kinematic limits. In both cases this is due to a decrease of the acceptance of the mT2 cut. For low values
of m(t̃1) − m(χ̃0

1) this is due to the decrease of the kinematic endpoint for this variable at truth level. For
high values of m(t̃1) − m(χ̃0

1) the endpoint increases but kinematic configurations with mT2 close to the
endpoint are strongly disfavored by the top quark propagator, which enhances kinematic configurations
with high Wb invariant mass and low χ̃0

1 momenta.
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Figure 4: Distributions of mT2 for events passing all the signal candidate selection requirements, ex-
cept that on mT2, of the M100 selection, for (a) SF and (b) DF events. The contributions from all SM
backgrounds are shown; the bands represent the total uncertainty. The components labelled “fake lep-
ton” are estimated from data as described in the text; the other backgrounds are estimated from MC
simulation with normalizations measured in control regions described in Section 6 for tt̄ and diboson
backgrounds.The expected distributions for two signal models are also shown: the full line corresponds
to a model with m(t̃1)=150 GeV, m(χ̃±1 )=120 GeV and m(χ̃0

1)=1 GeV; the dashed line to a model with
m(t̃1) = 400 GeV, m(χ̃±1 ) = 250 GeV and m(χ̃0

1)=1 GeV.
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Figure 5: Distributions of mT2 for events passing all the signal candidate selection requirements, except
that on mT2, of the M110 and M120 selections, for (a) SF and (b) DF events. The contributions from all
SM backgrounds are shown; the bands represent the total uncertainty. The components labelled “fake
lepton” are estimated from data as described in the text; the other backgrounds are estimated from MC
simulation with normalizations measured in control regions described in Section 6 for tt̄ and diboson
backgrounds.The expected distributions for two signal models are also shown: the full line corresponds
to a model with m(t̃1)=150 GeV, m(χ̃±1 ) = 120 GeV and m(χ̃0

1)=1 GeV; the dashed line to a model with
m(t̃1) = 400 GeV, m(χ̃±1 ) = 250 GeV and m(χ̃0

1)=1 GeV.
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Table 7: Numbers of events observed in 20.3 fb−1 of data at 8 TeV centre-of-mass energy, in the M90,
M100, M110, and M120 signal regions, compared with background expectations obtained from the fits
described in the text. The expectations (normalised to theoretical cross-sections) are given for compar-
ison for those backgrounds (top and boson pair production) which are normalized to data. Combined
statistical, experimental and theoretical systematic uncertainties are indicated.

Process M90 M100 M110 M120
Observed events 260 3 7 3
Total expected bkg events 300 ± 40 4.8 ± 2.2 11 ± 4 4.3 ± 1.3
Fitted tt̄ events 181 ± 25 3.2 ± 2.0 5.1 ± 3.4 0.8 ± 0.7
Fitted WW events 71 ± 17 0.9 ± 0.4 3.1 ± 0.9 2.0 ± 0.7
Fitted WZ − ZZ events 12 ± 2 0.18 ± 0.13 0.9 ± 0.4 0.7 ± 0.3
Expected Z+jets 2.9 ± 1.4 0.2 ± 0.2 0.08 ± 0.13 0.05 ± 0.06
Expected tt̄V events 1.7 ± 0.5 0.3 ± 0.1 0.5 ± 0.2 0.35 ± 0.11
Expected Wt events 20 ± 7 - - -
Events with fake leptons 14 ± 8 - 0.8 ± 0.5 0.5 ± 0.4
Signal, m(t̃1, χ̃±1 , χ̃

0
1) = (150,120,1) GeV 610 ± 110 2.6 ± 1.9 10 ± 6 5 ± 3

Signal, m(t̃1, χ̃±1 , χ̃
0
1) = (400,250,1) GeV 21 ± 4 8.1 ± 1.5 11.1 ± 2.2 7.6 ± 1.5

Fit inputs, expected tt̄ events 180 ± 30 3.0 ± 2.0 4.5 ± 3.5 0.7 ± 0.8
Fit inputs, expected WW events 55 ± 9 0.7 ± 0.3 2.5 ± 0.8 1.6 ± 0.7
Fit inputs, expected WZ − ZZ events 13 ± 4 0.2 ± 0.4 1.0 ± 0.7 0.8 ± 0.4
95% CL limit on σobs

vis [fb] 2.5 0.27 0.40 0.23
95% CL limit on σexp

vis [fb] 3.5 0.30 0.42 0.27
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Figure 6: Exclusion limits at 95% CL from the analysis of 20.3 fb−1 of 8 TeV collision data on the
masses of the stop and χ̃±1 , for a χ̃0

1 with a mass of 1 GeV and assuming BR(t̃1 → bχ̃±1 ) = 1. The dashed
line and the shaded band are the expected limit and its ±1σ uncertainty, respectively. The thick solid line
is the observed limit for the central value of the signal cross section. The expected and observed limits
do not include the effect of the theoretical uncertainties on the signal cross section. The dotted lines
show the effect on the observed limit when varying the signal cross section by ±1σ of the theoretical
uncertainty. The expected limit from the previous search, based on an integrated luminosity of 13 fb−1,
in the two-lepton (2L) channel [24] is also shown.
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Figure 7: Exclusion limits at 95% CL from the analysis of 20.3 fb−1 of 8 TeV collision data on the masses
of the stop and χ̃0

1, for a fixed m(t̃1) − m(χ̃±1 ) = 10 GeV and assuming BR(t̃1 → bχ̃±1 ) = 1. The dashed
line and the shaded band are the expected limit and its ±1σ uncertainty, respectively. The thick solid line
is the observed limit for the central value of the signal cross section. The expected and observed limits
do not include the effect of the theoretical uncertainties on the signal cross section. The dotted lines
show the effect on the observed limit when varying the signal cross section by ±1σ of the theoretical
uncertainty. The expected limit from the previous preliminary search, based on an integrated luminosity
of 13 fb−1, in the two-lepton (2L) channel [24] is also reported.
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Figure 8: Exclusion limits at 95% CL from the analysis of 20.3 fb−1 of 8 TeV collision data on the masses
of the chargino and neutralino, for a stop with a mass of 300 GeV and assuming BR(t̃1 → bχ̃±1 ) = 1.
The dashed line and the shaded band are the expected limit and its ±1σ uncertainty, respectively. The
thick solid line is the observed limit for the central value of the signal cross section. The expected and
observed limits do not include the effect of the theoretical uncertainties on the signal cross section. The
dotted lines show the effect on the observed limit when varying the signal cross section by ±1σ of the
theoretical uncertainty. The expected limit from the previous preliminary search, based on an integrated
luminosity of 13 fb−1, in the two-lepton (2L) channel [24] is also reported.
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Figure 9: Exclusion limits at 95% CL from the analysis of 20.3 fb−1 of 8 TeV collision data on the masses
of the stop and neutralino, for m(χ̃±1 ) = 2m(χ̃0

1) and assuming BR(t̃1 → bχ̃±1 ) = 1. The dashed line and
the shaded band are the expected limit and its ±1σ uncertainty, respectively. The thick solid line is the
observed limit for the central value of the signal cross section. The expected and observed limits do not
include the effect of the theoretical uncertainties on the signal cross section. The dotted lines show the
effect on the observed limit when varying the signal cross section by ±1σ of the theoretical uncertainty.
The limit from the preliminary search, based on an integrated luminosity of 21 fb−1, in the one-lepton
(1L) channel [30] and from the published searches at

√
s = 7 TeV [25], based on an integrated luminosity

of 4.7 fb−1, are also reported.
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Figure 10: Exclusion limits at 95% CL from the analysis of 20.3 fb−1 of 8 TeV collision data on the
masses of the stop and neutralino, for a chargino with a mass of 150 GeV and assuming BR(t̃1 → bχ̃±1 ) =

1. The dashed line and the shaded band are the expected limit and its ±1σ uncertainty, respectively. The
thick solid line is the observed limit for the central value of the signal cross section. The expected and
observed limits do not include the effect of the theoretical uncertainties on the signal cross section. The
dotted lines show the effect on the observed limit when varying the signal cross section by ±1σ of the
theoretical uncertainty. The limit from the search, based on an integrated luminosity of 21 fb−1, in the
one-lepton (1L) channel [30] is also reported.
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Figure 11: Exclusion limits at 95% CL from the analysis of 20.3 fb−1 of 8 TeV collision data on the
masses of the stop and neutralino, assuming BR(t̃1 → Wbχ̃0

1) = 1. The dashed line and the shaded band
are the expected limit and its ±1σ uncertainty, respectively. The thick solid line is the observed limit for
the central value of the signal cross section. The expected and observed limits do not include the effect of
the theoretical uncertainties on the signal cross section. The dotted lines show the effect on the observed
limit when varying the signal cross section by ±1σ of the theoretical uncertainty.
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9 Conclusions

A search for a scalar partner of the top quark which decays into bWχ̃0
1 either directly or through an

intermediate chargino state has been performed using 20.3 fb−1of pp collision data at
√

s = 8 TeV
produced by the LHC and collected by the ATLAS detector. The numbers of observed events in various
signal regions have been found to be consistent with the Standard Model expectations.

Limits have been set on the mass of a supersymmetric scalar top for different assumptions on the
mass hierarchy of the scalar top, the lightest chargino and the lightest neutralino. A supersymmetric top
squark t̃1 with a mass between 150 and 442 GeV decaying with 100% BR to a b quark and a chargino
is excluded at 95% CL for a chargino approximately degenerate with the top squark and assuming a
lightest neutralino with a mass of 1 GeV. Limits are also set for the first time on the direct three-body
decay mode. For a value of m(t̃1) − m(χ̃0

1) equal to 90 GeV, 130 GeV, and 160 GeV top squark masses
lower than 155 GeV, 220 GeV, and 200 GeV, respectively, are excluded.
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A Additional Material

In Table 8 the number of events selected by the analysis at various stages of the selection is reported for
a signal sample with m(t̃1) = 400 GeV, m(χ̃±) = 250 GeV and m(χ̃0

1) = 1 GeV and with the top squark
decaying as t̃1 → χ̃±b → W(∗)χ̃0

1b with unit probability. A total of 50 000 events was generated, which
satisfy the condition of having at least one true electron or muon with pT > 10 GeV. This preselection
has an efficiency of 65.5%.
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Table 8: Number of simulated events passing various stages of the selection for a signal sample with
m(t̃1) = 400 GeV, m(χ̃±) = 250 GeV and m(χ̃0

1) = 1 GeV and with the top squark decaying as t̃1 →
χ̃±b → W (∗)χ̃0

1b with unit probability. Event weights are applied to correct simulated events to data.
“Isolation” include the effect of tight ID for electrons and the isolation selection for both electrons and
muons. “Cleaning cuts” refer to cuts applied to remove non-collision backgrounds and detector noise.

Total events 50000
Trigger 26861.6
Cleaning cuts 26384.9
Two 10 GeV preselected leptons 3416.1
same flavour
same flavour 1730.4
isolation 1369.5
opposite sign 1339.6
Mll > 20 GeV 1322.3
Leading lepton pT 1301.2
|Mll − mZ | > 20 GeV 963.8
∆φmin > 1 506.2
∆φb < 1.5 487.3
SR M90 (same flavour) 107.5
SR M100 (same flavour) 45.8
SR M110 (same flavour) 51.8
SR M120 (same flavour) 34.3
different flavour
different flavour 1740.6
isolation 1301.1
opposite sign 1267.6
Mll > 20 GeV 1254.5
Leading lepton pT 1233.7
∆φmin > 1 607.3
∆φb < 1.5 586.1
SR M90 (different flavour) 123.7
SR M100 (different flavour) 43.3
SR M110 (different flavour) 65.8
SR M120 (different flavour) 47.4
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Figure 12: Illustration of the best expected SR per signal point, for the grids with BR(t̃1 → bχ̃±1 ) = 100%
and a neutralino with a mass of 1 GeV (top left), m(χ̃±1 ) = 2m(χ̃0

1) (top right), m(t̃1) − m(χ̃±1 ) = 10 GeV
(centre left), a 300 GeV top squark(centre right), a 150 GeV χ̃±1 (bottom left), and in the signal grid with
BR(t̃1 → Wbχ̃0

1) = 100% (bottom right). The M90, M100, M110 and M120 SR are indicated by their
numerical values.
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Figure 13: 95% CL limits from the analysis of 20.3 fb−1 of 8 TeV collision data for the grids with t̃1 →
bχ̃±1 and a neutralino with a mass of 1 GeV (top left), m(χ̃±1 ) = 2m(χ̃0

1) (top right), m(t̃1)−m(χ̃±1 ) = 10 GeV
(centre left), a 300 GeV top squark(centre right), a 150 GeV χ̃±1 (bottom left), and in the signal grid with
t̃1 → Wbχ̃0

1 (bottom right). The excluded cross section times BR for each signal point is reported. The
dashed line and the shaded band are the expected limit and its ±1σ uncertainty assuming the nominal
cross section and 100% BR. The thick solid line is the observed limit for the central value of the signal
cross section. The expected and observed limits do not include the effect of the theoretical uncertainties
on the signal cross section. The dotted lines show the effect on the observed limit when varying the signal
cross section by ±1σ of the theoretical uncertainty.
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