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For stable operation of the Belle II Silicon Vertex Detector in the future high-luminosity operation of
SuperKEKB, we plan to reduce readout data-samples per trigger and to apply hit-selection using hit-
time. To realize this plan, we developed novel hit-time estimation methods, one of which achieves the
resolution of 2.28±0.04 ns evaluated in the current data acquisition mode. A study using Monte Carlo
simulation also confirms that the hit-selection based on this hit-time improves track reconstruction
performance.

KEYWORDS: Belle II, silicon tracker, timing resolution

1. Introduction

The Belle II experiment [1] started operation with the present vertex detector in the spring of
2019. The experiment aims to probe new physics beyond the Standard Model by analyzing a large
number of final states, mainly from decays of BB-pairs, in high-luminosity e+e− collisions at Su-
perKEKB (KEK, Japan) [2].

The vertex detector consists of the Silicon Vertex Detector (SVD) and the Pixel Detector (PXD).
In particular, SVD includes four layers of Double-sided Silicon Strip Detectors (DSSDs), which
provide two-dimensional hit position information for the track reconstruction. SVD is crucial for
pointing at a region-of-interest limiting the PXD read-out volume (see Sect. 4.7.5 in Ref. 1), the
track reconstruction of low-momentum charged particles, and the precise measurement of KS decay
vertices.

2. Future concerns and updates for stable SVD operation

During the first year of data taking, SVD has demonstrated very stable and excellent performance.
One of the next operational challenges will be the large amount of beam-related background caused
by the future high-luminosity operation of SuperKEKB. We will have a higher trigger rate of 30 kHz
by design and a higher hit occupancy from this background. There are mainly two concerns for SVD
operation under these conditions: various data bandwidths and track reconstruction performance.

2.1 Various data bandwidths
SVD data are read out at the reception of the Belle II global trigger. There are many steps for data

readout, and hence various limiting bandwidths. In the high-luminosity operation, the higher trigger
rate and the larger data-size of background hits will make the data-rate exceed those bandwidths,
causing data loss. To avoid this data acquisition (DAQ) inefficiency, we need to reduce the data-size
beforehand. Such reduction can be realized at the frontend ASIC, APV25 [3]. APV25 processes data
through FIFO at a sampling rate of 31.8 MHz and sends six successive ADC samples at the trigger
arrival. Here, we can reduce the number of readout samples from six to three (3-sample-mode DAQ)
keeping the same sampling rate. Note that if the trigger timing is precise enough, the effect on SVD
performance stays small and under control, even though we have only three samples. Besides the
data-size reduction per hit, we can gain more data reduction because the number of background hits
decreases due to the narrower sampling time window.

2.2 Track reconstruction performance
Another concern is the track reconstruction: the more background hits in one event, the more dif-

ficult the track reconstruction is. A large number of background hits cause a much larger number of
hit-combinations. Since it becomes more difficult to find correct tracks from a large number of these
possible candidates, track reconstruction efficiency decreases, and fake-rate increases. We can im-
prove this situation by rejecting efficiently the background hits in offline reconstruction. One solution
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for this is to use hit-time information. Particles from the physics event come from a specific collision
bunch-crossing, while the particles from beam-related backgrounds can come from any bunches. The
hit-time tells which bunch-crossing creates the hits. Therefore, we can reject the background hits by
applying cuts on the hit-time.

3. Novel hit-time estimation methods for future DAQ

To realize both 3-sample-mode DAQ and hit-selection based on hit-time, we need to establish hit-
time estimation methods that work on hit data with only three ADC samples. Here, we developed two
novel time estimation methods: CoG3 and ELS3 [4]. In CoG3, the hit-time estimator is the average
of the acquired times of three ADC samples (T = 0 defined at the first sampling point) weighted by
their ADC values, as shown in Eq. (1). In ELS3, we approximate the pulse shape with the impulse
response of the CR-RC shaper and then fit the acquired three ADC samples. For this fitting, we
can calculate the minimization analytically and hence the resulting fit parameters. Note that the two
estimation methods yield quite different raw times before calibration (see Sect. 4.1). With three ADC
samples a0, a1, a2, sampling period of APV25 ∆t = 31 ns, and CR-RC shaper time-constant for
ELS3 τ = 55 ns, the estimators can be written down as

TSVD;raw(CoG3) =
a1 + 2a2

a0 + a1 + a2
· ∆t, (1)

TSVD;raw(ELS3) = −
2e−4∆t/τ +

a0−e−2∆t/τa2
2a0+e−∆t/τa1

· e−2∆t/τ

1 − e−4∆t/τ − a0−e−2∆t/τa2
2a0+e−∆t/τa1

· (2 + e−2∆t/τ) · ∆t. (2)

4. Performance of the novel hit-time estimation in the current DAQ

We applied the above methods on the data of hadron events [5] taken with the current DAQ,
where we have six ADC samples per hit. To apply CoG3 or ELS3, we choose three successive ADC
samples from the six. For sufficient information, these three samples need to include (a) the highest
ADC value of the six to estimate the amplitude properly and (b) the rising edge of the waveform,
which is steeper than the falling, to estimate the hit-time. To satisfy these requirements, we take two
successive samples with the highest sum (a) and one sample before (b). Among the candidates, we
confirm that this selection gives us the best hit-time resolution. Note that this selection is applied
offline, while in a real online implementation, we should tune the latency to the trigger time as we
cannot use the waveform information.

4.1 Calibration
Though the estimators derived from the above methods correlate to the true hit-time, they do

not directly give us the true hit-time. To calibrate the hit-time estimators, we use the time of the
corresponding bunch-crossing estimated offline by the outer detectors, called “EventT0” or t0, which
has a 0.65 ± 0.01 ns resolution. To compare with the hit-time estimation of SVD and EventT0, we
shift the EventT0 to get synchronized to the SVD reference frame, called “synchronized EventT0”
or tsync

0 . To extract the correlation, we reduce the effect of the background hits by using only the hits
associated with the reconstructed track. The correlation plots for CoG3 and ELS3 are shown in Fig. 1.
Calibration function shapes used in the fit to the correlations are found empirically:

CoG3 : TSVD = a + b · TSVD;raw + c · (TSVD;raw
)2
+ d · (TSVD;raw

)3 , (3)

ELS3 : TSVD = a + b · TSVD;raw +
c

TSVD;raw − d
. (4)
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Fig. 1. Correlation plots for hit-time estimator in CoG3/ELS3 and tsync
0 in real data of hadron events are

shown in left/right plots, respectively. Black points with dark-blue error bars show the averaged value of tsync
0

at each TSVD;raw bin: vertical error for the uncertainty of the mean and horizontal error for the bin width. Red
curves show the fitted functions.

4.2 Hit-time distribution and resolution
Since the instability of the calibration is confirmed to be small [6], we apply the above calibration

to the same data sets. The calibrated hit-time distributions for signal and background are shown in
Fig. 2. Both distributions show a clear separation between signal and background. The difference
observed in the background hit-time distribution between CoG3 and ELS3 comes from the different
calibration functions.
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Fig. 2. Calibrated hit-time distributions derived by CoG3/ELS3 in real data of hadron events are shown in
left/right plots, respectively. The red histogram is for the hits used in reconstructed tracks (i.e., signal hits), and
the blue histogram is for all the hits, including both signal and background.

By subtracting tsync
0 , we can remove trigger jitter from the hit-time. The distributions of this time

residual are shown in Fig. 3. The signal peak gets sharper and shows better separation compared to
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Fig. 2, before the subtraction. By subtracting the EventT0 resolution (see Sect. 4.1) from the width
of the distribution [7], we can get the intrinsic hit-time resolution of 2.36± 0.04 ns/2.28± 0.04 ns for
CoG3/ELS3. Due to this powerful hit-time resolution, we can observe a periodical structure every 12
ns in the background hit-time distribution, which corresponds to the bunch fill pattern.
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Fig. 3. Time residuals to tsync
0 derived by CoG3/ELS3 in real data of hadron events are shown in left/right

plots, respectively. The red histogram is for the hits used in reconstructed tracks (i.e., signal hits), and the blue
histogram is for all the hits, including both signal and background.

5. Performance of hit-selection using hit-time in simulation

We also studied the hit-time performance in Monte Carlo simulated samples, where we simu-
late the various amount of beam-related backgrounds. We simulate the current DAQ mode data and
trace the same procedure as described in Sect. 4. The time residual of CoG3 is shown in Fig. 4. As
in data, we can separate the signal peak from the background tail. Here we applied [−35,+35] ns
(width 70 ns) cut and achieved the signal hit efficiency of 99.55 ± 0.02% and background hit rejec-
tion of 80.89 ± 0.06%. This selection improves SVD-standalone tracking, as shown in Fig. 5. We
have a higher tracking efficiency and a lower tracking fake-rate. For example, even with 5% of back-
ground hit occupancy in the SVD innermost layer (Layer 3), we achieve 90% for the SVD-standalone
tracking efficiency and suppress the fake-track rate to ∼20%. These results are significantly improved
compared to those without hit-selection: ∼70% efficiency and ∼60% fake-rate.

6. Conclusions

The novel hit-time estimation methods we developed show remarkable performance, achieving
the hit-time resolution of around 2.3 ns in data taken in the 2019 autumn commissioning. Using this
hit-time information for hit-selection, we could restore the SVD-standalone track-finding efficiency
and suppress the fake-rate demonstrated in the Monte Carlo simulation, even with the existence of
many background hits. These results are promising for future stable operation of SVD with higher
luminosity, higher trigger rate, and more background hits.

Regarding the implementation of the 3-sample-mode DAQ, we plan to use this online only for
the trigger where precision timing is prospected. In this way, we can minimize the effect on the SVD
performance. This “3-mixed-6-mode” is already implemented in the DAQ system, and the test is
ongoing in a cosmic-ray run. Also, the 3-sample time algorithms are already available in analysis
software and used to analyze the cosmic-ray data. For the hit-selection based on the hit-time, a more
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Fig. 4. The time residual derived by CoG3 in MC simulation is shown. The red histogram is for the signal,
and the blue histogram is for the background. The events with hit-time between the two red vertical dashed-
lines are selected for evaluation of the track-finding efficiency and fake-track rate.
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Fig. 5. The relation between SVD-standalone track-finding efficiency/fake-track rate and background occu-
pancy in MC simulation are shown in left/right plots, respectively. The white triangles show the results without
the hit-time selection, and the black inverse triangles show the results with the hit-time selection. Background
occupancy is the average of the sensor-wide strip occupancies in Layer-3 sensors. In the high-luminosity oper-
ation, this occupancy will reach 3–5% though estimated with large uncertainty.

detailed study is ongoing.
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